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This book is one of the final dissemination activities of the COST Action IC1303 “Algorithms, Architectures and Platforms for Enhanced Living Environments (AAPELE).” The main objective of this COST Action was to promote the synergy between ambient assisted living (AAL) and smart enhanced living environments (ELEs), based on the creation of a research and development (R&D) community of scientists and entrepreneurs. AAPELE has ended with about 160 management committee members and substitutes from 32 countries, 400+ research papers and analytical reports published, three edited books, three special journal issues organized, and 56+ successful projects running (in parallel and/or as continuation) out of 100+ proposals submitted. The aim of this final AAPELE book is to raise even more the awareness of the academic and industrial communities of the AAL/ELE topic by taking into account also the increasing interest of the end-users to be informed and be able to self-manage different living issues of their own. The high interest and multiple running projects in the subject area as well as the large number of pilot platforms developed are a good proof of the importance of this COST Action.
The COST Action AAPELE was supported by partners working in the following areas: (1) analysis of medical data; (2) mesh networking; (3) quality of service (QoS) and quality of experience (QoE) as well as capacity planning analysis; (4) user behavior analysis and network traffic classification; (5) electronic health (eHealh) and mobile health (mHealth); and (6) AAL in specific use-cases.
The main goal of AAPELE was to promote interdisciplinary research on AAL/ELE through the creation of an R&D community of scientists and entrepreneurs, working on different aspects of corresponding algorithms, architectures, and platforms, having in view the advance of the science in this area and the development of new and innovative solutions.

                  To achieve this goal, the COST Action AAPELE set the following main objectives:
                  	1.To facilitate research on specific AAL/ELE problems related to information and communications technologies (ICT), aiming for the development of new and innovative solutions that are driven by the interest to produce marketable technological solutions that can be easily adopted by the users

 

	2.To synchronize and broaden the scientific activities of all involved partners working in this field in a research-friendly environment, while also allowing more countries and different types of organizations to contribute

 

	3.To create and expand a European R&D community in the AAL/ELE area

 




                

                  The achieved impact of AAPELE can be summarized as follows:
                  	Creation of an AAL/ELE community of scientists and entrepreneurs acting as a critical mass of researchers with different scientific backgrounds

	Broadening the AAL topic with the ELE concept

	Collection of diverse data from medical, network, and protocol experiments for further analysis

	Application of different statistical tools for big data management in the AAL/ELE area

	End-user profiling for the purposes of AAL/ELE

	Identification of a variety of AAL/ELE testing scenarios

	Development of AAL platforms for conducting advanced experiments and case studies in different ELEs

	Conducting corresponding QoS and QoE analysis

	Designing and testing different ICT infrastructures that are able to integrate different types of devices (sensors, actuators, computers, mobile devices, etc.) from an AAL/ELE service perspective

	Researching on personalized, intelligent algorithms for use in AAL/ELE

	Researching on user interfaces and human–machine interactions (HMI) with special focus on older adults or disabled users

	Studying and applying suitable (mobile) communications protocols for different AAL/ELE applications




                
This book presents the final output from the AAPELE community and aims to become a cookbook for further activities in the field.

Nuno M. Garcia
Rossitza Goleva
Ivan Ganchev
November 2018


Preface
The increase in medical expenses, due to societal issues such as demographic aging, puts strong pressure on the sustainability of health and social care systems, labor participation, and quality of life (QoL) for the elderly and people with disabilities. In addition, the understanding of the need to have active living and aging, and the corresponding changes in work and family life, has set new challenges to developers and suppliers of new services within personal living environments. In this sense, the enhanced living environments (ELEs) encompass all information and communications technology (ICT) achievements supporting true ambient assisted living (AAL). ELEs promote the provision of infrastructures and services for independent or more autonomous living, via the seamless integration of ICT within homes and residences, thus increasing the QoL for assisted people and autonomously maintaining their preferable living environment as long as possible, without causing disruption in the web of social and family interactions.
Different AAL/ELE technologies are aiming today at creating safe environments around assisted people to help them maintain independent and active living. Most efforts toward the realization of AAL/ELE systems are based on the development of pervasive devices and the use of ambient intelligence to mix these devices together to create a safe environment. There is a missing interaction of multiple stakeholders needing to collaborate for ELEs, supporting a multitude of AAL services. There are also barriers to innovation in the concerned market, the governments, and the health-care sector that still do not take place at an appropriate scale.
Many fundamental issues in ELE remain open. Most of the current efforts still do not fully express the power of human beings and the importance of social connections. Societal activities are less noticed as well. Effective ELE solutions require appropriate ICT algorithms, architectures, platforms, and systems, aiming to advance the science in this area and to develop new and innovative connected solutions. This book provides, in this sense, a platform for the dissemination of research and development efforts and for the presentation of advances in the AAL/ELE area that aim at addressing these challenges.
The book aims to become a state-of-the-art reference, discussing the progress made, as well as prompting future directions on theories, practices, standards, and strategies that are related to AAL/ELE. It was prepared as a Final Publication of the COST Action IC1303 “Algorithms, Architectures and Platforms for Enhanced Living Environments (AAPELE).” The book can serve as a valuable reference for undergraduate students, postgraduate students, educators, faculty members, researchers, engineers, medical doctors, health-care organizations, insurance companies, and research strategists working in this field.
The book chapters were collected through an open, but selective, three-stage submission/review process. Initially, an open call for contributions was distributed among the COST AAPELE community in the summer of 2017. As a result, 24 expressions of interest were made in response to the call and, after some consolidation, a total of 15 extended abstracts were received. These were reviewed by the book editors and their authors were invited to the next stage of full-chapter submission. At the end of this stage, 14 full-chapter proposals were received. All submitted chapters were then peer-reviewed by independent reviewers (including reviewers outside the COST Action AAPELE), appointed by the book editors, and after the first round of reviews 12 chapters remained. These were duly revised according to the reviewers’ comments, suggestions, notes, etc., then reviewed again and finally accepted for publication in this book.
The first chapter entitled “Automation in Systematic, Scoping, and Rapid Reviews by an NLP Toolkit: A Case Study in Enhanced Living Environments” analyzes the trends and the state of the art in the AAL/ELE area by utilizing a natural language processing (NLP)-powered tool for automating the surveying process of 70,000+ scientific articles indexed in reputable international digital libraries such as the IEEE Xplore, PubMed, and SpringerLink. The authors demonstrate the applicability of the toolkit in facilitating a robust and comprehensive “eligibility and relevance” analysis of articles, in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) surveying methodology. The presented case study demonstrates that, in addition to easing and speeding up the surveying process, the NLP toolkit can show valuable insights and pinpoint the most relevant articles, thus significantly reducing the number of articles that need to be manually assessed by researchers, while also generating informative tables, charts, and graphs. The analysis conducted shows increasing attention from the scientific and research communities toward AAL/ELE over the past 10 years and points to several trends in the specific research topics falling within this scope. In particular, the aggregated results show that there is more interest in ELEs that sense and recognize activities and aid exercising, thus helping the well-being of people. Monitoring and supervision of some more serious health issues, such as accidents and vital signs, have received less attention so far. Regarding the way the data are processed, the edge computing and cloud computing technologies receive a fair amount of attention. Furthermore, sensors and power consumption seem to be of greater interest than communications protocols and machine learning/deep learning.
With respect to ELEs oriented toward activity recognition, the second chapter, “RDF Stores for Enhanced Living Environments: An Overview,” considers the handling of large knowledge bases of information from different domains as a complex problem, addressed in the Resource Description Framework (RDF) by adding semantic meaning to the data themselves. The authors explore the RDF store landscape with the aim of finding a specialized database, capable of storing and processing RDF data, which sufficiently meets the ELE storage needs. More specifically, they focus on a Smart Space platform aimed at running on a cluster setup of low-power hardware that can be run locally entirely at home with the purpose of logging data for a reactive assistive system involving activity recognition or domotics. A literature analysis of RDF stores is presented and promising candidates for implementation of consumer Smart Spaces are identified. Based on the insights provided, the authors suggest different relevant aspects of RDF storage systems that need to be considered in AAL/ELE environments and provide a comparison of available solutions.
This is followed by the chapter entitled “Combining Machine Learning and Metaheuristics Algorithms for Classification Method PROAFTN,” which brings machine learning and data mining into the picture by showing how the combined metaheuristics with inductive learning techniques can improve the efficiency of the supervised learning classification algorithms for use within AAL/ELE environments for activity recognition and behavior analysis, based on the collected sensor data. The authors’ aim is to find a good, suitable, and comprehensive (interpretable) classification procedure that can be applied efficiently in such environments. In order to address the issues faced by the usual supervised learning approaches, especially when dealing with knowledge interpretation and with very large unbalanced labelled data sets, the authors have developed a fuzzy classification method PROAFTN for enabling determination of the fuzzy resemblance measures by generalizing the concordance and discordance indexes used in outranking methods. An improved version of PROAFTN is described in the chapter and compared with other well-known classifiers in terms of the learning methodology and classification accuracy. The authors show the ability of the metaheuristics, when embedded into the PROAFTN, for improving the efficiency of classification.
The next chapter, entitled “Development and Evaluation of Methodology for Personal Recommendations Applicable in Connected Health,” proposes a methodology (and corresponding algorithm) for personal recommendations of outdoor physical activities, which is based solely on the user’s history data and without relying on collaborative filtering. The proposed recommendation algorithm consists of four phases: data fuzzyfication, activity usefulness calculation, estimation of most useful activities, and activities classification. For the latter, several data mining techniques are compared for use, e.g., decision tree algorithm, decision rule algorithm, Bayes algorithm, and support vector machines. The performance of the proposed recommendation algorithm is evaluated based on a real dataset, collected from a community of 1,000 active users. The results show a high accuracy of 85–95%.
The chapter “Touchscreen Assessment Tool” (TATOO), an Assessment Tool Based on the Expanded Conceptual Model of Frailty provides an overview of the state-of-the-art assessment models of frailty syndrome in the elderly and presents a tool prototype that utilizes mobile technology for assessing the elderly’s frailty. The tool is based on a conceptual model, which is expanded to incorporate new aspects related to the usage of technology by elderly, covering the complexity and multidimensionality of modern life. The authors’ plan is to further develop the tool as a continuous monitoring instrument of activities performed in daily life, combined with advanced sensor-based measurements and big-data analytics algorithms.
The next chapter “Towards a Deeper Understanding of the Behavioural Implications of Bidirectional Activity-Based Ambient Displays in Ambient Assisted Living Environments” investigates the extent to which the real-time bidirectional exchange of activity information can influence context awareness, social presence, social connectedness, and interpersonal activity synchrony in mediated AAL environments. The chapter contains a background on interpersonal activity synchrony, followed by a description of the design, development, and assessment of a bidirectional ambient display platform. The authors evaluate a conglomerate of activity-based lighting displays in order to determine the effects of real-time bidirectional deployment on behavior and social connectedness. The results presented show tendencies toward an increase in implicit social interactions, more positive social behaviors between the elderly and their caregivers in mediated AAL contexts, and sporadic moments of interpersonal activity synchrony.
The chapter “Towards Truly Affective AAL Systems” considers affective computing as a growing field of artificial intelligence, focused on detecting, obtaining, and expressing various affective states (including emotions, moods, and personality-related attributes), applicable to various affective contexts, including AAL/ELE. The authors discuss the need for integration of affective computing approaches and methods in the context of AAL/ELE systems in order to improve their functionality in terms of rational decision-making and enhancement of social interaction with people requiring the use of these systems. To enrich the emotional capacity of AAL/ELE systems, the authors go beyond simple emotion detection and showing only emotion expressions, and in addition consider the use of emotion generation and emotion mapping on rational thinking and system behavior. The chapter discusses the need and requirements for these processes in the context of various AAL/ELE application domains.
The next chapter, entitled “Maintaining Mental Wellbeing of Elderly at Home,” focuses on the problem of providing the most cost-efficient and effective way of supporting mental well-being as well as methods for physical and mental rehabilitation for the elderly at home including recovery from accidents, particularly concentrating on those impacting brain activities. For this, an automated home ICT system, combining progress in applied clinical “know-how” with stimulating engagement through entertainment, rivalry, and “real feeling” of gaming environment in compliance with rehabilitation rules, is envisaged by the authors for utilization by patients, care providers, and family members for the effective use of rehabilitation procedures in familiar home surroundings instead of unfriendly clinical settings. The authors propose a full system solution that integrates a set of state-of-the-art technologies, such as augmented/virtual reality gaming, multi-modal user interfaces, and innovative embedded micro-sensor devices, combined together in a Personal Health Record (PHR) system, supporting the delivery of individual, patient-centered electronic health (eHealth) services both at home, at hospital, or on the move. The formal technical validation tests performed confirm the usability of the developed system.
The chapter “System Development for Monitoring Physiological Parameters in Living Environment” presents a system architecture for physiological parameters monitoring in ELEs. A corresponding laboratory experiment, a field trial, and a case study are described along with a subsequent analysis of the created dataset for finding correlation between monitored physiological parameters. The authors’ plan is to enhance the system by utilizing a fuzzy-logic decision algorithm for raising of alerts and to improve the visualization of collected data based on live streaming and cloud support.
The next chapter “Healthcare Sensing and Monitoring” brings attention to the development of cost-effective, real-time, remote sensing and health-status monitoring solutions for elderly and disabled people to help them improve their QoL and create better living conditions in the environment of their choice. The authors provide an overview of relevant sensing technologies, vital signs monitoring techniques, risk and accident detection methods, activity recognition techniques, communications technologies, etc., and conclude that new types of network paradigms, such as the Internet of Things (IoT), will extend traditional sensing and monitoring systems giving an advantage to control the environment.
Staying on the IoT note, the next chapter “Semantic Middleware Architectures for IoT Healthcare Applications” delves into the technical and semantic solutions used to tackle the interoperability issues in IoT-based AAL/ELE heterogeneous environments. By suggesting the use of semantic middleware architectures (consisting of both technical and semantic components) as a complete interoperable solution, the authors present an overview of the existing semantic middleware proposals that address many challenges and requirements regarding the interoperability in IoT systems. The authors then identify research challenges that still remain open, such as scalability, real-time reasoning, provision of a simple application programming interface (API) usable in various application domains, provision of a complete ontology that is able to describe both domains and sensors in IoT, etc. In this regard, the authors envisage the recently proposed Web of Things (WoT) architecture as one of the major candidates for solving the interoperability issues in IoT in general.
The final chapter, entitled “The Role of Drones in Ambient Assisted Living Systems for the Elderly,” introduces some of the most recent and interesting applications of drones in creating AAL/ELE environments to help the elderly sustain a better independent lifestyle. A critical analysis and evaluation of drone-related technologies as a disruptive force in many industrial and everyday life applications, and their relationship with AAL/ELE, are presented along with suitable health-care models, different characteristics of relevant AAL/ELE systems and communications protocols, and the main challenges in accepting drones as “flying assistants” to extend the independent living environments of elderly.
The book editors wish to thank all reviewers for their excellent and rigorous reviewing work, and for their responsiveness during the critical stages to consolidate the contributions provided by the authors. We are most grateful to all authors who have entrusted their excellent work, the fruits of many years’ research in each case, to us and for their patience and continued demanding revision work in response to reviewers’ feedback. We also thank them for adjusting their chapters to the specific book template and style requirements, completing all the bureaucratic but necessary paperwork, and meeting all the publishing deadlines.
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Abstract
With the increasing number of scientific publications, the analysis of the trends and the state-of-the-art in a certain scientific field is becoming very time-consuming and tedious task. In response to urgent needs of information, for which the existing systematic review model does not well, several other review types have emerged, namely the rapid review and scoping reviews. In this paper, we propose an NLP powered tool that automates most of the review process by automatic analysis of articles indexed in the IEEE Xplore, PubMed, and Springer digital libraries. We demonstrate the applicability of the toolkit by analyzing articles related to Enhanced Living Environments and Ambient Assisted Living, in accordance with the PRISMA surveying methodology. The relevant articles were processed by the NLP toolkit to identify articles that contain up to 20 properties clustered into 4 logical groups. The analysis showed increasing attention from the scientific communities towards Enhanced and Assisted living environments over the last 10 years and showed several trends in the specific research topics that fall into this scope. The case study demonstrates that the NLP toolkit can ease and speed up the review process and show valuable insights from the surveyed articles even without manually reading of most of the articles. Moreover, it pinpoints the most relevant articles which contain more properties and therefore, significantly reduces the manual work, while also generating informative tables, charts and graphs.
Keywords
Enhanced living environmentsAmbient assisted livingNLP toolkitAutomated surveysScoping reviewRapid reviewSystematic review
1 Introduction
Enhanced and Assisted living environments (ELE/ALE) have been in focus of the researches for more than decade [8]. Adaptation of novel technologies in healthcare has taken a slow but steady pace, from the first wearable sensors for chronic disease conditions and activity detection with offline processing towards implantable or non-invasive sensors supported by advanced data analytics for pervasive and preventive monitoring. The ELE/ALE progress is driven by the rapid advances in key technologies in several complementary scientific areas over the last decade: sensor design and material science; wireless communications and data processing; as well as machine learning, cloud, edge, and fog technologies [18, 19, 21].
The integration of novel sensors into consumer electronics increases gathering of personal health data. The place and importance of different sensors for healthcare, well-being, and fitness among consumer devices can be tracked by their increasing share on Consumer Electronics Shows promoting self-care and self-regulation. This creates enormous possibility in both healthcare and healthy lifestyle. The availability of data in vast amounts can lead to: cost-effective, personalized, and real-time monitoring, detection and recommendations, both for the end users and healthcare providers [21]. These services (monitoring, detection, recommendation) are significant research topic in ALE/ELE domain. Thus, a large percent of typical ALE/ELE systems aim to monitor daily activities, detect specific events (e.g. falls, or false alarms), automate assistance, and decrease caregiver burden [22]. Continuous vital signs monitoring is an important application area and various sensors have been developed for this purpose. Sensor devices are supported by various algorithms and computational techniques, context modeling, location identification, and anomaly detection [19].
Human activity recognition stands for recognizing human activity patterns from various types of low-level sensor data usually presented as time series data. The activity itself can be represented and recognized at different resolutions, such as a single movement, action, activity, group activity, and crowd activity. Recognizing such activities can be useful in many applications, for example: detecting physical activity level [25], promoting health and fitness [28], and monitoring hazardous events such as falling [2, 20].
The current trends in ALE/ELE systems research can be perceived from different perspectives [5]. In this work, we are investigating research topics in the ALE/ELE systems and services domain applied to healthcare and well-being. We identified potentially relevant articles with the following keywords: identification and sensing technologies, activity recognition, risks and accidents detection, tele-monitoring, diet and exercise monitoring, drugs monitoring, vital signs supervision, identification of daily activities, and user concerns like privacy and security.
Systematic reviews, use formal explicit methods, of what exactly was the question to be answered, how evidence was searched for and assessed, and how it was synthesized in order to reach the conclusion. The “Preferred reporting items for systematic reviews and meta-analyses: the PRISMA statement” [13, 14] is one of the most widely used methodologies for achieving this. Recently, new forms of reviews have emerged in response to urgent needs for information, for which the existing systematic review model does not fit well [15]. The rapid review is used when time is of the essence. The scoping review is applied when what is needed is not detailed answers to specific questions but rather an overview of a broad field [17]. The evidence map is similar to scoping reviews but is focused on specific visual presentation of the evidence across a broad field. Finally, the realist review is used where the question of interest includes how and why complex social interventions work in certain situations, rather than assume they either do or do not work at all.
Performing any of these reviews types is usually manual and very labor-intensive work. Therefore, we have identified the opportunity to use Natural Language Processing (NLP) and other software engineering methods to automate the analysis, identify relevant articles, generate visualizations of trends and relationships, etc. We have implemented an NLP-based toolkit that performs this, and, in this paper, we show our findings in the AAL/ELE domain.
By exploring the publications over the last decade, we have summarized the state-of-the-art technologies, future research focus and publication statistics related to the following key issues: enabling technology, typical applications and services of ALE/ELE in healthcare and well-being.
The remainder of this article is organized as follows. Section 2 will elaborate the different Natural Language Processing techniques (NLP) we are using, while also describing the processing the collected data. Section 3 presents the results of our analysis in the AAL/ELE use case and discusses them. Finally, in the last section we conclude the paper and point directions for future research.
2 Methodology
This work is an extension of our previous work presented in [3]. Namely, the architecture was reworked for better reusability of intermediate results per the architecture presented in [26], while ensuring compliance with the terms of use of the digital libraries, in regard to the number of requests per unit time. Additionally, the plotting of aggregate results was integrated and streamlined using the Matplotlib library [7] and Networkx [6].
2.1 Search Input Taxonomy
The user input is a collection of keywords that are used to identify potentially relevant articles and a set of properties, which define what are we looking for in the identified articles. In particular, this input is defined with the following parameters, which are further enhanced by proposing synonyms to the search keywords and properties by the NLP toolkit, as described in the following Subsect. 2.4:	Keywords. Search terms or phrases that are used to query a digital library (e.g. ambient assisted living, enhanced living environments, etc.). See example of searched keywords in Figs. 6 and 7. Note that keywords are being searched for independently of each other and duplicates are being removed in a later phase.

	Properties. The properties are words or phrases that are being searched in the title, abstract or keywords section of the identified articles. Exemplary properties used in this study can be seen in Figs. 8, 9, 10 and 11.

	Property synonyms. In addition to the original form of the properties, also their synonyms or words with similar meaning in the domain terminology, are being searched for in the article’s abstract, title and keywords. For each property, only one original form appears in the results for brevity, while the synonyms are omitted. Note that a synonym can be a completely different word, or another form of the same word, such as a verb in another tense or an adjective (e.g. synonyms of Recognition: identification, identify, recognize, recognise (intentionally misspelled), discern, discover, distinguish, etc.). Therefore, instead of showing all those words, only one word per synonym set is being displayed in the results. Synonyms can be provided by the user, or proposed by the toolkit, with a possibility of fine-tuning the proposals. For the considered use case, the list of used properties and property groups is shown in Fig. 1.

	Property groups. The property groups are thematically, semantically or otherwise grouped properties for the purpose of more comprehensive presentation of the results. Properties within property groups are being displayed together in charts or tables. The property group has a name (e.g. Topics, Technology, Concerns, etc.), and within a group, there are sets of properties, including their synonyms, such as within the Concerns propriety group: privacy, security and acceptance. Exemplary summary results per property group are presented in 7, while exemplary results per property within groups are shown in Figs. 8, 9, 10 and 11.

	Start year. The start year (inclusive) of the articles that we are interested in. Default: current year - 9.

	End year. The end year (inclusive) of the articles that we are interested in. Default: current year.

	Minimum relevant properties. A number denoting the minimum number of properties that an article has to contain in order to be considered as relevant. Default: 2.




[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig1_HTML.png]
Fig. 1.List of property groups and properties (main and the synonyms)



2.2 Enhanced Search Capabilities with WordNet
Before the actual searching starts, the user provided input in the form of keywords and properties is enhanced by proposing synonyms from WordNet [1, 12, 16], using the NLTK library [4] for Python. In most cases, this increases the robustness of the searched properties by including synonyms that the user might have neglected. However, considering that Word Net is a general-purpose database, some of the proposed synonyms might not be appropriate or relevant. In such a case, the user can manually choose which of the proposed synonyms to be included before the actual processing starts.
The toolkit also performs stemming of the properties and the abstract, for a more robust searching. If none of the properties of interest are identified within the abstract, then those articles are removed from the result set, which corresponds to the eligibility step in the PRISMA statement. In addition to this, we can specify the minimum number of properties that need to be identified within an article for it to be considered eligible and potentially relevant.
2.3 Indexed Digital Libraries
As of this moment, the NLP toolkit indexes the following digital libraries (i.e. sources): IEEE Xplore, Springer and PubMed. From PubMed all articles that match the given search criteria (i.e. a keyword) are analyzed. IEEE Xplore results include the top 2000 articles that match given criteria, sorted by relevance determined by IEEE Xplore. For the Springer digital library, the search for each keyword separately is limited to 1000 articles or 50 pages with results, whichever comes first, sorted by relevance determined by Springer.
2.4 Survey Methodology
The methodology used for the selection and processing of the research articles in this section is based on “Preferred reporting items for systematic reviews and meta-analyses: the PRISMA statement” [13, 14], as shown in Fig. 2. The goal of PRISMA is to standardize surveys. The first part is gathering articles based on certain criteria, in our case using the search keywords. After the articles are collected, the duplicates are removed and some of the articles are discarded for various reasons, such as relevance, missing meta-data, invalid publication period, etc. Finally, from the selected subset of articles, a qualitative analysis is performed and from those articles, only a certain number is selected for more thorough screening. With this toolkit, we automate most of the steps in the PRISMA approach to significantly reduce the number of articles that need to be manually screened.[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig2_HTML.png]
Fig. 2.PRISMA statement workflow with total number of articles for the current survey



Identification and Duplicate Removal. The proposed NLP toolkit performs the identification automatically. First, the possible article candidates are identified by querying the integrated libraries with the same search terms (i.e. keywords). While integrating the results from multiple sources (i.e. digital libraries), duplicate removal is also performed by using the article DOI as their unique identifier. Articles that were already found in another source or because they were identified by another search term, considering that an article can be found by multiple search terms, are not processed again, but still, are counted towards the number of identified articles per source. This means that the same article can be considered to exist in more than one source, therefore the sets of articles per source are not disjoint. After the candidate articles are identified, they are processed, and the properties of the texts are used for selection of the relevant articles. The process of article selection is the same as the one presented in [13, 14], except for the last part where articles are manually processed by several researchers.
Augmented Screening and Eligibility Analysis by NLP. After the duplicates were removed, during the screening process discards articles which were not published in the required time period (e.g. last ten years) or for which the title or abstract could not be analyzed due to parsing errors, unavailability or other reasons.
Afterwards, the eligibility analysis is performed, which involves tokenization of sentences [10, 23], English stop words removal, stemming and lemmatization [10] using the NLTK library [4] for Python. At the beginning, this is applied to each property, based on which a reverse lookup is created from each stemmed word and phrase to the original property. The same process is also applied to the title, keywords and abstract of each article. As a result of the stemming, for each property, the noun, verb and other forms are also considered. As a result of the lemmatization and the initial synonym proposal, the synonyms of properties are also considered. This results in a more robust analysis. Then, stemmed and lemmatized properties are searched in the cleaned abstract and title and the article is tagged with the properties it contains.
The identified articles are labeled as relevant only if they contain at least the minimum relevant properties, defined as an input, in its title or abstract (considering the above NLP-enhanced searching capabilities, thus performing a rough screening. To help in the eligibility analysis, the remaining relevant articles are sorted by number of identified property groups, number of identified properties, number of citations (if available) and year of publication, all in descending order. For the relevant articles the toolkit automatically generates a Bibtex file with most important fields that can be included in an article for simplified citations. An Excel file is also generated with the following fields: DOI, link, title, authors, publication date, publication year, number of citations, abstract, keyword, source, publication title, affiliations, number of different affiliations, countries, number of different countries, number of authors, bibtex cite key, number of found property groups, and number of found properties. The researcher can use this file to drill down and find specific articles by more advanced filtering criteria (e.g. by importing it in Excel). This can facilitate deciding which articles need to be retrieved from their publisher and manually analyzed in more detail in order to determine whether it should be included in the qualitative and quantitative synthesis.
Visualization of Aggregate Results. The results of the processing and retained relevant articles are aggregated by several criteria. The output contains CSV files and charts in vector PDF files for each of the following aggregate metrics:	By source (digital library) and relevance selection criteria (see Fig. 3).

	By publication year (see Fig. 4a).

	By source and year (see Fig. 4b).

	By search keyword and source (see Fig. 5).

	By search keyword and year (see Fig. 6).

	By property group and year (see Fig. 7).

	By property and year, generating separate charts for each property group (see Figs. 8, 9, 10 and 11).

	By number of countries, number of distinct affiliations and authors, aiming to simplify identification of multidisciplinary articles (e.g. written by multiple authors with different affiliations) (See Fig. 14).





In addition to that, the toolkit also generates graph visualization of the results, where nodes are the properties and the edges are the number of articles that contain the two properties it connects. Articles which do not contain at least two properties and properties that are not present in at least two articles are excluded. An example of this is presented in Figs. 12 and 13. For a clearer visualization, only the top 25% property pairs by number of occurrence are shown (i.e. ones above the 75-th percentile).
A similar graph for the countries of the author affiliations is also generated (see Fig. 14). The top 50 countries by number of collaborations are considered for this graph. Additionally, we show only countries and an edge between them if the number of bilateral or multilateral collaborations between them in the top 5% (above 95-th percentile) within the top 50 countries.
3 Results
In this use case, we used the NLP toolkit with the keywords shown in Fig. 6. We searched for these keywords and automatically identified and screened the articles, as shown in Fig. 2. A more detailed analysis was performed using the properties that were clustered into four groups of properties, each containing at least three property synonyms, as shown in Fig. 1.[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig3_HTML.png]
Fig. 3.Number of articles per relevance selection criteria



In Fig. 3, we show the selection process based on the adopted methodology. From all identified articles based on the keywords, first, the system eliminates the ones with incomplete or invalid meta-data. Next, the duplicate entries are eliminated and finally, from the remaining ones, the relevant articles are selected if they contain the minimum number of properties (in this case 1). In Fig. 4a, we present the number of remaining and searched for articles from each year, and in Fig. 4b, the number of relevant articles from each source.[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig4_HTML.png]
Fig. 4.Number of articles per year and source



The number of relevant articles grouped by keywords from each source can be seen in Fig. 5. The top 3 keywords by the number of relevant articles are “assistive engineering”, “enhanced life environment” and “enhanced support environment”. It is interesting to see that they vary in frequency between different sources, which can be expected, considering that for PubMed the number of analyzed articles is unlimited, unlike the other sources.[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig5_HTML.png]
Fig. 5.Number of relevant articles for each keyword from each source



On Fig. 6, the distribution of articles per keyword for each year is shown. Notably, the number of papers for some of the keywords is increasing through the years, while for others it is relatively small.[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig6_HTML.png]
Fig. 6.Number of articles for searched keyword per year



Next, in Fig. 7 we can see the trends of articles mentioning at least one property from each property group, and evidently, all property groups are becoming more relevant. Apparently, the articles are not covering data management as often as the other themes (i.e. technology, topics and information delivery and prescriptive insight).[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig7_HTML.png]
Fig. 7.Number of articles mentioning each property group per year



Properties and keywords follow a similar trend in the number of articles, with most of them reaching the highest number in 2015 and 2016. However, some terms, such as “smart environments”, is still on the rise. Note that the numbers from 2018 are inconclusive because, at the time of this analysis, 2018 is not yet finished. Also, the number of articles is increasing in IEEE Xplore and Springer and the in PubMed the number of articles starts decreasing after 2016.
After the initial property analysis, for each property group, we analyze the articles based on each property. In Fig. 8 the results about the Data Management property group is shown. Here, we consider the properties Cloud, Fog and Edge, and their synonyms. The observable trend is that all of the terms are increasing in popularity in the respective research communities. The most popular term in the articles is Edge followed by Cloud and finally Fog computing, which slowly and steadily increases in popularity.[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig8_HTML.png]
Fig. 8.Article distribution per year and properties in Data Management property group



The second property group is the “Technology”, which is consisted of the properties: Battery, Deep Learning, Machine Learning, Protocol and Sensor. These properties cover different technology groups within the surveyed articles. It can be observed that most of the published articles include Sensors and give observation regarding the power consumption, thus include the word battery. Communication is also one of the most popular topics, the word protocol is also often mentioned, while Machine Learning and Deep Learning are encountered sparsely, but are slowly increasing in popularity.[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig9_HTML.png]
Fig. 9.Article distribution per year and properties in technology property group



The third property group “Topics” includes the properties: Activities, Accidents, Diet, Exercises, Mobile and Vital Signs. The topics show increasing trends in all of these properties, except for vital signs and accidents. We reason that this is due to the fact that most of the studies that are intended for Enhanced living environments are more interested in prevention and well-being instead of treatment. Accidents and vital signs measurements are also much harder to simulate and need specific hospitals environments to be treated. This does not mean that they are less relevant, rather that it is simply a less attractive research topic.[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig10_HTML.png]
Fig. 10.Article distribution per year and properties in topics property group



The final group of properties, “Information delivery and prescriptive insight”, contains Sensing, Recognition, Monitoring and Supervision. It can be observed that most of the publications are treating Sensing and Recognition and much less Monitoring and Supervision. The latter are much harder to study because of the special regulations related to ethical and processing of human data. The first two, Sensing and Recognition are much easier to simulate and there are many available datasets.[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig11_HTML.png]
Fig. 11.Article distribution per year and properties in the information delivery and prescriptive insight property group



Next, Figs. 12 and 13 show how different properties are related between each other in terms of how often they occur together in the same article. These graphs can be used for guiding the drilling down process and selection of articles that need to be analyzed manually. The darker an edge is, the more articles there are that have the connected keywords. Also it shows that some properties are not often encountered with others (e.g. Cloud and Supervision on Fig. 13).[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig12_HTML.png]
Fig. 12.Graph visualization with circular layout relevant articles by properties. Node labels show the property and number of articles that contain it and edge label shows the number of papers that have the properties it connects.


[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig13_HTML.png]
Fig. 13.Graph visualization with circular (i.e. Fruchterman-Reingold) layout relevant articles by properties.



Finally, Fig. 14 shows how authors from different countries collaborated. This graphs clearly shows that communities exist between some countries. In most cases, we attribute this to geographical location, smaller language barriers, or both.[image: ../images/477428_1_En_1_Chapter/477428_1_En_1_Fig14_HTML.png]
Fig. 14.Graph visualization relevant articles by countries. Node labels show the country and number of publications from it, while edge labels show the number of papers that were published by authors with affiliations from the countries it connects.



4 Discussion
From this scoping review we can notice some increasing trends over different search keywords over the last decade (see Fig. 6). However, some keywords, such as “ambient assisted living” and “ambient intelligence” this trend is in a declining in the last 5 years. On the contrary, the trend for “assistive technologies” is in an even more rapid increase in the last 5 years, compared to its trend in the last 10 years. Interestingly, the singular form of “enhanced living environment”, “smart environment” and “smart home” consistently results in finding more relevant papers than their plural form. From the properties, “deep learning” started to gain attention only in the last few years.
The proposed NLP toolkit was demonstrated through the AAL/ELE use case in this paper. It was also applied to simplify the review process in several previous works [9, 11]. Its continued improvement is owed to the constructive feedback obtained from multiple researchers that had tested it. By being able to reuse intermediate results and allowing tweaking and fine-tuning of keywords and properties, the researcher can test different alternatives of keywords and properties very quickly. The toolkit also provides ability to fine-tune the graph plotting thresholds, so the they can show appropriate number of edges. These default parameters were empirically determined based on extensive analysis with over dozens of different use-cases.
Even though the results of the processing are automatically emailed to the researcher that started the analysis, the toolkit is still lacking a user interface. Right now, we are working on implementing a web-based user interface that will make the toolkit easily available for other researchers. Meanwhile, interested readers are encouraged to contact us for providing the source code or jointly performing a systematic or scoping review.
Another upcoming issue, as the number of users is increasing, is the scalability of the system. Even though we use a Microsoft Azure hosted instance for the toolkit, in order the system to be able to process multiple requests at once we need a more scalable solution, such as one based on Hadoop [24, 27].
5 Conclusion
In this paper, we presented an NLP toolkit for speeding up the process of surveying scientific articles and trend analysis meta-studies. By leveraging NLP, it facilitates a robust and comprehensive eligibility and relevance analysis of articles, so the user can focus on reading a small number of potentially relevant articles.
We have presented a use-case of the proposed framework that proves that the framework is able to analyze the abstracts of over 70000 articles automatically and visualize different trends of interest.
For this use case, we can conclude that almost all of the searched keywords and properties have an increasing trend over the years. The aggregate results show that the research community is more interested in Enhanced living environments that sense and recognize activities and aid exercising, thus helping the well-being of people. Monitoring and supervision, and also more serious health issues, such as accidents and vital signs have received less attention from the scientific community. Furthermore, regarding the way the data is processed, Edge computing and Cloud computing receive fairly large attention. Sensors and power consumption are more interesting for researchers than communication protocols and machine/deep learning.
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Abstract
Handling large knowledge bases of information from different domains such as the World Wide Web is a complex problem addressed in the Resource Description Framework (RDF) by adding semantic meaning to the data itself. The amount of linked data has brought with it a number of specialized databases that are capable of storing and processing RDF data, called RDF stores. We explore the RDF store landscape with the aim of finding an RDF store that sufficiently meets the storage needs of an enhanced living environment, more concretely the requirements of a Smart Space platform aimed at running on a cluster set up of low-power hardware that can be run locally entirely at home with the purpose of logging data for a reactive assistive system involving, e.g., activity recognition or domotics. We present a literature analysis of RDF stores and identify promising candidates for implementation of consumer Smart Spaces. Based on the insights provided with our study, we conclude by suggesting different relevant aspects of RDF storage systems that need to be considered in Ambient Assisted Living environments and a comparison of available solutions.
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1 Introduction
With the advent of the open Web and the large amounts of information that it has brought with it, a need for technologies that can handle large quantities of unstructured data in an automated fashion has arisen. Creating intelligent assumptions from the information pools that originate from widely different domains of knowledge is a labour intensive problem when using technologies popular today. A way of semantically representing data with the Resource Description Framework (RDF) and related semantic technologies has emerged as a solution in order to mitigate some of the complexities involved when intelligently handling large amounts of knowledge. Storage and retrieval of information in the RDF format is most often performed by using specialised storage systems called RDF stores. The need for these storage systems capable of processing large amount of RDF data is evident by looking at the great effort that has been invested in a whole range of production system ready, RDF stores [24, 32, 42].
Smart Spaces are information sharing networks that are limited to the scale of rooms and buildings. Because of the cross-domain information sharing between actors, a Smart Space shares some of the same problems as the open Web when it comes to information processing. The information sharing between devices and users in the Smart Space, as well as a seamless device interoperability, and the need for reactive systems, are some of the motivation behind the use of RDF tools [58].
As more knowledge producers are introduced into a Smart Space environment efficient storage is needed in order to handle the growing amount of information constantly added to the Smart Space. The RDF store needs to provide fast data storage operations in order to enable the Smart Space to work smoothly. For Smart Spaces, the task of finding an RDF store is affected by the limited low-power hardware used in Smart Spaces environments. Therefore, a Smart Space needs an efficient RDF data storage that scales well, preferably in a distributed system.
Section 2.2 presents a brief overview of RDF frameworks, Sect. 2.3 presents some fundamental data storage techniques used in RDF stores, and this is followed by a run-trough of RDF store benchmarks suits in Sect. 2.4. Section 3 introduces the Smart-M3 platform with a definition of RDF data storage requirements for the system followed by a short analysis of the suitability of different RDF stores for the platform. In Sect. 4, the integration of a 4store storage option into the Smart-M3 platform and an evaluation of the implementation is outlined. Section 5 concludes the review and identifies future work.
2 Related Work: RDF Stores
RDF provides possibilities in knowledge processing that are not possible in other database models. The new way of thinking about information in these semantic technologies also presents their own challenges and new sets of tools. Even the most fundamental functionality of providing efficient storage and retrieval of information in an RDF data model is an issue that has created a new breed of information storage systems called the RDF stores. Besides providing storage and retrieval of information in the RDF format, RDF stores often consist of software solutions for a number of functionalities related to semantic technologies and information processing.
The RDF data model does not define the physical layout of the data itself, but instead it defines how the information should be presented to the user or the application when it is accessed from the RDF store. This abstraction of information has resulted in large differences in the underlying data structures used for different RDF store. The data structures used for RDF stores range from off-the-shelf relational databases [15, 41] to state-of-the-art advanced indexing schemes, which are specifically designed for the RDF data model [51]. As the underlying data structures greatly affect both the performance and the scalability of the storage system, this Section first presents the concepts that have shaped modern RDF stores. This presentation is then followed by a brief run-through of some of the most influential RDF stores. The Section concludes with a discussion of RDF store benchmarking software.
The data storage techniques in RDF stores range from mapping the RDF data model onto existing DBMS to custom DBMS where the data structures used are designed specifically for the RDF data model.
2.1 RDF Store Taxonomy
As the storage techniques have a deterministic effect on the performance of RDF stores, the identification of the core data structures used in RDF stores becomes important for evaluating individual RDF stores. One of the defining features for the real-world performance of RDF stores is how well they can handle the prevalent conjunctive information retrieval requests of the RDF graphs. As a result of this, the performance of RDF stores is tightly bound to how well the index structure can handle the joins that graph pattern matching in queries. In order to grasp the different data structures that are used in RDF stores, this section presents the major data structures and indexing schemes that are an integral part of RDF stores.
A number of papers have been presented on the topic of classifying different types of RDF Stores. The classification is usually based on analyzing the underlying storage methods that are used to implement the RDF data model. The most extensive study on the topic was presented by Faye et al. [34], who surveyed the RDF store landscape and presented a taxonomy of RDF storage techniques and grouped the RDF stores in a tree structure shown in Fig. 1. The main separation is into two groups: non-native RDF stores, which are based on existing data storage solutions; and native RDF stores, which use data structures designed with the RDF data model in mind. A conscious omission in Faye et al.’s study is that distributed and peer-to-peer RDF stores were not at all considered. A literature survey from SYSTAP [65] includes a moderately extensive discussion on some distributed RDF stores. In the survey, the distributed RDF stores are grouped into index based systems, key-value stores extended with MapReduce and main memory systems. Peer-2-peer RDF stores are discussed in length in [35].
Defining an exact taxonomy of RDF stores, as presented in Fig. 1, and classifying each RDF store can be considered somewhat misleading as RDF stores can incorporate a combination of storage techniques. Some RDF store vendors do not publicize the details for the underlying data structure, and this makes the task even harder. Nevertheless, it is important for the database system administrator to be aware of the different techniques used in the available RDF stores and how they affect both the performance and the scalability of the RDF stores. Below follows short descriptions of the main techniques used in RDF stores as presented in Fig. 1.[image: ../images/477428_1_En_2_Chapter/477428_1_En_2_Fig1_HTML.png]
Fig. 1.RDF storage technique classification tree, as presented in [34]



Triple Table. The triple table can be considered the most straight forward way of storing RDF triples. In the triple table approach, the RDF data model is mapped directly onto a three-column wide table, in which each tuple contains the resources for the RDF statement subject, predicate and object. This can easily be implemented in any off-the-shelf RDBMS and it was a popular technique used in early RDF stores such as 3store [41], which maps the RDF graphs into a MySQL RDBMS triple table. A table representation on how the RDF data model could be implemented for a small example RDF graph in a triple table is presented in Table 1.Table 1.Example of a triple table


	Subject
	Predicate
	Object

	place:City#London
	rdf:type
	place:City#

	place:Region#England
	rdf:type
	place:England#

	place:Country#UK
	rdf:type
	place:Country#

	place:City#London
	geo:isLocatedIn
	place:Place#England

	place:Place#England
	geo:isPartOf
	place:Country#UK

	place:City#London
	hasPopulation
	8174000

	place:Place#England
	hasPopulation
	53010000





A triple table representation as presented above, can be considered a rather naive solution that has some obvious disadvantages. This kind of single table representation will contain large amounts of unnecessary replication of information, as the same resources will appear in several rows. The replication of information is also observable in Table 1 in which several of the subject and predicate fields are repeated. Additionally, this kind of naive triple table implementation will scale poorly since the number of triples in the table grows, as the query time will also grow linearly as the RDF graph grows. This is a limitation that makes the naive triple table infeasible for large datasets, a fact that was also noted in early RDF stores [41].
An improvement to the naive triple table approach is to build meaningful indices that covers the RDF statements. To cover all possible subject, predicate, object combinations, a total of six covering indices is needed. To provide an additional context resource for each triple in the RDF graph, the number of covering indices grows to 16. Most modern RDF stores that use a triple table also use some variation of covering indices [31, 51].
Property Table. First introduced in the Jena framework in 2006 [66], the property tables is a step away from some of the scalability limits that persist in the triple table approach. The basic idea behind the property table is to discover clusters of triple subjects in the knowledge base that share the same properties and to group them into common tables. For each line in the property table one column contains the subject for the triple with one or more columns containing the property values for that subject. A property table grouping for the same example RDF graph as in Table 1 is illustrated in Table 2. As can be observed from Table 2, the triple predicates are not stored in the tables row data, but instead within the table meta data. The aim of this kind of structure is to take advantage of the regularities found in RDF graphs in order to reduce redundant writing of information, and in the process speed up some of the most commonly executed queries.Table 2.Example of a multi-value property table RDF graph representation
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One of the major advantages of the property table compared to a triple table is that the number of join operations is reduced for certain types of queries. For example, for queries that needs two or more single-value properties for a subject, all properties can be found on the same tuple row, eliminating the tuple joins that would have otherwise been needed if a triple table had been used. An additional feature which is not possible in a triple table is the possibility to do attribute typing, i.e. defining the datatype formats for individual properties in the column schema.
There are numerous ways to group RDF graphs into different property tables. It has been shown that the selected property table scheme dramatically affect the performance of the RDF store [66]. If the property table groupings lead to wide and sparsely populated tables, the tables will be filled by a large amount of NULL values, which in turn can dominate the storage space [18]. The property table approach is also less flexible than the triple table approach as the clustered properties might need rearranging as the data changes to maintain good performance. Furthermore, the query performance is negatively affected when performing queries on RDF graphs for which the property triple match is unknown on a property table since all property tables then must be evaluated.
Vertical Partitioning. The third way to map the RDF data model onto an RDBMS solution is by using vertical partitioning. This approach was first introduced in SW-store [18] with the basic principle being that all triples are placed into n two-column tables, for which n is the total number of unique properties in the knowledge base. The first column is used to store the subjects of the triple that have the defined property for the table, and the second column contains the object values for those subjects. The tables are usually sorted by subject, allowing for self joins (combination of records in the same table) to be performed faster. A simple example representation of a property table is shown in Table 3.Table 3.Example of a vertical partitioning (binary table) representation
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The use of a vertical partitioning data structure in datasets containing large numbers of predicates will lead to a large number of tables being created. The large number of tables is specifically problematic when executing queries for which several properties for each subject are requested. These types of queries requires self joins each subject that have several of the requested properties. Both relational [18, 31] and non-relational column stores have been used in implementations of vertically partitioned RDF stores.
Native RDF Stores. RDF stores that do not rely on existing RDBMS systems, but instead use a custom DBMS system, which use data structures that are tailored to the RDF data model, or store data in main memory, are called native RDF stores. Native RDF stores can be divided into main memory and disk RDF stores depending on the medium where the RDF graphs are stored. Main memory RDF stores such as Jena TDB and RYA store the entire RDF graph in the main memory, while disk-based RDF stores, like Virtuoso or 4store, use file systems in combination with custom DBMSs for storing the triple data in secondary or tertiary memories. The main memory approach relies on the fast access times of RAM memory to provide fast query response times, while modern disk-based systems make heavy use of cache techniques to serve frequently occurring queries.
A lot of effort has also gone into the creation RDF storage systems that use peer-to-peer technologies for the storage and retrieval of RDF data. An extensive study of RDF storage systems that take advantage of the peer-to-peer communication model is in [35]. In the study, Filali et al. identify the decentralization, the scalability, and the fault-tolerance provided by peer-to-peer systems as the leading factors that motivated the design of the RDF data stores that were covered.
RDF storage solutions capable of performing queries on large RDF datasets mapped onto distributed file systems and queried using a MapReduce engine have been presented in a number of research papers. SHARD [56], which was one of the earliest peer-to-peer RDF stores presented, uses Hadoop and the HDFS. The RDF graph is grouped into SHARDs that are directly mapped to the HDFS file system. Queries are evaluated by performing triple patterns match MapReduce operations on the SHARDs in a sequential order. Another Hadoop based RDF query system is CliqueSquare [36], which reduces the network traffic by exploiting the built-in replication in the HDFS and a clique-based algorithm to find connected subgraphs to speed up query processing.
RDF storage systems that store the RDF graph in a cluster of individual RDF stores and are queried using a MapReduce system have also been presented. An example of such a system is presented [56], which distributes the RDF graph into overlapping sub-graphs and placing the sub-graphs into individual RDF stores. All SPARQL queries in the system are processed into smaller MapReduce sub-query chunks in a master node that can be processed in parallel by the individual RDF store nodes. This approach can be considered better suited for querying large RDF that do not change since the graph partitioning performed in the master node limits the scalability of the system.
An inherent advantage of peer-to-peer RDF stores is that they offer a direct way to distribute the RDF graphs over hardware nodes. This enables vertical scalability by adding new nodes to the network, and therefore there is no need to redesign of the system in order to achieve scale-out features. Even though the peer-to-peer RDF storage solutions have some advantages, problems relating the overhead caused by the traffic between the nodes, and in that they do not solve the underlying problems caused by splitting up the RDF graphs have been cited as problems are yet to be solved in current peer-to-peer RDF stores [65].
2.2 RDF Frameworks
In addition to individual RDF stores such as BitMat [21], MonetDB [63], TriAD [38], AdPart [40], H2RDF [55], there are a number of RDF-centric frameworks that provide interfaces to third party RDF storage implementations or implement their own internal RDF storage solutions. A listing of the major RDF frameworks with an accompanying description is presented below.
Apache Jena [2] RDF framework originated from the Hewlett Packard Labs and includes a whole range of RDF specific tools from parsers, RDF stores, reasoners and query systems. The libraries support both internal RDF stores and provide libraries to access a number of independent RDF stores. The libraries are Java-based, but bindings for the most common languages are provided.
Developed by Aduna, the OpenRDF Sesame framework [6] is similar to the Apache Jena framework in that it provides a de-facto standard tool set for processing RDF data in Java APIs. Access to most modern RDF stores is provided through the SAIL API part of the framework. The framework has been developed for over ten years and is used by companies in several different industries. The OWLIM platform [24] is a high-performance Java-based semantic repository that is packaged as an implementation of Sesame’s SAIL API. Besides serving as an interface to the OWLIM RDF store, the platform also supports reasoning for RDFS, OWL Horst, OWL 2 QL and OWL 2 RL semantics.
Developed by Dave Beckett, the Redland RDF libraries [12], written in C, provide tools for parsing, querying and storage on RDF data. The Redland storage library supports a limited number of RDF stores, the default being a custom storage solution based on the Oracles Berkeley DB database. Besides the C API, the libraries have bindings to Ruby, PHP, Python and Perl.
The PerlRDF libraries [11] are a set of Perl libraries similar to the Redland RDF libraries with the aim of providing a Perl interface for RDF tools, in a similar fashion to what OWL API implementaion in Java does, to provide an OWL 2 syntax API.
2.3 Individual RDF Stores
Since the first RDF stores appeared in the early 2000s, a number of surveys and evaluations have been presented that both evaluate the state of RDF stores and discuss the techniques used. An incomplete list of recent studies include: an evaluation of RDF database solutions from 2009 [64], a report over RDF stores done for the European project 2011 [44], a discussion of interesting RDF stores in a literature survey of RDF storage approaches [34]. The RDF stores covered in the studies vary largely based on the aim of the studies. RDF stores briefly covered in this chapter were included on the basis of having either shaped the evolution of RDF stores or being considered a major player in the current state of RDF stores. Below follows a short introduction to these RDF stores.
YARS2. Released in 2004, Yet Another RDF Store (YARS) was one of the first distributed RDF store released to the public. The improved version, YARS2 [43] released in 2006, improved the scalability of the system. YARS2 represents RDF statements as quads, in which the fourth position of the statement is defined as the source of the triple, functioning in a similar fashion as the RDF NAMED GRAPH [4]. The store uses six, alternatively ordered, covering indices: SPOC, POCS, OCSP, CPSO and OSPC. In these indices, S, P and O are the triple subject, predicate and object, and C stands for the context of the statement. YARS2 uses an in memory sparse index data structure that refers to sorted and blocked data files on disk. In order to save space, only the first two elements of each quad are stored in the sparse index. By doing so, the indexing structure sacrifices insertion speed for better query performance, as all six indices must be calculated in a specific order when inserting new triples. Huffman encoding is used in the data blocks in order to save storage space. The entire lexical value of the triple is indexed in order to speed up the queries that contain FILTER operations.
Virtuoso. Virtuoso is defined as “a general purpose relational/federated database system and application platform” [32] developed by OpenLink Software, and can be considered a full-featured RDF solution with interfaces for the Jena framework, the Sesame and Redland libraries, a limited OWL inference engine, full-text search, relational data analytics and Multi Version Concurrency Control (MVCC) for transaction handling. Virtuoso was originally a relational database that was later extended in order to support RDF data. The software first used a row-wise transaction scheme [33], but the latest version of the software, Virtuoso 7, uses column-wise compressed storage with a vectored execution [31]. The software is provided under both an open-source license for single machines and a commercial license for software that supports federated (distributed) storage and other additional functionality.
Virtuoso uses a quadruplet structure for modelling RDF triples and by doing so extends the subject S, predicate P and object O with a G graph node column representing the graph IRI ID. The earlier versions of Virtuoso used only two covering indices, <GSPO> and <OGPS>, for each statement. The index structure was motivated by the assumption that most triples are queried using either the subject or the object. Virtuoso 6 and 7 extended the covering indices to include the optional covering indices <PSOG> and <POGS> as well as the additional indices <OP>, <SP> and <GS> for distinct projections. All SPARQL queries in Virtuoso are transformed into SQL statements that are then handled inside Virtuoso’s SQL query engine in a similar fashion as Oracle’s RDF_Match table function (see Sect. 2.3). The latest version of the software is marketed as scaling up to datasets over a trillion triples.
4store. 4store [42] is an open-source RDF store that was originally developed by Garlik in order to be used in the company’s personal data protection products. As Garlik moved on to their new clustered RDF-store, 5store, 4store has been maintained by the 4store user community.
Even if 4store is labelled as the logical successor of 3store [41], it shares very little code with its predecessor. The main feature that has remained is the mapping of RDF resources as integers. The data structure used in 4store resembles the property table used in Jena SDB rather than the triple table used in 3store. RDF statements are defined as quadruplets or quads consisting of a subject, a predicate, an object and a model that is used analogously with the RDF NAMED GRAPH. The indexing and distribution of the RDF graph to nodes in 4store is based on hashing algorithms.
For the query optimization, 4store executes bind operations in a descending order based on a selectivity factor evaluated on the basis of statistical predicate frequency tables. The resulting bindings are combined in the master node, and as such produce the final query results. The evaluation of FILTER operations is delayed towards the end of the query execution in order to limit the cost of transforming the lexical values of RDF resources. The indexing structure gives good performance for most queries, but queries with unknown predicates on a knowledge base with many unique predicates will be at a disadvantage due to the large number of tables required by the property table-like structure used in 4store.
4store does possess some clear deficiencies compared to other leading RDF stores. The major deficiencies are an incomplete SPARQL 1.1 support, and a lack of both transaction handling and built-in inference engines. However, a separate version of 4store that supports backward inferencing on a minimal RDFS set [60] has been developed, but is yet to be included in the official 4store release.
SYSTAP, BigData. BigData is a RDF platform targeting the Semantic Web and it has been developed by Systap LLC since 2006. BigData was initially released in a single node version that is currently named journal. BigData has later been extended to a clustered version of the software called federation. The journal version is in principal a main memory RDF store, while the federation version uses a “dynamic horizontal partitioning architecture” that is inspired by BigTable [27]. The journal version is aimed for smaller knowledge bases that can fit into the main memory of a single node, whereas the federation is aimed at handling large knowledge bases that do not fit onto a single node. Like Virtuoso, the BigData software is published under both an open-source and a commercial license [13]. At the time of writing, the open-sourced version of the software can be used without a commercial license for knowledge bases less than 50 million triples. Transaction support using an MVCC system is available for both the journal and the federation versions of the software.
Jena TDB. The original Jena RDF store [66] (now called Jena SDB) was developed by the Hewlett Packard labs. The software system was initially an RDBMS mapped onto a property table indexing scheme. The current RDF storage provided by the Jena framework, the Jena TDB, has diverged from the original version of Jena and can now be considered as a single node main memory RDF store. The change is motivated by the significantly better performance offered by keeping the RDF graph in the main memory compared to the initial disk based system, for which further development has been discontinued. Another of the selling points for the Jena TDB RDF storage solution is the extensive tools provided with the Jena framework.
Allegrograph. Developed by Franz Inc, Allegrograph [1] is a commercial grade graph database for RDF data, containing a range of RDF tools. Allegrograph represents triples in assertions and each triple is mapped into a subject, a predicate, an object, a graph and a triple-id assertion. The triple-id is mainly used for graph extension when performing direct graph reification for RDF graphs. The system uses a combination of dictionaries, seven different indices and a cache handling system in order to provide the storage and retrieval of the RDF data.
Knowledge bases in Allegrograph can be queried using both the SPARQL language and a specialized Prolog instruction set. The system supports full RDFS and partial OWL reasoning through its RacerPro [39] software, which is built on tableau calculus. Rather unique features found in Allegrograph are the possibilities for doing geospatial inferencing as well as temporal reasoning. Federation and ACID compliant transactions are also supported1. The system can be accessed by the number of programming languages or through the Jena platform.
OWLIM. OWLIM [24] is a family of semantic repositories that provides storage, inference and novel data-access features for RDF data. The software comes in three different versions: a main memory RDF store for datasets up to 100 million statements called OWLIM-Lite (previously SwiftOWLIM), a file system based RDF store for larger data volumes called OWLIM-SE (previously BigOWLIM) and a replication cluster RDF store called OWLIM-Enterprise.
All the OWLIM versions are accessible through the package interface layer in the Sesame SAIL platform. The query engine for OWLIM-Lite relies on the Sesame framework, while the other versions use their own built-in query engines. In addition to the SPARQL 1.1 language support, OWLIM-SE and OWLIM-Enterprise also support full text search through the Lucene [3] text search engine. OWLIM uses an embedded reasoning engine developed at Ontotext, which performs reasoning based on forward-chaining of the entailment rules over the RDF triple patterns with variables. A relatively unique feature for OWLIM-SE is the possibility for the user to receive notifications on changes in triples by using a publish/subscribe mechanism.
Oracle Spatial and Graph 10g-12c, and Oracle NoSQL. RDF and semantic inference support were initially introduced to the Oracle RD-BMS in 2005 [50]. Version 11g of the Oracle RDBMS that was released in 2007 provided native RDF storage that scales up to billions of triples. Also included in the release of version 11g was OWL inference and the integration to prominent RDF technologies such as Jena, Sesame and Protégé [22]. The RDF graphs in Oracle 11g are modelled using relational tables and views that are optimized for semantic data. RDF graphs can be accessed in the system by using mixed SQL and SPARQL queries. Nevertheless, all SPARQL queries are translated in runtime into table/join structures that are executed by the underlying DBMS2.
A separate software product provided by the Oracle Corporation that has RDF support is the Oracle NoSQL database [9]. The underlying storage is based on the key-value store, Oracle Java Berkeley DB (previously SleepyCat DB). Oracle NoSQL supports SPARQL queries as well as inferencing, and it can be accessed through the Jena interface.
RDF-3X. Introduced in 2010 by the Plank Institute, RDF-3X [51] is an academic effort intended to improve the RDF storage architecture. The RDF-3X RDF store uses a RISC-style [7] architecture with a streamlined indexing structure combined with a streamlined query optimisation approach.
In RDF-3X, all triples are stored in a single triple table, and each triple is sorted lexicographically into one compressed B+ tree. In order to compress the storage of triples and to simplify the processing of queries, triple literals are replaced with identifiers using a mapping dictionary. When querying the knowledge base, the triple patterns are translated into string identifiers and the resulting literals get translated back to strings using a direct mapping index.
All six possible permutations of the covering indices are built for each triple and inserted into clustered B+ trees. This index structure ensures that single index lookups are possible for every triple pattern. For each tuple in the B+ tree leaf nodes value, byte-level compression is performed based on the delta difference of the preceding tuples. Similarities between neighbouring tuples in the B+ tree are exploited in order to gain a high level of compression. Additional aggregate indices (SP, PS, SO, OS, PO, OP, S, P, O) are also built in order to speed up the SPARQL queries that include partial triple patterns.
SPARQL queries are transformed and performed using tuple calculus. This is motivated by the fact that it eliminates a large part of the merge joins that are prevalent in property table approaches. The query optimization within RDF-3X is based on identifying the lowest-cost execution plan based either on the selectivity of the calculations for executing frequent join paths or alternatively on a through and specialized histogram of data when the join path data is not available.
The first version of the RDF-3X software was mainly optimized for retrieving information from RDF graphs. Later versions of the software include a compact differential indices and an integrated versioning, which enables the deferral of changes to the RDF graph that can be merged with the main RDF graph in batch operations. The additions enabled online updates to the knowledge base and provided time travel queries that offer both flexibility and consistency through a transaction concurrency control system [52]. The index structure in combination with the query optimisations used give RDF-3X a good performance in many types of queries, although it has been noted that the performance of RDF-3X degrades for unbound queries and queries where the selectivity factor is low [52].
Trinity.RDF. Trinity.RDF [67] is a main-memory RDF graph database based on the Trinity [62] distributed graph system. The system was designed to handle large Web scale data. Trinity.RDF introduces graph database specific features that are not available in other RDF stores like random walks and reachability that can be used for data analytics and data mining purposes.
The defining feature for Trinity.RDF is that queries are performed using graph exploration instead of relational joins common in many other RDF stores. This graph exploration is claimed to provide especially good performance compared to current solutions for graph walking queries, which, at the time of writing, shows superior performance compared to state-of-the-art systems in a number queries.
2.4 RDF Store Benchmarks
Since the introduction of RDF stores, a number of benchmark suites ([19, 25, 37], Waterloo SPARQL Diversity Test Suite (WatDiv) [20], Bio2RDF [26], Yago2 and 3 [46]) have been presented in order to measure RDF stores. The methods used in the benchmark differ somewhat from each other, but most of the benchmarks include at least the measurements load time for inserting datasets to the RDF store and the measurements on query performance using either synthetic or real world datasets. The accuracy of how well the benchmark measures real world performance has been questioned [30], and therefore, the benchmarks are included in this chapter as they provide a general impression of both the scalability and performance of RDF stores.
One of the earliest RDF benchmarks was the Leigh University Benchmark (LUBM) [37] released in 2005. The benchmark aimed to evaluate the reasoning capabilities and the query performance of RDF storage solutions by using OWL knowledge bases. The datasets used in the benchmarks are generated using an ontology dataset generator, which replicates university setting with triple data relating to professors, students and courses. The test suite provides 14 evaluation queries that can be used in order to evaluate the semantic inference and the reasoning capabilities of RDF stores while at the same time providing execution times for the aforementioned queries. The LUBM group does not provide updated experimental results for RDF stores, but the benchmarking suite has been used by several RDF store developers to compare the performance of their RDF stores against other RDF stores.
Another benchmark suite using synthetic data is the Berlin SPARQL Benchmark (BSBM) [25] that was first presented in 2009. Like LUBM, BSBM measures RDF store query speed using a number of SPARQL queries, but the evaluation is focused on explore and update scenarios in a business intelligence use case. The test suite includes multi-client benchmarks that are performed through a HTTP SPARQL front end in the RDF store.
The SPARQL Performance Benchmark (SP[image: $$^2$$]Bench) [61] introduced in 2009 uses SPARQL construct operator constellations and broader data access patterns in order to evaluate RDF stores in non-application specific use cases. The SP[image: $$^2$$]Bench suit uses artificially generated datasets related to publications, with a benchmark end goal to cover a large range of use cases. The SP[image: $$^2$$]Bench suite uses a total of 17 SPARQL queries in order to benchmark RDF store performance.
DBpedia SPARQL Benchmark [49] is a project that aims to provide a generic SPARQL benchmark creation methodology by using real world datasets. In 2011 [49], Morandi et al. present methods for how they extracted sample data subsets from the DBpedia dataset, and how they from the resulting dataset derive 25 unique SPARQL queries that can be used in order to benchmark the performance of RDF stores.
A table of the different RDF benchmark suites experiments is presented below. From the table, one can note that there are several orders of magnitude differences between the dataset sizes in the different benchmark experiments. The BSBM testing suite experiments are the largest in scale and can therefore be considered the most extensive. In addition to the experiment done by the benchmark creators mentioned above, both individual RDF store developers and independent sources have performed experiments using the different benchmarking suites. As the results of these other experiments are hard to compare in the scope of this chapter, they are not included (Table 4).Table 4.Comparison of different RDF benchmarks, modified from [49].


	 	LUBM
	SP[image: $$^2$$]Bench
	BSBM v3.0
	BSBM v3.1
	DBPSD

	RDF stores tested
	DLDB-OWL,
Sesame
OWL-JessKB
	ARQ, Redland,
SDB, Sesame,
Virtuoso
	Virtuoso, 4store,
Jena-TDB,
Jena-SDB
	BigData,
BigOWLIM,
Jena-TDB,
Virtuoso 6 & 7
	Virtuoso,
Jena-TDB,
BigOWLIM,
Sesame

	Test data
	Syntetic
	Syntetic
	Syntetic
	Syntetic
	Real

	Dataset size (millions of triples)
	0.1–6.9
	0.01–1
	100, 200
	10–150000
	14–300

	Use case
	Universities
	DBLP
	E-commerce
	E-commerce
	DBpedia

	Classes
	43
	8
	8
	8
	239 + 300K

	Properties
	32
	22
	51
	51
	1200





In the BSBM v3.0 experiment run in 2010, Virtuoso 6 and 4store were shown to have the best performance of the tested RDF stores with a nearly equal performance in most queries performed. Virtuoso 7 showed the best results in the BSBM v3.1 benchmarks experiment, with Virtuoso 7 showing an order of magnitude better performance compared to the other RDF stores regarding both scalability and query execution time.
One obvious conclusion that can be drawn from the benchmark experiments is that there is a large difference in query execution times and scalability between RDF stores. The performance improvement shown in the Virtuoso 7 compared to other RDF stores and previous versions of Virtuoso can be interpreted as a sign that there is yet much optimization to be done for RDF stores in the future.
3 RDF Stores in the Context of Smart Spaces
The concept of smart spaces was introduced to enable an intelligent interaction of information between entities in both the physical and the virtual environment of an enclosed space. The vision was to build smart spaces that can be seen as a small version of the broader “Internet of things” concept. Considering that a smart space can contain a plethora of different actors producing information in varying domains, the choice of using semantic technologies has become a logical for the implementation of the smart space concept.
Even if the use of semantic technologies can be considered a rather novel feature for the Smart-M3 platform we will use, it also raises a need for efficient RDF data storage and retrieval in order to enable the information sharing inside the smart space environment. The insufficiency of the currently available RDF stores in the Smart-M3 is one of the motivation behind the task of the work done in this chapter; to improve on the storage solution currently used in the Smart-M3 software. The end goal being that the platform can become a viable alternative for use in real world applications. To evaluate the suitability of RDF stores for the smart spaces, we start with an introduction to the Smart-M3 platform followed by the defining of the storage requirement for smart spaces. Lastly, an analysis of how well different RDF stores suit the defined requirements is given.
3.1 RDF Storage in Smart-M3
Smart-M33 is an implementation of the smart space concept that originated from a collaboration between the Nokia Corporation and the VTT technical Research Centre of Finland starting in 2006.
The motivation behind the Smart-M3 is to create a Multi-device, Multi-domain and Multi-vendor platform for information sharing between devices and people in smart spaces. Even if the concepts of intelligent rooms or buildings is not in itself a novel concept, most implementation of intelligent spaces on the market are bound to vendor specific devices or are limited to specific types of devices. The idea behind the Smart-M3 platform is to let any device or user belonging to the smart space, regardless of the vendor of the device, to join the smart space and to add to the common information pool. The devices and people, or knowledge processor (KP) as they are called in Smart-M3, can share information through a central service in the smart space called a semantic information broker (SIB). A depiction of the logical layout of a Smart-M3 environment is presented in Fig. 2 below.[image: ../images/477428_1_En_2_Chapter/477428_1_En_2_Fig2_HTML.png]
Fig. 2.Smart-M3 overview



The SIBs act as mediators of communication between KPs through the rules and syntax specified in the Smart Space Access Control (SSAP) [8] protocol. The SSAP protocol defines the following operations that a KP can perform on a SIB: join the SIB, leave the SIB, subscribe to changes to certain pieces of information, unsubscribe from an active subscription, add triple/triples to the SIB, remove triple/triples, update a triple and query the SIB. The most novel of the operations mentioned above are subscribe and unsubscribe4, which provide the smart space with a publish/subscribe paradigm. This paradigm works through users defining persistent triple matching subscription queries that are triggered whenever a change has occurred in the corresponding triples for the query in the knowledge base. When a subscription is triggered, the SIB notifies the KP that produced the subscription about the changes that has happened related to the subscription since the last notification. In a sense, one can look at it as the SIB notifying the KP that an event has happened in the smart space.
The early use cases for the Smart-M3 were related to intelligent homes [29, 58, 59], in which interaction between the devices and the users in the home were made easier by automating events and centralizing how functions of devices were accessible. Since then, other use cases ranging from home entertainment systems [57] to person health monitoring security [45] or bioimaging [28] purposes have been proposed.
As was briefly mentioned earlier, one of the major factors affecting the performance of the Smart-M3 platform is the underlying RDF store that is used in the SIB. Most of the activity in smart space environments involves either adding pieces of information to the knowledge base or accessing the information in the knowledge base. When considering how prevalent these operations are in combination with the large difference in performance of the different RDF stores that were discussed in Sect. 2.3, the choice of storage solution for the Smart-M3 does have impact the performance of the system as a whole.
The earliest versions of the Smart-M3 platform used a RDF store that relied on an embedded MySQL database that was accessed using a specialized domain modeling language. The most recent version of the Smart-M3 SIB, RedSIB, uses the libraries found in the Redland framework [12] for all its data storage needs. Consequently, the Redland storage library gives Smart-M3 access to storage modules that use embedded RDF stores, in-memory RDF stores or native RDF stores. All the RDF storage modules are listed in Table 5 alongside some of the functional and non-functional features for each module.Table 5.A feature run down on RDF storage modules provided by the Redland storage library


	Module
	Storage type
	Persistent storage
	Scalability
	Transaction support
	Named graphs
	Additional notes

	Berkeley DB
	Key-value store
	Yes
	Tested up to 10MT
	Yes
	Yes
	Large disk usage when the indexed option is used

	MySQL 3 an 4
	RDBMS
	Yes
	Larger data models
	Yes
	No
	-

	PostgreSQL
	RDBMS
	Yes
	Larger data models
	Yes
	No
	Indexed but not optimized

	SQLite
	RDBMS
	Unknown
	Unknown
	No
	Unknown
	-

	Virtuoso 6
	Row-wise RDBMS
	Yes
	1B+ triples
	No
	Yes
	-

	Memory
	In-memory
	No
	Poor
	No
	Optional
	Fast with small models

	File
	In-memory/file storage
	Yes
	Poor
	No
	No
	Uses the memory module on a file

	URI
	In-memory
	No
	Poor
	No
	No
	Uses the memory module on a file

	3store
	Triple table
	Yes
	A few million triples
	No
	No
	Alpha quality support





The default storage module in Redland is the embedded Berkeley DB (BDB) with an enabled hash indexing option. This module is also the default storage option used in the RedSIB software. In the BDB storage module, the triples are mapped to the BDB key-value store with the help of three indices: SP2O, SO2P and PO2S, for which the (S, P, O) resources to the left of the 2 build the key and the resource on the right side represents the value. The BDB storage solution performs well when small RDF graphs are used, but the scalability of this storage solution is limited by the indexing scheme used. The indexing scheme leads to vast amounts of storage space needed to store large RDF graphs, rendering the module unusable in Smart-M3 environments that contain large knowledge bases. Of the other modules listed in Table 5, Virtuoso is the only full-featured RDF store capable of handling datasets over tens of millions of triples. The Virtuoso storage module includes the option to use an internal query engine for handling SPARQL queries.
3.2 Problems Related to the Existing RDF Stores in RedSIB
In the latest version of RedSIB, the publish/subscribe functionality was implemented with the help of two separate RDF store instances that keep track of triples that have been added and removed. As triples are added to the storage instances, they get matched with the active subscriptions in the SIB in order to evaluate if the subscription should trigger. Caching features are used to limit the overhead that the publish/subscribe functionality causes. Nevertheless, the insertion and the removal of triples become linearly slower with every subscription that is added to the RedSIB [48].
One feature missing in all of the alternatives for the Redland libraries is the lack of scale-out capabilities. As one of the aims has been to create a scalable solution that can be extended when the need for more storage space and processing power is needed, this was concluded to be a desirable function for the RDF store used in RedSIB.
3.3 Previous RDF Store Evaluations for Smart Spaces
The use of RDF stores for smart spaces was explored during the DIEM project in 2011 [53]. In the study, Allegrograph, OWLIM-SE, Virtuoso, 4store and Bigdata were chosen for the evaluation based on the fact that they were identified as capable of handling up to 10 billion triples knowledge bases. The study includes a feature run-through for each of the possible stores with some commentary on the suitability of each store as a part of the smart space environment. At the time of the evaluation, none of the RDF stores provided full SPARQL 1.1 coverage as it was still in draft status. In the evaluation, no conclusive recommendation of what RDF store would fit the Smart-M3 best was made. The major observations made in this direction were that OWLIM-SE was identified as having favourable usability aspects and Virtuoso was noted to show a good query performance. What can be considered an omission in the DIEM study is that the hardware constraints of typical Smart-M3 platforms was not properly taken into account. Even though it is often favourable to run the SIB using low-power commodity hardware that are running all the time, the study only considered RDF store benchmark experiments run on server grade hardware. Furthermore, a great deal of progress has happened in the field of RDF stores since the study was made, warranting a new evaluation of the possible RDF stores.
3.4 Defining Requirements in Smart Spaces
The major factor that has affected the outlining of the requirement definition for the storage solution for the Smart-M3 platform is how well it fits into the vision of a scalable in-house smart space system. The envisioned system implies that the RDF store used in RedSIB should be able to store a large amount of RDF triples, while at the same time it should continue to serve the information sharing needs of the smart space environment. With these assumptions in mind, a conscious decision was made to aid the decision process of choosing an RDF store in a cluster structure that consists of several low-energy hardware nodes. It was therefore concluded that a preference should be made for selecting RDF stores for which the triples in the RDF store could be distributed between the low-energy nodes.
For the evaluation, the feasibility of a centralized clustered in-home SIB box, a hardware prototype (hereafter referenced as prototype) that consists of two ODROID U2 [5] development boards. The boards are based on the Samsung Exynos 5 32-bit ARM architecture chipsets with each board equipped with 2 GB of DDR2 SDRAM and an 8 GB SDCARD memory modules. To be considered in the evaluation, the proposed RDF stores should be able to run on the prototype hardware.
Defining requirements for the RDF stores for the Smart-M3 in this evaluation relies on rough estimates, as no Smart-M3 environment has been created that could give an accurate representation of the storage needs of a large scale smart space environment. As discussed in Sect. 2.3, the properties of the RDF dataset that are used and the type of queries that are normally performed in a smart space setting will affect the performance of the RDF-store. Additionally, the size of the datasets that the underlying RDF store can handle will limit the scalability of the system. To know how the above mentioned factors affect the functionality of the Smart-M3 system, it would be preferable to know in advance what kind of data is to be used in the Smart-M35.
The defining factor of many of the use case scenarios is that the system will need to handle frequent small inserts and deletions of triples. For updates of the knowledge base, this works well in RDF stores that do not need to perform expensive index updates every time the knowledge base has been updated. The frequent updates were identified as a possible concern for the index-based RDF solution for which batched triple inserts and removes are preferred.
For evaluation purposes, it was decided that the RDF stores should at a bare minimum be able to handle an arbitrarily chosen number of ten millions of triples, based on what can be considered to be a reasonable number of triples that a smart space should be able to serve. The criteria for the RDF stores in this evaluation are that they should be able to keep loading this number of triples, while at the same time they should be able to perform simple queries within the millisecond range.
At the outlook the evaluation, there were no hard criteria on how fast queries should be handled in a smart space. As is observable from RDF store benchmarks, it is not unreasonable to expect a modern RDF store to be able to execute simple SPARQL queries in milliseconds. This order of magnitude of query execution times should reasonably be assumed not to incur noticeable delays in the RedSIB software. More complex queries require more execution time and this can potentially slow down the Smart-M3 system due to only one query being processed at a time, effectively leaving the whole system waiting for the query to finish before a new query is performed.
RDF store transaction support was not considered to be an obligatory feature as the Smart-M3 software does not, at the time of writing, have support for transactions. Nevertheless, it is not unreasonable to expect that transactions will become part of future releases of the RedSIB software in order to support transactions, as it is a proven method for handling the reliability and security aspects of sensitive information. For this reason, transaction database operation support was considered as a desirable feature for future use. However, the introduction of transactions in the RedSIB software is out of the scope for the work performed in this chapter.
Even though data persistence and data integrity might not be a hard requirement in all smart space environments, there are certain use cases, such as those involving medical data, for which the integrity of the data in the smart space is of high importance. When considering main memory RDF stores, the recoverability of data in case of machine failure or sudden power loss is an issue that cannot be ignored. However, since the RedSIB software does not currently support reversible transactions, transactional data recoverability was considered a preferable feature of the RDF stores, but not a strict requirement. A reasonable system for making regular back-ups of the data would suffice for the RDF stores.
To ensure that the ethos of openness as pertained for the Smart-M3 project, it was considered mandatory that the RDF store should be provided under both an open-source license, and preferably a free-to-use license. This requirement limits the number of possible RDF stores as many of the more mature RDF stores discussed in Sect. 2.3 that support distributed storage are released under a commercial license.
A non-functional requirement worth mentioning is that due to the limited time frame available for the integration of a new RDF store into the Smart-M3 in combination with the extensive use of the Redland storage library in RedSIB, it is mandatory that the chosen RDF store should be interfacable with the RedSIB software through the Redland storage library. A summary of the requirements and desired features for RDF stores are listed in Table 6 below.Table 6.Features identified as pertinent when considering an RDF store for smart spaces


	Criteria
	Requirement

	Ease of implementation
	Should be implementable in 2 months as part of the RedSIB platform

	Hardware criterion
	Should run on the prototype hardware

	Query language
	Should support at least the most essential parts of the SPARQL 1.1 standard

	Scalability
	Should scale to at least ten million triples. Scale-out feature is preferable

	Security
	Transaction support is preferable for future needs

	Data provenance
	Named graphs like feature should be supported for future needs

	Data persistence
	The storage should as bare minimum offer backups





3.5 RDF Stores Short-List
As was presented in the previous section, there are numerous RDF stores available with both free and commercial licensing options. Considering the requirements listed in Table 6, the list of suitable RDF stores for smart space becomes significantly shorter. Based on these criteria, short-listed promising RDF stores were identified: 4store, Virtuoso, OWLIM, Bigdata and RDF-3X. A discussion on the identified alternatives will follow.
3.6 4store in Smart-M3
4store is one of the few distributed RDF stores that is released under both an open-source and a free-to-use license. 4store has performed favourably in the BSBM version 3.1 experiment, performing on par with Virtuoso 6 for a large number of evaluated queries. An advantage to 4store is that the set up process for 4store back ends is not complicated compared to other RDF stores. Additionally, 4store uses a triple representation that is very close to that used in the Redland libraries, and it uses the Raptor and Rasqal Redland libraries, meaning that the integration of 4store into the Redland storage library can reasonably be assumed to be performed within the allotted time frame.
A concern that was raised for the 4store systems was how well the prototype hardware would handle the heavy use of UMAC 64-bit hashing functions in 4store. The developers of 4store offer no guarantees for the performance and stability of 4store on 32-bit hardware, as 4store has only been tested using 64-bit based systems. Additional concerns were that the 4store software in its current form has some other lack in transaction support and that a large part of the SPARQL 1.1 language is yet to be implemented in 4store.
3.7 Virtuoso in Smart-M3
Virtuoso has shown some of the best query performances in RDF benchmarks of all complete RDF stores, especially version 7 of the software. Virtuoso has also been shown to be able to scale up to datasets over trillions of triples [14]. The compliance with the latest version of SPARQL is also good in Virtuoso, and it can be considered a well-documented system with a sizeable number of active developers working on improving the system. The fact that a storage module for Virtuoso 6 has already been created for the Redland storage library means that adding a Virtuoso option to the RedSIB software is a trivial task. The biggest downside for Virtuoso is, that compared to 4store and Bigdata, that the open source version of the software does not support federation.
3.8 Bigdata in Smart-M3
A third alternative considered was the Bigdata software, which is provided under both open-source and free-to-use license. The software is well-documented, and it showed a comparable performance with both 4store and Virtuoso 6 in the BSBM 3.1 experiment.
A major unfavourable factor when considering Bigdata as RDF store in Smart-M3 is that there is a large difference in the data structures used by Bigdata and the triple representation used in the Redland storage library. Due to the limited time to complete the project, creating the necessary interface between Bigdata and librdf was concluded infeasible, and therefore Bigdata had to be discarded as a possible candidate for the project.
3.9 RDF-3X in Smart-M3
The forth storage solution considered was to use a state-of-the-art RDF store in Smart-M3. The most promising alternative was identified as RDF-3X, with the motivation being that it performed well in independent benchmarks and that it had a simple interface. Additionally, it was written in C and it uses a simple triple structure, which would make the implementation of the interface to the Redland libraries considerably easier. The official release of the RDF-3X does not support distributed storage out of the box, but it has been shown that RDF-3X can be used in a cluster setting if it is motivated.
3.10 Choice of RDF Store
The requirements discussed in Sect. 3.4 severely limited the possible alternatives for the selection of an RDF store. Most of the distributed RDF stores that were mature and had good scalability were only available under commercial licenses. The only open-sourced distributed mature RDF stores that are released under a free-to-use license are 4store and Bigdata, which show comparable performance results in internal BSBM tests run on the prototype hardware. Based on the observations presented in this section, a choice was made to integrate 4store as a storage option in the RedSIB software.
4 Implementation and Evaluation
As motivated from previous sections, 4store was identified as the only viable addition to the array of RDF storage options for the Smart-M3 platform and the RDF store was subsequently integrated as a storage option in the RedSIB software during a two month time period. This section presents a rough overview of the integration of 4store into the RedSIB software. This presentation is followed by an evaluation of the implementation in comparison to the default RDF storage option in RedSIB.
4store Integration into Smart-M3. As the RedSIB software almost exclusively uses the Redland libraries for handling all its storage needs, it was a natural choice to integrate 4store to the RedSIB software through the Redland storage library. An overview of the logical structure on how the integration of 4store into Smart-M3 was accomplished is outlined in Fig. 3. The additions that were created are: the 4store C front end, which serves as an interface to the functions in the 4store front end; the 4store Model/Storage inside the Redland storage library, which is used to perform database operations on the 4store back end; and the 4store Query module inside the Redland storage library, which is used to evaluate SPARQL queries on the 4store back ends.
4store C Front End. At the start of the implementation, the only interfaces available for accessing the 4store back ends was either through a HTTPS front end [10] or through a command line front end. As these interfaces are not suitable to be used in the Redland storage library, the first point of action was to create a separate 4store front end with C bindings. The aim with the new front end was to support the functionality of both the 4store Model/Storage module and the 4store Query module. A list of the functionality that the 4store C front end should support is presented below:	creation of connections to 4store back ends

	addition of individual triples

	bulk insertion of triples

	removal of individual triples

	removal of entire named graphs

	evaluation of SPARQL queries





The front end was implemented as a Linux shared library. The shared library was based on, unrelated to the work done towards this chapter, work done by the Perl Community during a Perl Hackathon event in London 2012. The original library had the functionality of supporting basic triple matching operations and was aimed to be an addition to the Trine framework [11]. As the syntax for RDF::Trine is very similar to that of the Redland storage API, most of the work performed in the original library could be used directly with only minor modifications. The additions made especially for the librdf integration consisted of functionality for adding and removing triples and performing SPARQL queries on 4store back ends. Transactional support was not included as it is not yet supported in 4store, but it could be added to the 4store C front end if the support for it was added to the 4store software in the future.[image: ../images/477428_1_En_2_Chapter/477428_1_En_2_Fig3_HTML.png]
Fig. 3.Logical overview of the integration of 4store into Redland librdf and Smart-M3



Integration of 4store into the Redland Libraries. After the appropriate functionality had been added to the 4store C front end, the integration of 4store into the librdf library was started. First the 4store Model/Storage module was integrated and when it was completed, the integration of the 4store Query module followed.
4store uses the Raptor [16] library to parse and serialize RDF data and the RASQAL [17] library to parse SPARQL queries that both are part of the Redland library collection. Additionally, the triple representation structure in the Redland libraries is similar to the ones used in 4store. The similarities alleviated the implementation of a large part of the functions for the 4store Model/Storage and the Query modules as the need for triple representation transform was minimal.
4store Model/Storage Module. The librdf library makes a distinction between Model and Storage. For the access of the underlying storage solution, the librdf library uses two separate modules: a model module that works as an interface that the user can call to access the triples and a storage module that the model module can call upon to perform operations in the underlying storage solution. Applications create instances of the storage module that can later be bound to an instance of a model module. A more in-depth description of the modules and their functionality can be found in an article by Dave Beckett released in 2001 [23]. For simplicity purposes, the Model and the Storage modules are treated as a single module in this work.
Model/Storage modules inside librdf give a limited number of functions that can be called from applications to perform actions on the underlying storage. The functions can be grouped based on their functionality into actions that are related to the creation, initialization and closing of connections to the underlying storage module, the addition and removal of statements to and from the storage module, fetching of triples from the storage using triple matching patterns and the optional transactional and statement context-related functionality.
The 4store Model/Storage module was implemented in a similar fashion to the respective Virtuoso Model/Storage module. The functions provided in the Model/Storage module are transformed into the appropriate 4store C front end operations that ensure that the relevant actions are performed in the 4store knowledge base.
4store Query Module. The librdf has an internal query handler module in librdf for query processing and an external query module for using the RDF stores own query engine. The librdf internal query processing in librdf is performed by translating the SPARQL query into corresponding RASQAL statements that can be evaluated on the storage module. The functionality of the internal query processing only encompassed a limited set of the SPARQL language with most of the SPARQL 1.1 features yet to be implemented at the moment.
For native RDF stores that implement their own query engine, the internal query processing in librdf can be considerer to be rather inefficient as a result of fact that the query optimization of the query engine in librdf is done based on the in-data structures of the embedded storage modules. In addition to that, the query capabilities of the librdf are limited in functionality compared to query engines in native RDF stores. It was therefore a conscious decision to let the query engine process all the queries for 4store.
When using the 4stores own query engine, the queries are passed directly onto the 4store C front end, in which the 4stores’ own query engine evaluates the query. The query bindings that are produced in the 4store query engine are passed back to the Redland query interface where they are processed and serialized. Queries can also be performed through the librdf’s internal query engine, but without any guarantees of accuracy and performance of receiving the correct results.
Changes in RedSIB. No major structural changes had to be made inside the RedSIB software. An option to use the 4store module was included in the same fashion as the other storage option, with the exception that the 4store storage instance was set to use the 4stores’ own query engine for evaluating SPARQL queries and importing multiple triples to 4store is performed as an bulk operation.
4.1 Experiments
Almost all the functionality that was set out in the planning phase of the work was completed during the allotted time. All the functionality for the 4store storage module in librdf thought of in the planning phase was also indeed implemented. The bulk insert was implemented using the same procedure as in 4store itself. The similarities on how triples handles in both 4store and librdf made the work easier. The major difference was that 4store stores triples as quads, while librdf stores triples as triple statements extended with the context field. This difference was resolved by setting the context resource to the name of the Smart-M3 smart space instance name. In RedSIB, this implies that all triples will be inserted in 4stores with the smart space instance name as the model for all triples.
The evaluation of the implementation non-functional aspects is more difficult, mostly due to the vagueness of the criteria set out in Sect. 3.4. An attempt to measure the query performance and scalability was nonetheless performed using the LUBM data generator [37] and the provided test queries.
LUBM Experiment Setup. The test queries ware performed on the Smart-M3 system using data generated with the LUBM data generator using options for 1 and 10 universities. The LUBM dataset size for one university option consists of approximately 100K triples and the dataset for the ten universities option consists of approximately 1,2 million triples. The 14 text queries from the LUMB test suite was then performed on the Smart-M3 system with the BDB and 4store storage options through the Smart-M3 Python KPI interface.
LUBM Experiment Results. The results from the benchmark are displayed in Figs. 4 and 5 below. Missing from the figure are the results from the BDB option as they could not be produced with that storage option. Even with the smaller dataset, none of the queries could successfully be performed when the BDB storage was used.[image: ../images/477428_1_En_2_Chapter/477428_1_En_2_Fig4_HTML.png]
Fig. 4.Experimental run of LUBM test queries for the dataset with one university


[image: ../images/477428_1_En_2_Chapter/477428_1_En_2_Fig5_HTML.png]
Fig. 5.Experimental run of LUBM test queries for the dataset with ten universities



As can be noted in Figs. 4 and 5 above, the query execution times are not that affected by the number of 4store back end nodes that are used in small to moderately sized datasets. The main advantage of the distributed 4store knowledge base is that it makes the system as a whole capable of storing larger datasets. The inability of the Smart-M3 system with the BDB storage option to produce results even with the smallest dataset clearly points out the limitations of the query capabilities for the default storage option in the Smart-M3.
The implementation of the Smart-M3 query modules can take SPARQL queries and execute them without any major overhead compared to running the queries directly through the other 4store front end. SPARQL UPDATE operations were not implemented in the 4store query module in librdf as the knowledge base modification operations that are already present in the librdf storage module were considered sufficient to serve the needs of the smart space. As can be noted from the experiment results, the 4store storage option in Smart-M3 can serve significantly larger dataset sizes than the default storage option of the Berkeley DB. With regards to this, the 4store storage option in Smart-M3 can be considered successful.
An unanticipated flaw detected in 4store during the implementation was that the inserting of individual triples is a highly inefficient process compared to the bulk insertion of triples. A modification of a single triple results in that all the indices in 4store that contain that triple must also be updated. This feature of 4store was not properly taken into account during the planning phase, leading to significantly slower single triple insertion times compared to the BDB based storage module. The long time it takes to update the indices of a large 4store knowledge bases can be considered a very unfavourably feature in smart space use cases for which the majority of operations are related to the addition and removal of individual triples.
5 Discussion and Future Work
In this chapter, the RDF store’s landscape was outlined based on publicly available literature in Sect. 2.3 and summarized in Table 7. The Smart-M3 platform was introduced and the problems related to the current RDF store in the RedSIB were identified in Sect. 3. According to the findings, when exploring available RDF stores, the most suitable RDF store for the Smart-M3 project was identified as the 4store. The implementation and results of the integration of the chosen system into a Smart Space environment were presented in Sect. 4.Table 7.List of features for a selection of RDF stores


	Name, creator
	Storage technique
	Programming language
	State
	Licence
	Supported query languages
	Distributed storage
	Semantics support
	Documentation quality
	Discussed in this chapter

	4store, Garlik
	Custom DBMS
	C
	Open-source development
	GPL v3
	SPARQL
	Yes
	None/separate RDFS version
	Poor
	Yes

	5store, Garlik
	Custom DBMS
	C
	Active
	Commercial
	SPARQL
	Yes
	Unknown
	Not available
	No

	AllegroGraph, Franz Inc
	Graph store
	Lisp
	Active
	Closed source free/commercial
	SPARQL
	Free/commercial
	Unknown
	Good
	No

	BigData, SYSTAP LLC
	 	Java
	Active
	GPL2/commercial
	SPARQL
	Yes
	RDFS
	Decent
	Yes

	OWLIM-SE, Ontotext
	 	Java
	Active
	Commercial
	SPARQL
	Yes
	RDFS, OLW Horst and Max, OWL2 QL
	Good
	Yes

	Mulgara
	Unknown
	Java
	Active
	OSL-3.0 and Apache v2
	SPARQL
	Yes
	Unknown
	Decent
	No

	Ontobroker, Semafora
	3d-party
	Java
	unknown
	Commercial
	subset of SPARQL
	Yes
	RDFS OWL, OWL2
	Decent
	No

	Oracle Spatial and Graph 11g/12c
	Oracle DB
	Java
	active
	Commercial
	SPARQL
	Yes
	RDFS OWL2 SKOS
	Decent
	No

	OWLIM-Lite, Ontotext
	 	Java
	Active
	LGPLv2
	SPARQL
	No
	RDFS, OLW Horst and Max, OWL2 QL and RL
	Good
	Yes

	RDF-3X, Planc institute
	Vertex partitioning
	C
	Academic research
	Free for non-commercial use
	Limited SPARQL 1.1
	Yes
	None
	Poor
	Yes

	Virtuoso 6/7, Openlink
	Relational table/column graph
	C/C++
	Active
	GPL v2 and commercial
	SPARQL
	Yes
	Limited OWL2
	Good
	Yes

	YARS2
	Unknown
	Java
	Discontinued
	Find out
	SPARQL
	I guess not but could be
	None
	Poor
	To some extent

	Trinity.RDF, Microsoft research
	Graph database
	Java
	Research
	Unknown
	SPARQL 1.1
	Yes
	Find out
	Not available
	Yes

	Jena TDB
	Main memory
	Java
	Active
	Apache 2.0
	SPARQL 1.1
	Find out
	Yes
	Good
	No

	Jena SDB
	RDBMS
	Java
	Active
	Commercial
	SPARQL 1.1
	Find out
	Yes
	Good
	No

	RYA
	Main memory
	Same as Accumulo
	Java
	Academic research
	SPARQL
	Yes
	No
	Poor
	No





Even if the integration of 4store on the whole system was successful, the 4store had drawbacks that resulted in a poor performance in Smart Space use cases consisting of single triple addition and removal. Therefore, further scalability storage solutions to run efficiently on low-power devices must be studied.
The Smart-M3 system was not able to scale to the lengths envisioned for an off-line ambient intelligence setting. This inability is due to factors outside the scope of the underlying RDF store. The most obvious fault of Smart-M3 is the incapacity to import knowledge bases larger than 60K triples at a time, the limits of the restricted SSAP protocol and the overall instability of the system.
Furthermore, the best suiting RDF store choice is highly dependent on the intended use case. The type of low-energy profile hardware used in Smart Space environments needs a different type of RDF store than for example large scale Web data mining systems. Finding the right RDF store for the use case and the hardware implies knowledge about the system needs before it is built, a task that can be very challenging to predict. Luckily, the RDF framework is very lenient when it comes to migrating from an RDF store to another. This means that several RDF stores need to be evaluated in order to find the right one by using a minimal amount of effort. Future work should evaluate newer RDF stores such as BitMat, MonetDB, TriAD, AdPart, H2RDF, etc. Other benchmark tests may include WatDiv, Bio2RDF, Yago2. While we focused on reasoning capabilities, other RDF store functionality should be further assessed depending on the use case; for instance, evaluating OWL reasoning, filter capabilities, nested queries, property paths, etc. For less low-power and less domain specific review on RDF storage and solutions we refer the reader to [34, 47, 54].
Distributing the knowledge base over several RDF store nodes is not a choice that should be taken lightly. Even though, in theory, the distribution seems to provide a good way in order to achieve scalability in a system, in many cases, the distribution often means adding complexity to the system that cannot be motivated by the upsides of the distributed storage. When dealing with Smart Spaces, one can speculate that in most cases it is best to store the knowledge base on one node and to delay the distribution of RDF stores until the system cannot possibly scale vertically any more. Again, the standardized RDF data format makes the migration to a scalable RDF store easy.
A lot of interesting research is being conducted within both RDF stores and energy-efficient devices. Future work within the context of RDF stores in Smart Spaces would be to further explore a wider array of RDF stores and to investigate how well they perform on a range of low-power hardware suitable for Smart Spaces.
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Footnotes
1The ACID properties of a DBMS that allow safe sharing of data are Atomicity, Consistency, Isolation, and Durability.

 

2http://​download.​oracle.​com/​otndocs/​tech/​semantic_​web/​pdf/​oradb_​semantic_​overview.​pdf.

 

3https://​github.​com/​smart-m3, https://​sourceforge.​net/​projects/​smart-m3.

 

4The OWLIM-SE software suite offers a somewhat similar notification system.

 

5Unfortunately, for the evaluation in this chapter, no figures for either the performance or the scalability of the future needs of the envisioned large scale smart space environment were available at the outline and the only option was to use estimates.
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Abstract
The supervised learning classification algorithms are one of the most well known successful techniques for ambient assisted living environments. However the usual supervised learning classification approaches face issues that limit their application especially in dealing with the knowledge interpretation and with very large unbalanced labeled data set. To address these issues fuzzy classification method PROAFTN was proposed. PROAFTN is part of learning algorithms and enables to determine the fuzzy resemblance measures by generalizing the concordance and discordance indexes used in outranking methods. The main goal of this chapter is to show how the combined meta-heuristics with inductive learning techniques can improve performances of the PROAFTN classifier. The improved PROAFTN classifier is described and compared to well known classifiers, in terms of their learning methodology and classification accuracy. Through this chapter we have shown the ability of the metaheuristics when embedded to PROAFTN method to solve efficiency the classification problems.
Keywords
Machine learningSupervised learningPROAFTNMetaheuristics
1 Introduction
In this chapter we introduce and compare various algorithms which have been used to enhance the performance of the classification method PROAFTN. It is a supervised learning that learns from a training set and builds set of prototypes to classify new objects [10, 11]. The supervised learning classification methods have been applied extensively in Ambient Assisted Living (AAL) from sensors’ generated data [36]. The enhanced algorithm can be used for instance to activity recognition and behavior analysis in AAL on sensors data [43]. It can be applied for the classification of daily living activities in a smart home using the generated sensors data [36]. Hence, the enhanced PROAFTN classifier can be integrated to active and assisted living systems as well as for smart homes health care monitoring frameworks as any classifiers used in the comparative study presented in this chapter [47]. This chapter is concerned with the supervised learning methods where the given samples or objects have known class labels called also training set, and the target is to build a model from these data to classify unlabeled instances called testing data. We focus on the classification problems in which classes are identified with discrete, or nominal, values indicating for each instance to which class it belongs, among the classes residing in the data set [21, 60]. Supervised classification problems require a classification model that identifies the behaviors and characteristics of the available objects or samples called training set. This model is then used to assign a predefined class to each new object [31]. A variety of research disciplines such as statistics [60], Multiple Criteria Decision Aid (MCDA) [11, 22] and artificial intelligence have addressed the classification problem [39]. The field of MCDA [10, 63] includes a wide variety of tools and methodologies developed for the purpose of helping a decision model (DM) to select from finite sets of alternatives according to two or more criteria [62]. In MCDA, the classification problems can be distinguished from other classification problems within the machine learning framework from two perspectives [2]. The first includes the characteristics describing the objects, which are assumed to have the form of decision criteria, providing not only a description of the objects but also some additional preferential information associated with each attribute [22, 51]. The second includes the nature of the classification pattern, which is defined in both ordinal, known as sorting [35], and nominal, known as multicriteria classification [10, 11, 63]. Classification based machine learning models usually fail to tackle these issues, focusing basically on the accuracy of the results obtained from the classification algorithms [62].
This chapter is devoted to the classification method based on the preference relational models known as outranking relational models as described by Roy [52] and Vincke [59]. The method presented in this paper employs a partial comparison between the objects to be classified and prototypes of the classes on each attribute. Then, it applies a global aggregation using the concordance and non-discordance principle [45]. Therefore it avoids resorting to conventional distance that aggregates the score of all attributes in the same value unit. Hence, it helps to overcome some difficulties encountered when data is expressed in different units and to find the correct preprocessing and normalization data methods. The PROAFTN method uses concordance and non-discordance principle that belongs to MCDA field developed by Roy [52, 54]. Moreover, Zopounidis and Doumpos [63] dividing the classification problems based on MCDA into two categories: sorting problems for methods that utilize preferential ordering of classes and multicriteria classification for nominal sorting there is no preferential ordering of classes. In MCDA field the PROAFTN method is considered as nominal sorting or multicriteria classification [10, 63]. The main characteristic of multicriteria classification is that the classification models do not automatically result only from the training set but depend also on the judgment of an expert. In this chapter we will show how techniques from machine learning and optimization can determine the accurate parameters for fuzzy the classification method PROAFTN [11]. When applying PROAFTN method, we need to learn the value of some parameters, in case of our proposed method we have boundaries of intervals that define the prototype profiles of the classes, the attributes’ weights, etc. To determine the attributes’ intervals, PROAFTN applies the discretization technique as described by Ching et al. [20] from a set of pre-classified objects presenting a training set [13]. Even-though these approaches offer good quality solutions, they still need considerable computational time. The focus of this chapter concerns the application of different optimization techniques based on meta-heuristics for learning PROAFTN method. To apply PROAFTN method over very large data, there are many parameters to be set. If one were to use the exact optimization methods to infer these parameters, the computational effort that would be required is an exponential function of the problem size. Therefore, it is sometimes necessary to abandon the search for the optimal solution, using deterministic algorithms, and simply seek a good solution in a reasonable computational time, using meta-heuristics algorithms. In this paper, we will show how inductive learning method based on meta-heuristic techniques can lead to the efficient multicriteria classification data analysis.
The major characteristics of the multicriteria classification method compared with other well known classifiers can be summarized as follows:	The PROAFTN method can apply two learning approaches: deductive or knowledge based and inductive learning. In the deductive approach, the expert has the role of establishing the required parameters for the studied problem for example the experts’ knowledge or rules can be expressed as intervals, which can be implemented easily to build the prototype of the classes. In the inductive approach, the parameters and the classification models are obtained and learned automatically from the training dataset.

	PROAFTN uses the outranking and preference modeling as proposed by Roy [52] and it hence can be used to gain understanding about the problem domain.

	PROAFTN uses fuzzy sets for deciding whether an object belongs to a class or not. The fuzzy membership degree gives an idea about its weak and strong membership to the corresponding classes.





The overriding goal of this study is to present a generalized framework to learn the classification method PROAFTN. And then compare the performance and the efficiency of the learned method against well-known machine learning classifiers.
We shall conclude that the integration of machine learning techniques and meta-heuristic optimization to PROAFTN method will lead to significantly more robust and efficient data classification tool.
The rest of the chapter is organized as follows: Sect. 2 overviews the PROAFTN methodology and its notations. Section 3 explains the generalized learning framework for PROAFTN. In Sect. 4 the results of our experiments are reported. Finally, conclusions and future work are drawn in Sect. 5.
2 PROAFTN Method
This section describes the PROAFTN procedure, which belongs to the class of supervised learning to solve classification problems. Based on fuzzy relations between the objects being classified and the prototype of the classes, it seeks to define a membership degree between the objects and the classes of the problem [11]. The PROAFTN method is based on outranking relation as an alternative to the Euclidean distance through the calculation of an indifference index between the object to be assigned and the prototype of the classes obtained through the training phase. Hence, to assign an object to the class PROAFTN follow the rule known as concordance and no discordance principle as used by the outranking relations: if the object a is judged indifferent or similar to prototype of the class according to the majority of attributes “concordance principle” and there is no attribute uses its veto against the affirmation “a is an indifferent to this prototype” “no-discordance principal”, the object a is considered indifferent to this prototype and it should be assigned to the class of this prototype [11, 52].
PROAFTN has been applied to the resolution of many real-world practical problems such as acute leukemia diagnosis [14], asthma treatment [56], cervical tumor segmentation [50], Alzheimer diagnosis [18], e-Health [15] and in optical fiber design [53], asrtocytic and bladder tumors grading by means of computer-aided diagnosis image analysis system [12] and it was also applied to image processing and classification [1]. PROAFTN also has been applied for intrusion detection and analyzing Cyber-attacks [24, 25]. Singh and Arora [55] present an interesting application of fuzzy classification PROAFTN to network intrusion detection. In this paper authors find that PROAFTN outperforms the well known classifier Support Vector Machine [55]. The following subsections describe the notations, the classification methodology, and the inductive approach used by PROAFTN.
2.1 PROAFTN Notations
The PROAFTN notations used in this paper are presented in Table 1.Table 1.Notations and parameters used by the PROAFTN method


[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Tab1_HTML.png]



2.2 Fuzzy Intervals
Let A represents a set of objects known as a training set. Consider a new object a to be classified. Let a be described by a set of m attributes [image: $${\{g_1,g_2,...,g_m\}}$$]. Let the k classes be [image: $${\{C^1,C^2,...,C^k\}}$$]. The different steps of the procedure are as follows:
For each class [image: $$C^h$$], a set [image: $$L_h$$] of prototypes is determined. For each prototype [image: $$b^h_i$$] and each attribute [image: $$g_j$$], an interval [image: $$[S^1_j(b^h_i)$$], [image: $$S^2_j(b^h_i)]$$] is defined where [image: $$S^2_j(b^h_i)\ge S^1_j(b^h_i)$$]. Two thresholds [image: $$d^1_j(b^h_i)$$] and [image: $$d^2_j(b^h_i)$$] are introduced to define the fuzzy intervals: the pessimistic interval [image: $$[S^1_j(b^h_i), S^2_j(b^h_i)]$$] and the optimistic interval [image: $$[S^1_j(b^h_i)-d^1_j(b^h_i), S^2_j(b^h_i)+d^2_j(b^h_i)]$$]. The pessimistic intervals are determined by applying discretization techniques from the training set as described in [26, 28]. The classical data mining techniques, such as decision tree, numerical domains “continuous numeric values” into intervals and the discretized intervals are treated as ordinal “discretized” values during induction. Ramírez-Gallego et al. [29] present more details on different approaches used for data discretization in machine learning. In our case the discretized intervals are treated as intervals and they are not treated as discrete value. As a result, PROAFTN avoids losing information in the induction process and also can use both inductive and deductive learning without transforming the continue values to discrete data. In deductive learning, the rules in our case can also be given by interacting with the expert in the form of ranges or intervals, and then can be optimized during the learning process. Figure 2 depicts the representation of PROAFTN’s intervals. To apply PROAFTN, the pessimistic interval [image: $$[S^1_{jh}, S^2_{jh}]$$] and the optimistic interval [image: $$[q^1_{jh}, q^2_{jh}]$$] [13] of each attribute in each class need to be determined. Figure 2 depicts the representation of PROAFTN’s intervals. When evaluating a certain quantity or a measure with a regular or crisp interval, there are two extreme cases, which we should try to avoid. It is possible to make a pessimistic evaluation, but then the interval will appear wider. It is also possible to make an optimistic evaluation, but then there will be a risk of the output measure to get out of limits of the resulting narrow interval, so that the reliability of obtained results will be doubtful. To overcome this problem we have introduced fuzzy approach to features’ or criteria evaluation as presented in Fig. 1 [16]. They permit to have simultaneously both pessimistic and optimistic representations of the studied measure [23]. This is why we introduce the thresholds d1 and d2 for each attribute to define in the same time the both pessimistic interval [image: $$[S^1_j(b^h_i), S^2_j(b^h_i)]$$] and the optimistic interval [image: $$[S^1_j(b^h_i)-d^1_j(b^h_i), S^2_j(b^h_i)+d^2_j(b^h_i)]$$] [13]. The carrier of a fuzzy interval (from S1 minus d1 to S2 plus d2) will be chosen so that it guarantees not to override the considered quantity over necessary limits, and the kernel (S1 to S2) will contain the most true-like values [61]. To apply PROAFTN, the pessimistic interval [image: $$[S^1_{jh}, S^2_{jh}]$$] and the optimistic interval [image: $$[q^1_{jh}, q^2_{jh}]$$] [13] for each attribute in each class need to be determined, where:[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Equ1_HTML.png]

 (1)


applied to:[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Equ2_HTML.png]

 (2)


Hence, [image: $$S^1_{jh}$$] = [image: $$S^1_j(b^h_i)$$], [image: $$S^2_{jh}$$] = [image: $$S^2_j(b^h_i)$$], [image: $$q^1_{jh}$$] = [image: $$q^1_j(b^h_i)$$], [image: $$q^2_{jh}$$] = [image: $$q^2_j(b^h_i)$$], [image: $$d^1_{jh}$$] = [image: $$d^1_j(b^h_i)$$], and [image: $$d^2_{jh}$$] = [image: $$d^2_j(b^h_i)$$]. The following subsections explain the stages required to classify the testing object a to the class [image: $$C^h$$] using PROAFTN.[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Fig1_HTML.png]
Fig. 1.Fuzzy approach for features evaluation



2.3 Computing the Fuzzy Indifference Relation
The initial stage of classification procedure is performed by calculating the fuzzy indifference relation [image: $$I(a,b^h_i)$$] or also called the fuzzy resemblance measure. The fuzzy indifference relation is based on the concordance and non-discordance principle which represents the relationship (membership degree) between the object to be assigned and the prototype [10, 11]; it is formulated as:[image: $$\begin{aligned} I(a,b^h_i)=\left( \sum ^m_{j=1}w_{jh} C_{jh}^i(a,b^h_i) \right) \prod ^m_{j=1} \left( 1-D_{jh}^i(a,b^h_i)^{w_{jh}} \right) \end{aligned}$$]

 (3)


where [image: $$w_{jh}$$] is the weight that measures the importance of a relevant attribute [image: $$g_j$$] of a specific class [image: $$C^h$$]:[image: $$ w_{jh} \in [0, 1],\ \ \text {and } \ \ \sum _{j=1}^{m}w_{jh}=1 $$]



[image: $$C_{jh}^i(a,b^h_i)$$] is the degree that measures the closeness of the object a to the prototype [image: $$b^h_i$$] according to the attribute [image: $$g_j$$].[image: $$\begin{aligned} C_{jh}^i(a,b_i^h) = \min \{C_{jh}^1(a,b_{i1}^h),C_{jh}^{i2}(a,b_i^h)\}, \end{aligned}$$]

 (4)


where[image: $$ C_{jh}^{i1}(a,b_i^h) = \frac{d^1_j(b^h_i)-\min \{S_j^1(b_i^h)-g_j(a),d^1_j(b^h_i)\}}{d^1_j(b^h_i)-\min \{S_j^1(b_i^h)-g_j(a), 0\}} $$]



and[image: $$ C_{jh}^{i2}(a,b_i^h) = \frac{d^2_j(b^h_i)-\min \{g_j(a)-S_j^2(b_i^h),d^2_j(b^h_i)\}}{d^2_j(b^h_i)-\min \{g_j(a)-S_j^2(b_i^h), 0\}} $$]



[image: $$D_{jh}^i(a,b^h_i)$$], is the discordance index that measures how far the object a is from the prototype [image: $$b^h_i$$] according to the attribute [image: $$g_j$$]. Two veto thresholds [image: $$v_j^1(b^h_i)$$] and [image: $$v_j^2(b^h_i)$$] [11], are used to define this value, where the object a is considered perfectly different from the prototype [image: $$b^h_i$$] based on the value of attribute [image: $$g_j$$]. In general, the value of veto thresholds are determined by an expert familiar with problem. In this study the effect of the veto thresholds is not considered and only the concordance principle is used, so Eq. (3) is summarized by:[image: $$\begin{aligned} I(a,b^h_i)=\sum ^m_{j=1}w_{jh} C_{jh}^i(a,b^h_i) \end{aligned}$$]

 (5)



[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Fig2_HTML.png]
Fig. 2.Graphical representation of the partial indifference concordance index between the object a and the prototype [image: $$b_i^h$$] represented by intervals.



For more illustrations, the three comparative cases between the object a and prototype [image: $$b^h_i$$] according to the attribute [image: $$g_j$$] are obtained (Fig. 2):	case 1 (strong indifference):
[image: $$C_{jh}^i(a,b_i^h) = 1$$] [image: $$\Leftrightarrow g_j(a) \in [S_{jh}^1, S_{jh}^2]$$]; (i.e., [image: $$S_{jh}^1 \le g_j(a) \le S_{jh}^2$$])

	case 2 (no indifference):
[image: $$C_{jh}^i(a,b_i^h) = 0$$] [image: $$ \Leftrightarrow g_j(a) \le q_{jh}^1$$], or [image: $$g_j(a) \ge q_{jh}^2$$]

	case 3 (weak indifference):
The value of [image: $$C_{jh}^i(a,b_i^h) \in (0,1)$$] is calculated based on Eq. (4). (i.e.,  [image: $$g_j(a)$$] [image: $$\in $$] [image: $$[q_{jh}^1, S_{jh}^1]$$] or [image: $$g_j(a)$$] [image: $$\in $$] [image: $$[S_{jh}^2, q_{jh}^2]$$])





The partial fuzzy indifference relation is represented by the trapezoidal membership function. This type of functions are well studied in the references [42] and [9]. Table 2 presents the performance matrix which is used to evaluate the prototype of classes on a set of attributes. The rows of the matrix represent the prototypes of the classes and the columns represent the attributes. The intersection between the row i and the column j corresponds to the partial indifference relation [image: $$C_{jh}^i(a,b^h_i)$$] between the prototype [image: $$b_i^h$$] and the object a to be assigned according to the attribute [image: $$g_j$$].Table 2.Performance matrix of prototypes of the class [image: $$C^h$$] according to their partial fuzzy indifference relation with an object a to be classified.
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2.4 Evaluation of the Membership Degree
The membership degree [image: $$\delta (a,C^h)$$] between the object a and the class [image: $$C^h$$] is calculated based on the indifference degree between a and its closest neighbor in the set of prototype [image: $$B^h$$] of the class [image: $$C^h$$]. To calculate the degree of membership of the object a to the class [image: $$C^h$$], PROAFTN apply the formulae given by the Eq. 6.[image: $$\begin{aligned} \delta (a,C^h)=\max \{I(a,b^h_1),I(a,b^h_2),...,I(a,b^h_{L_h})\} \end{aligned}$$]

 (6)




2.5 Assignment of an Object to the Class
Once the membership degree of the testing “unlabeled” object a is calculated, the PROAFTN classifier will assign this object to the right class [image: $$C^h$$] by following the decision rule given by Eq. 7.[image: $$\begin{aligned} a \in C^h \Leftrightarrow \delta (a,C^h) = \max \{\delta (a,C^i)/i \in \{1,...,k\}\} \end{aligned}$$]

 (7)




3 Introduced Meta-heuristic Algorithms for Learning PROAFTN
The classification procedure used by PROAFTN to assign objects to the preferred classes is summarized in Algorithm 1.[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Figa_HTML.png]


The rest of the chapter is to present the different methodologies based on machine learning and metaheuristic techniques for learning the classification method PROAFTN from data. The goal of the development of such methodologies is to obtain, from the training data set, the PROAFTN parameters that achieve the highest classification accuracy by applying the Algorithm 1. For this purpose, different learning methodologies are summarized in the following subsections.
3.1 Learn and Improve PROAFTN Based on Machine Learning Techniques
In [7, 13], new methods were proposed to learn and improve PROAFTN based on machine learning techniques. The proposed learning methods consist of two stages: the first stage involves using a novel discretization technique to obtain the required parameters for PROAFTN, and the second stage is the development of a new inductive approach to construct PROAFTN prototypes for classification. Three unsupervised discretization methods – Equal Width Binning (EWB), Equal Frequency Binning (EFB) and k-Means – were used to establish PROAFTN parameters as described in algorithm. Algorithm 2 explains the utilization of discretization techniques and Chebyshev’s theorem to obtain the parameters [image: $$\{S^1,S^2,d^1,d^2\}$$] for PROAFTN. Firstly, the discretization technique is used to initially obtain the intervals [image: $$\{S^1_{jh}, S^2_{jh}\}$$] for each attribute in each class. Secondly, Chebyshev’s theorem is utilized to tune the generated intervals by discretization technique to obtain [image: $$\{d^1_{jh}, d^2_{jh}\}$$] [16].[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Figb_HTML.png]


Thereafter, an induction approach was introduced to compose PROAFTN prototypes to be used for classification. To evaluate the performance of the proposed approaches, a general comparative study was carried out between DT algorithms (C4.5 and ID3) and PROAFTN based on the proposed learning techniques. That portion of the study concluded that PROAFTN and DT algorithms (C4.5 and ID3) share a very important property: they are both interpretable. In terms of classification accuracy, PROAFTN was able to outperform DT [16].
A superior technique for learning PROAFTN was introduced using Genetic algorithms (GA). More particularly, the developed technique, called GAPRO, integrates k-Means and a genetic algorithm to establish PROAFTN prototypes automatically from data in near optimal form. The purpose of using GA was to automate and optimize the selection of number of clusters and the thresholds to refining the prototypes. Based on the results generated by 12 typical classification problems, it was noticed that the newly proposed approach enabled PROAFTN to outperform widely used classification methods. The general description of using k-Means with GA to learn the PROAFTN classifier is documented in [7, 13]. A GA is an adaptive metaheuristic search algorithm based on the concepts of natural selection and biological evolution. GA principles are inspired by Charles Darwin’s theory of “survival of the fittest”; that is, the strong tend to adapt and survive while the weak tend to vanish. GA was first introduced by John H. Holland in the 1970s and further developed in 1975 to allow computers to evolve solutions to difficult search and combinatorial systems, such as function optimization and machine learning. As reported in the literature, GA represents an intelligent exploitation of a random search used to solve optimization problems. In spite of its stochastic behavior, GA is generally quite effective for rapid global searches for large, non-linear and poorly understood spaces; it exploits historical information to direct the search into the region of better performance within the search space [32, 49].
In this work, GA is utilized to approximately obtain the best values for the threshold [image: $$\beta $$] and the number of clusters [image: $$\kappa $$]. The threshold [image: $$\beta $$] represents the ratio of the total number of objects from training set within each interval of each attribute in each class. As discussed earlier, to apply the discretization k-Means, the best [image: $$\kappa $$] value is required to obtain the intervals: [image: $$[S^1_j(b^h_i)$$], [image: $$S^2_j(b^h_i)]$$], [image: $$[d^1_j(b^h_i)$$], [image: $$d^2_j(b^h_i)]$$] and thresholds [image: $$\beta $$] as illustrated in Algorithm 4. In addition, the best value of [image: $$\beta $$] is also required to build the classification model that contains the best prototypes as described in Algorithm 4. Furthermore, since each dataset may have different values for [image: $$\kappa $$] and [image: $$\beta $$], finding the best values for [image: $$\beta $$] and [image: $$\kappa $$] to compose PROAFTN prototypes is considered a difficult optimization task. As a result, GA is utilized to obtain these values. Within this framework, the value for [image: $$\beta $$] varies between 0 and 1 (i.e., [image: $$\beta \in [0, 1]$$]), and the value for [image: $$\kappa $$] changes from 2 to 9 ([image: $$ \kappa \in {2,..., 9}$$]). The formulation of the optimization problem, which is based on maximizing classification accuracy to provide the optimal parameters ([image: $$\kappa $$] and [image: $$\beta $$]), is defined as:[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Equ8_HTML.png]

 (12)


where the objective or fitness function f depends on the classification accuracy and n represents the set of training objects/samples to be assigned to different classes. The procedure for calculating the fitness function f is described in Algorithm 3. In this regard, the result of the optimization problem defined in Eq. (12) can vary within the interval [0, 100].[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Figc_HTML.png]

[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Figd_HTML.png]


3.2 Learning PROAFTN Using Particle Swarm Optimization
A new methodology based on the particle swarm optimization (PSO) algorithm was introduced to learn PROAFTN. First, an optimization model was formulated, and thereafter a PSO was used to solve it. PSO was proposed to induce the classification model for PROAFTN in so-called PSOPRO by inferring the best parameters from data with high classification accuracy. It was found that PSOPRO is an efficient approach for data classification. The performance of PSOPRO applied to different classification datasets demonstrates that PSOPRO outperforms the well-known classification methods.
PSO is an efficient evolutionary optimization algorithm using the social behavior of living organisms to explore the search space. Furthermore, PSO is easy to code and requires few control parameters [17]. The proposed approach employs PSO for training and improving the efficiency of the PROAFTN classifier. In this perspective, the optimization model is first formulated, and thereafter a PSO algorithm is used for solving it. During the learning stage, PSO uses training samples to induce the best PROAFTN parameters in the form of prototypes. Then, these prototypes, which represent the classification model, are used for assigning unknown samples. The target is to obtain the set of prototypes that maximizes the classification accuracy on each dataset.
The general description of the PSO methodology and its application is described in [6]. As discussed earlier, to apply PROAFTN, the pessimistic interval [image: $$[S^1_{jh}, S^2_{jh}]$$] and the optimistic interval [image: $$[q^1_{jh}, q^2_{jh}]$$] for each attribute in each class need to be determined, where:[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Equ9_HTML.png]

 (13)


applied to:[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Equ10_HTML.png]

 (14)


Hence, [image: $$S^1_{jh} = S^1_j(b^h_i)$$], [image: $$S^2_{jh} = S^2_j(b^h_i)$$], [image: $$q^1_{jh} = q^1_j(b^h_i)$$], [image: $$q^2_{jh} = q^2_j(b^h_i)$$], [image: $$d^1_{jh} = d^1_j(b^h_i)$$], and [image: $$d^2_{jh} = d^2_j(b^h_i)$$].
As mentioned above, to apply PROAFTN, the intervals [image: $$[S^1_{jh}, S^2_{jh}]$$] and [image: $$[q^1_{jh}, q^2_{jh}]$$] satisfy the constraints in Eq. (14) and the weights [image: $$w_{jh}$$] must be obtained for each attribute [image: $$g_{j}$$] in class [image: $$C^h$$]. To simplify the constraints in Eq. (14), the variable substitution based on Eq. (13) is used. As a result, the parameters [image: $$d^1_{jh}$$] and [image: $$d^2_{jh}$$] are used instead of [image: $$q^1_{jh}$$] and [image: $$q^2_{jh}$$], respectively. Therefore, the optimization problem, which is based on maximizing classification accuracy providing the optimal parameters [image: $$S^1_{jh}, S^2_{jh}, d^1_{jh}, d^2_{jh}$$] and [image: $$w_{jh}$$], is defined here,[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Equ11_HTML.png]

 (15)


where f is the function that calculates the classification accuracy, and n represents the number of training samples used during the optimization. The procedure for calculating the fitness function [image: $$f(S^1_{jh},S^2_{jh},d^1_{jh},d^2_{jh},w_{jh})$$] is described in Table 3.Table 3.The steps for calculating the objective function f.


[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Tab2_HTML.png]



To solve the optimization problem presented in Eq. (15), PSO is adopted here. The problem dimension D (i.e., the number of parameters in the optimization problem) is described as follows: Each particle [image: $$\mathbf {x}$$] is composed of the parameters [image: $$S^1_{jh}, S^2_{jh}, d^1_{jh}, d^2_{jh}$$] and [image: $$w_{jh}$$], for all [image: $$j=1,2,...,m$$] and [image: $$h=1,2,...,k$$]. Therefore, each particle in the population is composed of [image: $$D = 5 \times m \times k$$] real values (i.e., [image: $$D=dim(\mathbf {x})$$]).
3.3 Differential Evolution for Learning PROAFTN
A new learning strategy based on the Differential Evolution (DE) algorithm was proposed for obtaining the best PROAFTN parameters. The proposed strategy is called DEPRO. DE is an efficient metaheuristics optimisation algorithm based on a simple mathematical structure that mimics a complex process of evolution. Based on results generated from a variety of public datasets, DEPRO provides excellent results, outperforming the most common classification algorithms.
In this direction, a new learning approach based on DE is proposed for learning the PROAFTN method. More particularly, DE is introduced here to solve the optimization problem introduced in Eq. (15). The new proposed learning technique, called DEPRO, utilizes DE to train and improve the PROAFTN classifier. In this context, DE is utilized as an inductive learning approach to infer the best PROAFTN parameters from the training samples. The generated parameters are then used to compose the prototypes, which represent the classification model that will be used for assigning unknown samples. The target is to find the prototypes that maximize the classification accuracy on each dataset. The full description of the DE methodology and its application to learn PROAFTN is described in [4]. The general procedure of the DE algorithm is presented in Algorithm 5.[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Fige_HTML.png]


The procedure for calculating the fitness function [image: $$f(S^1_{jh},S^2_{jh},d^1_{jh},d^2_{jh},w_{jh})$$] is described in Table 3. The mutation and crossover steps to update the elements (genes) of the trial individual [image: $$\mathbf v _i$$] based DEPRO are performed as follows:[image: $$\begin{aligned} v_{ihj\tau }= {\left\{ \begin{array}{ll} x_{r_1hj\tau }+ F(x_{r_2hj\tau } - x_{r_3hj\tau }), &amp;{} \text {if} \ (rand_{\tau } &lt; \kappa ) \ \ \text {or} \ \ (\rho = \tau )\\ x_{ihj\tau }, &amp;{}\text {otherwise.} \end{array}\right. } \end{aligned}$$]

 (16)



[image: $$ i, r_1, r_2, r_3 \in \{1, ..., N_{pop}\}, \ \ i \ne r_1 \ne r_2 \ne r_3; \ $$]




[image: $$ h = 1, ..., k; \ \ j = 1, ..., m; \ \ \tau = 1, ..., D$$]



where F is the mutation factor [image: $$\in [0, 2]$$], and [image: $$\kappa $$] is the crossover factor. This modified operation (i.e., Eq. (16)) forces the mutation and crossover process to be applied on each gene [image: $$\tau $$] selected randomly for each set of 5 parameters [image: $$S^1_{jh}, S^2_{jh}, d^1_{jh}, d^2_{jh}$$] and [image: $$w_{jh}$$] in [image: $$\mathbf v _i$$] for all [image: $$j=1,2,...,m$$] and [image: $$h=1,2,...,k$$].
3.4 A Hybrid Metaheuristic Framework for Establishing PROAFTN Parameters
As discussed earlier, there are different ways to classify the behavior of metaheuristic algorithms based on their characteristics. One of these major characteristics is to identify whether the evolution strategy is based on population-based search or single point search. Population-based methods deal in every iteration with a set of solutions rather than with a single solution. As a result, population-based algorithms have the capability to efficiently explore the search space, whereas the strength of single-point solution methods is that they provide a structured way to explore a promising region in the search space. Therefore, a promising area in the search space is searched in a more intensive way by using single-point solution methods than by using population-based methods [58]. Population-based methods can be augmented with single-point solution methods to improve the search mechanism. While the use of population-based methods ensures an exploration of the search space, the use of single-point techniques helps to identify good areas in the search space. One of the most popular ways of hybridization concerns the use of single-point search methods in population-based methods. Thus, hybridization that in some way manages to combine the advantages of population-based methods with the strengths of single-point methods is often very successful, which is the motivation and the case for this work. In many applications, hybrids metaheuristics have proved to be quite beneficial in improving the fitness of individuals [37, 38, 57]. In this methodology, a new hybrid of metaheuristics approaches were introduced to obtain the best PROAFTN parameters configuration for a given problem. The two proposed hybrid approaches are: (1) Particle Swarm optimization (PSO) and Reduced Variable Neighborhood Search (RVNS), called PSOPRO-RVNS; and (2) Differential Evolution (DE) and RVNS, called DEPRO-RVNS. Based on the generated results on both training and testing data, it was shown that the performance of PROAFTN is significantly improved compared with the previous study presented in the previous sections (Sects. 3.2 and 3.3). Furthermore, the experimental study demonstrated that PSOPRO-RVNS and DEPRO-RVNS strongly outperform well-known machine learning classifiers in a variety of problems. RVNS is a variation of the metaheuristic Variable Neighborhood Search (VNS) [33, 34]. The basic idea of the VNS algorithm is to find a solution in the search space with a systematic change of neighborhood. The basic VNS is very useful for approximate solutions for many combinatorial and global optimization problems; however, the major limitation is that it is very time consuming because of the utilization of ingredient-based approaches as it is used as a local search routine. RVNS uses a different approach; the solutions are drawn randomly from their neighborhood. The incumbent solution is replaced if a better solution is found. RVNS is simple, efficient and provides good results with low computational cost [30, 34]. In RVNS, two procedures are used: shake and move. Starting from the initial solution (the position of prematurely converged individuals) [image: $$\mathbf {x}$$], the algorithm selects a random solution [image: $$\mathbf {x}'$$] from the initial solution’s neighborhood. If the generated [image: $$\mathbf {x}'$$] is better than [image: $$\mathbf {x}$$], it replaces [image: $$\mathbf {x}$$] and the algorithm starts all over again with the same neighborhood. Otherwise, the algorithm continues with the next neighborhood structure. The pseudo-code of RVNS is given in Algorithm 6.[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Figf_HTML.png]


In [13] the RVNS heuristics is used to learn the PROAFTN classifier by optimizing its parameters that are presented as intervals namely the pessimistic and optimistic intervals. In this light, a hybrid of metaheuristics is proposed here for training the PROAFTN method. In this regard, the two different hybrid approaches PSO augmented with RVNS (called PSOPRO-RVNS) and DE augmented with RVNS (called DEPRO-RVNS) are proposed for solving this optimization problem. The two proposed training techniques presented in (Sects. 3.2 and 3.3) are integrated with the single point search RVNS, to improve the performance of PROAFTN. The details on how DE and RVNS have been used together to learn the PROAFTN classifier is described in [5]. And in the same context, the details of the application of PSO and RVNS to learn PROAFTN is described in [3]. To use RVNS to find a better solution provided by PSO or DE in each iteration, the following equations are considered to update the boundary for the previous solution [image: $$\mathbf {x}$$] containing ([image: $$S^1_{jh},S^2_{jh}, d^1_{jh}, d^2_{jh}$$]) parameters:[image: $$\begin{aligned} l_{\lambda jbh}= &amp; {} x_{\lambda jbh} - (k/k_{max})x_{\lambda jbh} \end{aligned}$$]

 (17)



[image: $$\begin{aligned} use \,x instead\, of\, s u_{\lambda jbh}= &amp; {} x_{\lambda jbh} + (k/k_{max})x_{\lambda jbh} \end{aligned}$$]

 (18)


where [image: $$l_{\lambda jbh}$$] and [image: $$u_{\lambda jbh}$$] are the lower and upper bounds for each element [image: $$\lambda \in [1, \ldots , D]$$]. Factor [image: $$k/k_{max}$$] is used to define the boundary for each element and [image: $$x_{\lambda jbh}$$] is the previous solution for each element [image: $$\lambda \in [1, \ldots , D]$$] provided by PSO.
The use of the hybrid PSO/DE augmented with RVNS for learning PROAFTN is explained here and for more details please see [5]. Using PSO, the elements for each particle position [image: $$\mathbf {x}_i$$] consisting of the parameters [image: $$S^1_{jh}, S^2_{jh}, d^1_{jh}$$] and [image: $$d^2_{jh}$$] are updated using:[image: $$\begin{aligned} x_{i\lambda jbh}(t + 1) = x_{i\lambda jbh} (t) + v_{i\lambda jbh} (t + 1) \end{aligned}$$]

 (19)


where the velocity update [image: $$\mathbf {v}_i$$] for each element based on [image: $$\mathbf {P}^{Best}_i$$] and [image: $$\mathbf {G}^{Best}$$] is formulated as:[image: $$\begin{aligned} {\begin{matrix} v_{i\lambda jbh}(t + 1) = \varpi (t)v_{i\lambda jbh}(t) + \\ \tau _1\rho _1 (P^{Best}_{i\lambda jbh}- x_{i\lambda jbh} (t)) + \\ \tau _2 \rho _2 (G^{Best}_{\lambda jbh}-x_{i\lambda jbh}(t)) \end{matrix}} \end{aligned}$$]

 (20)



[image: $$\begin{aligned} i = 1, ..., N_{pop}; \ \ \lambda = 1, ..., D\; \end{aligned}$$]




[image: $$\begin{aligned} j = 1, ..., m; \ \ b = 1, ..., L_h; \ \ h = 1, ..., k \end{aligned}$$]



where [image: $$\varpi (t)$$] is the inertia weight that controls the exploration of the search space. [image: $$\tau _1 $$] and [image: $$\tau _2 $$] are the individual and social components/weights, respectively. [image: $$\rho _1$$] and [image: $$\rho _2$$] are random numbers between 0 and 1. [image: $$\mathbf {P}^{Best}_i(t)$$] is the personal best position of the particle i, and [image: $$\mathbf {G}^{Best}(t)$$] is the neighborhood best position of particle i. Algorithm 6 demonstrates the required steps to evolve the velocity [image: $$\mathbf {v}_i$$] and particle position [image: $$\mathbf {x}_i$$] for each particle containing PROAFTN parameters. The shaking phase to randomly generate the elements of [image: $$\mathbf {x}'$$] is given by:[image: $$\begin{aligned} x'_{\lambda jbh} = l_{\lambda jbh} + (u_{\lambda jbh}-l_{\lambda jbh}). rand[0,1] \end{aligned}$$]

 (21)


Accordingly, the moving is applied as:[image: $$\begin{aligned} \text {If} \ {f'(x'_{\lambda jbh})&gt; f(x_{\lambda jbh})} \ \ \text {then} \ \ x_{\lambda jbh} \ = \ x_{\lambda jbh}' \end{aligned}$$]

 (22)


The steps that explain the employment of RVNS to improve PROAFTN parameters are listed in Algorithm 7. [image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Figg_HTML.png]


4 Comparative Study with PROAFTN and Well Known Classifiers
The proposed methodologies were implemented in Java and applied to 12 popular datasets: Breast Cancer Wisconsin Original (BCancer), Transfusion Service Center (Blood), Heart Disease (Heart), Hepatitis, Haberman’s Survival (HM), Iris, Liver Disorders (Liver), Mammographic Mass (MM), Pima Indians Diabetes (Pima), Statlog Australian Credit Approval (STAust), Teaching Assistant Evaluation (TA), and Wine. The details of the datasets’ description and their dimensionality are presented in Table 4. The datasets are in the public domain and are available at the University of California at Irvine (UCI) Machine Learning Repository database [8].Table 4.Description of datasets used in our experiments.


	 	Dataset
	Instances
	Attributes
	Classes

	1
	BCancer
	699
	9
	2

	2
	Blood
	748
	4
	2

	3
	Heart
	270
	13
	2

	4
	Hepatitis
	155
	19
	2

	5
	HM
	306
	3
	2

	6
	Iris
	150
	4
	3

	7
	Liver
	345
	6
	2

	8
	MM
	961
	5
	2

	9
	Pima
	768
	8
	2

	10
	STAust
	690
	14
	2

	11
	TA
	151
	5
	3

	12
	Wine
	178
	13
	3





To summarize, a comparison of the various approaches introduced throughout this research for learning PROAFTN – GAPRO, PSOPRO, DEPRO, PSOPRO-RVNS and DEPRO-RVNS – is presented in Table 5. One can see that DEPRO-RVNS and PSOPRO-RVNS perform the best.Table 5.The performance of all approaches for learning PROAFTN introduced in this research study based on classification accuracy (in %). The average accuracy and average ranking is also included.


	Dataset
	GA-PRO
	PSOPRO
	DEPRO
	PSOPRO-RVNS
	DEPRO-RVNS

	BCancer
	96.76
	97.14
	96.97
	97.33
	97.05

	Blood
	75.43
	79.25
	79.59
	79.46
	79.61

	HM
	83.85
	84.27
	83.74
	84.36
	83.81

	Heart
	71.95
	86.04
	84.17
	87.05
	85.37

	Hepatitis
	73.84
	75.73
	80.36
	76.27
	76.10

	Iris
	96.57
	96.21
	96.47
	96.30
	96.66

	Liver
	71.83
	69.31
	71.01
	70.97
	70.99

	MM
	84.92
	82.31
	84.33
	84.07
	84.77

	Pima
	72.19
	77.47
	75.37
	77.42
	77.23

	STAust
	81.78
	86.09
	85.62
	86.10
	86.04

	TA
	52.44
	60.55
	61.80
	60.62
	62.72

	Wine
	97.33
	96.79
	96.87
	96.72
	97.10

	Average accuracy
	79.91
	82.60
	83.03
	83.06
	
                            83.12
                          

	Average rank
	3.58
	3.33
	3.08
	2.58
	
                            2.42
                          





Table 7 summarizes and gives robust analysis on a comparison that includes the developed approaches of learning PROAFTN classifier against other classifiers. As observed, both approaches DEPRO-RVNS and PSOPRO-RVNS strongly outperform other classifiers. Therefore, the developed approaches can be classified into three groups, based on their performances:	Best approaches: DEPRO-RVNS and PSOPRO-RVNS.

	Middle approaches: DEPRO and PSOPRO.

	Weakest approach: GA-PRO.





It should be noted also that DEPRO-RVNS and PSOPRO-RVNS are efficient in terms of computation speed. One of the advantages of DE and PSO over other global optimization methods is that they often converge faster and with more certainty than other methods. Furthermore, utilizing RVNS inside DE and PSO improved the search for good solutions in a shorter time (Table 5).Table 6.Experimental results based on classification accuracy (in %) to measure the performance of the well-known classifiers on the same datasets


	Dataset
	C4.5 J48
	NB
	SVM SMO
	NN MLP
	k-NN Ibk, k=3
	PART
	RForest n = 500
	GLM
	Deep learning

	BCancer
	94.56
	95.99
	96.70
	95.56
	97.00
	97.05
	97.4
	97.9
	97.9

	Blood
	77.81
	75.40
	76.20
	78.74
	74.60
	79.61
	76.1
	74.9
	78.7

	Heart
	76.60
	83.70
	84.10
	78.10
	78.89
	73.33
	57.6
	60.4
	54.9

	Hepatitis
	80.00
	85.81
	83.87
	81.94
	84.52
	82.58
	90.1
	92.6
	94.8

	HM
	71.90
	74.83
	73.52
	72.87
	70.26
	72.55
	73.1
	69.2
	67.2

	Iris
	96.00
	96.00
	96.00
	97.33
	95.33
	94.00
	95.3
	96.7
	90.7

	Liver
	68.70
	56.52
	58.26
	71.59
	61.74
	63.77
	71.8
	73.0
	74.1

	MM
	82.10
	78.35
	79.24
	82.10
	77.21
	82.21
	80.8
	84.9
	84.7

	Pima
	71.48
	75.78
	77.08
	75.39
	73.44
	73.05
	77.4
	78.3
	75.4

	STAust
	85.22
	77.25
	85.51
	84.93
	83.62
	83.62
	86.7
	88.9
	86.8

	TA
	59.60
	52.98
	54.30
	54.30
	50.33
	58.28
	66.1
	52.3
	39.6

	Wine
	91.55
	97.40
	99.35
	97.40
	95.45
	92.86
	97.8
	98.9
	97.7






                Table 7.Mean accuracy rankings. The algorithms developed in this paper are marked in bold.


	Algorithm
	Mean rank

	
                            DEPRO-RVNS
                          
	4.75

	
                            PSOPRO-RVNS
                          
	4.75

	h2o GLM
	5.29

	
                            PSOPRO
                          
	5.50

	
                            DEPRO
                          
	6.08

	RForest 500
	6.25

	h2o DL
	7.04

	
                            GA-PRO
                          
	8.08

	SVM SMO
	8.12

	NN MLP
	8.12

	NB
	9.54

	PART
	9.62

	C4.5
	10.62

	k-NN
	11.21




              
Comparison with was done against implementations provided in WEKA [27] for neural network multi-level perceptron (NN MLD), naive Bayes (NB), decision trees (PART), C4.5 and k nearest neighbour (knn). We used H2O for deep learning (h2o DL) [19] and generalized linear models (h2o GLM) [44]. We used R’s implementation of random forest (RFOREST) [41] with n = 500 trees. PROAFTN and decision trees share a very important property: both of them use the white box model. Decision trees and PROAFTN can generate classification models which can be easily explained and interpreted. However, when evaluating any classification method there is another important factor to be considered: classification accuracy. Based on the experimental study presented in Sect. 4, the PROAFTN method has proven to generate a higher classification accuracy than decision tree such as C4.5 [46] and other well-known classifiers learning algorithms including Naive Bayes, Support Vector Machines (SVM), Neural Network (NN), K- Nearest Neighbor K-NN, and Rule Learner (see Table 6). That can be explain by the fact that PROAFTN using fuzzy intervals. A general comparison between PROAFTN based on the proposed learning approaches adopted in this paper (PRO-BPLA) and other machine learning classifiers is summarized in Table 8. The observations made in this table are based on evidence of existing empirical and theoretical studies as presented in [40]. We have also added some evidence based on the results obtained using the developed learning methodology introduced in this research study. As a summary, Table 8 compares the properties of some well known machine learning classifiers against the properties of the classification method PROAFTN.Table 8.Summary of the of well-known classifiers versus PRO-BPLA properties (the best rating is **** and the worst is *)


[image: ../images/477428_1_En_3_Chapter/477428_1_En_3_Tab4_HTML.png]



In this chapter, we have presented the implementation of machine learning and metaheuristics algorithms for parameters training of multicriteria classification method. We have shown that learning techniques based on metaheuristics proved to be a successful approach for optimizing the learning of PROAFTN classification method and thus greatly improving its performances. As has been demonstrated, every classification algorithm has its strengths and limitations. More particularly, the characteristics of the method and whether it is strong or weak depend on the situation or on the problem. For instance, assume the problem at hand is a medical dataset and the interest is to look for a classification method for medical diagnostics. Suppose the executives and experts are looking for a high level of classification accuracy and at the same time they are very keen to know more details about the classification process (e.g., why the patient is classified to this category of disease). In such circumstances, classifiers such as Deep Learning networks, k-NN, or SVM may not be an appropriate choice, because of the limited interpret-ability of their classification models. Although deep learning networks have been successfully applied to some health-care application and in particularly into medical imaging, they suffered from some limitations such as the limited interpret-ability of their classification results; they require a very large balanced labeled data set; the preprocessing or change of input domain is often required to bring all the input data to the same scale [48]. Thus, there is a need to look for other classifiers that reason about their outputs and can generate good classification accuracy, such as DTs (C4.5, ID3), NB, or PROAFTN.
Based on the experimental and the comparative study presented in Table 8, the PROAFTN method based on our proposed learning approaches has good accuracy in most instances and can deal with all types of data without sensitivity to noise. PROAFTN uses the pairwise comparison and therefore, there is no need for looking for suitable normalization technique of data like the case of other classifiers. Furthermore, PROAFTN is a transparent and interpretable classifier where it’s easy to generalize the classification rules from the obtained prototypes. It can use both approaches deductive and inductive learning, which allow us to use in the same time historical data with expert judgment to compose the classification model. To sum up, there is no complete or comprehensive classification algorithm that can handle or fit all classification problems. In response to this deficiency, the major task of this work is to review an integration of methodologies from three major fields, MCDA, machine learning, and optimization based metaheuristics, through the aforementioned classification method PROAFTN. The target of this study was to exploit the machine learning techniques and the optimization approaches to improve the performance of PROAFTN. The aim is to find a good suitable and comprehensive (interpretable) classification procedure that can be applied efficiently in many applications including the ambient assisted living environments.
5 Conclusions and Future Work
The target of this chapter is to exploit the machine learning techniques and the optimization approaches to improve the performance of PROAFTN. The aim is to find a good suitable and comprehensive (interpretable) classification procedure that can be applied efficiently in health applications including the ambient assisted living environments. This chapter describes the ability of the metaheuristics when embedded to the classification method PROAFTN in order to classify new objects. To do this we compared the improved PROAFTN methodology with those reported previously on the same data and same validation technique (10-cross validation). In addition to reviewing several approaches to modeling and learning classification method PROAFTN, this chapter also presents new ideas to further research in the areas of data mining and machine learning. Below are some possible directions for future research.

                	1.The fact that PROAFTN has several parameters to be obtained for each attribute and for each class, which provides more information to assign objects to the closest class. However, in some cases this may cause some limitation on the speed of learning, particularly when using metaheuristics, as we presented in this paper. Possible future solutions could be summarized as follows:	Utilizing different approaches for obtaining the weights. One possible direction is to use a features ranking approach by using some strong algorithms that perform well in the aspect of dimensionality reduction.

	Determining intervals bounds for more than one prototype before performing optimization. This would involve establishing the intervals’ bounds a priori by using some clustering techniques, hence improving and speeding up the search and improving the likelihood of finding the best solutions.






 

	2.As we know the performance of approaches based on the choice of control parameters varies from one application to another. However, in this work the control parameters are fixed for all applications. A better control of parameter choice for the metaheuristics based PROAFTN algorithms will be investigated.

 

	3.To speed up the PROAFTN learning process, possible improvement could be made by using parallel computation. The different processors can deal with the fold independently in the cross validation folds process. The parallelism can be also applied in the composition of prototypes of each class.

 

	4.In this chapter, an inductive learning is presented to build the classification models for the PROAFTN method. PROAFTN also can apply the deductive learning that allows the introduction of the given knowledge in setting PROAFTN parameters such intervals and/or weights to build the prototype of classes.
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Abstract
In this paper, a personal recommendation system of outdoor physical activities using solely user’s history data and without application of collaborative filtering algorithms is proposed and evaluated. The methodology proposed contains four phases: data fuzzification, activity usefulness calculation, estimation of most useful activities, activities classification. In the process of classification several data mining techniques were compared such as: decision trees algorithms, decision rules algorithm, Bayes algorithm and support vector machines. The proposed algorithm has been experimentally validated using real dataset collected in a certain period of time from a community of 1000 active users. Recommendations generated by the system were related to weight loss. The results show that our generated recommendations have high accuracy, up to 95%.
Keywords
Recommendation algorithmClassification algorithmConnected healthPersonal healthcareData processing
1 Introduction
Globally, the burden of non-communicable diseases (NCDs) is growing. They are the leading cause of morbidity and mortality and place a great financial strain on the economy [1]. Sadly, this ‘invisible’ epidemic which is attributable to common, modifiable risk factors, including physical inactivity, tobacco use, the harmful use of alcohol, and unhealthy diet, imposes a great strain on health systems, resulting in a healthcare work force crisis in many nations [1]. An important factor in prevention and treatment of chronic diseases, as well as supporting healthy aging, is the maintenance of a healthy lifestyle in terms of daily physical activity. Physical inactivity is stated to be one of the leading cause of global mortality, and the World Health Organization (WHO), the United Nations and numerous national governments now view the promotion of physical activity as a public health priority [2, 3]. According to a study, incorporating walking or cycling into longer journeys, provides over half the weekly recommended activity, which can be an efficient way of achieving physical activity guidelines and improving population health [4, 5].
Recent research has focused on integrating physical activity into prevention, treatment and rehabilitation of NCDs [6, 7]. Study has shown that the quality of patients’ life with the chronic deceases as cardiovascular diseases, diabetes, chronic obstructive pulmonary disease and some types of cancer, can be significantly improved by giving the patients personalized recommendations for physical activities. This can be done using a recommender system (RS) that collects data from various sources and provides/recommends the content that user needs in the moment [8–10].
Building recommender systems requires a multi-disciplinary approach that takes advantage of various computer science fields like machine learning, data mining and information retrieval, and even human-computer interaction [11, 12]. The recommender systems are using collaborative filtering, content based or hybrid approach for generating recommendations. Collaborative filtering is one of the most used and successfully applied methods for personalized RS, for which a large and continuously active literature exists [13–16].
It is an algorithm for matching people with similar interests for the purpose of making recommendations [17]. Since the patients’ records contain highly sensitive data, some argue that collaborative filtering is not appropriate approach to be used in systems that are working with high degree of confidentiality [18, 19], and are choosing content-based techniques for generating prediction and recommendation models in healthcare.
In this paper, a personal recommendation system for outdoor physical activities is presented. The system does not use collaborative filtering technique, so the recommendations are generated using the user’s history activities. In order to find the best classification technique for generating personalized recommendations with high accuracy, we investigated the techniques used in other research studies, and adopted those that were proven to give most accurate results in the healthcare field. The system was tested using the same dataset as in the previous work for COHESY recommender algorithm [20]. The results showed that our system can generate recommendations with high accuracy (up to 95%), without using collaborative filtering methods.
2 Related Work
In the last decade, many prediction and recommendation models, using various approaches and techniques, have been presented in the field of healthcare. Most of them are used for diagnosing or identifying patients with high risk of particular diseases. Only few of them are focusing on personalized recommendations for improving patients’ health. Different classification techniques were compared and analyzed in many studies on healthcare in order to find the one that will give highest accuracy. A research on 12 years Kuwait patient data have used different classification techniques: logistic regression, k-nearest neighbors (k-NN), multifactor dimensionality reduction and support vector machines to identify patients with high risk for diabetes type 2, hypertension and comorbidity. Their results have shown that the support vector machine classifier gives slightly better results, with 81% accuracy [21]. Another research on heart disease prediction has compared the accuracy of Naïve Bayes, K-NN and decision list classifiers on patient data, taking into account different parameters as sex, smoking, weight, alcohol intake, high salt diet, exercise, blood sugar, heart rate, bad cholesterol, blood pressure, etc. The decision tree classifier outperformed the other classifiers with accuracy of 99.2% [22]. Similar work has been presented in cerebrovascular disease prediction model on a 493 patients from Taiwan where decision tree classifier C4.5 have given best results, compared with Bayesian classifier and back propagation neural network classifier [23]. Multiple decision tree algorithms have been adopted on diabetes patients from hospitals in Oman for achieving high accuracy disease risk predictive model. The evaluation of the prediction performance of J48, Decision Stump, REP Tree and Random Forest (RF) have been presented. The model built using RF had less MAE (mean absolute error) and high precision and recall results, compared with the other model results [24].
Algorithm that generates recommendations and suggestions for preventive intervention has been presented in a COHESY system [20]. The presented algorithm analyzes the user’s activities and then recommends the most useful activity to the user. Grouping of users with similar characteristics has been done with classification and filtering algorithms. In order to compare the results with this algorithm presented in [20] we used the same dataset of 1000 active users from a mobile sport activity service, SportyPal. The SportyPal system is capable of reading parameters for a particular activity, such as path length, speed, time interval, consumed calories. We applied classification models on the user’s activities to investigate the accuracy of the model. In our paper we used the classification methods that have proven to give accurate predictions in other research works in the field of connected health.
3 Description of the Recommendation Algorithm
The main purpose of the activity recommender system is to discover and recommend the most useful activities to the user. The impact of each activity over the user’s health state should be determined first and only those activities that have positive influence should be recommended. Since the user does not provide feedback after execution of various activities the system will rely upon the provided measurements variations.
3.1 Data Representation
The system is collecting and storing information regarding activities and measurements defined as vectors with several attributes:	(1)Activity (user, type, time, duration, calories, distance)

 

	(2)Measurement (user, parameter, time, value)

 





Each activity performed by a user is described with several parameters used for generating recommendations, such as: activity type, activity duration, distance passed and calories burned. The users performed twenty different types of activities: Cycling, Running, Driving, Walking, Hiking, Road-cycling, Blading, Sailing, Skiing, Horse riding, Paragliding, Rowing, Free style, Cross-skiing, Swimming, Snowboarding, Flying, Surfing and Golfing.
As for measurements body weight was recorded. This parameter has been chosen because it is strongly correlated with physical health. So, maintaining a healthy weight is important for health. In addition to lowering the risk of heart disease, stroke, diabetes, and high blood pressure, it can also lower the risk of many different cancers [25, 26].
Examples of activity and measurements vectors:	Measurement (Ana, weight, 3rd Jan 2016 17:00, 74 kg)

	Activity (Ana, skiing, 5th Jan 2016 14:00, 90 min, 20 km).





3.2 Data Processing
The raw weight data obtained from the users should be filtered and transformed into appropriate format for further processing. Only measurements that have significant changes in the value have been taken into consideration. Three different thresholds were tested.
Namely, it was assumed that the measurement is valid if the value change is bigger or equal to 0.5 kg, 1 kg or 1.5 kg. The other values are treated as noise. Example:[image: $$ \left| {Value_{a - tx} - Value_{a + ty} } \right| \ge D,\,\,\,where\,\,\,D \in \{ 0.5,\,\,1,\,\,1.5\} \, $$]

 (1)




Where Valuea−tx is the value measured before the start of activity a, and Valuea+ty is the value measured after activity a, is finished.
3.3 Recommendation Algorithm
The recommendation algorithm is composed of four phases (Fig. 1).[image: ../images/477428_1_En_4_Chapter/477428_1_En_4_Fig1_HTML.png]
Fig. 1.Phases of recommendation algorithm



Phase 1: Data Fuzzification.
After initial separation of dataset into training and test data (we used 60% of the data as train data and 40% of the data as test data), data fuzzification method has been applied on both subsets. For better semantic meaning several different classes are calculated for each kind of activity (Running, Cycling, Walking, etc.), for each user. This is done because of the difference of the duration, calories and distance for each kind of physical activity (for example: the distance of activity “cycling” is bigger than walking and running, assuming it is done for the same time period).

In this process all user’s activities are taken into consideration and for every activity parameter (total time, distance and calories) proper class is assigned. Equal size ranges are used. Class calculation is done according to the following formula:[image: $$ V_{class} = ceiling\left( {\frac{{v - v_{\hbox{min} } }}{{v_{\hbox{max} } - v_{\hbox{min} } }}N} \right) $$]

 (2)




Where:	N: is the number of classes that we want to use,

	[image: $$ v_{max} , v_{min} $$]: are the max and min value of the parameter value for that kind of activity (running, cycling, walking, etc.),

	[image: $$ v $$]: is the raw value that we want to transform into a class value,

	[image: $$ ceiling\left( x \right) = \left\lceil x \right\rceil $$]: is the smallest integer not less than x.





Example: for a walking activities, where minimum time is 10 min and maximum time is 180 min, we want to find the class for an activity x, with time 50 min, and we want to have 5 class representation.
We will have: ceiling [image: $$ (\frac{50 - 10}{180 - 10}5)\, = \,2 $$].
In our experiment we tested with several number of classes, and we got the best results for three class data representation. The data set is not very large, with average of 35 valid activities per valid users, and using more classes will give many different type of activities and smaller number of done recommendations (valid activities are the activities that have not zero usefulness, and a valid user is a user that had at least one recommended activity).
Phase 2: Activity Usefulness Calculation.
For each activity we calculate its usefulness, and for each kind of activity we calculate the factor of importance. Finding the usefulness for every activity is the most important step in this recommendation model. An activity is said to be useful (positively useful in our case) if it contributed towards weight loss.

Between every two measurements there can be zero to n (n > 0) number of activities that the user has performed. We assume that each activity between two measurements had some influence in the parameter change (weight).
Each activity can contribute to more than one measurement parameter change. For each activity, we look for two measurements. The first one is the measurement that was taken before the activity had started and has the biggest validity according to the model in Fig. 2, and the other measurement is the one taken after the activity had finished and had biggest validity according to the model in Fig. 3. We used the same models that were used in the COHESY recommender algorithm [20]. The measurements that were taken right before the activity was performed had the biggest validity. In this case we used the cumulative normal distribution (Fig. 2).[image: ../images/477428_1_En_4_Chapter/477428_1_En_4_Fig2_HTML.png]
Fig. 2.Validity of a measurement before the activity is executed [20]


[image: ../images/477428_1_En_4_Chapter/477428_1_En_4_Fig3_HTML.png]
Fig. 3.Validity of a measurement after the activity is executed [20]



The validity of the measurements that were given after the activity has finished should slowly increase, then they should reach a maximum and afterwards they should slowly decrease. We used the same Gamma distribution model as in [20] (Fig. 3). The moment of the reached maximum is set to be 7 days.
The usefulness value of an activity depends on the measurement value change. If the difference of the values (weight difference) between two measurements that are in a valid range (according to Fig. 3) has greater value, than the usefulness of the activities performed in the time range between these two measurement has greater value, too. The usefulness of each activity is calculated as follows:
[image: $$ U_{A} = \left( {value_{Mp} - value_{Mn} } \right)validity_{Mp} \,validity_{Mn} \,F_{A} $$]

 (3)


Where:
	UA is the usefulness of activity A;

	valueMp is the parameter value (weight) of the measurement with biggest validity, taken before the activity has started, according the model presented in Fig. 2;

	valueMn is the parameter value (weight) of the measurement, taken after the activity has finished and had biggest validity, according the model presented in Fig. 3;

	validityMp is the validity of the measurement taken before the activity has started and has the biggest validity, according to the cumulative normal distribution model;

	validityMn is the validity of the measurement taken after the activity has finished, calculated with Gamma distribution model;

	FA is the factor of importance for an activity, and it is an indicator of how much an activity contributed to measurement change.





The factor of importance for every activity is calculated as follows:[image: $$ F_{A} = \frac{{X_{A} }}{N} $$]

 (4)




Where, XA is the number of occurrences of activity A between two measurements and N is the total number of activities performed between two measurements.
The factor value is in the range [0, 1]. If there was only one activity that influences a parameter change in the measurement data, then its factor of importance will be one.
For example, if we have n activities between two measurements, of which x of them are ‘walking’, y are ‘running’ and z are ‘cycling’, then the factor for the walking type of activities will be x/n, for running y/n and for cycling z/n.
Having defined the factor of importance data class transformation can be performed. The raw data and the transformed data, to which classification method can be applied are presented in the following tables (Tables 1 and 2).Table 1.Raw data representation


	Type of activity
	Total time (min)
	Distance (m)
	Calories

	Running
	25
	4200
	320

	Walking
	40
	3700
	250

	Running
	60
	9350
	580

	Cycling
	125
	25530
	1205

	Swimming
	25
	970
	410




Table 2.Class data representation


	Type of activity
	Time class
	Distance class
	Calories class
	Factor of importance
	Usefulness

	Running
	1
	2
	3
	1
	0.3

	Walking
	2
	3
	1
	0.7
	−0.1

	Running
	2
	4
	3
	0.2
	0.7

	Cycling
	3
	3
	2
	0.5
	−0.4

	Swimming
	1
	2
	1
	0.6
	0.9





Phase 3: Find N Most Useful Activities and Filter Test Data with Only N Most Useful Activities.
In this step top N most useful activities for a given user are calculated and recommended. In our approach we recommend only the activities that will help the user to lose weight. Tests have been made using N = 10 (we recommend maximum ten most useful activities), and N = 1 (we recommend only the most useful activity). Test data are filtered against these recommendations. This way the test data will consists only of the activities that the user performed as recommendations. In Table 3 the results are shown based on the different test parameters.Table 3.Results table


	Accuracy
	Weight difference
	Number of max different given recommendations
	Number of recommendations performed by the user

	85%
	0.5 kg
	1
	245

	89%
	0.5 kg
	10
	812

	93%
	1 kg
	10
	679

	95%
	1 kg
	1
	162






Phase 4: Apply Classification Methods on Test Data.
In the final phase of the proposed methodology different classification algorithms are applied on test data. Tests with different parameters have been performed for each classification algorithm and accuracy, precision, recall and the mean absolute error are analyzed. Following classification methods are considered: Decision trees algorithms (Decision stump, J48 and Random Forest), Decision rules algorithm (Decision table), Bayes algorithm (Naïve Bayes) and Support vector machines (LibSVM).

4 Evaluation
4.1 Methodological Approach
For evaluation of the proposed algorithm, a specific methodology that consists of six steps has been defined:	(1)User u and moment m are chosen (using percentage split);

 

	(2)All activities and measurements performed by u before m as a local training set are considered for generating recommendations. The other activities after moment m are used for testing the recommendations;

 

	(3)Recommendation algorithm is used to generate recommendations for weight loss. For each activity au we calculate their usefulness for weight loss (if the user gained weight the usefulness is negative);

 

	(4)The activities are grouped by their type (kind of activity, total time class, distance class and calories class), and sorted by their usefulness;

 

	(5)The most useful activities for weight loss are considered for recommendation. The recommended activities are compared with the activities from the test data (after moment m). If they have the same usefulness (positive), then we consider to have a positive recommendation. If we don’t find that type of activity in the test set, we assume that the user didn’t implement the recommendation;

 

	(6)Classification methods are applied on the test data (which is consisted only of the recommended activities), to analyze the accuracy of the algorithm.

 





Few more constraints are added to filter the observations generated according to the above method in order to get more relevant results. For the purpose of the experiment at least 2 measurements in the local training sets of all observations should be present, the period between consecutive measurements next(au) and prevp(au) should be at least 5 days and at most 20 days. Additionally, au should not be performed in the last 2 days of the interval because we want to increase the chances that the activity influenced next(au).
4.2 Experimental Evaluation
The dataset used for this experiment is outdoor activity data set collected from the SportyPal service. The collected dataset is generated by 1000 users. Six different attributes are used for classification purpose: activity type, total time, calories burned, distance passed, the calculated factor of importance and usefulness (positive or negative) (Table 2).
Three types of activities (representing 90% of all activities performed) are analyzed: Walking, Running and Cycling (Figs. 4, 5 and 6). The cycling activities represented 10% of the analyzed activities (from running, walking and cycling), walking represented 30% of the activities, and running represented 60% of the activities.[image: ../images/477428_1_En_4_Chapter/477428_1_En_4_Fig4_HTML.png]
Fig. 4.Accuracy of recommendations by time range (in minutes)


[image: ../images/477428_1_En_4_Chapter/477428_1_En_4_Fig5_HTML.png]
Fig. 5.Accuracy of recommendations by distance range (in kilometers)


[image: ../images/477428_1_En_4_Chapter/477428_1_En_4_Fig6_HTML.png]
Fig. 6.Accuracy of recommendations by calories range


	The recommendations of activities with longer distances had biggest accuracies.

	The walking recommendations had highest accuracy when the duration time was in the range of 90 min to 120 min and the calories spent were between 500 and 1000.

	The running recommendations had highest accuracy when the total time was in the range of 60 min to 90 min, for distances from 15 to 20 km.

	The cycling recommendations had highest accuracies for short durations and calories expenditure to 1000.





As we are using class data representation for better manipulation of the data and for classification purposes, we analyzed the accuracy of the given recommendations for different number of classes.
We can see from Figs. 7, 8 and 9, that as we increase the number of classes, we get less recommendations. The accuracy reaches some peak in a three class representation and that is why we used this number of classes. The accuracy of the recommendations increases as we have bigger weight difference for generating valid recommendations. Because there are fluctuations of the weight during the day, when we are considering only 0.5 kg difference in measurement change, we are not sure if that difference was influenced by some other factors as food/liquid intake, time of the measurement (in the morning or later during the day), or is it just as a result of the performed activities. That is why the accuracy of the recommendations gives better performance when considering measurement difference of 1 kg and even 1.5 kg.[image: ../images/477428_1_En_4_Chapter/477428_1_En_4_Fig7_HTML.png]
Fig. 7.Accuracy of recommendations, by number of parameter classes for activities: class number (number of recommendations), for least difference of 0.5 kg


[image: ../images/477428_1_En_4_Chapter/477428_1_En_4_Fig8_HTML.png]
Fig. 8.Accuracy of recommendations, by number of parameter classes for activities: class number (number of recommendations), for least difference of 1 kg


[image: ../images/477428_1_En_4_Chapter/477428_1_En_4_Fig9_HTML.png]
Fig. 9.Accuracy of recommendations, by number of parameter classes for activities: class number (number of recommendations), for least difference of 1.5 kg



Metrics Used
Although the accuracy is very important factor to analyze the performance of recommendation algorithms, used alone as a metric it is not enough [27].
Therefore, in our work additional metrics are used: accuracy, mean absolute error (MAE), precision and recall to evaluate and compare the recommendation performance of the used algorithms. The accuracy of the system is high as the MAE of the prediction system is low. A well-performed prediction system should maximize the precisions and recalls. Precision can be thought of as a measure of a classifiers exactness. Recall can be thought of as a measure of a classifiers completeness [28]. The mean absolute error is used to measure how close forecasts or predictions are to the eventual outcome, without considering their direction. It measures accuracy for continuous variables.


                  [image: $$ Precision = \frac{tp}{tp + fp} $$]

 (5)



                  [image: $$ Recall = \frac{tp}{tp + fn} $$]

 (6)



                  [image: $$ Accuracy = \frac{tp + tn}{tp + tn + fp + fn} $$]

 (7)



                

                  [image: $$ F_{1} = 2 *\frac{Precision*Recall}{Precision + Recall} $$]

 (8)



                
Where:	tp: true positives (number of examples predicted positive that are actually positive)

	fp: false positives (number of examples predicted positive that are actually negative)

	tn: true negatives (number of examples predicted negative that are actually negative)

	fn: false negatives (number of examples predicted negative that are actually positive)

	F1 score is the harmonic average of the precision and recall (F1 score reaches its best value at 1 and worst at 0).





The different metrics for several classifiers: LibSVM, Decision Stump (DS), J48, Naïve Bayes (NB), Decision Table (DT) and Random Forest (RF), are shown on Fig. 10, where the top N (N = 1 and N = 10) most useful activities are recommended.[image: ../images/477428_1_En_4_Chapter/477428_1_En_4_Fig10_HTML.png]
Fig. 10.Metrics results of evaluating the performance of classifiers



Experimental Results
This activity recommender system model incorporates several classification algorithms:	We used a 10-fold cross validation with: J48, Decision Stump, Decision Table, LibSVM and Naïve Bayes, because the data set (consisted of 1000 users) is not very large.

	RF has been built on 10 trees.

	The classifiers showed results with accuracy from 85% to 95% depending of the parameters value.

	The classifiers performed with higher accuracy when taking into account only measurement difference of more than 1 kg.

	Classifiers: Decision Stump (DS), Decision Table (DT) and Random Forest (RF) showed a better general performance over LibSVM, Naïve Bayes (NB) and J48.

	The best performance of the recommender algorithm is with accuracy of 95% (Decision Stump), when recommending only one best activity to the user and the measurement difference is more than 1 kg, but unfortunately this was performed on a small scale data (due to the parameter restrictions), consisted of only 162 valid activities.

	The analysis of the data showed that the most important parameter when recommending physical activities is the distance of the activity. With longer distance activity recommendations, the accuracy of the model increased.

	Even though the users performed overall 20 different activities, only Walking, Running and Cycling were taken into consideration when analyzing the data since they were consisting 90% of all activities.

	The cycling activities represented around 10% of the analyzed activities (only running, walking and cycling), walking represented around 30% of the activities, and running represented almost 60% of the activities.






Overall, the performance of the classifiers for generating recommendations without using collaborative filtering technique has been very effective with accuracy of 85% to 95% when using measurement difference bigger than 0.5 kg and 1 kg, and even bigger accuracy when using measurement difference bigger than 1.5 kg.
5 Conclusion and Future Work
In this paper, we presented and compared the results of several data mining techniques for activity recommender system. For the generation of the recommendations, only the user’s history data of activities and measurements were used. Even without using any collaborative filtering techniques in the process of generating recommendations, the accuracy of the given recommendations showed great results with accuracy of (85% to 95%). We used the same data set from a sport activity service, SportyPal [29], as in the COHESY algorithm implemented in the previous work. The analyzed results also showed that the accuracy rises when the difference change in the parameter (weight) is bigger. Further study on testing different algorithms and recommendation methodologies can be considered to achieve better accuracy. Also new real medical data set, of patients with chronic diseases can be considered to be used to test the proposed recommender algorithm, and continue with its improvement.
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Abstract
Frailty is a common clinical syndrome in older adults; it carries an increased risk of negative health events and outcomes including falls, incident disability, hospitalization, and mortality. Therefore, it is critical to identify high-risk subsets of the elderly population and explore new arenas for frailty prevention and treatment. This chapter will provide an overview of the current state of assessment models for frailty syndrome in the elderly and will describe a new assessment tool based on mobile technology, which takes account and advantage of the ways in which elderly people interact with a touchscreen. While healthcare providers and researchers in the field of aging have long been aware of the changing characteristics and needs of older people living in the community, there has not been any marked change in frailty syndrome assessment models until now. In the twenty-first century world with its technological advancements, the elderly require new, special physical skills combining perceptual, motor, and cognitive abilities for their functional daily activities and for maintaining their independence and quality of life.
We believe a conceptual model of frailty can be expanded to incorporate new aspects related to the usage of technology by the elderly, better covering the complexity and multidimensionality of modern life. In addition, in our vision, that the expanded conceptual model can be operationalized and translated into an assessment tool.
In the last part of this chapter, we will present the “Touchscreen Assessment Tool” (TATOO), an assessment tool based on this expanded conceptual model. This novel tool assesses elderly people’s frailty and functioning using a touchscreen, a representative technology required for several activities involved in daily functioning in the modern world. Most importantly, we present the TATOO prototype, which we plan to develop in the future as a continuous monitoring instrument for activities performed in daily life, combined with advanced sensor-based measuring and big data analytics algorithms.
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1 Background
Frailty syndrome is a common syndrome in the elderly, with a multi-factor etiology [1]. Frailty syndrome consists of the basic characteristic of increased susceptibility to biological, physiological, and mental stressors. Impairments in multiple organ systems (such as the musculoskeletal system, the cardiovascular system, and the hematological system) cause depletion in physiological and mental reserves and decrease resistance, thereby impeding the recovery ability of the elderly as well as their ability to maintain physiological and psychosocial homeostasis [2]. Accordingly, as previous studies have pointed out, frailty is related to a higher prevalence of disability, falls, hospitalization, and mortality in community-dwelling older people. It is a major predictor of clinical outcomes and prognosis following any extrinsic stress, such as medical procedure, acute illness, proximal hip fracture, or hospitalization [3–5].
The understanding of frailty has evolved over the years from a basic description of dependence on others to a more dynamic model that encompasses biomedical and psychosocial aspects. It depicts a complex interplay among a person’s characteristics, such as age, gender, lifestyle, socioeconomic background, morbidities, and affective, cognitive, or sensory impairments. Currently, as there is no firm agreement among experts on the definition of frailty, it can be considered an amorphous concept, a situation that impedes our ability to identify it in the elderly and assess their condition.
Frailty, comorbidity, and disability are all common in the elderly, with overlaps and reciprocal interactions making it sometimes difficult to distinguish among them [6, 7]. Disability, defined as “difficulty or dependency in performing activities that are essential to independent living” [6], often worsens a person’s frailty, but not all elderly with disabilities are frail and not all the frail elderly have disabilities [8].
A major requirement at present is to move from theoretical discussion on definitions of frailty to outlining practical and operational definitions that enable actual screening, assessment, and treatment of frailty, as well as differentiating frailty-related and unrelated conditions. For example, one major manifestation of frailty is functional decline, but functional decline in the elderly is part of the normal aging process and is not always an indicator of frailty.
Frailty is dynamic in nature and can be viewed as a process parallel to the process of aging; and age increases the risk of frailty [9]. The elderly population is heterogeneous in terms of chronological age and biological, psychological, and social factors, and hence, they cannot be considered a single entity. Thus, researchers often group older adults by chronological age, for example, considering adults ranging in the age group 60–75 years as a younger-old group, and individuals over 75 as an older-old group [10]. The challenge is then to find a point in time when a given elderly patient moves from only aging to becoming frail as well.
Despite being progressive and chronic, frailty syndrome is also reversible in the pre-frailty stage and in the early stages of frailty; accordingly, screening of the elderly population is required for early detection of elderly who are frail or at risk of becoming frail. Continuous monitoring, preventive interventions, and treatment programs should be made routine in healthcare for the ever-growing elderly population all over the world [11, 12]. In contrast to the early stages, advanced frailty syndrome is irreversible, but its rate of progression can still be reduced to some extent, with the possibility of reducing and preventing complications and improving quality of life [13].
A crucial need in this regard is to operationalize the concept of frailty by developing validated, reliable, feasible assessment tools to capture all the clinical aspects of geriatric frailty. It should be emphasized that diagnosing an older person as frail has implications at several levels, ranging from the individual to health policy and systems.
The complexity of frailty and the difficulty in distinguishing between natural aging and pathological conditions have led to the development of models and instruments that attempt to comprehensively cover all the aspects of the condition [5, 14–16]. Numerous diagnostic tools for frailty have been developed in recent years. A systematic review by Buta et al. [17] identified 67 frailty instruments, of which only 9 were highly cited. The instruments most used are the physical frailty phenotype, followed by the frailty index (also called the “deficit accumulation index”) [17].
The physical frailty phenotype is the single most widely used instrument for assessing frailty [17], and is based on the frailty phenotype model developed by Fried et al. [5]. It stipulates a cluster of consensus elements of clinical presentation of frailty: age-related changes in body mass, muscle strength, endurance, pattern of walking, and level of physical activity [5, 14, 18]. The crucial points involved in frailty versus normal age-related change in this model are the existence of multiple impaired elements and the degree of change. The physical phenotype of frailty was operationalized by Fried et al. and validated by the Cardiovascular Health Study [5]. As per the study, frailty is characterized by the presence of three or more of the following five components: (1) unintentional weight loss (more than 4.55 kg in a year), (2) muscle weakness (grip strength in the lowest 20% at baseline, adjusted for gender and body mass index), (3) poor endurance and energy (evaluated by self-report of exhaustion), (4) slow walking speed (time to walk 15 ft, adjusting for gender and standing height), and (5) low physical activity level (measured by kilocalories expended per week). Scores on these parameters are categorized into three levels of frailty: (1) robustness (none of the criteria), (2) pre-frailty (one or two criteria), and (3) frailty (three or more criteria) [5].
Another common tool is the frailty index, developed by Rockwood et al. [19], which comprises 70 items on the presence and severity of diseases, ability to perform activities of daily living (ADLs; e.g., getting dressed, bathing, mobility), and physical and neurological signs from clinical examinations. The frailty index focuses on objective measures of the amount of accumulated deficits/functional losses, reflecting the degree of exhaustion of reserves [16].
Cesari et al. [16] compare the physical phenotype of frailty and the frailty index and find that the two tools provide “distinct and complementary clinical information about the risk profile of an older person” [16]. The authors suggest that the purposes of the tools are different and that their respective usage should be determined by the timing of the assessment, with physical frailty phenotype tool used as a screening tool for quick identification of frailty as a gross category and the frailty index as part of a comprehensive geriatric assessment to serve as reference data for following the elderly over time, making subsequent assessments, and examining the efficiency of targeted interventions [16].
The existence of numerous measurement tools indicates a lack of agreement on the conceptual framework and components of frailty, appropriate assessment items, purpose of use (risk assessment, etiology, research methodologies design), clinical practicality, and differentiating between disability and frailty [17, 20]. However, efforts to establish consensus are ongoing and the seeds of agreement can be seen [17, 21, 22].
2 Operational Definitions of Frailty
It is recognized that operational definitions of frailty should be: (1) multi-dimensional, based on the connections between physical, psychological, and social domains, and not constrained to physical function; (2) clearly distinct from disability; (3) cognizant of comorbidity (presence of ≥2 diseases); (4) proven valid for predicting negative outcomes; (5) feasible; and (6) continuous and not categorical in terms of scoring.
Measurement of frailty should be based on continuous scores due to the nature of frailty, which is a progressive process. Raphael et al. [23] claimed that the degree of frailty on that continuum is a result of the interaction between personal factors and environmental factors. They described both types of factors in detail: “‘personal factors’ include the immediate cognitive (e.g., memory loss), physical (e.g., reduced mobility), psychological (e.g., depression, lack of self-efficacy), and spiritual factors (e.g., loss of hope or meaning), while ‘environmental factors’ include financial, social (e.g., availability of friends or family), living situation (e.g., many steps, danger in one’s neighborhood), and legal (e.g., not being able to drive because of legislation) factors.”
We believe that using technology can be crucial in integrating personal and environmental factors. The novel assessment tool described here is based on “person–environment interactions,” and it tries to overcome the insufficient emphasis on the environmental aspect reflected in previous tools by leveraging the common use of technology in ADLs in the modern world. Technologies such as touchscreens, voice recognition systems, artificial intelligence, etc., are becoming increasingly prevalent in daily life among the general population and considerably more among older adults [24].
The traditional methods for assessing frailty syndrome in the elderly, however, do not use these emerging technologies, which facilitate continuous, passive, objective assessments. A tool reflecting their technological affordances can considerably improve accuracy, including by reflecting the context (a person’s natural environment).
Evidence for this approach has been shown in recent years in healthcare in general, with medical tests that no longer rely solely on subjective evaluations but also employ objective evaluations using advanced algorithms [25, 26].
Moreover, since the percentage of elderly people in the world is increasing along with their life expectancy, clinicians cannot rely on individual face-to-face meetings to evaluate and monitor each person over time because of both the economic costs involved in these tests and the lack of manpower [27]. Hence, to diagnose and monitor over time the frailty of an older person and allow him/her to receive treatment/intervention to improve his/her condition, or prevent deterioration, we as a society must develop new, effective, inexpensive technology-based assessment tools. Figure 1 below illustrates the components that should be included in the modern assessment of frailty.[image: ../images/477428_1_En_5_Chapter/477428_1_En_5_Fig1_HTML.png]
Fig. 1.Mandatory components of frailty assessment



3 A Touchscreen Tool for Assessment Based on the Expanded Conceptual Model of Frailty
We believe that the conceptual framework of frailty is incomplete and does not cover all the aspects of the real life of individuals in the modern world. The model should be extended to reflect the performance of the elderly engaged in daily activities in an environment in which technology is embedded in each one of the three components of the human function (physical, psychological, and social). In today’s highly technology-oriented world, elderly individuals are obliged to interact safely and proficiently not only with technological applications designed for their benefit, but also with multiple technological devices developed for the general (and often young) population.
The use of a touchscreen is an excellent example of a technological application that has become prevalent in all aspects of modern life. Due to the convenience, design flexibility, and ease involved in manipulating touch interfaces [28], this technology is frequently used in public settings and is one of the most dominant ways by which the elderly interact with modern computing devices [28]. Touchscreens are now used by the elderly to perform multiple daily functional activities in pursuing their social, personal and occupational activities, ranging from buying a ticket for public transportation, ordering food in a restaurant, withdrawing money from an ATM, or accessing health services and health information. Using a touchscreen is also related to the social and leisure domains of human functions as it is used for communicating via smartphone and for personal interactions via social media (such as Facebook); hence, it may reflect the degree of social inclusion and social support the elderly have in coping with loneliness issues.
Our idea is consistent with Nourhashémi et al. [22] who asserted that frailty in elderly persons should be assessed in the context of a combination of not only biological, physiological, and social changes, but also environmental changes. The modern world is characterized by such rapid changes in the several aspects of daily life, with a growing pervasiveness of technological components. These technologies should enhance the elderly’s independence in life’s roles, make their leisure activities more meaningful, and enhance their self-esteem.
Following the modification of the frailty model, an operational definition and an assessment tool are required to measure the ability of the elderly to operate technology, in this case, the touchscreen (see Fig. 1).
The transfer from normal aging into dynamic frailty status is a continuous process that can be investigated through changes in how operating a touchscreen, as an example of a pervasive technology of daily use, changes over time. We assume that operating the touchscreen may be a sensitive way of detecting early signs of frailty and, accordingly, that it can be used as a screening tool for quick identification of pre-frailty as a gross category with the potential of further development once integrated into a comprehensive geriatric assessment to serve as reference data for following the elderly over time and for examining the efficacy of the targeted interventions.
4 The TATOO and Its Importance
In recent years, research and clinical studies have focused on finding ways and criteria to assess the status of the elderly people, in order to identify situations in which support is needed to enable their continued independent active aging in the community. An increasing part of daily functioning involves the use of touchscreens to perform tasks in various areas of life, such as communication, administrative tasks, healthcare, etc. The specific physical, perceptual, and cognitive skills required to use touchscreens may be affected by a multisystem decline in body functions and capabilities that occur during aging, such as decreased reaction speed, worsening eye–hand coordination, decreased muscle strength, and sensory decline [1]. Thus, differences in the ability to successfully operate a touchscreen are expected between young and old adults. These differences may be intensified in frail older adults and in older adults with age-related pathological conditions, such as arthritis, stroke, or Parkinson’s disease. While most age-related physiological changes (e.g., cardiovascular changes) affect human performance, the body systems most relevant to the operation of a touchscreen are the sensory-perceptual system, the psychomotor system, and cognition.
Therefore, it is essential to identify evaluation tools that can measure the actual interaction between an elderly person and a touchscreen, as a representation of many technological interfaces that require similar skills. Furthermore, a well-fitted technology may contribute to the elderly by engage them in basic and instrumental activities of daily living, enhance their independence, provide meaningful leisure activities, and help them acquire more self-esteem and become productive members of mainstream society. The process of achieving an optimal match between technology and the elderly should involve an assessment of their needs, emotional state, preferences, and acceptance.
Among technology professionals who play a central role in prescription, provision, and adaptation of devices to meet the elderly’s needs, there is a lack of dependable assessment tools to determine elderly behavior and needs while using touchscreen devices. Daniel-Saad and Chiari [24] developed a software application called TATOO to evaluate performance components of the use of touchscreens in a comprehensive and objective manner. The tool was developed by gaining a consensus regarding the user skills required to operate various touchscreen devices. A six-step procedure was used to collect and validate the required skills by a multidisciplinary team of 52 experts. TATOO consists of six tasks, each of which provides information on a functional component required when using a touchscreen, such as tap, swipe, pinch, drag, and so on. Performance of each task is summarized by a numeric and graphic report of the following parameters:	1.Timing: includes Start Time, Reaction Time, Test Duration, Total Touch Time (the time the finger is on the screen while tapping and dragging), and Total Flight Time (the time the finger is up in the air between drags).

 

	2.Movement range and pressure measurement: the report shows a graphical “taps map and path drawing” representing the location of the taps, the path the client has used to drag, and the pressure applied while executing each drag.

 

	3.Mode of operation: the number of fingers used to operate for each skill.

 

	4.Accuracy: the report shows numerical and graphical information that presents trials that were completed successfully or not completed. The information includes the location of the first tap on the screen, Total Touch Outside the Target, Total Drag Attempts, and Drag Completed Successfully or Not Completed.[image: ../images/477428_1_En_5_Chapter/477428_1_En_5_Fig2_HTML.png]
Fig. 2.Example of a screen display during a TATOO test, which includes the task and performance data of variables such as total touch time and touch time outside the target. (Color figure online)




 





The TATOO was used primarily to assess touchscreen performance by children. Currently, we are in the process of adjusting the system to assess the performance of the elderly population, particularly focusing on the detection of early stages of frailty. The system can be used for routine and periodic evaluation of the elderly by healthcare personnel. Health professionals such as physicians, occupational therapists, physical therapists, or nurses can use TATOO because of its easy method of operation, which is not time consuming to learn or implement. Information supplied by TATOO provides objective data that enable clinical decisions (such as prescribing treatment) by multidisciplinary healthcare professionals. Integrating the system to the healthcare services will enable early assessment of change or regression in the visual–perceptual motor function of the elderly to enable early intervention and prevention of reversible deterioration or complication.
The current study was approved by the Helsinki Committee of the University of Haifa. The sample will be composed of 300 elderly people divided into three age groups as follows: 1. Younger adults (40–65 years); 2. Young-old adults (65 to 75 years) and 3. Older-old adults (over 75 years). The inclusion criteria are: ability to understand simple commands; living independently in the community or in independent living facilities; and ability to walk independently with or without walking aid. Exclusion criteria are: neurological diseases and severe orthopedic and cardiopulmonary conditions that may affect performance of daily activities; pain, impairments, or medical conditions that may prohibit performance of required activities; and serious uncorrected vision or hearing impairment. Younger adults will be recruited from the institutes’ campus; young-old and older-old adults will be recruited from community centers for the elderly. All participants will provide written consent following a detailed explanation of the study.
The study will include three stages: 1. performance in a battery of clinical assessments to characterize the participants’ physical and cognitive status and level of frailty; 2. capturing of data by the TATOO; 3. Data analysis.
Stage 1: Characterization of the participants. The following information will be collected from all the eligible and consenting participants: (a) socio-demographic data (such as age, gender, marital status, years of education, use of the Internet, frequency of use of touch screens, level of income); (b) medical history. For participants from the two elderly groups, additional evaluation will be done to characterize them in term of (a) level of functioning in performing basic daily activities, measured by Index of Independence in Activities of Daily Living—Katz index; (b) fear of falling, using the Activities-specific Balance Confidence (ABC) Scale, (c) cognitive status, by the Montreal Cognitive Assessment (MoCA) questionnaire; (d) fine motor performance; and (e) level of frailty (measured by frailty phenotype instrument). It should be mentioned that the frailty phenotype instrument includes assessment of bilateral handgrip strength using a calibrated JAMAR hand dynamometer (Sammons Preston Rolyan, IL, USA) and walking speed measured by stopwatch. In addition, balance ability is measured by the “timed Up & Go” (TUG) test (an index for dynamic balance function). Fine motor performance is measured by calibrated hydraulic pinch gauge (Ernest Bontage) and by the Functional Dexterity Test (FDT).
Stage 2: Capture of data by the TATOO system. Following the performing of the six TATOO tasks, which will last for approximately 10 min, each participant will evaluate TATOO usability and user satisfaction by completing the System Usability Scale (SUS).
Stage 3: Data Analysis. We will determine the correlations between TATOO and performance measures as well as frailty level, and create a composite score which will include traditional measures and TATOO performance.
In a preliminary pilot study with nine older-old adults (mean age 80.4, SD 4.5) the TATOO’s usability was rated as “very good” (average score of SUS 77.5) in terms of: effectiveness, efficiency and user satisfaction. The two healthcare professionals who conducted the trials reported that TATOO, from their point of view, was very user friendly in terms of short time assessment. Moreover, the interface was easy to learn and use, and the tool motivated the elderly to cooperate with the healthcare professionals.
Preliminary analysis demonstrates that young age, previous experience with a touch screen device, and high frequency of usage of touch screen positively correlate with better performance ability of the TATOO in term of timing and accuracy. Additionally, the amount of pressure on the screen is related to the accuracy requirements for task completion.
Conclusions regarding the correlation between TATOO scores and the degree of frailty of the elderly will be possible only after completing the current study with a large sample of participants ranging between younger and older-old adults.
Following is a presentation of the TATOO performance of a single female subject (initials HV), age 79 years. This subject is categorized as robust as defined by physical frailty phenotype, is independent in all activities of daily living, and presents with grip strength within the normal range per age. In contrast, however, HV presents with a low score (22/30) in the MOCA, indicating mild cognitive impairment. In addition, the fine dexterity measurement scores of both hands were very low, indicating low neuromotor function of the hand. TATOO performance was characterized by the use of one finger to tap the screen when the time duration of the task was short and the task was easy; when the time duration was longer, or the task was more complex, the pattern of tapping changed to using more than one finger.
HV’s TATOO accuracy parameters were low. For example, she made 17 attempts to drag the five items of clothing, and in 14 of these attempts she was unable to place the item correctly. (see Fig. 2 for screen display). This finding was consistent with her low score on the Fine Dexterity Test (FDT; 61.3 seconds) performed by the dominant hand.
5 Practical Implications
Frailty among the elderly leads to an increase in the use of health and welfare services and an increase in morbidity and mortality. Developing modern screening tools that are sensitive to early identification of frailty in the elderly and continuous monitoring is essential at the personal, national, and international levels. Knowledge of the course of development of frailty will enable identification of at-risk elderly and contribute to planning interventions and treatments to monitor and assist in situations of decreased physical and cognitive functioning. This will inevitably lead to better health outcomes, more disability-adjusted life years, and improved quality of life, as well as bringing economic savings [3].
The TATOO is a novel operational translation of an extended concept model of frailty of the elderly. It may become an important supplement to the toolbox available to clinical professionals treating the elderly. The current prototype provides quick, integrated information regarding the actual status of the elderly in relation to three crucial elements (fine motor, cognitive, and perceptual skills) reflecting performance and independence in basic and instrumental activities of daily living. Important point that should be emphasized is that TATOO has the potential to provide unique information that can be added to existing frailty indicators such as muscle weakness and slow walking speed. However, further studies should be performed to analyze the relative contribution and level of sensitivity and specificity of TATOO as a frailty screening and monitoring tool, comparing it to other frailty indicators.
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Abstract
In this chapter, we investigate the extent to which the real-time bidirectional exchange of activity information can influence context-awareness, social presence, social connectedness, and importantly interpersonal activity synchrony in mediated ambient assisted living (AAL) environments. Additionally, we describe the design, development, and assessment of a bidirectional ambient display platform to support real-time activity awareness and social connectedness in mediated AAL contexts. In a semi-controlled study, we evaluate a conglomerate of activity-based lighting displays, to determine the effects of real-time bidirectional deployment on behaviour and social connectedness. Exploiting everyday objects, human activity levels are projected with a Philips Hue lamp, LED wallet, and LED walking cane, which render this information based on predefined patterns of light. Results from the current study show tendencies toward (1) an increase in implicit social interactions (e.g., the sense of experienced social presence and connectedness), (2) more positive social behaviours between the elderly and their caregivers in mediated AAL contexts, and (3) sporadic moments of interpersonal activity synchrony however, further investigation is necessary to determine the extent of this variable in mediated AAL contexts.
Keywords
Human activity recognitionUbiquitous and mobile interfacesInterpersonal activity synchronyContext-aware frameworks and sensingAffective and social interfacesAmbient Intelligence for AALSmart devices and intelligent products
The work conducted in this chapter was carried out while the first author was a candidate in the Joint Doctorate on Interactive and Cognitive Environments (ICE) at the Eindhoven University of Technology and the University of Genova, which resulted in the following dissertation [22].
1 Introduction
In the 21st century, ageing populations around the world are increasing dramatically. Nowadays, most persons can expect to live until they are 60 and beyond, which according to the World Health Organization1, is a ‘first time occurrence’ in mankind’s history. Population ageing presents critical challenges, which include but are not limited to the following (i) frailty, (ii) physical disabilities, (iii) cognitive and cardiovascular diseases as well as (iv) vulnerabilities to social isolation and loneliness. Despite these difficulties, many older adults are insistent on striving to maintain their autonomy and quality of life [27]. Therefore, social engagement and enhancing the quality of life of older adults are of a high priority on the political agendas of many ageing societies including Europe and Asia. Notably, this problem space presents challenges and opportunities for designing and developing technology-rich environments capable of supporting healthy and active ageing as demonstrated by the researchers in [10, 35, 61].
Ambient Assisted Living (AAL)2 encompasses a broad range of Information and Communications Technologies (ICT) for enhancing functional independence, social interaction, and the overall quality of life among older adults. Currently, most AAL interventions are geared toward safety and ambulatory monitoring for emergency detection. Such systems are mostly driven by Ambient Intelligence (AmI) and can be seamlessly interwoven into the existing life patterns of older adults. In fact, ambient Intelligence (AmI), aspires to detect people’s state and adaptively respond to their needs and behaviours through the integration of ubiquitous technologies in their environment [82]. Drawing from disciplines such as artificial intelligence, human computer interaction, pervasive/ubiquitous computing, and computer networks, AmI systems can sense, reason, and adapt to offer personalized services based on the user’s context, intentions, and emotions [1, 16]. In this way, such systems, also known as context-aware systems [66], can be integrated into AAL environments to provide better care and support for the elderly living independently.
Weiser’s vision for ubiquitous computing is described in his seminal work entitled The Computer for the 21st Century [86]. In his narrative, Weiser envisaged a world where technology would silently reside in the background or periphery of the user’s attention and is available at a glance when needed. Consequently, the allocation of minimum attentional resources would enable peripheral interaction with a system as suggested in the following statement. “The most profound technologies are those that disappear. They weave themselves into the fabric of everyday life until they are indistinguishable from it” [86, p. 1]. To this end, ubiquitous computing aims to enable calm technology [87], whereby information is transported easily between the center and periphery of attention. To achieve this, ambient displays, a sub-discipline of AmI, generally refer to systems intended for portraying various types of context information, e.g., weather, stock prices, or the presence or activities of others in the periphery of the users’ attention [62].
Within the AAL domain, some studies [11, 15, 18, 19, 55, 58, 65, 69, 84] have demonstrated benefits associated with aesthetically pleasing and informative ambient displays to raise context awareness and strengthen social interaction. Also, previous works including our very own [21, 25, 27] have demonstrated that physical activity information equally shared between two remote users can provide a sense of peripheral presence and interpersonal awareness; thus stimulating positive social behaviours in AAL contexts. However, these behavioural implications following the receipt of real-time activity cues through bidirectional activity-based ambient displays in remote AAL contexts have not been dealt with in depth. Therefore, this chapter further investigates the behavioural implications of real-time bidirectional activity-based ambient displays in mediated AAL contexts and is foreseen to provide further insights into the potential benefits and usage possibilities of bidirectional activity-based ambient displays. Consequently, this can inform the design decisions regarding the functionality, adoption, and acceptance within mediated AAL environments.
In the remaining sections of this chapter, we will discuss the following. First, we will review the literature on social well-being and its related measures. Then, we describe our design rationale and provide an overview of our system. After that, we present a user study describing our evaluation process, and later we expound upon our findings on the effect of the system on social connectedness, social presence, and interpersonal activity synchrony. Ultimately, we make our conclusions and discuss our plans for future work.
2 Social Well-Being and Related Measures
To begin with, it is necessary to understand the notion of social well-being as a critical aspect of ‘ageing in place’. Social well-being has become a central topic in gerontological research [44, 74] and is defined by the authors in [47] as “the appraisal of one’s circumstance and functioning in society” (p. 122). According to Abraham Maslow’s hierarchy of needs, love and a sense of belonging are vital for human functioning, which transcends to the primal need for intimacy, family, and friendship [53].
In Maslow’s hierarchy, once physiological and safety needs are met then a person can strive to satisfy the need for love and belonging, which is essential to fulfil esteem needs and if possible attain a state of self-actualization. Therefore, sociality is crucial for well-being, as human beings are naturally driven by an inherent desire to belong and maintain strong and lasting bonds [5]. Accordingly, this need is satisfied through regular and positive interactions with long-term social contacts [5].
Throughout the past decades, several researchers in psychology and social sciences have documented substantial empirical evidence on the impact of social relationships on promoting health, longevity, and optimal physical functioning in older adults [50, 89]. In particular, socially active senior citizens are often physically and mentally healthier when compared to those who are socially isolated [17, 88]. However, the absence of close family ties and fulfilling social relationships may cause undesirable implications such as loneliness and depression in older adults [72].
With the onset of better employment or educational opportunities, geographical distance between family members has become a primary barrier for effective communication and the provision of care for older adults [7]. Essentially, while living apart, it is crucial to stay connected and keep abreast of each others’ activities. Although the proliferation of computer-mediated technologies such as instant messaging, free or relatively cheap Voice over IP calls, and email can augment communication, such technologies are sometimes intrusive and require more attentional resources for communication. As such, this chapter explores the concept of social connectedness through peripheral technology designed to facilitate real-time activity awareness and improve interaction between the elderly and their caregivers in mediated environments. To reduce disturbances in daily life activities, we believe that an indirect means of awareness of each other’s context and activities can sustain close connections and reduce the risks of social isolation and loneliness among older adults.
2.1 Social Connectedness
The generally accepted use of the term social connectedness usually refers to a sense of “belongingness and relatedness between people” [81, p. 1]. Also, Van Bel et al. discuss the importance of understanding the temporal aspects of belongingness, which can be experienced on two levels, i.e., the (i) ‘momentary’ or (ii) ‘continuous’ feeling of connectedness. However, the authors in [80] gave precedence to the long-term experience, which is more distinctive in relatively stable interpersonal relationships; whereas the short-term experience of connectedness can be influenced by a person’s current emotion, their present assessment of their sense of belongingness or their interactions with another individual. Other factors such as age, context, gender, personality traits, culture, individual preferences, and previous relationship experience can also affect how people experience social connectedness [34].
Altogether, a sense of belonging appears to be embodied in the concept of social connectedness, such that an increase in social connectedness can lead to the positive feeling of having enough social contacts and also, support the personal assessment of being a valued member of a group. To determine a person’s social connectedness with others, Van Bel et al. suggest the following five dimensions [81].

                  	1.Relationship Salience – The continued sensation of presence and togetherness with another despite being in different locations.

 

	2.Contact quality – The subjective assessment of the quality of interaction with others in a person’s social network.

 

	3.Shared understanding – having common interests, ideologies, and perspectives with people in one’s social network.

 

	4.Knowing each others’ experiences – becoming emotionally aware of each other’s subjective feelings along with recognizing and understanding the counterpart’s experience and how they think.

 

	5.Feelings of closeness – examines the intensity of the attachment with one person against all other relationships. Also, assesses the quality of communication and emphasizes confidentiality and openness in relationships.

 




                
Awareness systems build on the construct of connectedness oriented communication, which is closely aligned with the exchange of affective and relational information aimed at maintaining relationships and promoting a strong sense of connectedness [52]. Basically, social connectedness assesses the emotional experience of belongingness and can be measured qualitatively by determining heightened feelings of closeness, commonalities between relational partners, and the mutual expression of feelings and thoughts [81]. The construct can be approached quantitatively by assessing how one perceives their social situation (i.e., social appraisal) and their personal evaluation of relationship salience (i.e., the presence of another) [81].
While the notion of social connectedness is difficult to measure, the design community has noticed its relevance to tailor novel socially aware technologies to facilitate a sense of belonging in mediated environments [84]. However, there are other applicable measurements (e.g., social presence) related to this phenomenon that will now be addressed.
2.2 Social Presence
Despite many attempts to define social presence, the scientific community has not yet reached a consensus on its definition. A more concrete view is formulated by Biocca et al. in [8], where they define social presence as a “sense of being with another in a mediated environment” (p. 10), not only replicating face-to-face interactions but also considering the mediated experience of human and non-human intelligence (e.g., artificial intelligence). This shorthand definition further elaborates on the “moment-to-moment awareness of co-presence of a mediated body and the sense of accessibility of the other being’s psychological, emotional, and intentional states” [8, p. 10]. Therefore, social presence is categorized into three distinct levels as explicated by Biocca et al. below [8].

                  	1.Level one (the perceptual level) – one becomes aware of the co-presence of the mediated other.

 

	2.Level two (the subjective level) – is comprised of four dimensions describing the perceived accessibility of the mediated other’s:	attentional engagement

	emotional state

	comprehension

	behavioural interaction






 

	3.Level three (the intersubjective level) – assesses the degree of symmetry or correlation between one’s own feeling of social presence and their impressions of the mediated other’s psychological sense of social presence. It goes further to examine concepts such as interdependent actions e.g., reciprocity/motor mimicry in mediated environments, which is closely related to the notion of interpersonal activity synchrony [14], a concept generally known to foster socially cohesive behaviours in relationships, a focal point to be investigated in this chapter.

 




                
2.3 Coordinated Actions – Interpersonal Activity Synchrony
For many years, coordinated actions have been considered to enhance relationships and are deemed as an essential component of social behaviour and interactions [4, 6, 12–14]. In addition, scholars such as [4, 12] suggest a possible link between perception and behaviour such that automatic mimicry can be evoked by the mere perception of an interaction partner’s behaviour. In this chapter, interpersonal activity synchrony is investigated through a set of analogous and sometimes overlapping terms namely (i) behavioural coordination, (ii) coordinated action, (iii) motor coordination/synchrony, and (iv) emotion contagion.
Coordinated behaviour has been shown in a variety of contexts such as parent-infant bonding [14], teacher-student interactions [6], and intimate relationships [45], such that coordinated action, i.e., interpersonal activity synchrony is regarded as an indicator of social interaction. In particular, previous studies have examined this construct with reference to the synchronization of bodily actions such as oscillations of rhythmic limb [68] and lower leg [67] movements. Likewise, some scholars have found evidence of interpersonal motor coordination while two people either (i) walked side-by-side [79, 90] or (ii) swayed side-by-side in rocking chairs [64]. Added to motor synchrony, other studies have investigated coordinated behavioural markers in terms of the mimicry of conversations, collective musical behaviour, dancing, laughter, facial expression, and emotions [13, 33]. Altogether, these indicators can be combined under one umbrella term, emotion contagion, which is defined as follows. “The tendency to automatically mimic and synchronize facial expressions, vocalizations, postures, and movements with those of another person’s and, consequently, to converge emotionally” [40, p. 5].
A key problem with much of the literature examining behavioural coordination is that they tend to focus on face-to-face interactions with very little studies conducted in mediated environments. While we wholeheartedly agree that face-to-face interaction is perhaps one of the most active forms of interpersonal interaction [59, 70], given its offerings of immediate feedback, engagement, and interpretation of non-verbal communication cues among others, we also believe that there is a need to explore other types of interaction, especially for enabling peripheral interaction in AAL. As mentioned earlier, Biocca et al. highlighted interdependent actions as a critical determinant of social presence in mediated environments [8]. Thus, in an attempt to facilitate coordinated behaviour in mediated AAL environments, this chapter evaluates the extent to which the system can trigger or influence interpersonal activity synchrony.
2.4 Interpersonal Synchrony – Computational Methods in the Field
Very few studies [30, 33, 43] address the issue of interpersonal synchrony in mediated environments. Thus, to gain a deeper understanding of this social phenomenon we had to review studies demonstrating synchrony in both real life and mediated contexts. From the literature reviewed, e.g., [30, 43, 64, 79] we can infer the following indicators of synchrony.

                  	co-action

	coordination

	mimicry

	emotion contagion




                
So, how do we compute interpersonal activity synchrony in mediated AAL environments? Findings from different studies suggest that activity synchrony is determined by calculating the autocorrelation [76] or Pearson correlation [78] of the linear coupling of activity patterns. Also, researchers such as Haken et al. have considered an in-phase approach to synchrony such that motor signals are homologous and in synchrony [37]. Concerning mediated environments, scholars such as those in [30, 43] suggest cross-correlation measures for computing physiological linkage – a related measure of emotion contagion. Moreover, Biocca et al. conferred in their model of social presence that the degree of symmetry or correlation is a measure of social presence [8].
Although correlation measures are critical for calculating interpersonal synchrony, there are other mathematical constructs to consider. For example, Hove and Risen discussed the necessity of imposing a temporal lag (lasting a couple of seconds) following the reference behaviour in the cross-correlation calculation so that mimicry and by extension synchrony can be determined [42].
Considering the previously explored computational methods for evaluating interpersonal activity synchrony, we will employ cross-correlation measures for assessing this phenomenon in this chapter. Furthermore, we will impose a lag to compute this cross-correlation. More details on our evaluation and data analytical methods will be described later in this chapter. We will now provide an brief overview of our bidirectional activity-based system and subsequently discuss our methodology.
3 System Overview
3.1 Design Rationale
As mentioned earlier, our bidirectional activity-based implementation is an ambient lighting system that detects human activities and provides visual feedback through a LED cane, LED wallet, and Philips hue light orbs to create a sense of awareness and social connectedness between older adults and their caregivers. We were guided by the following design heuristics obtained through a thorough review of the literature [51, 54, 83], interviews with design experts, and our own findings from previous research [23, 26, 28] using ambient displays.

                  	The system should be practical, not distracting, portable, perceptible, comfortable, meaningful, reliable, subtle, discrete, aesthetically pleasing, accessible and safe.

	The system should accommodate the vision and motor impairments of the elderly population and should appeal to the intrinsic motivation to share knowledge.

	The system should support ease of use, affordance and learnability bearing in mind that the elderly are susceptible to cognitive impairments, which affects their attention and memory.

	The system should support the elderly’s autonomy and should seamlessly fit into their existing lifestyle patterns.




                
Motivated by the central goal of designing usable, acceptable, and accessible products for the elderly and their caregiver counterparts we sought to determine appropriate everyday objects for conveying activity information that would meet our design criteria. This was done over the course of several brainstorming sessions with experts in the field, designers, and prospective users. Notably, to provide an “always connected” service, we were interested in complementing our already existing Hue lighting system with portable ambient lighting devices. After much deliberation and reference to the Smart Cane System designed by [49], we decided that the LED cane and wallet were most suited for conveying activity information while simultaneously adhering to the design heuristics.
3.2 System Components
The entire system is composed of 5 major subsystems as illustrated in Fig. 1. A remote server subsystem resides in the central part of the system and is responsible for classifying human activities and relaying detected activities to other subsystems. A LED and Hue subsystem are located on each side of the remote server subsystem, respectively. Each LED subsystem consists of a waist-mounted smartphone, an Espressif (ESP) microcontroller with Wi-Fi capability, and an LED ring or strip. The waist-mounted phone is equipped with an accelerometer and a gyroscope for measuring the proper acceleration and orientation of the body, respectively (cf. [25]). A custom built Android application i.e., the LED controller application (app.), collects the accelerometer and gyroscope readings (sensor data) at a frequency of 50 Hz (cf. [20]) and sends it to the remote server subsystem for classification. The Android application maintains two socket connections to the central remote server, one for sending sensor data to the server for classification and the other for receiving the classified activities of the counterpart. Subsequently, the classified activities received are mapped to activity levels and then transformed to lighting property encodings, which is later broadcasted to the led strip/ring via the ESP microcontroller Wi-Fi module. To achieve this, the waist mounted phone requires a 3G/4G internet connection by which data is streamed to the remote server and a portable Wi-Fi hotspot to provide an internet connection to the ESP Wi-Fi module.[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig1_HTML.png]
Fig. 1.An overview of the bidirectional activity-based system 
adapted from [24].




Besides, the Hue subsystem consists of a mobile phone with Wi-Fi internet connection and a Philips Hue bridge and bulb. Another custom-built Android application (i.e., the Hue controller), maintains a single socket connection to the central server subsystem for receiving the classified activities of the partner. The Hue controller then relays this information to the hue bulbs as light property encodings via the hue bridge. The Hue subsystems are deployed indoors to convey bidirectional activity information while users are situated in the comfort of their homes while the LED devices are carried when users are outdoors. This enables an “always connected” system to users. Please refer to [24] for more details on our real-time activity-based bidirectional framework.
4 Methodology
In a semi-controlled study, we evaluated a conglomerate of activity-based lighting displays designed in [21, 24, 26], to determine the effects of bidirectional deployment on behaviour and social connectedness. Our experimental approach can be described in three main stages, which are listed below.

                	1.The Pre-trial – Following the design and development of our real-time bidirectional activity-based implementation in [24], we conducted two practice sessions with a prospective caregiver and the elderly stakeholders to identify system glitches and obtain technical insights and practical recommendations for system deployment and improvement.

 

	2.The Real Deployment – Following system adjustments, our bidirectional activity-based system was deployed in semi-controlled mediated environments to evaluate the effects on synchronized activities, context-awareness, social connectedness and social presence, information clarity, attentional engagement, and the users’ willingness to adopt the system.

 

	3.Post Deployment Interview – We conducted a series of in-depth interviews to determine the participants’ experiences and acceptance of our activity-based system and how it affected their behaviour.

 




              
Ekman et al. maintain that synchrony is inherently activated by the degree to which people are exposed to the same stimulus [30]. The authors further highlight a study by Hasson et al. [39] whereby participants were exposed to an identical visual stimulus (i.e., a movie scene) to incite synchronized cortical activity. Accordingly, influencing our study design decision to expose half of our participants to the same stimulus (i.e., scripted activities of an actor) to induce interpersonal activity synchrony. Inspired by the previous studies on interpersonal synchrony [14, 57] and physiological linkage [30, 43] to enhance interpersonal connectedness we assume the relevance of these constructs to provide social support in AAL environments. As such, we defined the following research questions.

                	To what extent does activity awareness through a bidirectional activity-based system impact the synchronization of the counterpart’s activity level with that of the caregiver?

	How does the activity level of an actor (caregiver) modulate the activity levels of their counterpart?

	What are the implications of the bidirectional activity-based system on	social connectedness,

	social presence,

	context-awareness,

	information clarity,

	attentional engagement and,

	the users’ willingness to adopt the system?









              
4.1 Participants
Participants were recruited through personal networks and referrals from a retired professor, and engineer in the Netherlands. Notably, both the retired professor and the engineer acted as proxies to represent prospective elderly recruits. Thus, before experimentation all system requirements, designs, prototypes, and the study design were repeatedly cross-validated with these proxies. This was done as a measure to guarantee system functionality, user comfort, and privacy so that they could proceed with the recruitment. Overall, twenty-four persons (twelve pairs) participated in the study.Table 1.Demographic characteristics of participants


	Role
	Name
	Age
	Gender
	Marital status
	Education level

	 Caregiver
	A
	31
	M
	Married
	MSc

	B
	26
	F
	Single
	MSc

	C
	26
	F
	Married
	MSc

	D
	75
	M
	Married
	PhD

	E
	31
	F
	Married
	MSc

	F
	27
	F
	Single
	MSc

	G
	21
	F
	Single
	WO

	H
	65
	F
	Married
	HBO

	I
	35
	F
	Married
	MSc

	J
	67
	F
	Married
	HBO

	K
	73
	M
	Married
	PhD

	L
	61
	F
	Married
	MBO

	Counterpart
	M
	32
	M
	Married
	MSc

	N
	28
	F
	Single
	MSc

	O
	31
	F
	Single
	MSc

	P
	69
	M
	Married
	PhD

	Q
	33
	M
	Married
	MSc

	R
	40
	M
	Married
	PDEng

	S
	24
	M
	Single
	WO

	T
	71
	F
	Married
	MBO

	U
	67
	M
	Married
	MBO

	V
	68
	M
	Married
	WO

	W
	74
	M
	Married
	HBO

	X
	73
	M
	Married
	MBO





The following are criteria for the inclusion and exclusion of participants in this study.

                  	Equal numbers of younger adults and elderly participations are essential for this study.

	Prospective younger adults should be over 18 years while prospective older adults had to be over 65 years of age.

	All prospective older adults should be relatively healthy with no history of chronic, motor, or mental diseases.

	All prospective older adults should live independently and demonstrate the ability to execute their ADLs on their own.

	Equal numbers of male and female participations are valuable for this study.




                
Each participant was assigned to one of two distinct user groups: (i) caregiver – who is expected to execute a series of scripted activities while simultaneously maintaining awareness of their counterpart through the proposed bidirectional activity-based system and (ii) the counterpart – who upon receiving the caregivers’ activities via the ambient display is expected to carry out their activities at their own free will. In this study, an elderly participant could serve as a caregiver, which was determined by the preliminary results in [25], showing evidence of elderly persons caring for their fellow elderly loved ones. The participant demographics are presented in Table 1. To preserve anonymity, caregivers are indicated by letters A–L and their respective counterparts are disguised using letters M–X, and not names.
Participants ranged in age from 21–75 (mean age = 47.8 and standard deviation = 20.8). In addition, we noticed that our sample size was comprised of the relatively ‘young elderly’. Participants were from different cultural backgrounds. In particular, the sample was dominated by the Dutch ([image: $$58\%$$]), followed by the Chinese ([image: $$17\%$$]), the Malaysians [image: $$13\%$$], and a few ([image: $$4\%$$] each) Ghanaian, Iranian, and Tanzanian participants. All participants except one pair were somewhat familiar with each other. For example, most elderly participants were members of clubs and societies for retired professionals in the Netherlands, while others were neighbours, friends, colleagues, or relatives. In addition, all participants were educated having attained either secondary diplomas, bachelor, master, or doctoral degrees. No participant reported ill health. The experiment was conducted in English and Dutch to facilitate the Dutch speaking participants. Participants received information of the protocol and provided their written, informed consent according to the Central Committee on Research Involving Human Subject3.
4.2 Experiment Set-Up
The experiment was conducted in two separate living labs at the Eindhoven University of Technology (Tu/e). These rooms were each equipped with the following items: a sofa, dining table and chairs, books, map of the building, notebook and pen, music for relaxing, coffee table, computers with WiFi connection, dumbbells and exercise videos, refreshments, newspapers, games (puzzles, bowling, and diabolo), Philips Hue light Orbs, which formed part of the room design, Philips Hue bridge, smartphone (with the custom-built Hue controller app cf. Fig. 1), and a portable LED ambient display (cane for the counterpart and wallet for the caregiver). Figure 2 demonstrates the set-up of the rooms before and after the ambient displays were deployed while Fig. 3 depicts sample game and exercise items in the rooms.[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig2_HTML.png]
Fig. 2.Snapshots of the experiment set-up pre- and post deployment of the ambient displays.


[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig3_HTML.png]
Fig. 3.An illustration of the sample games and exercises available in the rooms.



Adhering to the protocol for activity detection described in [20, 24, 25], our hybrid SVM-HMM HAR model deployed in a central server subsystem, was used to detect six basic activities (standing, sitting, walking, walking upstairs and downstairs, and laying) from data received via a waist-mounted smartphone equipped with accelerometer and gyroscope sensors and an internet connection. Activities classified are saved on the server before they are sent to the Hue and LED controller subsystems. These controller subsystems are responsible for abstracting the detected activities into activity levels and mapping them to coloured lighting encodings and finally transmitting them to the ambient display components of the bidirectional system. The ambient display components of the system are the Hue light orbs, NeoPixel LEDs fitted on a wallet and a cane as illustrated in Fig. 4.[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig4_HTML.png]
Fig. 4.A pictographic representation of the activity-based ambient display components captured during experimentation. (Color figure online)



The displays render red coloured lighting for high activity levels (walking, walking upstairs and downstairs), green for passive activity levels (standing and walking), and blue coloured lighting for resting activity level (laying).
4.3 Evaluation Measures

                  	Social Connectedness – Participants rated their perceptions of their feelings of relational closeness toward their counterpart using the IOS scale [3].

	Social Presence – Participants evaluated their sense of co-presence, perceived attentional engagement, and their perception of behavioural interdependence using an adapted version of the Networked Minds Social Presence Inventory developed by [38].

	Interpersonal Activity Synchrony – Using cross-correlation measures we calculated the extent of coordinated actions between the caregiver and their counterpart in mediated AAL contexts.

	Willingness to Adopt – Using a scale of 1–10 with 10 being the most willing, participants were asked to describe their willingness to adopt bidirectional activity-based ambient displays in their own homes.

	Post-test Interview Questions – Participants gave their qualitative input on context-awareness, system relevance and usability, aesthetics, adoption, and evaluated their experience with and without the ambient displays.




                
4.4 Experiment Protocol
We employed a repeated measures design [32], with one independent variable namely the interaction style (with activity-based ambient light and with white light). There were two experimental conditions having two interaction styles each lasting for 30 min each.

                  	With activity-based ambient light – such that there is a bidirectional exchange of activity level information between the caregiver–counterpart pair using smart objects such as the Philips Hue, a LED cane, and wallet. This is the intervention condition.

	With white light – such that there is no exchange of activity information between caregiver and their counterpart. This is the control condition.




                
In both conditions, the caregiver followed a script and performed a similar sequence of activities. To minimize carry-over and order effects, we counterbalanced interaction styles using an AB-BA format [32]. There were two experimenters to facilitate this study. The dependent variables examined include (i) the synchrony of activity levels – interpersonal activity synchrony (on the part of the counterpart), (ii) context-awareness, (iii) social connectedness, (iv) social presence (behavioural interdependence i.e., the counterpart’s synchronized actions with the caregiver), (v) information clarity, (vi) attentional engagement, and (vii) system adoption.
Prior to the experiment, the experimenters ensured that the server was properly communicating with all subsystems. Thereafter, a meet and greet session was held with each caregiver–counterpart pair. The experimenters elaborated on the experimental details such as the significance of the light encodings, experimental conditions, measurement instruments, ambient displays, and moderated the signing of the informed consent forms. Each caregiver–counterpart pair was then fitted with the waist-mounted smartphone.
Subsequently, both the caregiver and their counterpart were placed in two separated living labs. Note that upon arrival, participants were orientated with their environment and told that they were not limited to remain indoors during each condition. In particular, caregivers were encouraged to follow a script comprising of five activities each lasting six minutes. Caregivers were also advised to execute the activities in sequential order. An example of the scripted sequence of activities is given below.

                  	1.Read book or the newspaper or browse the internet

 

	2.Do some physical exercise

 

	3.Do some mental activity e.g., puzzle

 

	4.Take a stroll

 

	5.Lie on the couch

 




                
In contrast, the counterparts were not expected to follow a script. Instead, they were given a deck of activity cards (see Fig. 5 indicating the types of activities they could perform within the experiment), bearing in mind that there were no restrictions in the order or time spent in a particular activity. Additionally, counterparts were instructed to record the sequence of activities performed and the time spent in each activity in the notebook provided. This was done to establish the ground truth in a minimally invasive way.[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig5_HTML.png]
Fig. 5.A snapshot describing the possible activities, which could be performed in the experiment.



After the experiment preliminaries were completed, in a pre-test participants ranked their assessment of relationship closeness with their counterpart. Each experimental condition lasted for 30 min. Also, at the end of each experimental condition all participants completed a post-test ranking their interpersonal closeness with the IOS scale. Following the completion of both experimental conditions, participants ranked their experience of social presence using an adapted version of the social presence questionnaire [38] and thereafter participated in a post-evaluation interview, which was audio-taped. Interviews conducted in Dutch were facilitated and translated with the assistance a native Dutch speaker.
5 Quantitative Results
The results from both interactions styles, i.e., (i) with activity-based ambient light and (ii) with white light were analysed using the R Project for Statistical Computing. The analytical methods and research outcomes are presented and discussed below.
5.1 Clarity of Perceived Bidirectional Activity Levels
From the shorthand definition of social presence [8], it can be inferred that an understanding of a mediated body’s intentional states is an important pre-requisite for promulgating social presence in mediated environments. Figure 6 shows a scatter plot of the clarity of the information perceived in both interaction styles.[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig6_HTML.png]
Fig. 6.Scatter plot portraying the clarity of perceived bidirectional activity levels.



Noteworthy differences were found in the reports of information clarity with respect to the perception of activity levels in the activity-based ambient light interaction and that of white light. Statistically, a one-way ANOVA with repeated measures gave [image: $$F(1,23)=70$$] and [image: $$p=1.97\text {e}{-08}$$]. Furthermore, by computing the [image: $$\eta _{p}^{2}$$] (partial eta squared) measure, we obtained an effect size of 0.75, which is substantial according to the recommendations for the magnitude of effect sizes by [56]. From the results, we can infer that the information portrayed in the “activity-based ambient light” interaction was clear and meaningful. However, this will be confirmed later by the qualitative results.[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig7_HTML.png]
Fig. 7.Scatter plot of the estimated attentional resources utilized per interaction style.



5.2 Perceived Attentional Engagement
From our study findings in [21, 25, 26] that the overuse of attentional resources was a marked limitation in both studies. A remarkable result to emerge from the data is that there were fewer accounts of attentional burden during system deployment. Figure 7 provides an overview of the subjective estimates of attentional resources utilized in both interaction styles.
The scatter plots illustrate almost similar distributions between the “with white light” and the “with activity-based ambient light” interaction styles with no statistically significant difference ([image: $$p=0.195$$]) between them. Our findings appear to be well supported by the participants’ qualitative accounts of multi-tasking only taking occasional glances at their partner’s activities to avoid distraction and concentrate on their primary tasks.
5.3 Relationship Closeness Pre- and Post Interaction Styles
As discussed in our review of social connectedness, Van Bel et al. highlighted the feeling of closeness as a dimension of social connectedness [81]. Consequently, this measure was computed to determine the implications on interpersonal closeness with and without the activity-based ambient display.
A one-way analysis of variance (ANOVA) with repeated measures was calculated, which revealed a statistically significant difference between the self-reported IOS pre- and post- experiments with [image: $$F(2, 46)=16.25$$] and [image: $$p=4.58\text {e}{-}06$$]. In addition, by computing the [image: $$\eta _{p}^{2}$$] measure yielded an effect size of 0.41, which is reasonably large according to the recommendations for the magnitude of effect sizes by [56]. Figure 8 portrays a box plot of the perceived relationship closeness pre- and post- interaction styles.[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig8_HTML.png]
Fig. 8.Box plot showing IOS estimation pre- and post- interaction styles.



From Fig. 8, it is apparent that the mean IOS depreciates during the white light interaction in which there was no exchange of activity information between interaction partners. A pairwise comparison revealed a statistically significant difference in relationship closeness before stimulus exposure and following the interaction with activity-based ambient light resulting in a p-value of 0.00251. Comparing the IOS ratings before exposure and post the interaction with white light did not reveal a statistical difference ([image: $$p=0.0568$$]).
5.4 Estimation of Co-presence
The findings from the study in [25], point to the likelihood of experienced social presence – the feeling of being with mediated the other [8]. As we sought to validate this finding, participants gave their estimations of perceived co-presence in each interaction style. By deploying a one-way ANOVA with repeated measures we obtained a statistically significant result with [image: $$F(1,23)=26.74$$] and [image: $$p=3.05\text {e}{-}05$$].[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig9_HTML.png]
Fig. 9.Scatter plot illustrating the extent of co-presence between participant pairs.



Moreover, using [image: $$\eta _{p}^{2}$$] we obtained an effect size of 0.54, which is relatively large according to the rules of thumb on the magnitude of effect sizes by [56]. From Fig. 9, it is apparent that there were more reports of experienced co-presence in the “activity-based ambient light” interaction when compared to the interaction “with white light”. This finding reinforces the usefulness of bidirectional activity-based displays for stimulating social presence.
5.5 The Extent of the Caregivers’ Influence on the Counterparts’ Activity Levels
Behavioural interdependence is underlined as an important dimension of social presence [8]. Thus, self-reports of interdependent actions could complement the cross-correlation analysis on sensed activity data. Recall that this measure was only ranked by the counterparts as caregivers were expected to strictly follow the activity script. A one-way ANOVA with repeated measures revealed a statistically significant difference between the reported influence with [image: $$F(1,11) = 10.24$$] and [image: $$p = 0.00845$$]. Also, by calculating [image: $$\eta _{p}^{2}$$] the results show an effect size of 0.48, which is large enough according to the rules of thumb on the magnitude of effect sizes by [56]. Figure 10 demonstrates the degree of symmetry of the counterparts’ activity levels with that of the caregiver.[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig10_HTML.png]
Fig. 10.Scatter plot showing the extent of the caregivers’ influence on the counterparts’ activity levels.



Overall, counterparts reported that they were more motivated to coordinate their activity levels with that of their caregivers while interacting with the activity-based ambient light in comparison to their interaction with white light. This confirms our assumption that a stimulus is necessary to create awareness and prompt a behavioural change to act upon the information received in mediated environments. In the case of the “with white light” interaction, the activity information was unknown, and hence there was no interaction.
5.6 System Adoption
Following system deployment, we wanted to determine the number of participants who were interested in adopting the system in the long-term. Logically, system adoption was only computed for the “with activity-based ambient light” interaction style. In this case, both the caregivers and their counterparts stated their perceptions on future system adoption. Their subjective attitudes toward adoption are depicted in Fig. 11. The findings suggest that participants were moderately inclined toward system adoption in the long-run. Additional insights are further implied in the qualitative analysis.[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig11_HTML.png]
Fig. 11.Scatter plot representing the subjective ratings on system adoption.



5.7 Towards Interpersonal Activity Synchrony – The Caregiver’s Influence on Their Counterpart’s Activity Levels
To analyse interpersonal activity synchrony, we calculated the sample cross-correlation coefficient (CCF) [71] between activity levels of caregivers and their counterparts for every 6-min interval that the caregivers remained in an activity level specified by the script. Due to time constraints, the script specified 5 activities to be performed within a 30-min interval. Therefore, activity levels were distributed equally in 6-min intervals. Note that resting, passive, and active activity levels were assigned the following values 0, 1, and 2, respectively.
As described in the system architecture of the bidirectional ambient display platform (cf. [24]), the server detected a maximum of two activities for every 5 s worth of data from the waist-mounted smartphone. This implies that a minimum of 2.5 s of sensor data was required in order to detect an activity. This introduced a minimum lag of 2.5 s ([image: $$1\ lag\ unit$$]) and a maximum lag between 5 s ([image: $$2\ lag\ units$$]) and 7.5 s ([image: $$3\ lag\ units$$]) for an activity to be collected, detected, and transmitted to a participant. The sample CCF of time-series variables x and y, representing both the caregiver’s and their counterpart’s activity levels respectively, at time t, given a lag [image: $$\tau $$] was calculated as follows: Given a sample cross-covariance,[image: $$ \sigma _{xy}(\tau ) = \frac{\sum _{t=1}^{n-\tau }(x_{t+\tau }-\bar{x})(y_{t} - \bar{y})}{n} $$]



the sample cross-correlation (CCF) is given by:[image: $$ \rho _{xy}(\tau ) = \frac{\sigma _{xy}(\tau )}{\sqrt{\sigma _{x}(0)\sigma _{y}(0)}} $$]



where n is number of activity levels detected within a 6-min interval and [image: $$\bar{x}$$] and [image: $$\bar{y}$$] are the means of the activity levels of a participant pair (i.e., elderly – caregiver) within a 6-min interval. With negative lags, the caregiver is made to lead their counterpart to serve as a reference for analysing activity synchrony of the counterpart. The sample (CCF) was calculated for each 6-min interval. Thereafter, the mean of the sample CCFs with lags[image: $$ -1\le \tau \le -3 $$]



were estimated for each interval.[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig12_HTML.png]
Fig. 12.Mean sample CCF for the activity-based interaction.



From the analysis shown in Fig. 12, we found no statistically significant pattern of activity synchrony between caregiver and their counterparts in the “with activity-based ambient light” interaction style. In some instances, we observed a significant positive correlation (indicating interpersonal activity synchrony) as in the case of the participant pair KW, but there was no other significant positive or negative correlations among the remaining cases. Consequently, these findings need to be interpreted with caution as we are unable to make any significant assertions regarding interpersonal activity synchrony on the basis that there was also no consistent sample CCFs within and between interaction styles.Table 2.Percentage of time spent in activity levels


	 	Resting (%)
	Passive (%)
	Active (%)

	Ambient light
	17.06
	68.1
	14.8

	White light
	26.4
	60.9
	12.8





Notwithstanding the lack of synchrony, we observed that in the activity-based ambient light interaction, counterparts were in most cases as equally or more active than their caregivers whilst counterparts were frequently observed to be less active than their caregivers during the interaction with white light. Table 2 portrays the percentages of time partners spent in each activity level per interaction style. While Figs. 13 and 14 demonstrate the mean activity levels with white light and with activity-based ambient light.[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig13_HTML.png]
Fig. 13.Mean activity levels in the interaction with white light.


[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig14_HTML.png]
Fig. 14.Mean activity levels in the interaction with activity-based ambient light.



This finding together with estimations of the influence of the receipt of caregivers’ activity information on their counterparts points to the possibility of interpersonal activity synchrony in long-term deployments of the system.
5.8 Discussion
In this experiment, we aspired to investigate how the exchange of activity information between two user groups (caregivers and their counterparts) would affect the following: interpersonal synchrony on the part of the counterpart, interpersonal relationship closeness, co-presence, behavioural interdependence, information clarity, attentional engagement, system adoption, and interpersonal activity synchrony. The results have further strengthened our confidence that the “with activity-based ambient light” interaction style was clearly more effective for affecting the social connectedness experience in the case of our experiment. The subjects reported increased sensations of relational closeness, co-presence, co-action with their caregiver partner in the case of the elderly, and information clarity during their interactions with the activity-based ambient display. Moreover, the idea of usable everyday objects for the bidirectional exchange of activity information was supported by a large number of participants. In addition, the findings on attentional allocation are in accordance with our intended goal to facilitate perception at a glance thereby facilitating divided attention [46]. Regrettably, evidence of interpersonal activity synchrony was significantly weaker than anticipated in this short-term deployment. However, it is worthwhile to note that the assessment of interpersonal activity synchrony in mediated environments is not trivial. In fact, in [63] Rashidi et al. reminds us of the difficulty in measuring ADLs based on the assertion that the sequence and the way in which activities are performed may vary across individuals. From this claim, it is clear that this assumption not only holds true for the recognition of ADLs in general, but also for computing interpersonal activity synchrony using peripheral displays in AAL environments. Likewise, [30] also articulated their uncertainties regarding the extent to which synchrony can occur in mediated environments. Although there were spontaneous instances of interpersonal activity synchrony as clarified in our qualitative analysis, we believe that 30 min was not enough to significantly affect interpersonal activity synchrony in mediated domains. Further work will focus on longer deployments to estimate the effects on interpersonal activity synchrony in mediated AAL environments. We will now present the qualitative findings, which was done to ascertain a subjective viewpoint and corroborate our findings on the aforementioned dependent variables ((i) interpersonal activity synchrony (on the part of the counterpart), (ii) context-awareness, (iii) social connectedness, (iv) social presence (behavioural interdependence i.e., the counterpart’s synchronized actions with the caregiver), (v) information clarity, (vi) attentional engagement, and (vii) system adoption) examined in the quantitative research.
6 Qualitative Results
Our analytical approach bears close resemblance to the procedure proposed by [73] such that interview transcripts were analysed and the findings were discussed and validated with a professional care support worker. Important ideas and suggestions provided by the domain expert were taken into account during the discussions. Exploiting the thematic analysis [9] approach, two hundred and ninety-four statements were examined to identify major themes and sub-themes related to the users’ impressions on perception, usability, system adoption, interpersonal activity synchrony, and envisioned system benefits among others. These themes and sub-themes are now discussed.
6.1 Perceived Usefulness of Bidirectional Activity-Based Displays for Promoting Context-Awareness
The participant majority praised the system for its ability to raise context-awareness. In particular, most interviewees reported on the system’s ability to trigger context-awareness owing to the following properties.

                  	peripheral features enabling divided attention

	information clarity

	respects privacy and dignity rights

	simplicity and effortlessness

	portability and multifunctional everyday objects

	implicit communication channel




                
From the quotations below, further insight can be gleaned on the implications of bidirectional for promoting social connectedness.
“I only looked at the light for a few minutes, and then I just started focusing on what I was doing while taking occasional glances.” – Q
“It is rather clear what he is doing.” – D
“I don’t feel like someone is looking around for me. It is simple.” – W
“The ability to carry the wallet around is good so you can see the activities of your partner whilst you are outside and when you in the house you can see the lamp.” – A
“The cane is so cool, I can carry it around, and it serves two purposes one as a light and the other to access information anywhere. ” – M
“We sit in the same office and to know what he is doing I would have to look at him, and then I can see that he is working on his computer. Now, the lamp is a bit more discrete and is a good indicator of his activities.” – F
“It would be nice to see what they are doing without FaceTime or taking too much time to feel their existence.” – C
6.2 Uncertainty
Although a large number of participants acknowledged the potential benefits of the system, yet, there were a few elderly participants who consistently expressed uncertainty regarding ambient technologies for social connectedness. During the investigation, it was apparent that one participant appeared to be technology-illiterate e.g., he expressed his disdain for assistive devices due to technical inexperience). In addition, the significance of culture on adoption played an important role in the level of uncertainty and ultimately another participant’s disapproval of peripheral technologies.
“I never use a computer, in fact, I don’t know how to use it. I don’t even have a smartphone. I know there are technologies to call the doctor if you need help but I would never use them, I would rather use the telephone.” – X
It is also evident that culture played a significant role in the adoption of peripheral technologies. In fact, some Dutch participants reflected response patterns that were highly individualistic4 in nature.
“I don’t need to know what another person is doing every moment of the day.” – X
“Okay, I see different lights showing me my partner’s activities. Then, I didn’t know what to do with it. What are the implications? Why do I need it? If my mother were alive then maybe when she was ill it would have been useful, but I don’t need it now to keep in touch with my friend.” – W
“It is not so important for me maybe there are positive effects but not for me. Most of the time, my wife and I we leave each other free, so I don’t need it.” – V
Moreover, another respondent perceived that the system could easily disappear in the background, which he thought to be negative especially for both context-awareness and social connectedness.
“I saw different lights, but it could be the same as having the television on and it fades in the background. If there are changes, then I wouldn’t notice them and I wouldn’t feel anything.” – U
6.3 Role of Perceptual Processes on the Experience of Social Connectedness and Context-Awareness
Based on the responses we can infer a possible link between context-awareness and social connectedness, which is exemplified by Mr. A’s comment.
“Perceiving your partner’s activity information makes you feel like you know their daily routines so you can form a mental pattern of what they do overtime and that can make you feel connected.” – A
Also, from Mr. A’s statement, we can deduce the relevance of cognitive processes discussed in [21] (e.g., attention, perception, pattern recognition, and memory) as key concepts essential for facilitating context-awareness and social connectedness. Furthermore, it is imperative that the activity information received from the display is aligned with the user’s mental model of their counterpart’s activities. This is reflective of top-down processing as discussed by the authors in [31].
Moreover, from Mr. M’s comment, we reckon the significance of habituation (cf. [36, 85]) for social interaction in mediated environments. This is reflected in the following quotation.
“I think if I get accustomed to observing someone else’s activity then over time I would feel even more connected.” – M
6.4 Interactivity and Social Influence
The opportunity to exchange activity information without communication media such as Skype, FaceTime, or text messaging was highly valued among younger participants. A possible explanation for their acceptance can be attributed to multiple references to separation by geographical distance from their parents. In general, a great deal of social presence was experienced between younger interaction partners coupled with sporadic occurrences of interpersonal activity synchrony between them. Furthermore, respondents elaborated on the potential social influences of bidirectional activity-based ambient systems and highlighted the effects on engagement by virtue of the cryptic nature of the display.
Social Presence. Like the respondents in [25], most younger participants were very passionate about the system’s indirect influence on social presence and by extension social connectedness. Example statements are given below.
“I liked the fact that although we were in different places, I still felt like she was quite close to me. I knew what she was doing and I was wondering what she thought about my activities. I am quite anxious for us to discuss our activities later.” – B
“I feel like she is somehow with me indirectly.” – O
“With ambient light even though I was alone, I didn’t feel alone. I think this will be useful for lonely people.” – I[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig15_HTML.png]
Fig. 15.Pictorial representation of interpersonal activity synchrony, the counterpart is observed in a resting state while is his caregiver is also in a resting state as depicted by the blue light. This snapshot was captured during the experiment. (Color figure online)



Interpersonal Activity Synchrony. Most of the younger participants were captivated by the possibility of synchronizing their activities with their partner. Furthermore, the participant majority suggested that the exchange of activity levels could create intimacy and increase social interaction. This is encapsulated in the statement below.
“It is nice to see what the other person is doing and that perhaps you can do the same things together to form some kind of bond.” – R
An interesting observation reflecting interpersonal activity synchrony of two interacting partners is demonstrated below.
In one instance, the caregiver stated the following. “There were times I had the feeling that he was doing what I was doing because when I was doing physical exercise, his light was also red.” – G
While her counterpart mentioned,
“I had the impression that she was mirroring me especially when I was resting she was resting.” – S
This interaction is evidenced in Fig. 15.
Social Influence: Persuasion Versus Peer Pressure. Although synchrony appears to be intriguing, some participants argued that it could potentially have positive and negative effects on social interaction. Positive influences include the system’s functional role in persuading its users to engage in the same activities. An example statement is given below.
“When I saw that my partner was active it made me feel like I should have been active as well. Also, while I was exercising and she was relaxing I felt like I wanted to relax as well.” – C
On the other hand, a few participants stated that the system appeared to have adverse consequences resulting in social pressure to prevent embarrassment. In one instance, a participant mentioned that she was uncertain as to whether or not she should coordinate her activities with her partner. This is shown below.
“There was a moment when I was sitting because I already finished exercising and I was going to read, but then she was engaged in a physical activity maybe exercising. I didn’t want her to feel like I wasn’t doing anything. I felt a bit embarrassed. She was doing something productive, and I was just there sitting. That’s not good for my reputation.” – O
While another respondent was bothered by the system’s persuasive effects as an implicit trigger point for stress.
“For me, my mom always wants me to exercise and also my dad is trying to lose weight. So, if we are both home and my dad is exercising, then it could influence me to exercise also. But this could be silently stressful because I can see my father is exercising and I am either sleeping or eating a hamburger or watching TV. Then, I could feel a bit stressed.” – N
Mysterious Engagements. As highlighted in [25], some participants expressed a liking for the system’s mysterious effects, which prompted them to mentally decrypt the exact nature of their partner’s activities. This is reflected in the following statement.
“Sometimes, I was guessing what my partner was doing. In some instances, I knew she was doing some kind of mental activity but I didn’t know exactly what she was doing. I would say it was a bit mysterious.” – Q
The respondent further argued that the system’s mysterious effects could stimulate communication through other communication media.
“For example, if I am alone at home and I am trying to figure out what my partner is doing based on the information received. Then, I may initiate further communication by calling her on Skype to determine what exactly she is doing.” – Q
6.5 Relevance to the Frail Elderly – I’m Still Young I Don’t Need It Now
Like the elderly respondents in [23], most elderly participants in this study commented on the relevance of the context-awareness systems for the frail elderly. These comments illustrate the tendency among our older participants to still feel young inside [2] by articulating their independence and stating how they demystified ageist stereotypes, e.g., ill-health, cognitive decline, feeling sad or lonely, and the lack of vigour or vitality discussed by the authors in [77]. Example statements are presented below.
“My wife and I are very active, so we don’t need it now maybe when we are older.” – D
“I am alright, I am very capable of taking care of myself at home.” – H
6.6 Risks and Emergency Management
As pointed out earlier, the majority of our younger participants were excited about the social connectedness benefits of the system. However, some participants were more focussed on the context-awareness features mainly for its potential in supporting the safety and monitoring of their elderly loved ones. One elderly participant was readily accepting of such systems because of her husband’s current battle with dementia. As Mrs. T reflected on her husband’s dementia, she stated the following.
“With lighting colour changes, I can easily observe my husband’s activities while he is in another room without being present with him all the time.” – T
Also, others mentioned the need for such systems for anomaly detection to identify irregular movement patterns of their elderly loved ones. These accounts are discussed below.
“If my relative is sick then is important to know if she is not moving at all.” – I
“I want to know if something goes wrong” – N
Although the bidirectional activity-based ambient displays were designed to provide context-awareness and enhance social connectedness, some participants suggested that it is still necessary to provide emergency detection capabilities to complement the existing system. Additionally, a few participants suggested the need for an alarm feature for notifying caregivers in the event of an emergency.
“How can you distinguish between a person sleeping or an accident where someone has fallen on the floor? I think there is need of an extra indication for falling.” – D
Also, Mr. K suggested that by introducing additional physiological measurements such as heart rate along with an alarm system could assist professional care workers.
“A supervision system for a nurse monitoring several people could detect heart rhythm and send an alarm if something is wrong.” – K
Furthermore, Mrs. T pointed out that an alarm system could assist with the monitoring of her husband with dementia who tends to wander off outdoors.
“What if my husband wakes up from his sleep and starts moving? What if he wanders off outdoors? Maybe the system could signal an alarm once the front door is opened or illuminate all the colours at once to indicate some form of danger.” – T
6.7 Design Suggestions
Overall, the design suggestions include ideas to offer more subtlety, humanize the display, improve aesthetics, battery life and sensor comfort, the addition of ancillary features such as vibration and sound, reduced sensitivity, and an extension of the system’s scope.
Support Invisible Design. Going back to Weiser’s vision of calm technology [86] (“those that disappear [...] They weave themselves into the fabric of everyday life until they are indistinguishable from it” (p. 1). A few participants made recommendations to improve the subtlety of the design. The following comments suggest how this can be achieved through simplicity, smaller LEDs, and reduced brightness for portable displays.
“Although the wallet is useful and attractive the light is quite obvious. Let’s say you have to pay with the wallet then everyone says hey it’s Christmas time! Therefore, a much simpler LED would be sufficient.” – K
“Is it necessary to have such a long stick to receive information? Is it possible to have something smaller? I think that would be better.” – W
“The cane’s LED could become irritating. Maybe, it’s because I really don’t like LED strips it’s a personal thing.” – P
“The light on the wallet is very strong maybe something less bright and smaller.” – D
More Explicit Communication Features. Although most participants were enthralled by the implicit communication characteristics of the light, there were two exceptions. In fact, these participants expressed interest in more explicit interpersonal communication features. This is apparent in the quotations below.
“When you are in the same room with a person, and you feel like you want to talk you can just talk to them. But in two different rooms, you cannot talk to the lights.” – G
“Maybe, we can interact not only by changing activity states with the lights but also exchanging messages saying now let’s get active.” – C
Improve the Battery Life. Interestingly, one participant observed the battery limitations of the LED wallet. This is depicted below.
“I think it’s a good system however the lifespan of the LED battery is short.” – A
Recommendations for maximizing the performance of the battery life (e.g., exploiting devices that work at 1.8 V) were discussed in (IWANN).
Colour. Like the experimental results in [21, 23, 25, 26], various participants desired the freedom of colour choice based on personal preference. Moreover, a few respondents were more in favour of exploiting green for resting and blue for passive. While other younger participants were cognizant of the implicit association of red with danger and a few expressed disturbance and restlessness with the colour red. As such, warmer colours such as orange were proposed as a replacement for red. Example statements are highlighted below.
“Intuitively, I would use green for a state of calmness and blue for mental activity.” – R
“For physical activity, I would use orange or yellow, something warm.” – C
Position of the Smartphone. Even though all older participants expressed their satisfaction with the waist-mounted smartphone, there were a few younger participants who expressed their discomfort. In hindsight, these participants expressed discomfort during physical activities and one participant described her overall experience with the smartphone sensor as “burdensome”. To rid themselves of the excess baggage, they proposed the following.
“The smartphone was a bit heavy. If it’s on my personal smartphone it’s okay, but if I have to carry an extra smartphone it might be too much.” – F
“The smartphone could be in the pocket to prevent discomfort during exercise.” – B
Vibration/Sound Effects. Although most participants were pleased with the peripheral nature of the system, a few were critical on the system’s ability to sustain awareness during high periods of concentration. Accordingly, they prescribed additional sound or vibration effects to alert the user’s attention and in some cases minimize the cognitive load. These recommendations are illustrated below.
“Maybe, add some vibration because when we are doing a mental activity we tend to focus and vibration could make us more alert.” – E
“Maybe, I would add sound effects so that I wouldn’t have to always look at the light.” – L
Exploitation of Additional Everyday Objects. Although almost all the informants were positive toward our design choice of exploiting a cane and wallet, there were two respondents who suggested other everyday objects such as an ambient smartphone or an ambient id/key card. Their propositions are encapsulated within the following comments.
“You can use something that’s more portable something like a mobile phone. Maybe you can use the Philips Ambilight TV as a reference.” – R
“In the context of a caregiver, I wouldn’t check my wallet all the time. They always carry an ID or a key card so some indication on those objects could be better.” – C
Expanding the System Scope. A few participants were desirous of knowing the strength of the activity level, which could be illustrated with additional colours or changes in light intensity.
“I would increase the brightness based on the intensity of the activity.” – W
However, one participant articulated her preference for only two activity levels namely (i) active or (ii) inactive to reduce any misconceptions of an intermediate activity level. Recall that a similar abstraction is implemented in [25]. Her citation is recorded below.
“Sometimes I forgot the meaning of the green and wondered whether they were engaged in mental activities or not. I think it would be better to have active or inactive states.” – C
Remarkably, the temporal nature of activity information (cf. [21, 26]) was reiterated by a young male informant when he voiced the following.
“It would be nice if I could see a summary of the data so I can see what happened in the past.” – S
Moreover, one responded urged for an expansion of the system to support self-tracking.
“It’s an interesting concept. However, I am more interested in knowing how I react when I am reading or sleeping or exercising. This would give me personal biofeedback.” – B
6.8 Design Considerations for Bidirectional Ambient Displays for AAL
There were some key factors that emerged during the discussions with our participants, which include the following.

                  	Privacy and Ethics

	Context of Use

	Spatial Position

	Aesthetics




                
Privacy and Ethics. Generally participants were satisfied with the level of privacy offered by the system. Example accounts are given below.
“You have a feeling of connectivity indicating what the partner is doing without disturbing him with camera supervision. So, everyone is free to do what he or she wants while there is still a feeling that there is life, to say the least.” – K
“It gives a good indication of what the other is doing. It is simple, and there is a certain privacy it provides. You don’t feel observed.” – P
Still, a few participants were fundamentally concerned with the potential privacy risks of ambient technologies. For example, Mrs. H remarked on the ‘big brother is watching you’ effect of the deployment of context-aware technologies in AAL environments.
“I won’t like it if I lost my independence and someone can see if I feel okay or not. I would like to maintain my privacy as it’s my right not to be okay. Someone else doesn’t need to know. For me, it would feel like a ‘big brother is watching me’. No, I wouldn’t want to be constantly monitored so that someone can see how I feel. No, I don’t like that.” – H
Moreover, even though some participants were well aware of the privacy risks they were more willing to trade privacy for security. For example, Ms. O argued in the following statement.
“It’s kind of uncomfortable for me to know that my mother always knows what I am doing right now, but for both of us to determine if we are in a ‘safe’ state then this system is very good. We are two far away [...] I want to her to know that I am okay.” – O
Context and Purpose. From the commentaries, we observed that a few younger adults highlighted that the context and purpose of the system could affect adoption. Importantly, one young person stated that the system was only relevant for context-awareness only if her elderly relative was ill. Otherwise, it could be distracting.
“It depends on the situation if my relative is sick, then I will use it. But if I don’t need to know what she is doing then it would be disturbing for my own life. So, the purpose is important.” – I
With reference to situational context, another young person mentioned its relevance only in the home.
“Also, context is important if I am at home and they are at home then possibly it is okay. If I am at work and they are at work, then I don’t need to know what they are doing. What’s important is that they are okay.” – N
However, in the home context, the user further expressed privacy concerns in the following statement.
“The thing is sometimes I sleep late and I wouldn’t want them to know that. In truth, there are some things that I need to hide. I wouldn’t want them to call and say why are you sleeping so late?” – N
To address privacy and situational context concerns, one participant suggested a service upon request functionality to maintain the right to control, access, and disseminate activity information at his convenience.
“I would use the lamp when it’s a service on request so I should be able to control the functionality. It’s a personal system so it should be visible to others only if I want to show them.” – S
Reverting to N’s reference on the importance of situational context, she also mentioned that consideration should be given to the time zones of two interacting partners for successful adoption.
“For me, I need to consider the time zones because sometimes when they are sleeping I am active and vice versa. Sometimes it would be disturbing for them.” – N
Thus, by extension, we believe that the time-zones can affect the degree of synchrony between two interaction partners.
Spatial Position and the Stability of Social Bonds. From the remarks, we see that spatial position can change how the information is perceived and the degree of experienced social connectedness.
“In a real life situation, the positioning of the light in the room would be extremely important.” – P
“I didn’t really feel the connection with the light maybe because of the location of the lamp.” – E
Besides, both P and E shared similar perspectives that perception and social connectedness are not only determined by the spatial position but also the stability of the emotional connection, which serves as a motive for observing the display consequently affecting how deeply the information is processed.
“In fact, I think the real connection outside the experiment will influence the results. If I don’t have a good relationship with the partner, then I won’t feel anything.” – E
“If there is an emotional connection between the person in the other room or the person that you are taking care of. Then, there is a positive motivation to look at the lights.” – P
Aesthetics. In a general sense, aesthetics was a major perceived benefit of the installation of the ambient displays. Thus, in designing bidirectional ambient technologies consideration must be given to the aesthetic needs of the participants. In retrospect, the participants postulated that the light’s aesthetic properties created a pleasant atmosphere, fostered creative thinking through its mysterious effects, and led to elements of surprise, and more fun and playful interactions. Example remarks are demonstrated below. Figure 16 demonstrates a participant’s interaction with the cane.[image: ../images/477428_1_En_6_Chapter/477428_1_En_6_Fig16_HTML.png]
Fig. 16.Photo demonstrating a participant’s interaction with the cane.



“I think the cane is an eye-catcher for the elderly. I think it’s is nice and I like the fact that it surprises me.” – S
“It was very fun and playful! You can use it for special activities in the home.” – T
Also, C contends the prescriptive interpretation of Sullivan’s notion of ‘form follows function’ [75] as she suggests that form is attuned to function in the statement below.
“It indicates the partner’s activities and these colours add a certain ambiance to the room.” – C
However, Lidwell et al. [48] assert that the prescriptive interpretation of ‘form follows function’ “aesthetic considerations in design should be secondary to functional considerations” (p. 106).
7 General Discussion
Overall, our participants identified several aspects that they found positive about the bidirectional activity-based ambient displays. Most participants could multi-task, feel a sense of their partner’s presence, access the activity information any and everywhere, understand the information received, enjoy an implicitly shared interaction, coordinate their activities to some extent, and maintain their privacy. Altogether, we can deduce from our findings that the process of experienced context-awareness and social connectedness among our participants included five phases: (i) visual perception, (ii) attention, (iii) memory, (iv) curiosity, and (v) habituation. Subsequently, the bidirectional exchange of activity information may consciously or unconsciously affect behavioural responses as depicted by the periodic accounts of interpersonal activity synchrony within this study. These irregular instances of coordinated actions could spark interest for further inquiry on the possibility of interpersonal activity synchrony in mediated AAL environments.
On the negative side, a few persons desired increased sensor comfort, more discreet portable displays while some felt that ambient technologies were an invasion of their personal privacy. To address privacy concerns, one informant suggested the addition of a “service upon request feature.” Likewise, Hoof et al. [41] recommended that the user has complete control over his information collected and distributed in smart home environments.
On a different note, the most striking result to emerge from the discussion was the consistent reference to safety and monitoring systems. In fact, this was not surprising as the sense of safety and security in AAL environments has been a recurring theme throughout this doctoral research. A possible interpretation for this recurrence can be found in Maslow’s hierarchy of needs, such that safety and family security needs precede the need for love and belonging [53]. Accordingly, we can infer that once our participants can guarantee the safety of their loved ones, then they can proceed to other forms of interaction to create a sense of belongingness in mediated AAL environments. As such, our design challenge has now become greater given the system scope has stretched beyond the main goal of promoting social connectedness through bidirectional ambient displays.
Going back to Mr. A’s statement regarding a mental pattern of the partner’s routine activities, it is clear that participants refer to their mental model as a reference for understanding their partner’s activities. Consequently, this raises the challenge of designing peripheral technologies, which are coherent with the user’s mental model. Norman suggests that misfortune could arise if the ‘system image’ is incoherent with the user’s conceptual model [60]. Thus, the information portrayed should match with the user’s ideology of their partner’s activities. To address this, one could deploy highly accurate machine learning classification algorithms. However, system trust is critical for determining the match between the information presented and the user’s conceptual model. Also, if there is no system trust then challenges with learnability and usability could emerge.
From our findings, technical literacy and cultural values can shape the users’ experience of interacting with the system. Recall that our bidirectional activity-based system exploits ambient technologies and IoT to create awareness and maintain social connectedness between two interaction partners in AAL. Thus, Demiris et al. [29] highlight that inadequate technical literacy could impede the process “because the discussion of security and privacy concerns or issues of accuracy and reliability of sensor systems or other computing applications often require basic understanding of networking and data transfer” (p. 110). Thus, driving the need for technological literacy interventions in AAL.
8 Conclusion and Limitations
To strengthen our assessment of the behavioural implications of bidirectional activity-based displays, this chapter provides a background on interpersonal activity synchrony. Based on the knowledge acquired from prior works, it was possible to evaluate interpersonal activity synchrony by computing the cross-correlation coefficient of the counterpart’s activity levels with that of their caregiver’s. The results of a semi-controlled study suggest higher incidents of subjective interpersonal relationship closeness, experienced social presence, behavioural interdependence (for the counterpart only), information clarity, and the participants’ willingness to adopt the technology, while utilizing minimum attentional resources with the activity-based ambient light interaction style. However, there was hardly any occurrence of interpersonal activity synchrony by using the cross-correlation approach. Nonetheless, during the post-trial interview, a few participants reported sporadic moments of synchrony during their interaction with the activity-based ambient light. Furthermore, in the said interaction style counterparts demonstrated increased tendencies to remain active in contrast to their interaction with white light.
It is plausible that some limitations could have influenced the results of this study. To begin with, we acknowledge convenience sampling as a constraint of this work. Accordingly, the findings are not entirely representative of all users within AAL community. To heighten the interest in our system, one option for future work is to specify the inclusion criteria only for the frail elderly, e.g., those with (Parkinson’s disease, Alzheimer’s disease, or even users with epilepsy). This we know would reduce the population of our study. On the other hand, it could increase the interest in our system.
We are aware that a larger data stream of activity data is necessary to better estimate interpersonal activity synchrony in mediated environments. This can be achieved by increasing the number of participants and deploying a significantly longer experiment in the users’ natural environments.
Unfortunately, the self-awareness of the wearable smart-phone sensor from [25] is still an open problem that will be addressed in future work. Notably, if our algorithms were independent to orientation and location, it could be one of the best contributions in the field of activity recognition for AAL. There are some attempts, but are very limited.
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Abstract
Affective computing is a growing field of artificial intelligence. It focuses on models and strategies for detecting, obtaining, and expressing various affective states, including emotions, moods, and personality related attributes. The techniques and models developed in affective computing are applicable to various affective contexts, including Ambient Assisted Living. One of the hypotheses for the origin of emotion is that the primary purpose was to regulate social interactions. Since one of the crucial characteristics of Ambient Assisted Living systems is supporting social contact, it is unthinkable to build such systems without considering emotions. Moreover, the emotional capacity needed for Ambient Assisted Living systems exceeds simple user emotion detection and showing emotion expressions of the system. In addition, emotion generation and emotion mapping on rational thinking and behavior of a system should be considered. The chapter discusses the need and requirements for these processes in the context of various application domains of Ambient Assisted Living, i.e., healthcare, mobility, education, and social interaction.
Keywords
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1 Introduction
Ambient Assisted Living (AAL) can be described as concepts, products, and services that combine new technologies and social environment to improve the quality of life for people in all stages of their lifetime [1]. From an individual perspective, the quality of life can be considered in terms of well-being. It includes emotional (self-esteem, emotional intelligence, mindset), social (friends, family, community) and physical (health, physical safety) aspects in a person’s life [2]. Humans are social beings, thus one of the most important tasks of AAL is facilitating social contact [3]. This is achievable through the implementation of affect (a generic term used to cover feelings, mood, emotions, etc.) detecting and processing mechanisms in a system. Affective data enhances a system’s ability to make rational decisions and achieve its goals by serving as an extra information for detecting the context of the particular situation and as a mediator through which information can be passed.
Integration of affective capabilities in AAL systems requires knowledge from various fields, including cognitive psychology, neuroscience, medicine, and computer science. Mentioned knowledge has been of paramount importance in such artificial field (AI) field as affective computing which mainly focuses on the study and development of systems and devices that can recognize, interpret, process, and simulate human emotions [4] which has led to significant amount of research, algorithms and methods in this area. One question that has been in the center since the first affective systems appeared is related to their affective abilities; to put it simply – what kind of emotional processes does a system need? In the studies answering this question, main affective processes of affective systems have been identified (namely, emotion recognition, emotion expression, emotion generation and emotion mapping on the rational behavior); it has been argued that depending on their focus, not all systems need all these processes [5].
Another aspect of this chapter is AAL applications that are targeted to help not only older adults but also younger people (since health disorders can affect anyone at any age) to live independently and comfortably in their living environment. However, living environments do not include only users’ houses but also various environments surrounding them such as city streets, schools, shops, restaurants, and other places. Therefore, these people have needs for movement, social interaction, healthcare and acquisition of knowledge and skills not only related to specific problem domains (e.g., mathematics) but also basic skills required for everyday life like eating or cleaning. To support emerging emotional, physical and mental needs in extended AAL environments, four AAL application domains, including healthcare, education (teaching/learning), mobility (transportation), and social interaction, are analyzed in terms of previously mentioned affective processes.
The chapter starts with explanations of the complexity of affective systems and advancements in affective computing field, as well as describes affective processes and their implementations in affective computing systems. Next, the need for emotions in existing AAL application areas has been discussed and a short analysis of AAL systems in the context of basic emotional processes has been provided.
2 General Emotional Processes of Affective Systems
Affective computing (AC), which started its advancement in 1997 [4], aims to endow computers with abilities to detect, recognize, interpret, process, simulate human emotions from visual, textual, and auditory sources, as well as respond appropriately [6]. AC humanizes human-computer interactions by building artificial emotional intelligence. As natural language interactions with technology continue to evolve (examples include search, bots, and personal assistants), emotion recognition is already emerging to improve advertising, marketing, entertainment, travel, customer service, and healthcare [7].
Advances in data processing speeds and disciplines of computer science, AI, machine learning, psychology, and neuroscience, are all leading to expanding of AC field [8]. Computers, cameras, and sensors can capture facial expressions, gaze, posture, gestures, tone of voice, speech, patterns of keyboard and/or mouse usage, as well as physiological states (e.g., skin temperature or conductance, heart rate and blood volume pulse) to register changes in a user’s emotional state [6].
Analysis of existing studies shows that numerous computational models of emotions have been developed and applied by researchers working in the AC area. An abundant amount of various systems and applications has facilitated discussion of main affective processes and system’s affective abilities in general.
One of fundamental works in this direction has been done by Hudlicka who proposed a general affective system framework [9]. The framework focuses on the roles of emotions and their fulfillment in artificial units. Such general approach allows systematic and organized design and implementation of necessary processes and functions, as well as enables comparison of affective mechanisms of various systems. According to AC, an abstract affective component can be identified, which executes three processes: affect recognition, affect calculation as well as affect expression [4]. Affect calculation may include two separate processes: emotion generation and emotion mapping on behavior [9]. By combining these ideas, Petrovica and Pudane [10] have defined processes that are needed specifically for a fully affective system that interacts with a user (see Fig. 1).[image: ../images/477428_1_En_7_Chapter/477428_1_En_7_Fig1_HTML.png]
Fig. 1.Affective processes performed by an emotion-aware system (only affective interactions with a user are shown) (adapted from [10]).



Emotion recognition is usually done by extracting emotional cues from one or more modalities, i.e., facial expressions [11], gestures [12], body postures [13], voice [14], etc. Perception of various modalities is a precondition in order to automatically detect emotions and accordingly adapt the behavior of AAL systems. In the AC field, affect detection is commonly achieved both through non-intrusive sensors, which do not require physical contact, e.g., video cameras, eye trackers, and microphones, and intrusive sensors which require physical contact with human body, e.g., physiological sensors or haptic (touch) sensors. Since the main goal of AAL field is the development of non-intrusive intelligent systems that are able to proactively support people with special needs in their daily activities, non-invasive user monitoring is an important aspect of AAL systems [15].
Emotional state generation is related to the appraisal of stimuli causing subjective emotional experience. Emotional responses are triggered by various events that are evaluated as being significant for a person’s (or robot’s/agent’s) expectations, needs, or goals. Therefore, the same stimulus can produce distinct emotions, depending on differences in the person’s interpretations [9]. In AC field, affect generation is achieved by computational emotion modeling. One of the goals for computational emotion modeling is to enrich the architecture of intelligent systems with emotion mechanisms similar to those of humans, and thus endow them with the capacity to “have” emotions. In the context of AAL, some studies exist in this direction, e.g., in [16] authors describe need-inspired emotion model applied in a HiFi agent whose emotions are generated by evaluating the situation and comparing it to agent’s different needs.
Emotion mapping on cognition and behavior means defining reasoning or behavior changes caused by an emotional experience. Emotions can lead to the expression and communication of different reactions or the activation of specific actions in a person’s (or agent’s/robot’s) body. Thus, models of emotion effects should deal with the multi-modal nature of emotion. Systems with embodied agents need to express emotions not only through behavior, but also through other modalities available in their particular embodiment (e.g., facial expressions, speech, or gestures). One of the possible approaches that can be used for mapping emotions to behavioral reactions is the application of a behavior-consequent model that allows aligning emotional state to physical actions or other direct outward or social expressions, for instance smiling when happy. Behavioral-consequent models are often used to synthesize human-like emotional or social behavior in embodied robots like Kismet [17] or in virtual agents such as Max [18]. Regarding AAL developments that are able to link emotions with behavioral effects, few projects can be found. For example, in a NICA project [19] a behavioral architecture is developed for a social empathic robot which can assist a user in the interaction with a smart home environment.
Emotion expression is focused on the system’s ability to express emotions as responses to people’s personality, emotions, moods, attitudes, and actions. For AAL systems, such ability could improve their functionality since many AAL systems are developed as personal assistants fulfilling two functions:	1.facilitation of the completion of daily tasks [20]

 

	2.maintenance of social interaction and communication to prevent social isolation of people [21].

 





To make the virtual companions or assistants not only look realistic but also have natural and human-like behaviors, one of the key characteristics is personality and the ability to exhibit human traits and characteristics, including emotions [22]. In AC field, such functionality is achieved mainly through affective conversational agents or affective robots; in AAL systems, it is implemented in a similar way – through virtual agents embodied into a system’s interface or robots. Thus, ways how emotions are expressed by AAL systems (or virtual agents) can be similar to those used by humans, i.e., facial expressions [23], voice and speech [24], behavior and body posture [25]. In other cases, a reaction to human emotions can be expressed through changes in music, color, and lighting [2].
While all four functional blocks (emotion recognition, emotion generation, emotion mapping on the rational behavior and emotion expression) if implemented properly ensure that a system is fully affective, it is assumed that a system still can perform well if it has just a few functional blocks. For example, if a system needs to adapt to a user’s emotions, it will achieve its goals just by recognizing emotions and expressing them as a response to a user’s emotions. Such approach is often used in intelligent tutoring systems [5].
AAL systems, in general, are complex in the sense that they need to support social interaction as well as carry out rational functions. This leads to thinking that in AAL systems, all four processes are needed: to detect emotion, to generate emotion, to map emotion on rational processes (“feel” emotion) and to express emotion.
While these components are already recognizable in existing systems, we argue that depending on the application area of AAL (as opposed to AAL systems as a whole), requirements for affective abilities differ. While rich affective model might be crucial in other cases, such as when dealing with older adults or targeting long-term interaction and/or companionship, for more specific AAL systems, full set of identified functions is not necessary. To prove this, we analyze four different areas where AAL can be used. To compare these areas, we use affective processes as a reference. It provides main functions required for AAL systems.
In the next section, various AAL application domains corresponding to requirements of AAL systems are reviewed and analyzed. Main characteristics are described for all listed application areas, as well as these characteristics are analyzed in the context of AC processes. Analysis of basic affective processes in existing AAL applications would help to develop truly affective systems supporting users not only physically but also mentally.
3 Affective Computing in AAL
AAL systems are aimed at satisfying the needs of those in care. In the research on older adults [6], needs have been divided into four kinds: Errand, Life curation, Emotional health and Comfort needs. Older adults are one of the major user groups of AAL, however, additional need for younger generation appears – a need for education, e.g., in autistic children cases [26]. We have chosen the following application areas in which AAL systems should support specific user needs:	education which supports life comfort in long-term by ensuring that basic life skills are learned;

	the social interaction that supports emotional and comfort needs;

	mobility supporting errand needs as well as comfort since the ability to move freely increases independence;

	healthcare supporting physical (life curation) needs.





3.1 Emotions as Part of AAL in Education
Emotions play a central role as they ensure our survival and support all activities from the most basic to the most elaborated tasks, including education [27]. Studies have shown that emotions can influence various aspects of human behavior and cognitive processes, such as attention, long-term memorizing, decision making, understanding, remembering, analyzing, reasoning, and application of knowledge [28]. Emotions and cognition are complementary processes in learning situations when learners have to make conclusions, answer causal questions, identify problems, solve tasks, make knowledge-based comparisons, provide logical explanations, as well as demonstrate a usage of acquired knowledge and transfer it to others [29]. Emotional states of a learner can influence his/her problem-solving abilities and even leave an impact on a willingness to engage in the learning process, as well as they can affect motivation to learn. It is considered that positive emotions play an important role in the development of creativity and ability to adapt to different problems during their solving, conversely, negative emotions can hinder thinking processes, abilities to concentrate, remember, memorize, solve tasks, reason, and make conclusions [30].
Learning environments utilizing AC (i.e., monitoring of learner’s emotions and/or responding to them [31]) can create different scenarios that help and improve educational conditions. A system for emotion identification may detect signals of frustration during the learning process or lack of understanding during the study of concepts and definitions [27]. With such identification at the beginning of processes, the educational staff can start individual psychological assistance for learners, avoiding future problems that interfere in the learning process, and even more, in their lives. Currently, many examples of AC in educational settings already exist, e.g., AutoTutor [32], MathSpring [33], MetaTutor [34], etc. However, most of them focus on normally developing individuals and provide knowledge in specific problem domains, e.g., physics, mathematics, medicine, etc. Therefore, such developments might be applicable in cases when learners are not able to attend schools, for example, children with movement disorders.
If we are focusing particularly on AAL field and children with special educational needs, including those that have emotional, behavioral, sensory, physical, or mental disabilities, like children with autism, then previously mentioned affective learning environments (e.g., MetaTutor) developed for teaching specific problem domain are not applicable. This is due to the fact that most of the children suffering from autism have problems with learning even the basic skills required for everyday life [26]. In general, autism is a communication disorder that requires early and continuous educational interventions on various levels like everyday social interaction, communication and reasoning skills, language, understanding norms of social behavior, imagination, etc. [35]. Usually, these skills are relatively self-evident or easy to develop for other children. Basic social interaction skills are generally acquired from a very early age through an ongoing experience with the world and interactions with the people around us. Children with autism experience difficulties in this domain [36]. A social-emotional domain is strictly interrelated with cognitive and motor development, as it consists of the acquisition of capacities for personal relationships, emotional expression, motivation and engagement [36]. From an affective perspective, children with autism often have difficulty recognizing emotions in others and sharing enjoyment, interests, or accomplishments, as well as in interpreting facial cues to understand emotional expressions of others [37]. Without this understanding, they will remain oblivious to other people’s intentions and emotions. A lack of such an important prior knowledge about the environment hinders children to make informed decisions [38].
In general, the education is considered as the most proper solution for the autism, however, planning of the learning process for learners with autism is complex, because these learners have significant differences from most other learners in learning style, communication, and social skill development, and often have challenging behaviors [39]. Such differences may strongly influence the educational process and often lead to social exclusion from meaningful participation in learning activities and community life. Exclusion, in turn, further reduces learners’ perspectives to learn, grow, and develop [27]. Adapted educational systems facilitating an acquisition of knowledge and skills through the use of AC are crucial if the objective is successful development of the society where equal opportunities are provided for all children, youth, and adults.
Analysis of existing learning environments targeting AAL domain allows concluding that most of the developed solutions are particularly aimed at assisting autistic children in communication and interaction with other people. For example, mobile application CaptureMyEmotion [40] helps to teach children to recognize their emotions in the moment of taking photos, recording videos or sounds. Later emotions can be discussed with a caregiver thus helping children to learn their emotions. Another solution called Emotional Advisor has been proposed to help autistic children to engage in meaningful conversations where people are able to recognize their own or other people’s emotions. Emotional Advisor is capable of teaching and guiding autistic people on how to respond appropriately based on how the other person is feeling or expressing emotions during verbal communication [38]. In [41], the educational system called Face3D has been proposed for autistic children to help them in understanding and reasoning about other people’s (for example, relatives’) mental and emotional states by use of virtual agents representing real people, their performance, emotions, and behavior.
A robotic solution called IROMEC (Interactive Robotic Social Mediators as Companions) has been developed to teach autistic children basic social interaction skills [36]. During playing with IROMEC, children’s specific strengths and needs are taken into consideration and a wide range of objectives are covered regarding the development of different child’s skills (sensory, communicational and interaction, motor, cognitive, social, and emotional) [42]. The robot allows the use of different inputs (e.g. direct operation on touchscreen, buttons, remotely controlled switches, etc.) which can be changed according to child’s abilities and provides personalized feedback according to child’s and therapist’s preferences, therefore IROMEC adapts itself and develops along with a child [36]. Regarding the emotional factor covered by the system, IROMEC can display a set of basic emotions such as happiness, sadness, fear, surprise, disgust, anger. In addition, various scenarios of IROMEC are aimed at improving child’s self-esteem and regulation of emotions, as well as it enables teaching a range of basic emotions [42].
Even though many educational environments are targeting autistic children, more general solutions for people with disabilities also exist (however, not many). For example, an Ambient Intelligence Context-aware Affective Recommender Platform (AICARP) has been built to support learner’s needs through personalizing and adapting the learning environment during language learning [43]. AICARP ensures personalized feedback (e.g., playing different songs or sending some signals using a light and a buzzer) when particular learner’s emotional states, i.e., relaxed or nervous, are detected [44].
Overall, it can be concluded that AAL systems aiming at helping children during the learning process will not be able to provide full-fledged support if emotional aspects will not be considered during the development of the particular system. Emotions directly affect human cognitive abilities, including learning skills, therefore non-intrusive detection of learner’s emotional states and appropriate response (or adaptation) to these emotions are those capabilities which should be considered during the design of such AAL systems.
3.2 Emotions as Part of AAL in the Social Interaction
One of AAL goals is to ensure people’s wellbeing which includes not only satisfying physical needs or running errands but also making sure a person is, putting it simply, happy [45]. This is especially important in a case when a person uses a system in a long term, i.e., service robots for older adults and artificial nannies for kids [46]. Moreover, research shows that people are more open to system’s suggestions if it uses emotional words [47]. This leads to conclusion that a user would be more interested to engage with a system if it would fulfill their emotional expectations as a result supporting the main functions of AAL as well. A system that satisfies emotional needs has its advantages, and yet not many AAL systems exist in this direction.
The most straight-forward way for implementing social and emotional behaviors in an AAL system is through artificial companions. Developing such systems present multiple challenges such as unmistakable expressions of emotions, the ability to conduct high-level dialogue, abilities to learn, to adapt, to develop a personality, to use natural cues, and to develop social competencies [48, 49]. While it is not an easy task, research suggests that aside from already mentioned benefits – satisfying emotional needs and reducing loneliness and supporting “rational” tasks – companions also reduce stress and as a consequence can improve physical health [50]. However, for the companions to achieve these goals an important characteristic is a believability – i.e., a user needs to perceive them as if they act on their own; emotions are crucial for a companion to be believable [51].
Believable artificial companions have been researched in several areas, including social robotics, virtual assistants both as chatbots and as characters that provide other activities [52]. In an AAL environment, mobile robots provide more possibilities in terms of running errands or physically helping a user. Moreover, the research shows that people tend to empathize and attach to a robotic companion compared to its simulation [53]; robotic pets can be involved in therapy and achieve effect similarly as real pets [54] that cannot be done on 2D screen.
In the field of AC, however, several frameworks and projects for virtual agents have been developed that in terms of behavior are believable. One of such developments is WASABI – an architecture that is implemented as a virtual reality companion for playing a card game [18]. For this reason, this subsection reviews different types of assistants; it does not focus on “practical” functions (such as running errands, reminding drinking pills, etc.) of the companions but rather on their emotional abilities and behaviors that enable them to become emotionally believable.
In general, there are two types of companions: virtual and robotic [52]. Virtual assistants have no physical embodiment and they can have no virtual body as well (e.g., a chatbot). Emotions in companions, however, are closely related to expression through the body which helps them to be readable without misunderstandings [48] so a companion needs at least some kind of body – even if it is a virtual agent.
Robotic companions are researched by a field called social robotics [17]. Social robots are autonomous robots that can interact with a user in a socially believable manner [17]. Social robots are grouped into the ones that use strong approaches and those that use weak approaches. The strong approach means that a robot evolves its abilities over time; on the contrary the weak approach means a robot is just imitating emotions [49]. In the context of companions, this classification can be extended to virtual assistants as well.
Several researchers have noted that for companions to be able to adapt to a user, to form a personality and display believable behavior in long-term, they need to be able to learn [48, 55]. In [55], it is especially accented that in the future social robots will need to be personalized for which sophisticated user model might be needed. This leads to the conclusion that weak approaches will be left to narrow applications and currently the development of strong approaches is needed.
The weak approach is often used in robots that are zoomorphic, i.e., remind animals; some of these animals have no emotions at all e.g., robotic parrot RoboParrot that is used for educational purposes and therapy [56] or robotic seal PARO which is also used for therapy [57]. Sony’s robotic dog AIBO, on the other hand, can express six emotions: happiness, anger, fear, sadness, surprise, and dislike [46] but lately Sony has moved towards strong approaches claiming that dog can form an emotional bond with a user [58].
The strong approach in zoomorphic agents has been developed already almost two decades ago in FLAME which is a virtual agent [59]. FLAME is a fuzzy logic adaptive model of emotions which was implemented as a pet dog. A user can give his feedback to the pet, thus forming his behavior and teaching new rules. The author claims that such learning adapts the pet to the user.
Another group of robots and agents are the ones that are not similar neither to animals nor humans. They rely on different forms of emotion expression [48]. A well-known example of such social robots is Mung that has a simple body and LED lights that allows expressing emotion through colors [60]. An interesting experiment was done to investigate if movement-based emotions (without e.g. facial features) can be recognized [61]. The results showed that users still recognize emotions with sufficient accuracy. Such studies are important also for humanoid robots since implementing facial features is a complex task from both, hardware and software perspective, and for this reason, other approaches are often chosen. One example of that is Nao – widely used social robot (see e.g. [62] where Nao is used to investigate interaction with users or [63] where Nao is used to interact with autistic children) which relies on emotion expression through the body movements and lights [64].
Humanoids or robots with human-like expressions are often used for emotion expression [52]. Not all of them, however, express emotions through complex channels and not all of them use the strong approach. In [65] a human-like robot Daryl is described. While it shows its emotions through verbal cues and movement, the approach used in Daryl cannot be considered as strong since (a) the robot does not learn anything and (b) it reacts to the onlooker’s shirts color, and emotions are assigned arbitrarily to colors.
One of the first anthropomorphic robots was Kismet. Despite the fact that the author claimed that in theory, Kismet could learn, in the reality, it did not do so [66]. On its basis, Leonardo who uses the strong approach was developed. Leonardo uses gestures and facial expressions for social communication, can learn about objects and form affective memories which in turn underlies his likes and dislikes [67, 68]. Already mentioned WASABI has a human life-size body and sophisticated internal models that allows displaying mood, emotions and build attitude [18].
The strong approach is currently making its way into the social virtual agent’s world. One can see it in robots developed by the industry, the most sophisticated and publicly known being Sophia [69], and also in papers recently published which are focused on developing methods that solve different learning issues. A model for learning emotional reactions from humans and the environment, similarly as humans do, has been developed in [70]. Similarly, in [71], a method for learning facial expressions from humans has been implemented and tested. This all leads to the conclusion that the research on companions indeed has made rapid development since 2009 when social robotics was considered to be “very young” [68] and is on a track toward long-term companions that are able to adapt and learn from a user.
Currently, there are many advanced approaches in AC that allows modeling advanced user states which are not yet implemented into the area of social robotics, mostly because robots have other challenges that slow down development of emotional models (such as mechanical limitations, materials used, etc.) [48]. However, it can be concluded that due to practical functions and emotional attachment to robotic companions compared to virtual companions, social robots are the future of artificial companionship.
3.3 Emotions as Part of AAL in Mobility
AAL applications are targeted to help older adults or people with disabilities to live independently and comfortably in their living environment; however, living environments do not include only home, but also various environments such as neighborhood, shopping mall and other public places [72]. The best way to help people with disabilities is to give them autonomy and independence [73]; therefore, mobility that includes movement by private cars, public transport, wheelchairs and walking (by person itself or using walking sticks or exoskeletons) has become one of the most important areas for AAL solutions [74]. For example, older adults prefer to live as independently as possible at home, but living independently involves many possible risks, such as falling, weakening bodies, memory loss, and wandering that limit mobility and activities [75]. The main objective to be achieved regarding people with disabilities is providing them with an access to information resources and ability to move safely and autonomously in any environment. So far, many environments are not easily accessible for these people by themselves and without a guide [72].
In parallel to the development of AAL systems for the mobility, AC has also entered this domain. Emotional factors and affective states are crucial for enhanced safety and comfort [76] since essential driver abilities and attributes are affected by emotions, including perception and organization of memory, goal generation, evaluation, decision-making, strategic planning, focus and attention, motivation and performance, intentions and communication [77]. Furthermore, the mobility of older adults can be affected by emotional factors, e.g., the fear of getting lost or hurt [78]. Current predictions show that average population’s age is increasing and within 50 years one-third of the population in regions like Japan, Europe, China, and North America, will be over 60 years old [24]. Therefore, a great number of drivers will be older adults in the future.
Aggressiveness and anger are emotional states that extremely influence driving behavior and increase the risk of causing an accident [77]. As reported in a literature, aggressive or angry behaviors may occur in people with Alzheimer’s or other with dementias quite easily [79]. Furthermore, aging has been found to have negative effects on dual-task performance and older drivers present declines in information processing and driving performance [24]. Even healthy people can experience a wide range of emotions during driving, e.g., stress (caused by rush hour traffic congestion), confusion (caused by confusing road signs), nervousness or fear (e.g., for novice drivers), sadness (caused by negative event), etc. [77]. While driving, these emotions can have very harmful effects on the road, or even cause death. For instance, anger can lead to sudden driving reactions, often involving car accidents. Sadness or an excess of joy can lead to a loss of attention [80]. Considering the great responsibility, a driver has for his/her passengers, other road users, and her- or himself, as well as the fact that steering a car is an activity where even the smallest disturbance potentially has grave repercussions, keeping the driver in an emotional state that is the most suited for a driving is of enormous importance. Too low level of activation (e.g., resulting from emotional states like sadness or fatigue) also leads to reduced attention as well as prolonged reaction time and therefore lowers driving performance. In general, loss of mobility as a consequence of any illnesses puts people at an increased risk of social isolation and lower levels of physical activity [81].
By analyzing existing AAL solutions related to mobility and AC, it is possible to distinguish at least three application categories: intelligent solutions for walking, virtual environments for driving, and systems leading to affect-aware cars. All the mentioned categories and examples will be discussed further.
A support during the walking is of particular importance for older adults, people having problems with vision or movement in general. Currently, several developments (including robotic solutions and mobile applications) have been proposed to provide walking assistance or motivate people to go out and do physical activities. In [82], the Elderly-assistant & Walking-assistant robot has been described which is able to determine an intention of a user and identify a walking-mode. Its purpose is to provide physical support and walking assistance for older adults to meet their needs for walking autonomy, friendliness, and security [83].
For example, iWalkActive has been developed [84] to offer people a highly innovative, attractive and open walker platform that greatly improves a user’s mobility in an enjoyable and motivating way at the same time supporting physical activities that are either impossible or very difficult to perform with traditional non-motorized walkers, e.g., rollators. iWalkActive offers community services such as recording, sharing and rating walking routes, thus proving a possibility to stay socially connected.
DALi (Devices for Assisted Living) project was aimed at developing a semi-autonomous, intelligent mobility aid for older adults, which supports navigation in crowded and unstructured environments, i.e., public urban places such as shopping malls, airports, and hospitals [85]. This project takes into account also psychological and socio-emotional needs of older users, including self-consciousness, pride, and fear of embarrassment because older adults are more focused on achieving emotional goals compared to younger adults. Thus, this project focuses on emotional benefits achieved by improving a sense of safety and reducing the fear of falling. The use of the DALi also leads to the renewal of confidence and contribute to a belief in mastery [85].
Eyewalker project targets the development of an independent solution that can be simply clipped on a rollator [86]. Eyewalker involves the determination of a user’s emotional state based on movement analysis since gait itself provides relevant information about a person’s affective state. For the emotion detection, an acceleration data is analyzed.
Besides already mentioned physical solutions, various mobile or software applications have been developed focused on a facilitation of physical activities, including walking since regular walking is beneficial for enhancing mental health, for example, reducing physical symptoms and anxiety associated with minor stress. Ambient Walk is a mobile application that aims to explore how ambient sound generated by walking and meditative breathing, and the practice itself impacts user’s affective states [87]. Ambient Walk is designed to use audio-visual interaction as an interventional medium that provides novel means to foster mindfulness and relaxation. A similar mobile application has been proposed in [88]. This mobile tool supports mindful walking to reduce stress and to target such diseases as diabetes or depression. It is a mobile personalized tool that senses the walking speed and provides haptic feedback.
Next category regarding developed AAL mobility solutions includes various virtual environments (e.g., driving simulators) aimed at analyzing emotions during the driving process [89]. For example, young adults with autism have difficulties in learning safe driving skills. Furthermore, they demonstrate unsafe gaze patterns and higher levels of anxiety [90]. One of such virtual reality-based environments has been described in [91]. Environment operating as a driving simulator integrates electroencephalogram sensor, eye tracker and physiological data acquisition system for the recognition of several affective states and the mental workload of autistic individuals when they performed driving tasks. Based on acquired affective data, interventions of the system are adapted to keep users in a flow state. A similar solution called Driving Simulator has been designed to elicit driving related emotions and states, i.e., panic, fear, frustration, anger, boredom, and sleepiness [92]. Detection of mentioned affective states is carried out based on the analysis of various physiological body signals (GSR, temperature, and heart rate). Emotional Car simulator described in [80] has been developed with an aim to control and reduce the negative impact of emotions during the driving. The simulator can capture physiological data through EEG systems and recognize such affective states as excitement, engagement, boredom, meditation, and frustration. Besides emotion recognition, this environment integrates a virtual agent which intervenes to reduce an emotional impact so that a driver can return to a neutral emotion.
Another area where mobility will be improved in the near future is the use of autonomous cars. As such cars will not require attention from a driver, their use by older users or people with disabilities will be facilitated [74]. Therefore, researchers have been working on various solutions which can be integrated into a car to make it affect-aware. An extensive work has been done in the direction of car-voice integration since speech is a powerful carrier of emotional information [93]. This is also due to the fact that speech-controlled systems are already integrated into existing cars. Besides emotion recognition from voice, this process can be carried out based on other modalities, e.g., facial expressions and/or body posture [95], physiological signals [96], and even driving style [77]. However, the best way how a car can respond to the emotional state of a driver is through the voice. An appropriate voice response can be provided in terms of words used, presentation of a message by stressing particular words in the message and speaking in an appropriate emotional state [93]. Adapting a personality of an automated in-car assistant to a mood of a driver can also be important. A badly synthesized voice or an overly friendly, notoriously the same voice is likely to annoy the driver which soon would lead to distraction. Therefore, as an important adaptation strategy, matching in-car voice with the driver’s emotion is beneficial [77]. A solution called Voice User Help has been implemented and described in [24]. It is a smart voice-operated system that utilizes natural language understanding and emotional adaptive interfaces to assist drivers when looking for vehicle information with minimal effect on their driving performance. Additionally, the system presents an opportunity for older adult drivers to reduce the learning curve of new in-vehicle technologies and improve efficiency. In parallel to the speech recognition engine, an emotion recognition engine estimates the current emotional state of the user (e.g., angry, annoyed, joyful, happy, confused, bored, neutral) based on prosodic cues. Later, this information is used by a dialog manager to modify its responses.
Another research related to emotionally responsive cars has been proposed in [76]. A car can detect abnormal levels of stress and use this information to automatically adapt its interactions with a driver and increase individual and social awareness. Thus, the car is able to help the driver to better manage stress through adaptive music, calming temperature, corrective headlights, an empathetic voice of GPS, etc.
3.4 Emotions as Part of AAL in Healthcare
One of the primary applications for AAL systems is healthcare so it is not a surprise that there exists a remarkable number of various solutions. The overall benefits of using technology in healthcare include increased accessibility and cost-effectiveness, exclusion of human factor from the treatment (including infinite patience, diminishing variability) as well as tailoring communication to users’ needs [97].
Healthcare applications are intended not only to take care of older adults or people with disabilities but also to monitor users with chronic health conditions [98, 99]. Besides, healthcare in AAL systems is related not only to maintaining physical health but also to nurturing mental health. For this reason, it is closely related to cyberpsychology – a research area that has originated in psychology and focuses on treating and preventing mental illnesses through technology [97].
Specifically, some of the developments have been proven to increase the safety of older adults [100], improve the mental safety of chronic patients [101] and to enhance the quality of life for autistic children via accurately recognizing their emotions [102]. Healthcare applications also help to prevent habits that may lead to health problems in the future, such as overeating [103] and excessive drinking [104].
One can easily see that emotions have a crucial role in healthcare applications. Emotions are related to both causes and curing of physiological and mental illnesses [97] thus manipulations with a person’s emotional state can help with preventing illnesses as well as in the treatment of health problems.
Researchers have found that emotional responses towards various emotion elicitors can mitigate or enhance stress-related conditions. One example of physical disease prevention is Cardiac Defence Response detection which is a health risk that is not associated with dangerous stimuli. In [105], an algorithm has been designed for automatic recognition of such condition; it can help a patient to self-regulate as well as it notifies medical staff of the user’s health state. Physical diseases are particularly closely related to emotions when dealing with older adults and yet it is one of the groups that are susceptible towards depression; for this reason, a solution called a SENTIENT has been developed [106]. It monitors a user with the aim to detect negative or positive emotional valence in real-time thus enabling detecting and curing depression at its early stages.
As mentioned before, detection of affective state can also help with a treatment which in case of AAL systems can mean one of two things, i.e., there are two types of systems interventions in case of problems: in one case, system monitors a user and if abnormality is detected, calls caretaker, in the other system intervenes itself [97]. In case of life-threatening conditions, it is crucial for a system’s communication with caretakers to be failsafe; for this reason, researchers look for such solutions both from abnormality detection and messaging [107] perspectives. Abnormality detection is closely related to how well a system can detect user’s emotional states which is why several sensor data fusion solutions have been developed (see, e.g. [108] where a method to fuse image and sound have been invented). A question of sensors used in AAL systems is still open since they need, on one hand, to be unobtrusive, and on the other hand, informative enough. For this reason, wearable sensors and mobile phones are often used (see, e.g., [109]).
A system can intervene with the user itself and try to help in various ways. One such way is through changing conditions, e.g., switching on the light at night when distress is noticed [110]. In [111], based on pitch and speed while talking on the phone, depressive and manic states of patients suffering from bipolar disorder have been detected which then can be used for a treatment. Emotion detection and analysis can also be used not only with an aim to detect existing emotional state of a user but also to predict and automatically analyze behavior of involved humans [112].
While there are a lot of systems that monitor and analyze user’s states, the vast majority of them contact human caretakers once the intervention is needed. A current trend in the health applications is moving towards ubiquitous healthcare which means monitoring patients in all environments [107]. One such novel approach is monitoring older adults via the community [113]. Another promising research direction is personalization of a treatment for similar diseases [114].
4 Analysis of Affective Requirements for AAL Application Domains
As it was described in Sect. 2, four basic affective processes (emotion recognition, affect calculation consisting of emotion generation and emotion mapping on cognition and behavior, as well as emotion expression) can be fulfilled by an affective component, a unit or a system. The main goal of this section is to provide analysis and summary of previously considered AAL systems in terms of mentioned processes.
In general, the relationship between previously analyzed AAL application domains and all four affective processes is represented in Table 1. If the specific affective process is of high importance and should be included in the development of AAL systems as a functional requirement then it is depicted with black color. If not all solutions of the specific AAL application domain require the corresponding functionality then dark grey color is used (medium importance). Light grey color represents cases when the process is not essential to ensure the intended functionality of the AAL system (low importance).Table 1.The relationship between affective processes and AAL application domains.
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Education.
Emotion recognition and creation of a user model is an essential task of AAL systems targeting provision of educational activities since reasoning about learner’s emotions and adaptation of a system’s behavior (including emotion expressions of the system itself) is further required as a feedback. As an example, previously described IROMEC robot can be mentioned. It carries out user modeling (models child’s abilities and emotions) and accordingly adapts itself and provides personalized feedback. In general, emotion recognition is carried out through various modalities. The most popular one, of course, is the identification of facial expressions via cameras because it is considered a non-intrusive method. However, intrusive approaches (for example, analysis of physiological data) are applied as well for emotion recognition purposes.

If we return to affective processes, in particular, to emotion generation, then for AAL applications aimed at teaching specific knowledge or skills for a short-term period it is not of particular importance to actually “feel” or generate emotions based on system’s own emotion model. It can be just an imitation of emotions (e.g., feeling empathy towards learners) as predefined reactions to learner’s emotions, actions and/or learning outcomes in order to increase system’s (or pedagogical agent’s) believability and gain learners’ trust. Thus, there is no need to generate further changes in the system’s rational processes and/or behavior according to felt system’s emotions.
The Social Interaction.
A significant amount of effort has been dedicated to emotion recognition. Particularly, a challenge for social robots is emotion identification outside of the laboratory, i.e., “in the wild”. While the most social robots recognize user’s emotions from the camera, several use audio signals and body postures as well. In general, emotion recognition in AAL environment does not differ from emotion recognition that is being done away from a computer. A more interesting task is user modeling which is crucial for adapting to a user and forming a long-term friendship. While user modeling is also one of the key factors for education and healthcare, for companions it is especially crucial to develop long-term affective models, structures about a user, his interests and user’s affective attitudes towards various things.

Emotion expression is also very important for companions from two aspects: first, emotional expressions should be clearly understandable for a user; secondly, they should be socially appropriate. Expressivity, in general, is much-researched topic that has resulted in the aforementioned robot Leonardo as well as other developments.
An affective ability that differs social interaction from other areas is the necessity for the calculation of a system’s internal affective states, including emotion generation and mapping on cognition and behavior. Such approach allows the system to be more believable over a long time since emotional displays and emotion influence on behavior is the key to affection formation and life illusion (i.e. belief that the artificial companion is actually alive).
Mobility.
Regarding mobility and transportation in general, there can be various options depending on a system’s specificity. If the solution is aimed at supporting just a walking then there is no need for the emotion integration, however, if some form of interaction is involved then emotion inclusion can become an essential task.

In case of walking assistants, emotion recognition as a system’s capability not always is required since most of these developments aim to promote positive emotional outcomes (e.g., reducing the fear of getting lost) through specific actions (for example, the DALi project). The most important would be a creation of a user profile according to which a system would adapt its actions targeting emotional benefits.
If the aim is a long-term interaction and/or communication which could be the case of affect-sensitive cars, then recognition of user’s emotions and generation of appropriate emotional responses for an in-car assistant via voice or facial expressions may be required. However, behavior and rational thinking of such systems should not submit to emotions since this can lead to negative outcomes, for example, car accidents, injuries, etc.
Currently, a great amount of work is already devoted to the emotion recognition from driver’s voice since many cars use voice analysis and speech recognition services. Therefore, a possibility to acquire affective data in many cases is already integrated into cars only analysis of the collected data in the context of emotions should be applied. Regarding this issue, results of studies and experiments carried out with driving simulators can be used as well to analyze driver’s emotions in particular situations with an aim to create corresponding drivers’ profiles.
Healthcare.
When it comes to the affect integration into healthcare applications, the largest amount of research and practical studies has been linked to affect recognition. It is a logical consequence of field specifics: accurate affective state recognition underlies the entire chain of procedures that healthcare applications carry out. However, emotion recognition is not the only thing in the center of attention. User modeling and possibly forecasting his or her emotional reactions and consequently the behavior is of uttermost importance. Accurate and personalized user models would enable more precise detection of affective state and consequently would lead to more accurate evaluation of user’s health condition.

In the healthcare, similarly as in educational systems it is not needed for a system to have its own affective state but rather system should be able to tailor the affective reaction for achieving particular emotion from a user. System’s reasoning and decision-making processes, as can be seen from existing research, closely interact with user’s emotions, monitoring and forecasting them as well as adjusting system’s behavior.
Finally, some emotion expression capacities might be needed if a system performs interventions when required. In this case, functions of a healthcare system are merged with companionship functions so the system might need affective abilities vital for companions.
5 Conclusions
The chapter discusses a need of integration of AC approaches and methods in the context of AAL systems to improve their functionality in terms of rational decision making and enhancement of social interaction with people requiring the use of these systems. Four basic emotional processes forming general affective system framework have been described and analysis of various AAL systems application areas (i.e., education, social interaction, mobility, and healthcare) have been done to identify current capabilities of AAL systems in terms of listed processes.
Overall, it can be concluded that the existence of truly affective AAL system is not in the far future – separate parts of such systems already exist. Emotion detection is the most studied process in AC, therefore, various methods and algorithms have been developed which can be applied in the development of AAL systems. The analyzed AAL areas are closely merged together; it can be clearly seen that one system can have multiple functions.
Processes related to system’s emotion expression can be considered as a second most developed direction not only in AC but also in the field of AAL. Many researchers are working towards intelligent and expressive social agents which display believable behavior and can be used as personal assistants, teachers, companions, etc. In many cases, such agents represent a system itself and carry out most of the system’s functions aimed at direct interaction with a user, thus improving system’s communicative abilities.
The research focused on affect generation and consequently – the system’s endowment with abilities to “feel” emotions already exists, although it is at the very beginning of its development. Currently, most part of AAL systems just imitates abilities to “feel” emotions by using predefined emotion and/or behavior patterns as responses to user’s emotions. However, one direction where “feeling” real emotions is of primary interest, is companionship and long-term social interaction. While in some areas, such as healthcare, the system’s dependency on its own emotions can be unnecessary or even dangerous, in the social interaction “emotional glitches”, e.g., being offended, can make companion more believable and life-like. It can be concluded that this is one of future research directions.
Another trend that is closely related to the future of AAL is personalization – personal services and personal communication with a user. This means that there is a need to store not only “rational” data, such as health condition, but also affective data and attitudes of a user – which puts various user modeling techniques (including machine learning) as a top-interest research.
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Abstract
We describe herein the problem of providing the most cost efficient and effective ways of supporting mental wellbeing as well as methods for physical and mental rehabilitation for elderly at home including a recovery from accidents, particularly concentrating on those impacting brain activities, such as aging-related dementia and stroke, illnesses with very high socio-economic influence. Technologies built in several EU funded projects, e.g. FP7-ICT-StrokeBack, FP7-ICT-ARMOR, Artemis-CHIRON, FP7-SEC-AF3 and other ones, are suitable also for other kinds of health issues, such as recovery from injuries, restoring mobility etc. A common part is stimulating engagement through entertainment, rivalry and “real feeling” of gaming environment, motivating compliance with rehabilitation rules. The automated home system combining progress in ICT and applied clinical know-how allows patients, their direct care providers and family to back the effective use of rehabilitation procedures in their familiar home surroundings instead of unfriendly clinical settings. Our system integrates a set of state of art technologies ranging from augmented/virtual reality gaming, merged with immersive user interfaces for providing mixed reality exercise setting, innovative embedded micro sensor devices with improved power autonomy through use of the newest Bluetooth Smart communication transceivers, combined together into a Personal Health Record (PHR) system supporting the delivery of individual, patient-centred e-health services both at home, at hospital or when mobile. The use of mixed-reality systems, merging interactive virtual components with realistic settings of patient’s home, is linked with multi-modal user interfaces stimulating operation of his/her body to accomplish the objective of the exercise, while self-motivation is inspired by rivalry with oneself and other people. This gears to achieving better individual’s contribution to rehabilitation procedure, leading to attaining meaningfully quicker regaining of one’s earlier abilities. The physiological data is combined with and related to the detected body motion sensing using novel feature extraction and classification procedures handled within a wearable unit, to determine the precision of performed workouts. By using physical intervention only when essential, this disregards expensive human involvement and thus significantly decreases related expenses of Public Health Care services.
We start with describing the motivation and needs for such system in Sect. 2, which gives raise to deriving system specifications and architecture as described in Sect. 3. In following Sects. 4 and 5 we described specific technologies developed in our projects, namely Mixed-Reality Rehabilitation Training System integrated into a Personal Health Record (PHR) platform. We then provide the overview of the overall system integrated into a portable unit in Sect. 6, concluding with report on evaluations with users in Sect. 7.
1 Motivation and Objectives
The Public Health Care devotes more than 3% of their whole healthcare spending for dealing with effects of brain associated diseases among diverse countries in Europe and USA. The usual retirement age and life expectation has increased over recent years, whereas risk of evolving mental issues have raised to almost 40–50% of population in and over the retiring age. Investigations show that expenses of long-term care have raised from 13% to 49% of average global expenses over recent years. Hence, creating an effective policy for sustaining mental wellbeing, providing continuing care and rehabilitation approach for people at risk, actively engaging patients in this process, at the same time lowering expensive human involvement turn out to be a matter of urgency.
The pervasiveness of getting old in the European civilizations is projected to lead to enlarged population suffering from mental illnesses, where peak risk of dementia may reach almost 40% of the retired population and a raising risk of strokes for elderly. For instance, [2] forecasts that the total stroke patients in Hessen (Germany); may rise from 20,846 in 2005 to over 35,000 in 2050 that equals a surge of near 70% during the next four decades. The German Aerztezeitung forecasts a growth of more than 2.5 times, meaning a vast burden on expenditure of healthcare organisations. The consequence on healthcare could be even more important as the present tendency shows a ratio of young and healthy peoples to elderly folks also lowers, such that the casual care price could be reducing and thus directly pointing to raised direct healthcare expenses. This could become a weight for economies.
Consequently, there is a serious need for improving medical care, specifically at home, engaging elderly into their care process for accomplishing best result in terms of both medical care and quality of life. Furthermore, the results of individual strokes have significant effect on our society too. The entire expense of stroke care within EU has been estimated over 38 billion euros in 2006. This amount involved healthcare expenses (about 49% of entire cost), production loss due to incapacity and deaths (23% whole cost) and casual care charges (29% of whole cost).
Our work targets both of the mentioned difficulties. The target was to develop a telemedicine system that would provide medical recuperation at home for elderly with negligible human involvement. Using StrokeBack services, elderly could perform therapy at their home, a place where they feel emotionally more comfortable than at clinics. Furthermore, interactions with physiotherapists could be reduced thus reducing costs of medical care. By helping in appropriately performing the physiotherapy with automatic guidance enhanced by suitable medical data and overseen by professionals only when necessary, we intended to stimulate elderly to train more and more efficiently than it is likely nowadays. Henceforth, we aimed to improve the speed of rehabilitation, as well as the quality of life for the elderly, at the same time reducing overall costs of healthcare. The system has been accompanied with a Patient Health Record (PHR), in which exercise parameters and important patient data would be stored. Therefore, the PHR delivers all essential medical info that rehabilitation professionals might require to assess success of the rehabilitation exercises, for example to presume links between chosen trainings and rehabilitation results for various people. Also, to assess a general patient wellbeing. Moreover, PHR is used to offer mid-term feedback to patients, such as speed and effect of therapy related to usual and recent progress, thus maintaining high motivation.
We intended to improve keeping mental fitness and where mental illness develops, speeding up a recovery in case of stroke and reducing progress of age-related mental degradation for elderly living alone. We expected a twofold advantage from using our system. Most people feel emotionally healthier in their familiar home setting rather than in hospices while recovery speed is much faster. Moreover, we intended to exploit an improved enthusiasm of elderly during training with tools resembling game consoles. An ability to perform workouts without supervision by physiotherapists benefits the reduction of medical expenses by lowering costly human interaction time. Nowadays, amount of time needed for conducting occupational (means therapeutic) and physiotherapeutic sessions are constrained by costs for patient’s lodging, transportation for therapists visiting patients’ homes. Our objective is to provide new technological capabilities and service assemblies for enabling elderly to improve their wellbeing through increase of the amount of exercises.
Over recent years game consoles attracted much attention when used for rehabilitation trainings. Articles prove achieving significant improvement in speeding up rehabilitation process and mostly being an incentive for patients [1, 2, 14, 26]. We target mostly elderly people at early phases of cerebral decay, supporting them with initial therapy whereas empowering also more affected ones to benefit from using our specialist care services too. We designed our services with clinical use in mind with aim to be adjustable to ones’ capabilities (patient-oriented). This could be used both by hemiplegic and paretic persons, as well as those using wheelchairs. This way we intended to decrease the time, static therapy and treatment process, allowing elderly to maintain conducting their normal life for as long as possible.
The concept of the described system centres on patients treated as subjects of the recovery process (Fig. 1), based on a proven premise that elderly feel more comfortable at home. It is known that people in general train more and better within stimulating surroundings. A person follows more instructions from a therapist. They can exercise at home and the system oversees their workout, providing feedback in real time if they execute them properly or not. The system saves results and core physiological data, which is then examined by medical professionals to evaluate ones’ progress. The elderly may get immediate response about their individual condition. To guarantee correct guidance, therapists also receive information from the PHR about patient progress to be able to assess the recovery and decide if to use alternative training exercises, being introduced to one’s training regime.[image: ../images/477428_1_En_8_Chapter/477428_1_En_8_Fig1_HTML.png]
Fig. 1.The overall architecture of the foreseen therapy system



For remote therapy training at gold standard, that is as good as during face-to-face exercise with therapists, advanced sensor body area networks (BAN) were employed. The BAN worn by elderly supports continuous supervision of elderly’s movement and main body measurements. The objective is to check and save patients’ condition such that they can regularly, train autonomously without instructions from therapists. Using appropriate sensors, we can assume to detect also undesirable extra actions. Elderly may wear sensors during a whole day that permits professionals to relate ones’ daily activities with accurate required patterns defined by trainings. To ease system configuration, we only use and assess self-learning algorithms for analysing exercises, that is the system learns correct actions (patient movements) during training as they are performed under supervision of the training therapist. Such algorithms are based on the record of “correct” body motions performed by therapist during the learning process, while correctness of performing exercises is determined by assessing a match between the patient’s body movements and previously recorded training data.
A typical scenario is when the therapist needs to care for an elderly person once a week just to assess the effectiveness of the therapy, to examine the outcomes of last training using recorded info and to change the regime if required. Additionally, therapists may need to teach new movements and arrange a new training plan. This way, we aim to improve a therapy effectiveness at home. Our objective is also to assess a viability and needs for making use of electronic PHR for recording and documenting one’s condition as well as to remotely follow up on the training, for example by the visiting physician. This contains the data captured during training workouts and during everyday activities. Such an information is kept in database and can then be examined by medical experts. The assessment may be exploited for determining actual effects of personal training. Such an advice may be beneficial for choosing training plans for other persons, for reviewing efficiency of training for given groups of people etc. Physiological data could be helpful in assessing one’s condition and could help in examining chances of future events.
2 Specifications and Architecture
Many articles have been published from user point of view about home-based rehabilitation systems. When building such a system for elderly suffering from age-caused cerebral problems, it is important to consider how to promote them to such target audience, developing and evaluating home training platforms, form of user interface, types of wearable sensors and a feasibility of the home-based therapy technologies. User needs and requirements, sensor accessories and usability constraints have been identified through interviews with target user groups including a total of 16 physiotherapists, 39 patients and 13 care takers. Consultations have been done with new volunteers and some experienced ones, who were already familiar with the system and could suggest new features. The first system prototype was evaluated with 5 therapists and 4 patients who had used the system over the period of two-weeks. Clinical requirements were assessed based on responses to a postal investigation from 28 therapists. The subsequent version has been evaluated on 8 patients. The result of this investigation was that home-based therapy needs to:	Supplement a therapy – patients did not like it as alternative type of therapy

	not to be focussed on one “type of rehabilitation”

	be adaptable to personal needs as no two people are the same

	be simple and small to use, flexible to fit personal requirements of one’s home

	anticipate problems with memory, awareness, language, understanding info and losses of attention linked with old-age dementia

	provide response on outcome of therapy, even if progress may be slow





The developed system comprises two components:	1.“Expert clinical system” installed at the clinic, although it might be portable as well. This might require technicians with expert clinical knowledge to set it up to fit the needs of a particular patient.

 

	2.“Home system” significantly less complex and easier to use, permitting to be installed and configured by anyone, such as family or care takers.

 





Our system was produced and its performance evaluated on the subset of ‘Wolf Motor Function Test’ (WMFT). The actions involved a variety of skill levels and practical activities. The system produced extra impairment information such as: spasticity versus stiffness, motor control, rapidity, smoothness of movements, repeatability, fatigue and endurance, as well as the effort put in. The essential assumption was for the expert system to evolve into an analytic tool for recognition of core impairments, flagged through study of data created during execution of common activities. It incorporates a BAN of wearable physiological and activity checking sensors with objective to gather rich and highly useful data for real time data examination. Real-time advice and power autonomy were not critical at the time. The essential objective of a home-based system was usability as crucial to ensuring user compliance with prescribed therapies. It was anticipated to be as small as possible and employ only the most necessary set of sensors permitting elderly to easily interact with it. Here the power consumption was critical, similarly to real-time data examination and display. It included immersive user interfaces such as Leap Motion [4], MS Kinect [3], EEG from Emotiv [5] and others, integrated with many virtual and augmentation technologies to allow fully immersive gaming experience, through e.g. supported Smart 3D TVs, 3D projectors and AR/VR visors (Fig. 2).[image: ../images/477428_1_En_8_Chapter/477428_1_En_8_Fig2_HTML.png]
Fig. 2.Physical composition of a gaming sub-system



There is a general resistance observed among elderly to using technologies on their bodies, to some level accepted when part of the medical process. The highest problem with acceptance is when it comes to visors, especially closed Virtual Reality ones. In many cases users accept such technologies when used of short periods of time and being part of a routine medical examination and/or a test, but they tend to avoid using it alone when performing training at home. On the other hand, open Augmented Reality glasses, though generally more expensive, are more accepted by elderly since they resemble more standard prescription glasses. In such cases acceptance and compliance with prescribed exercise regimes is much higher.
A generic architecture of the rehabilitation system is presented in Fig. 3. It shows a Patient Module installed at home and offering remote physiological supervision of one’s health signs, running therapeutical games and offering a full integration with the online PHR service used as a database for sharing information among the elderly and their leading physician(s).[image: ../images/477428_1_En_8_Chapter/477428_1_En_8_Fig3_HTML.png]
Fig. 3.Overall rehabilitation system architecture



The architecture has been aimed to support also use of mobile devices such as tablets, smartphones, portables etc. We developed an inexpensive combined gaming solution suitable both for full-body and near-field trainings. The clinician sub-system offers link to back-office PHR database for continuous supervision of patients’ wellbeing. Current version combined two sections, both including Kinect and Leap Motion depth sensor (refer to Sect. 6 for more details). One set of sensors is integrated into the horizontal table and is aimed for tracking the use of physical objects and another one is built into a vertical section for tracing body movements. Two displays have been used, a horizontal one for physical objects and a vertical one for displaying conventional board games controlled either through Kinect sensor or other user interfaces. A progress of therapy and other relevant physical information, such as audio-visual teleconferencing, are supported as required. Back-office services were open-source based platforms like Open EMR [6] services.
Eventually, all those services have been migrated to intLIFE core PHR service platform from Intracom Telecom. The overall gaming platform used a client-server approach composed of a repository for games and serving them directly from the PHR server, in such a way greatly reducing load on client devices. This permitted us both to execute games on common everyday devices such as Smart TVs or Smartphones, at the same time allowing to maintain the most recent versions of games with no need for updating them on client devices. Still, as with all network connected system, one needs to expect that connection among networked devices may not always be sustained. Therefore, we have anticipated two operational scenarios in our system: one when network is persistent and another one when it is not (Fig. 4). In the former case when the network is continuously available, the server is built into a home gateway, while the client device was a game unit including a game server (repository of games and results for each user) operates remotely from the same physical server as the one hosting PHR services. The home unit did not need to bother about updating games to their latest versions or managing game results. Nevertheless, when network may or may not be available at all times, the game server needs to be hosted locally on a home gateway, together with the Kinect Server. In the first case, the game server can be operated remotely. In the second scenario, the server could be run locally and use games downloaded earlier. Similarly, physical data and game results can be either uploaded on the fly or stored locally and uploaded as soon as the network connectivity is re-established.[image: ../images/477428_1_En_8_Chapter/477428_1_En_8_Fig4_HTML.png]
Fig. 4.Online & offline use of Kinect Server for “game” management



An expert system has been designed to be working in a controlled environment under the supervision of a physiotherapist, or other suitably competent clinician, trained in its use. This will normally take place at a medical centre though it might be used in a home environment too if suitable personnel are present. The expert system consists of a range of body-worn wireless sensors (sensor BAN) and a Motion Capture (MoCap) system using depth sensing devices (Kinect or ASUS [7]) deployed on a PC. A choice of sensors includes kinematic sensor units (containing tri-axial accelerometers, tri-axial gyroscopes and tri-axial magnetometers. When combined they give 9 degrees of freedom of measurements). Electromyography (EMG) sensors monitor muscle motion in biceps and triceps, while electrocardiograph (ECG) sensors monitor the heart rate. A kinetic sensor unit are positioned both on forearms just above the wrist and on upper arms just above the elbow as well as on the sternum. The motion capture module is used to trace patients as they complete given tasks and exercises, whereas video records are used as qualitative measures of the progress of patient’s therapy. Suitable ways to secure and achieve repeatability of sensor placement on the body was investigated during research phase as well as possible effects of sensor orientation and misalignment.
Evaluations with expert system starts with a face-to-face discussion of the patient with a clinician. Based on this, clinician can assess patient’s level of impairment, while the patient informs the clinician about their personal expectations from rehabilitation training. Such a process allows the clinician to choose a range of upper limb training tasks and exercises that might be most suitable for a particular patient. Then measurement phase starts with a patient stimulated to complete a set of exercises and training tasks selected from the WMFT database that have been explicitly selected by clinicians to for the patient’s needs and apparent abilities.
A motion capture system keeps a history of patient’s actions during trainings. Via appropriate signal processing, a motion capture system produces temporal and spatial-kinetic data, such as limb placement in space, limb velocity and acceleration, joint angles and time required to complete particular tasks. Hence, motion capture system could be perceived as a ‘standard’ against which the data resulting from other sensors could be compared with. During the training, physiological data from body-worn wireless sensors is transmitted to server PC in real-time and processed in two different ways. Raw sensor data is converted into 3-dimensional spatial info that can be immediately compared against data generated from motion capture unit. With depth-based sensing and taking advantage of extra information from wearable Shimmer accelerometers, body motion sensing accuracy of movements with centimetre accuracies can be practically achieved from a distance of 2–3 m. Subsequent data processing approach includes looking for patterns in the sensor data, which shows a high correlation with expected actions of the upper limb or specific training tasks that are performed. Home-based system uses such a data as templates for determining if such actions are performed by patients as part of their everyday activities. Other features are also used as indexes for assessing progress and effectiveness of the training, e.g. including calculation of energy spending out of EMG data or assessing metabolic rate out of ECG data. A clinician can judge patients’ condition when they perform prescribed training and make professional judgement of the patient state according to the WMFT scoring scheme. Such a score is sent to PHR database. All raw data gathered by body-worn wireless sensors and motion capture unit, including processed data are saved in PHR as well [8, 14].
Subsequent visits to leading physicians may re-assess patient’s performance for the prescribed set of training tasks out of the WMFT, permitting a long-term assessment of the progress of rehabilitation to be determined with clinical reliability, in our case corresponding to measure of progress of rehabilitation as determined by physiotherapists though classical set of training exercises. Since home-based systems are needed to be used without professional involvement, they may be less complex than expert ones and use less sensors. For example, EMG and ECG sensors may not be incorporated into home-based BAN. Ease of use is most important as such a system needs to be run exclusively by patients, with a support of their carers or family members.
3 Mixed-Reality Training System
The core idea of the telemedicine platform for supporting clinical training at home for elderly people with negligible professional support has been supplemented with a Patient Health Record (PHR) platform where training data, vital physiological and personal data of the patients were stored. Thus, the PHR offered required medical and personal info about the patient, which rehabilitators might require for evaluating effectiveness and progress of the training. This means to assess the relation between chosen exercises and speed of rehabilitation for various persons and to determine their overall wellbeing. The PHR could be employed to inform patients about their mid-term performance e.g. her/his, speed of rehabilitation as compared to a clinical one involving visits to physiotherapists, including their progress over last day/weeks, thus keeping patients’ enthusiasm high.
Benefits we expected from our method is twofold, since most people feel emotionally easier training in their familiar environment, this improves and speeds up their rehabilitation. Moreover, focusing on exercising with tools resembling game consoles, we are able to maintain patients’ motivation. A proposed notion puts patients into a centre of the training procedure, exploiting the fact that people feel more comfortable at home. It has been proven that patients exercise more when training is linked with attractive atmospheres [1]. Firstly, elderly may learn physical training exercises from therapists at care centres. Subsequently, patients can train at home while the system monitors their progress and provides real-time response if they perform their exercises correctly or not. Furthermore, recorded results of the training and vital parameters of the patient are readily available to physicians. Such a data may be then analysed for assessing patient’s progress and determine the level of recovery. Patients can also obtain midterm feedback about their individual recovery process. To warrant suitable supervision, therapists get information from the PHR allowing them to assess progress of recovery allowing them to decide if other types of exercises may need to be introduced into the patient’s training schedule.
3.1 Game-Based Training System
Using virtual, augmented and mixed-reality immersive systems for training at home unlocks an attractive path to improving several adverse effects happening due to brain traumas. Such comprise assisting in a recovery of motor skills, limb-eye coordination, orientation in space, daily routines etc. Exercises can vary from simple goal-oriented limb moves intended to achieve a specific goal (e.g. to put a coffee cup on a table), improving decreased motor skills (e.g. simulated driving), and many other ones. In order to boost effectiveness of training exercises, cutting-edge haptic user interfaces have been produced, permitting a direct body stimulus and using physical items inside of the virtual environments, complementing visual stimulus.
Immersive interfaces have quickly found to be attractive for remote home-based training, both performed independently and remotely supervised by therapists. Dependent on physical interfaces, several training approaches are possible. User interfaces like Cyber Glove [10] or Rutgers RMII Master [11] permit a handover of patient’s limb moves to virtual gaming environments. They use pressure-sensing servos, one per finger, integrated with motion sensors. This lets therapists to accomplish a range of motions with variable speed, fractionation (e.g. moving separate fingers) and strength (through pressure sensors). Games consist of two main classes: physical training (e.g. DigiKey, Power Putty) and practical training (e.g. Peg Board where objects of different shapes and sizes need to be fitted into matching holes or Ball Game requiring manipulation of different balls). Computer monitors the progress of exercises and is used for providing a visual feedback. Cyber Gloves have been used by the Rehabilitation Institute of Chicago [8] for evaluating patterns of finger actions when grasping and for assessing a space of movement for diverse circumstances after stroke. Virtual environments are gradually introduced for practical exercises and simulation of natural surroundings, e.g. home, work, etc. Training types can include simple goal-oriented movements [9] for recovering ability to execute everyday activities.
Modern rehabilitation systems, though taking advantage of the latest immersive technologies appear to focus on proprietary and closed range of exercises, missing comprehensively addressing a complete range of disabilities and providing a all-inclusive set of rehabilitation setups. Use of technologies is also limited and fluctuates from one system to another. Though there are systems of using avatars aimed to provide more intuitive feedback, using many complex wearable devices (as in Fig. 2) might become tiring for users and could reduce an effectiveness of the rehabilitation. In our method we provided novel technologies for body motion tracking that take advantage of the information captured by correlating info from wearable sensors with visual feedback that have been recently available commercially, such as MS Kinect [3], Leap Motion [4] user interfaces, and 3D mixed reality visors.
The developed system provides a full 3D visual and physical feedback via Mixed-Reality interface and visor technologies, putting the user into a training space. Since detecting muscle activity may not be achieved without wearable sensors, IHP GmbH has developed a custom embedded lightweight sensor for short-range wireless communication of most common parameters such as EMG, critical medical signs like ECG, Blood Pressure, heart rate etc. This way, rehabilitation exercises became more intuitive by using exercise templates with feedback displaying level of compliance with prescribed exercises. Therapists are able to prescribe exercises as treatments in the EHR/PHR platform, offering means of correlating data with changes of patient’s condition, improving efficiency of patients’ recovery.
3.2 Body Sensing and User Interfaces
We developed an automated way to automatically track the correctness of performed exercises and be able to compare patient’s body movement against correct ones (templates). Most of the existing methods use complex sets of wearable sensors and/or expensive visual monitoring methods. In our project we investigated modern commercial 3D scanning sensors using IR-LED technologies, such as MS Kinect [3] released in version 2 and recently being commonly phased out by Intel’s RealSense depth cameras [30], Prime Sense [31] and Leap Motion [4] devices. For improved accuracy additional embedded micro sensors can be used, such as gyroscopes (often at a price of a need for frequent position and tilt calibration) as well as more common inertial sensors and accelerometers, detecting changes in speed. Many of such sensors are available on the market. Furthermore, brain wave sensing with devices like EPOC EEG U/I from Emotiv, currently used in our system as user interface, although also beneficial for detecting brain problems such as risk of seizures, while generic sensors devices like Shimmer allow deploying a range of other modalities including electromyographic (EMG) ones used for detecting activity of muscles during training. Bearing in mind their very small sizes (often less than 5 × 5 mm in case of gyros and accelerometers, while sensor boards often smaller than 3 × 4 cm) a development of wireless and very low weight wearable sensors is feasible, able to be energy-autonomous by using energy harvesting techniques.
Monitoring activity of muscles poses a problem with sensing since it has been well known since long ago [26] that EMG represents exertion rather than the result. Therefore, it may be unreliable as an indicator of muscle strength when they get fatigued. As a result, measuring the force, alongside the EMG, is a significant advancement in determining the efficiency of rehabilitation plans and may show that not only the fatigue occurs, but also if the origin of the process is central or peripheral [12]. Standard surface EMG sensing needs precise placing of sensors over target muscles, and so placing them in “smart” clothes for home use could make it simpler for patients to use them and avoid wrong placement of electrodes. Electrode arrays are commonly being developed for sensing and processing of EMG signals and can be used to optimise received signals. Various options have been researched to provide adequately reliable, though economic muscle activity sensing as well. We decided therefore to employ EMG sensors on 2R Shimmer device for development purposes, whereby use a purpose devised sensor from IHP GmbH.
Nevertheless, more types of sensors are needed for providing reliable home care for patients apart of the EMG ones. Novel approaches are required to combine construction nodes in a body sensor network. Commercial systems in existence offer basic info about activity, e.g. movement and direction of speed and postures. Offering reliable info about performance, e.g. corresponding to movement and muscle activity during a specific task and sensing abnormalities, anticipated patterns or small changes related to recovery, needs a higher level of complexity of data acquisition, interpretation and processing. The challenge is to devise and build a unified multi-modal system together with high-level analysis algorithms for extracted signal and data optimisation. The Kinect device shows a potential for being employed as a haptic user interface [23]. It has been used in many earlier projects, with Open Source libraries available for various browsers, like Chrome [13], and demos compatible with Windows 7 and higher [14] platforms. Subsequent versions improved compatibility and performance of Kinect drivers on Windows platforms. Even that Kinect itself has been discontinued, its technology has been transferred to such systems like HoloLens, Cortana, Intel RealSense, Windows Hello biometric facial ID system, as well as context-aware user interfaces. Microsoft tends to suggests users to move to Intel Prime Sensor cameras for using their cloud-powered solutions, based on Project Kinect for Azure, which combines the next generation of Microsoft’s category-defining depth sensor with Azure AI services [32].
Existing body-wearable approaches to acquiring physiological measurements are commonly considered quite adequate though they are frequently bulky and awkward to mount, for example electro-goniometers. They may be also expensive to implement, for example the VIACON camera. Capabilities for being used at home is then quite limited. Consequently, we decided to resolve those disadvantages by:	Expanding the usability of current sensor technologies: for example, by using MEMS accelerometers with wireless capabilities that are readily available on the market for measuring joint angles for upper and lower limbs, thus enabling us to offer low-cost sensors without cabling, optimized with respect to their info-content and spatial position.

	Innovation in sensing procedures thus to lower the number of sensors that needs to be worn on a body, at the same sustaining sufficiently good quality of data received. Since many users have games consoles at home (e.g. Xbox, Nintendo Wii etc.) for family entertainment, they can be also used to host rehabilitation applications. With evolution of home game consoles like Xbox, human body motion will be easily to monitor with low-cost cameras fitted to e.g. Smart TV sets.

	Effortless installation and calibration even by not technically skilled users for home use, making such a solution applicable for home use even for first timers who are care for by untrained family members and/or unskilled caretakers.

	Seamless validation if exercises are done correctly by patients could be based on data captured by Body Area Networks (BAN). Those would be correlated with treatments prescribed for individual medical condition, allowing for determining the effectiveness of patient’s training, if it is negative or positive.





3.3 The Prototype
A prototype system implementation, integrating a range of technologies, such as physiological monitoring with both Shimmer and Ghost sensors, user interfaces for controlling games, not to mention rehabilitation games themselves, built using Unity3D engine. Assembly of individual sub-systems of the “Patients home training place” is shown in Fig. 5, and its placement on a patient in Fig. 6.[image: ../images/477428_1_En_8_Chapter/477428_1_En_8_Fig5_HTML.png]
Fig. 5.Integration of the overall “home” system
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Fig. 6.ECG sensing with Shimmer2R (L) and wearable EEG system (R)



The PTZ-camera used for supervision of the patient during exercises has pan-tilt-zoom capabilities. Considering that very intensive training may in some cases of recovering patients increase a risk of causing traumas, such as stroke or epilepsy, for safety reasons we included an EEG Insight sensor from Emotiv, monitoring the brain waves and searching for “flashes” of activity between two brain spheres, being indicated by our involved physiotherapists as signs of increased risk of pre-event condition (Fig. 7). Such a sensor has an extra benefit to be used as a catchy gaming interface, shifting patient’s perception from its intended use as a preventive sensor to enjoying playing games free-hands using the “power of the mind”. Emotiv offers a Unity3D support, not to mention a more powerful INSIGHT [5] EEG sensor with smaller number of detectors than earlier EPOCH one, 5 + 2 compared to 14 + 2.[image: ../images/477428_1_En_8_Chapter/477428_1_En_8_Fig7_HTML.png]
Fig. 7.Emotiv Insight EEG U/I (a), brain activity mapping with Emotiv (b)



The prototype version uses the Insight EEG sensor for assessing a relationship between the intention to move e.g. a hand and the actual action, in addition to seeking within brain waves for any indications that might indicate risks of approaching stroke as well as being used as a user interface similar to a “mouse”. Correlating with data obtained from EMG sensors allows to detect instances when patient’s brain correctly sends a signal to e.g. move an hand, which could not be executed because of a broken nerve links.
3.3.1 The “Kinect Server”
The primary user interface for controlling rehabilitation games in our system is MS Kinect. We take advantage of its distance sensing capabilities combined with RGB camera, which have shown to be effective both for full body motion tracking (using its skeleton matching algorithm) and for near-field training e.g. for hands and legs. As Kinect had not been originally indented to be used for close range detection and only parts of the bodies being visible, such a skeleton tracing is not effective enough and therefore we developed a custom algorithm for being able to determine reliably movements of arms, hands and fingers, being also able to separate those from the objects behind. This led to building a “Kinect server”, extending available open source algorithms. The application used Open NI drivers for Linux at the beginning, then transcoded to MS Kinect 2 drivers for Windows operating systems. The “Kinect Server” enables connections remotely to MS Kinect device and then making use of the sensor data from a variety of client devices, which have previously not been supported by the MS Kinect SDK. The Kinect Server prototype used initially Open NI drivers for Xbox, later transcoded to more generic drivers provided by Microsoft in Kinect SDK 1.7 and later versions. The Kinect Server based system is composed out of two sub-modules:	Server – requires to run on an operating system supported by MS Kinect drivers. Its role is to receive the data from the Kinect sensor and provide it in a suitable form via network to remote client devices.

	Client – can be installed and executed on ANY device and operating system as long as it offers WEB accessibility with support for Java Scripts. This implies that nearly any device able to access the WEB, such as tablets and smartphones, not to mention Smart TVs, and other devices are therefore natively supported and can take advantage of MS Kinect sensor capabilities.





Range of data and info available from Kinect Server by connected clients includes: RGB feeds, depth maps (both natively offered by Kinect sensor) and a list of detected objects (custom data offered by Kinect Server). Custom options are offered, e.g. ability to limit the area in which objects are detected, permitting applications to remove background objects and be able to focus only on objects of interest (e.g. directly in front and/or closest ones to the sensor). As the sever was built as a generic enabler, additional gesture recognition capability has been offered as well. To enable interoperability with various commercial devices and operating systems, we selected Python for developing our “palm_controls” scripts that are able to detect explicit motions and map those to selected keystrokes and mouse “clicks”.
3.3.2 Embedded Kinect Server (EKS)
The disadvantages of the Kinect sensor related to the lack of seamless compatibility with many Operating Systems, vide range of drivers that are often incompatible with one another, need to be connected to two USB ports on different physical controllers, as well as the requirement to be run-on high-performance workstations, made us to investigate different ways to interact with MS Kinect sensors. Initially we aimed to run our Embedded Kinect Server (EKS) on embedded microcomputers, such as the Raspberry PI [28] or similar ones, thus enabling client devices to run games while taking advantage of data received directly from EKS via local wireless network or Ethernet. This allowed us to “break” the restriction of the physical (wired) connection between the Kinect sensor and the game console, thus allowing 3D sensing capabilities to be available on any networked device.
A range of embedded devices have been examined: from Raspberry PI and eBox 3350 [15], to Panda boards (Fig. 8) [16] and a number of other ones. We discovered though our trials that there was an inherent issue with Kinect’s design existing in all versions, starting from Xbox one to later Windows one. The USB ports could not supply sufficient amount of current and so additional power supply was required. Attempts to increase current supplied by USB ports on Raspberry PI devices, using external powered USB hubs, not to mention other work-arounds, they were all unsuccessful. Until recently, the only embedded platform able to stably operate the Kinect sensor (keeping connectivity and be able to run EKS) was Panda Board. It has been successfully used in our tests to execute the Mario Bros game on various Android operated smartphones and Samsung Smart TVs, which could wirelessly connect to the Kinect sensor for controlling the game with body gestures [35].[image: ../images/477428_1_En_8_Chapter/477428_1_En_8_Fig8_HTML.png]
Fig. 8.Embedded Kinect Server deployment: Panda board (a) and physical prototype integrated with the MS Kinect for Windows sensor (b)



3.3.3 Rehabilitation Games Using the “Kinect Server”
The core functionalities supported by our Kinect Server enable limiting the field of view, removing background outside pre-defined area, separating and classifying between individual objects etc. This enabled us to build a Kinect-based user interface, where compliant with needs and requirements of physiotherapists, we traded classical keyboard keys and mouse strokes with hand gestures equivalent to arrows up/down/left/right and mouse clicks action by making a fist. This way we were able to develop our game-based training system, the first of its kind, for rehabilitation of stroke patients who had mobility issues after their stroke episodes. We conducted evaluations, first using Mario Bros game controlled entirely using hand movements. Algorithms detecting position of the hand and producing fake key presses were first developed with Matlab and subsequently ported to PERL for distribution together with Kinect server to embedded devices. They assumed that hand(s) were fixed at a known distance from the sensor on a stable support (requirement from physiotherapists) support, thus we knew the common position of the hand with fingers facing the Kinect sensor. This allowed for easy recognition of the direction and movements of fingertips. This way no calibration of the Kinect sensor was ever required, being a commonly known problem for this device. Removal of the surrounding objects was also simplified by ignoring anything more or less distant from the hand and allowing us to focus our attention entirely on monitoring a 3D space from the fingertip to the end of the wrist. The position of the bounding box around the hand allowed detecting changes in hand position, while horizontal and vertical direction to the hand section mostly extruding from the centre of gravity allowed to determine which finger was moved, in which direction and how far. We then extended the algorithm to more elaborated hand gestures and various combinations of movements. A custom delay between “reads” was used to set the detection “speed”. Such a recognition algorithm, enhanced with recognition of full arm movement, could be easily adapted to e.g. sign language recognition. To evaluate such a capability and to allow patients to play with their full body, we have developed a test game mixing real and virtual objects to form a mixed-reality gaming environment. In this game we requested patients to throw a ball made of paper at the imaginary balloons (circles projected on to the wall) as presented in Fig. 9. The Kinect device was easily able to detect the paper ball leaving the hand and hitting a specific area of the wall. This was correlated with projections to determine a collision, which was rewarded with “balloons” being loudly blown into pieces to a great joy of the gamers.[image: ../images/477428_1_En_8_Chapter/477428_1_En_8_Fig9_HTML.png]
Fig. 9.Throwing real paper ball at virtual targets



Such games enabled our test patients to rehabilitate their entire body, not only their limbs. It was very entertaining not only for our users, but for their care takers alike. It had significant benefit for rehabilitation, allowing patients to focus on improving movements of their hand and the whole body and forgetting their disabilities at least for some time, resulting in the increased effectiveness of their training.
3.3.4 Full-Body Exercising Through “Avateering”
We subsequently examined various other, more advanced games that could be used for full-body rehabilitation. They were developed using 3D gaming engines and took advantage of the avateering, i.e. featuring transfer of the physical body movements to the virtual character in the game (avatar). Our first approach required “hacks” built by Kinect developer communities to enable embedding games into WEB pages. The most suitable one for our use was ZigFu [17]. Its advantage was that it was compatible with Open NI drivers Unity3D [18] gaming engine.
It was simpler in use than other commercial ones like Brekel [19] or Autodesk Motion Builder [20]. To make games more intuitive and familiar for our users (often elderly and people unfamiliar with computer games) we modelled gaming environments to resemble natural spaces with photorealistic quality [21]. The example presented in Fig. 10 (left) shows a “Virtual Room” built in Unity3D [24], with test subject testing avateering algorithm in Fig. 10 (right).[image: ../images/477428_1_En_8_Chapter/477428_1_En_8_Fig10_HTML.png]
Fig. 10.Avateering in a “home” environment



An inherent benefit from using 3D gaming engines such as Unity3D, Cry Engine or Unreal Engine was an opportunity to produce games that could be executed both as stand-alone applications on supported computers and consoles, or embedded into WEB pages and executed using a classical WEB browser. This made it easier to integrate games into the PHR platform, where they were prescribed by physicians and physiotherapists as therapies, distributed and operated using WEB browsers on any networked client device. Games contained embedded versions of custom-built Kinect Server plug-ins. More recently we integrated also the electromyographic (EMG) “Myo” [22] sensor from Thalmic Labs. It allowed us to detect electrical signals on the skin that were caused by movement of the muscles. This offered two main advantages, one to allow physiotherapists to get an indication if control signals from the brain reach the muscles. Furthermore, this offered us additional data for being used as an additional user interface. With provision of various support software by the manufacturer, offering support for programming 3rd-party applications making use of this sensors, with plugin for Unity3D and the application translating various muscle signals to gestures, we were able to map them subsequently to keystrokes and mouse clicks for explicit use in our games. Furthermore, the SDK gives direct access to raw signals from all eight EMG sensors (around a band that can be placed on a forearm or an arm), which enabled us to process raw signals as well in order to improve the accuracy and reliability of our user interface. Using such an approach we adapted the “Amazing Skater” game template from Ace Games [23] that was built in Unity3D and added the EMG as a user interface (screenshots are presented in Fig. 11). This was an incentive-based game combining rehabilitation with entertainment, allowing to avoid using Kinect sensor in favour of a more compact and easier controlled user interface, detecting muscle activities.[image: ../images/477428_1_En_8_Chapter/477428_1_En_8_Fig11_HTML.png]
Fig. 11.The “Skater Game”
adapted from a template by Ace Games




The game can be played using either a keyboard or a Myo sensor. The latter is supported through a Unity3D plugin, though it can be also operated using custom StrokeBack application profile via Myo Application Manager.
4 Personal Health Record Systems
The Personal Health Record (PHR) solutions define a manageable, integrated, flexible and expandable system for provision of care management services and management of patient data. According to NAHIT report [36] regarding definition of key technological terms related to e-health, the following definitions apply:	Electronic Medical Record (EMR): An electronic record of health-related information on an individual that can be created, gathered, managed, and consulted by authorized clinicians and staff within one health care organization.

	Electronic Health Record (EHR): An electronic record of health-related information on an individual that conforms to nationally recognized interoperability standards and that can be created, managed, and consulted by authorized clinicians and staff across more than one health care organization.

	Personal Health Record (PHR): An electronic record of health-related information on an individual that conforms to nationally recognized interoperability standards and that can be drawn from multiple sources while being managed, shared, and controlled by the individual.





The core feature of the PHR, which distinguishes it from the EMR and EHR, is that info contained within it is under the control of the individual. The above definition names such individuals as controllers, but leaves room for other bodies to act in the individual’s interest, having a control over the access to PHR. Such agents may be expressly declared by the individual, though not in all cases. For example, agents acting on behalf of an individual include parents for their children, and later in life, children acting for parents. The individual is distinctively a guardian of information stored or accessible within a PHR, who decides what volumes of information to include, how it is maintained and ordered, and who can read it or “check it out”. Standards and policy will need to determine if and how individuals can delete or modify information in a PHR that originated from an EHR and how these modifications are communicated to other providers with whom the data in the PHR are shared. Having control also means that an individual’s PHR can exist independently of the entity that sponsors it—the PHR is portable. This requirement for portability excludes models in which sponsors such as health insurers or health care providers give individuals access to health-related information that is dependent on the individual remaining with that sponsor.
The long-term goal of a PHR is to be a lifelong resource of pertinent health information for an individual. Thus, it should have both the depth and breadth of information to enable individuals to become more engaged in their own healthcare as they move from being passive recipients to active participants in their personal health management. The health information in a PHR can be drawn from a broad range of possible sources. The sum of these and other inputs is a well-rounded picture comprising clinical information, administrative information, and wellness information for individuals to employ and impart to others at their discretion. Significant sources may include, but are not limited to:	Individuals—Self-generated information for personal management or information for care providers, including information about allergies, prescribed medications, eating habits, exercise objectives, the progression of an illness or recovery from it, and preferences regarding care in various circumstances.

	Health care providers—Including hospitals, skilled nursing homes, long term care, and other facilities; pharmacies, lab, and facilities reporting test results.

	Health care clinicians—Including physicians, nurses, behavioural health professionals, registered dieticians, chiropractors, and other licensed or certified care providers.

	Medical devices—Instruments, machines and implanted devices monitoring clinical indices, for immediate use as well as for historical purposes.

	Wellness promoters—Entities supplying services or information to generate and maintain good health, such as proactive medicine centres, fitness centres, rehabilitation experts, and complementary/alternative medicine practitioners.

	Health insurers—Information arising from claims for insurance payments, disease management programs recommending certain actions and collecting results, updated information on drugs in a formulary, and other coverage policies specific to an individual.

	Public health—Government health departments, disease surveillance and immunization programs, school-based care providers and social workers, and nongovernmental organizations engaged in health and wellness.

	Research institutions—Information about opportunities to engage in clinical trials and studies, and recently published results of interest to the individual.





The HL7 [8] standard from the HL7 EHR Work Group [9], describes PHR as the patient-centric system that is mostly controlled by the individual and governs the form and technical development of interoperable PHR/EHR systems.
The overarching theme of a PHR-S involves a patient centric tool that is controlled for the most part, by the individual. It should be immediately available electronically, and able to link to other systems, either in a “pull-push” or “push-pull” method. The PHR-S is intended to provide functionality to help an individual maintain a longitudinal view of his or her health history, and may be comprised of information from a plethora of sources—i.e., from providers and health plans, as well as from the individual. Data collected by the system is administrative and/or clinical, and the tool may provide access to a wealth of forms (advance directives) and advice (diet, exercise, disease management). A PHR-S would help the individual collect behavioural health, public health, patient entered and patient accessed data (including medical monitoring devices), medication information, care management plans and the like, and could be connected to providers, laboratories, pharmacies, nursing homes, hospitals and other institutions and clinical resources. At its core, the PHR-S should provide the ability for the individual to capture and maintain demographic, insurance coverage, and provider information. It should also provide the ability to capture health history in the form of a health summary, problems, conditions, symptoms, allergies, medications, laboratory and other test results, immunizations and encounters. Additionally, personal care planning features such as advance directives and care plans should be available. The system must be secure and have appropriate identity and access management capabilities, and use standard nomenclature, coding and data exchange standards for consistency and interoperability. A host of optional features have been addressed over the course of this initiative, including secure messaging, graphing for test results, patient education, guideline-based reminders, appointment scheduling and reminders, drug-drug interactions, formulary management, health care cost comparisons, document storage and clinical trial eligibility. The effective use of a PHR-S is a key point for improving healthcare in terms of self-management, patient-provider communication and quality outcomes.
The PHR provides all necessary functionalities to assist the individual in maintaining a continuous insight into his/her medical history, including info coming from a number of sources. It assists an individual in collecting vital physiological data (e.g. from medical monitoring devices), health info, care management plans and alike, potentially connecting also to providers, labs, pharmacies, nursing homes, clinics and similar organisations and medical resources. The PHR encompasses the whole health history, including health issues, conditions, symptoms, allergies, medicines, lab test results, immunizations and visits. Considering the sensitivity of data on record, such platforms need to be secure and employ sufficient access management, authentication and authorisation mechanisms. There are two distinct dimensions to be highlighted:	Integrated care management plans or integration with related third-party systems: Current PHR systems do not adequately support this need. Take for example Google Health or Microsoft Health Vault: notwithstanding the fact that these products offer very attractive web interfaces for the patients to edit and store their personal record of health-related information they lack of any functionality related to the lay out and maintenance of a rehabilitation plan. Typically, this need is covered by special purpose software solutions that are entirely clinicians-oriented and do not actively put the patients in the loop (i.e. not Personal Health Systems). In contrast, our approach is patient-centric: the intention of the project is to build a PHR-S that facilitates personal care planning. This does not mean that the clinicians are made subordinates in the rehabilitation process: the proposed PHR-S facilitates their tele-supervision, if granted such a right by the patients.

	Standard nomenclature, coding and data exchange standards for consistency and interoperability: The significance of these parameters is that they ensure human readability and machine processability of health-related data. In HL7, the former is guaranteed by a Clinical Document Architecture (CDA) HL7 standard, while the latter is guaranteed by v2.x or v3 HL7 Messaging standard. HL7 CDA is an XML-based mark-up standard intended to specify the encoding, structure and semantics of clinical documents for exchange. The CDA specifies that the content of the document consist of a mandatory textual part (which ensures human interpretation of the document contents) and optional structured parts (for software processing). The structured part relies on coding systems (such as from SNOMED and LOINC) to represent concepts. The consortium is not aware of any PHR-S that claims full adoption of the HL7 CDA. For example, Google Health supports a subset of CCR [3], a competing standard to CDA, while Microsoft Health Vault claims to support a subset of CCR and CDA [4], but actually only for importing information from other systems, and not for exporting [5]. As for the underlying messaging scheme, to our knowledge, none of these PHR-S claim support of a widely used standard messaging scheme, such as those of HL7.





On top of the above one should add the need for a controllable, integrated, yet fully open ICT solution that ensures the smooth execution of the project trials. The accumulated experience indicates that while a significant amount of yet unmet ICT-related end-user related requirements arise whenever a new medical issue is examined within an R&D project, in most of the cases neither the legacy ICT systems in the trials sites are open and accessible nor the IT personnel easily accepts intervention and links to such systems. From this perspective, by embedding within the project ICT environment a novel, open PHR-S allows StrokeBack to deliver a self-contained ICT solution able to be deployed in both rich and virgin e-Health environments.
4.1 Overview of Personal Health Record (PHR) Systems
There are various open-source as well as commercial implementations of PHR platforms available in the market. One of the most well-known ones is Microsoft HealthVault [27], which offers online service for storing and maintaining various types of health-related information. The HealthVault platform has capabilities of a typical search engine, permitting users to scan specifically for medical information. Patients may store their personal medical records as well as the prescription history, manage their records, upload medical data from such devices as blood pressure monitors, glucose meters, weights, thermometers and then process this and manage this data. The information can be then shared with other types of medical and health management WEB portals and/or immediately with their physicians or general practitioners. The HealthVault includes also a desktop client allowing medical information to be received from various types of personal physiological measuring devices to be then sent to the PHR. From most common open source implementations, Tolven [21] is the most characteristic one that focuses on providing an electronic Personal Health Record (PHR) enabling users to capture and individually share their health information in a secure way. Another open-source PHR solution one is Indivo X [25], which is promoted as Personally-Controlled Health Record (PCHR), a system, which offers means of creating a PHR, with links to other PHRs as well.
4.2 Generic Architecture of the PHR System
The functions are supported by a Personal Health Record (PHR) system enable individuals to manage information about his or her healthcare. They provide direction as to the individual’s ability to interact with a Personal Health Record in such a way to individualize the record and maintain a current and accurate record of his or her healthcare activities. They include activities such as managing wellness, prevention and encounters. Such functions are designed to encourage and allow an individual to participate actively in his/her healthcare and better access the resources that allow for self-education and monitoring [8]. The principal users of these functions are expected to be individuals referenced as account holders; the patient or subject of care and healthcare providers will have access to certain functions to view, update or make corrections to their Personal Health Record. The Account Holder will receive appropriate decision support, as well as support from the PHR-S to enable effective electronic communication between providers, and between the provider and the account holder or account holder’s designated representative.
Intracom Telecom has implemented its own proprietary version of the PHR platform, named intLIFE, which integrates a range of healthcare application, targeting a number of chronic diseases as well as supports generic wellbeing services. Custom-made adaptations were made to ensure safe sharing of users’ medical data with proper procedures, ensuring sufficient level of private data protection. It secures a controlled access to such data via custom authentication ad authorisation mechanisms, thus guaranteeing that all data that may be circulated around, could neither be traced back to nor be used to identify the person from whom such data had been obtained from. In such a way, a health system that is based on Intracom’s PHR services can be used securely and safely for production of clinical models created from massive amounts of raw data from vast number of patients. This permits a more reliable feature-based medical diagnosis for other patients and determining a range of conditions that had not been possible before. In order to safeguard the privacy and security of information stored within the EHR/PHR to essential levels, both the Management subsystem and the Vital Signs Monitoring one are linked together via encrypted interfaces employing authentication, authorisation and data anonymization modules. The PHR developed by Intracom has a modular architecture supporting effortlessly adding and removing any functional sub-systems. This was achieved by separating business layers from underlying technical frameworks. The former one corresponds to end user needs in a given domain, whereby the latter horizontal layers offer generic, business agnostic functionalities (Fig. 12).[image: ../images/477428_1_En_8_Chapter/477428_1_En_8_Fig12_HTML.png]
Fig. 12.PHR-S platform architecture



The Middleware Framework provides a flexible and configurable link between internal and external modules. The capability maintained by this layer is associated with API management, rights management, user interfaces and the presentation layer. The Presentation Framework provides auxiliary application guidance and access from various WEB browsers. The foundation for the design of this layer was ensuring independence of the graphical user interface from the business domain.
In order to facilitate the independent development of applications and services by third parties that can be easily integrated and glued with the core PHR system, we will follow a modular programming approach. The advantage of this approach is that it provides us with great flexibility in assigning discrete functions to each of the modules and allows easy integration through appropriate interfaces. The PHR includes a set of core modules that are necessary independently of the value-added services that are provided to end users. Such core modules include:	External adapter controller module responsible for directing calls to appropriate ESPs components; it also includes libraries for translation to HL7 messages, so as to support standard based communication with external systems.

	User management module providing functionalities related to the administration and management of the users who have access to the PHR-S and the various applications and services built on top of it. It includes aspects related to access rules and user roles. Appropriate interfaces of the User Management Module enable access by third party applications and facilitate a centralized approach in users management.

	Permission management module enabling account holders (health record owners or their designees) to manage access rights (permissions) to their PHR. and controls access to protected resources.

	Audit management module enabling logging of information related to the transactions being executed in the PHR-S. Such transactions may include log in attempts, modifications of permissions, modification of PHR content, etc. It logs timestamps and respective user who is involved for each transaction.





On top of the above, one can easily build independent business services around the core PHR-S. The exact services to be built will be based on the outcome of the end user requirements collection and elicitation process. Nevertheless, we can rather safely present in this paragraph some indicative services that are in line with the general objectives of the project as apposed in the Description of Work:	General Health Record Service providing patients with access to their medical data (general demographics, family history data, vaccinations, allergies, etc.).

	General Health Record Service Extensions providing extra functionality to the patients, correlated with disease-specific aspects. Indicative such extensions provide functionality related to the management of post-incident health interventions, diabetes, COPD, nutrition and general lifestyle, etc.

	Exercise Guidance Service guiding patients while executing a predefined set of activities and/or physical exercises –possibly set up by the clinician using the Care Management Service Module see below-. It may provide direct –online- feedback to the subject, during the execution of the activities or offline feedback, after the end of an activity session.

	Care Management Service providing clinicians with the necessary functionality in order to set up and monitor plans related to the management of the disease of their patient. This module has different extensions, depending on the disease: e.g. it is different for stroke patients, diabetics, COPDs, etc.

	Videoconference Service enabling patients and clinicians to keep undergo live videoconference sessions. Service configuration parameters are dedicated to defining who and how often can establish such a session. This feature addresses the need described by the clinicians to be able to put relatively strict rules as to how often their patients may call them in the course of the day.

	Quality of Life Surveys Service: This service enables the patient to participate in questionnaire-based surveys related to her quality of life.





5 Overall System Integration
The prototype architecture compliant with expressed user requirements, led to te selection of relevant use cases and a range of components needed for each of those use cases. Moreover, features of the “look and feel” for the developed system and the deployment at patient’s homes and within their life has been built into the design. As a consequence of additional research on the minimum space between patient and distance sensors, the first prototype of the home unit for patients’ use has been created. This server as a reference for matching advances in other subsystems.
Various versions of training games were tested and have been enhanced following a feedback from physiotherapists and end users. Similar approach has been followed in the development of PHR services, “Exercise and Compensation Analyse (ECA)” tool as well as user interfaces embedded into the mobile unit. Regarding events envisaged to be used for using rehabilitation games, an event capture algorithm has been created using close-range distance sensors, including Kinect and Leap Motion, which concentrated on movements of wrists and palms, such as open and close actions for the latter ones, both being indicated by clinicians as most important for the effective rehabilitation of post-stroke patients. After putting together all components into the integrated system, combining range/distance sensors with ECA tool for body motion capture, the performance of the close-range Kinect devices reduced significantly when both were used at the same time. Therefore, we decided to make all components to use data from just one Kinect device, integrating it as far-field sensor while applying Leap-Motion one for detection of near-field motions and interactions with games.
The experimental assessment of the integrated Mobile Patient Unit and its corresponding training regimes started from the review of the overall physical design with vertical and horizontal displays. The first version of the system was bulky and weighty; therefore, a second smaller variant was built (Fig. 13). The former one has been designed with clinical (stationary) use in mind, while the latter one offers few innovative technical enhancements. Specifically, the close-range detection with Kinect sensor was replaced with the Leap Motion one built into the base of the unit, to take over the tracking and recognition of hand gestures. In this way, the overall size of the mobile unit could be lowered by 30 to 40% with weight 50% lower.[image: ../images/477428_1_En_8_Chapter/477428_1_En_8_Fig13_HTML.png]
Fig. 13.Prototypes of the mobile patient station for home use.



6 Deployment and Validation
A dedicated pilot study has been organized in Germany in order to validate the usability and practicality of the developed PHR system and the Care Management services. The system has been installed at the Brandenburg Klinik Berlin-Brandenburg [29] and evaluated with a control group of 25 patients. The aims of those evaluations were to check if the developed framework was “usable and useful”, and if the implemented Care Management services are beneficial for the physiotherapists in conducting their rehabilitation work and help patients in achieving improvement of their motor functions. Project participants were all involved in performing both the technical validation of the system functionalities and the initial assessments with end users. We followed a specific process to validate the rehabilitation system:	Users switching on the rehabilitation unit.

	Users launching “Tele-rehabilitation” process with the “touch table”.

	Users selecting “autonomous training” that is the training mode when exercises are performed without direct involvement of physiotherapists. The “auto training” mode was selected automatically in case of no connection to server.

	User selected a game and executed it, custom selection depending on earlier scores and adjusted a level of difficulty. In case that exercises included background music, user could select a favourite one. The whole selection process had been configured earlier by physiotherapists who decoded which options were to be made available to patients.

	Users started the exercise in an autonomous mode. The PHR physiological monitoring sub-system assessed and analysed user operation and generated feedback. In the end, results and scores achieved were sent to the PHR.

	Users run exercises with online supervision by physiotherapists. They were constantly supervised, could see their clinicians via teleconferencing and could instantly receive instructions how to correctly perform their exercises.

	Users could check their scores and evaluation results after completing them.





Evaluation results confirmed our earlier expectations that Kinect could not be used reliably at close range and for tracking movement of upper limbs, especially when it concerned movements of fingers and even hand gestures. It also required calibration every so often. On the other hand, the Leap Motion sensor has proven more beneficial in such situations, providing a reliable and precise tracking of hands and fingers. Based on such results, the final (commercial) solution combining advantage of both sensors and certainly reducing their respective disadvantages, could be produced, in which Kinect was placed in vertical section of the mobile unit to monitor full body motion and interaction with the surrounding environment, while the Leap Motion being installed in the flat part of the unit was used for short range interactions with games using hand gestures and interaction with virtual objects using fingers, whose movements were transferred via avateering to virtual hands.
We integrated a teleconferencing functionality into our system to evaluate benefits of teletherapeutic interventions. In most cases, young users could achieve better results, whereby interactions with aphasic users has proven more complex, in some cases impossible, with neuropsychological issues causing a barrier. Specifically, complicated verbal directions were often misinterpreted by users. In this context the “Selective Repetitive Movements” and “Arm Ability Training” types of exercises have shown best user compliance, which could be explained by exercises being easier to demonstrate visually. Therapists used the following procedures:	1.Restricting rehabilitation games to upper limbs

 

	2.Employing evidence-based interventions during exercises

 

	3.Focusing on motor functions, cognitive skills and fast system response

 





The produced three types of tests based on earlier defined technical specs:	“Selective Repetitive Movements”, a set involving joints and movements of upper limbs with main attention to hands, especially distal movements. We postulate that such exercises could be readily linked with mixed-reality games. Using such gaming methodology helps in overcoming the problem of high number of monotonous repetitions, thus improving users’ motivation, compliance and attention on correctly performing their rehabilitation exercises.

	“Arm Ability Training”, a set where we promote use of everyday objects, where we see a potential to motivate our users. Specifically, we address here problems with users who lacking everyday exercises as part of their daily routines. Therefore, interventions considered here required focussed attention not only to motor capabilities, but also to cognitive and sensitivity ones.

	“Music Supported Training”, asset not needing any previous musical tutoring. It uses music as means of improving user motivation. Various musical devices may be used, whereby for simplicity of use we chose a synthesiser keyboard.





The three above mentioned types of training procedures made it possible to combine patients with different impairments into the same intervention group and apply the same types of telerehabilitation exercises. This also provide sufficient variability in case that some users might chose other rehabilitation exercises, while ensuring maintaining his/her motivation and compliance. We provide a full set of guidelines to users to ensure that they can follow correctly the rehabilitation training routines.
In order to speed up rehabilitation speed, exercises require investigation from point of view of: visual and interaction attractiveness, effective operation of the exercises and probably the most difficult one to achieve, the real time assessment of the correctness of performing exercises by end users. Constraints to be taken into consideration are mainly how well patients perform their rehabilitation and how much improvement is achieved, physiological data taken both during exercises and in daily living activities, cognitive abilities and so on. The analysis we do follows clinical models relating wellbeing with physiological data, based on the results from Virtual Physiological Human (VPH) project [33], to which we have added new variables corresponding to the improvement of physical and cognitive capabilities based on clinical experiences and used as indicators for remote rehabilitation, periodically verified in clinical environments by medical professionals. An extensive historical overview of physiological models can be found in [34].
Since using only few classical rehabilitation exercises was not suitable from therapeutic perspective because of the complex nature and varying types of impairments faced by individuals, we opted for creating a system where it could be individually configured and geared to fit specific clinical rehabilitation needs of the patients. The system had to be able to “learn” new training types in real-time, meaning adaptation to changing movements of the patient, thus allowing the system to assess body motion with respect to pre-defined exercises at a later time.
We appreciate the fact that patients may not always perform in the similar manner and movements may not be repeated exactly as they had been recorded. Furthermore, assessment and measuring of the position of joints using Kinect exhibits certain level of inaccuracies. Therefore, the system needs to be adjustable to user’s rehabilitation conditions and level of progress, including custom precision of detecting movements. The latest prototype calculates a deviation from the reference set of body motions as a variation in the off-axis angles for every vector associated with a specific part of the body, e.g. upper or lower limbs. The acceptable deviation from the reference movements in the pre-recorded training may be customised, before launching the supervisory application. The latter one was enhanced with a support for overseeing several exercises simultaneously. Each of them may be adjusted to provide a pre-defined type of feedback when performing correctly the exercise.
6.1 Execution of Rehabilitation Studies
To ensure high reliability of study results, we strictly followed a certain set of procedures and had provided guides to patients and physiotherapists before starting the evaluations. They comprised relevant info for patients and “informed consent forms” outlining the scope of the tests and requesting permission to e.g. capture and use personal data for the sole purpose of the tests. This has followed a face-to-face interview after which users were requested to sign the “informed consent forms” before being able to take part in the evaluation tests. Following the tests, a separate set of questionnaires was filled for each patient to individually assess their performance during the studies. Their responses provided a base for assessing the results of the rehabilitation from the perspective of achieved outcomes, usability and technical practicability of our proposed method.
6.2 Evaluation of Pilot Results
The evaluations were combined with a number of classical rehabilitation exercises and means to judge the effectiveness of the newly adopted procedures. Each user from the group of 25 patients engaged in the evaluations took part in the trials for a period of six weeks. Over this period, evaluations have been performed 4 times every two weeks throughout the whole evaluation period. We employed the WMFT as standard means of evaluating patients’ physical capabilities. The WMFT process that we used consisted out of 17 smaller tasks that each patient was expected to execute, while the physiotherapist rated their performance in a scale from 0, corresponding to very bad achievements, to 5, representing normal scores, towards perfect achievement. The aim of the task was to place nine (9) little timber slats into corresponding holes on a flat board. Then they were to place them back at their original places. The goal was for patient to achieve this task as quickly as they could.
The second test has been performed when seated and its purpose was to move dices from one box to another one over a small obstruction wall within one minute, from right to left and back again. The score was calculated as the number of dices moved during the time limit. The Barthel Index was used to assess patient’s motor skills and as a result also the effectiveness of the rehabilitation. This is a kind of analysis using an observer judging and providing a score for a trainee, in this case by the physiotherapist or a clinician. It offers a way to evaluate patient capabilities associated with daily activities. It includes such common tasks as going to toilet, eating and drinking, movability, personal hygiene, dressing and undressing, incontinence and ability to climb staircases. The tests of this kind were assessed in scale between 0 corresponding to a person completely independent to 10 representing worst case scenario of a person totally dependent of care from third persons. The total of the scores from all tests provided the final evaluation results and the actual condition of the person. The rating has been performed by interviewer by filling a specific questionnaire. The questionnaire was filled by the patient who was expected to answer 49 questions about their everyday activities, personal characteristics, family relations, speech abilities, movability, social activities etc. Every question was scored from 0 to 5, corresponding to bad and normal respectively. The higher the score was, the better the effectiveness of the rehabilitation was.
7 Conclusions
The development of the Electronic Health Record (EHR) clinical systems and the Personal Health Record (PHR) ones were the outcome of the intrinsic problem of the medical professionals in effectively managing the increasing amount of paper archives and all types of printed medical records. The absence of unified way of transferring information among electronic medical systems made the situation even more difficult. The introduction of the HL7 standard [8, 9] provided reference rules and procedures as a means to resolve this situation, though since the beginning the HL7 was treated only as guidelines and not a factual standard of rules to be strictly followed. This caused electronic systems to be developed and used that employed only different subsets of the HL7 specification [9] that suited the given medical service provider and not the complete standard. Transferring information among systems build in such a way proved to be difficult, causing much information to be misinterpreted or made incomplete. This issue has been identified early as a critical one for future wide-spread of electronic communication among clinical systems. Now the HL7 is considered more as a factual base for providing interoperability criteria for smooth operation of medical systems. However, since it still misses device level interoperability, more work is still needed for ensuring seamless mobile physiological monitoring with links to diverse clinical systems. In our projects, the work progressed towards merging both areas of electronic health record interoperability with device level certification, which has resulted in creation of the proprietary implementation of the PHR core services by Intracom, the intLIFE core platform, where core interoperability components are fully compatible with HL7 specification, with remote monitoring ensured to be performed with devices certified for use for critical medical applications. The intLIFE platform embeds purpose defined device profiles allowing linking any certified medical device with its electronic repository of medical measurements and clinical information.
The formal technical validation tests confirmed the usability of the developed system. It proves to be beneficial to clinicians for acquiring and storage of physiological information about their patients, not to mention integration of various applications and services for processing and assessment of such a data. We specifically validated the usability of user interfaces such as Leap Motion operating gaming application, especially for those using immersive and natural interactions within virtual and mixed reality 3D environments. After the successful technical validation tests, the evaluations with real users, patients and clinicians have been conducted. They concentrated on body motion capture and acquiring movements of the real person (physiotherapist) to be used later for demonstrating the correct way of performing exercises by avateering as presented in Fig. 10. Those were integrated into the complete system along with server offering custom selection of games, treated as therapies prescribed by clinicians in the same way that medicines are. Links with PHR online platform provided a clinical base for managing both the game selections, personal and clinical patient data as well as games scores and physiological data obtained from medical devices. It also offered means for correlating all this data to produce the best overall view of the current condition of the patient, both physical and mental.
Evaluations with real users allowed to refine all aspects of therapeutic interventions. Although physiotherapists may still strongly depend on classical occupational therapies and focussing on personal rehabilitation, they commonly agree with the added benefits from employing the automatic clinical assessment of subjcts’ motor skills and progress of recovery compliant with WMFT, as well as computer-based occupational exercises with both real and physical objects in mixed-reality environments. Apart from classical exercises, everyday activities can be effortlessly supervised using Body Area Networks (BAN) of sensors throughout the day with proper consideration for rights to privacy of the individuals, by restricting direct access to certain private raw data by physicians and care takers, instead offering processed diagnosis and relevant physiological data only. Data gathered from long-term monitoring of basic movements in semi-natural scenarios (over three weeks period) has been used to improve the accuracy of ADL recognition algorithms. They were employed as basis for developing novel application-specific integrated circuits (ASIC) used for automated detection of various types of movements. Individualized training and novel compensational analysis components have also been integrated into a single Exercise Evaluation Tool (EET). The EET offers benefits for exercising e.g. upper limbs with recorded movement traces, which patients are expected to follow. The EET can automatically analyse the correctness of such exercises. The previous version has been extended by fine-tuning for individual sections of the limbs (e.g. shoulder, upper and lower arm, etc.). For examples we can determine how much the patient’s movement varies from the correct ones. Similar features were also implemented for detecting compensational moves during exercises, such as if patient remains standing during exercises with specific objects.
In conclusion we could notice significant changes among medical communities fter the introduction of electronic health records, enhancing the efficiency of medical services at a lower cost, while continuing to offer a wide range of research challenges, which we expect to be pursued and likely resolved in the near future.
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Abstract
Nowadays, sensors, algorithms and software applications are embedded in people’s everyday lives. To be more precise, living environment is significantly dependent on previously mentioned technology especially in the field of medicine.
The ultimate goal of this research is to collect data from different medical sensors platform, which can be used in initial medical assessment and management in the living environment. Furthermore, collected data from sport’s activity were analysed in order to measure the strength of linear association between variables.
First, research on market available equipment is performed which is focused on medical sensors for assisted living in people’s everyday environment. Second, research on hardware in terms of tablet, desktop machines, iPad etc. is conducted and scenarios of using the hardware are elaborated. Regarding the scenarios, the concept that demonstrates the advantages and disadvantages of the system for ambient assisted living is shown. The architecture of the system followed by sensors, computer networks, terminals is included and the technology for achieving the system’s functionality is presented. Next, the Zephyr Bioharness 3 sensor for measuring physiological data is used for collecting data in the living environment. Finally, integration of the sensor with the most convenient terminal in the living environment is done and collected data are visualized via MATLAB. The parameters monitored are Heart Rate (HR), Respiratory Rate (RR), Peak Acceleration (PkAcc). The proof of the correlation between listed parameters describes the physiological status in the living environment.
The ratio between HR and PkAcc is 0.91. It is a strong positive correlation. It means that changes in heart beats are linearly followed by the peak acceleration. Next, the ratio between HR and RR is 0.88. It is also a strong positive correlation. It means that changes in heart beats are linearly followed by the respiratory rate. The ratio between RR and PkAcc is 0.84. Again, it is a strong positive correlation. It means that changes in respiratory rate are linearly followed by the peak acceleration.
Keywords
Zephyr Bioharness 3 sensorSmart devicePhysiological parametersAndroid application developmentData visualization
1 Introduction
This chapter contributes in system development for physiological parameters monitoring in living environment. It describes the integration of different technologies in terms of collecting physiological data, algorithms for processing collected data and software application for visualization.
The main problem that this research highlights is the creation of a system that could response on the problems that health caring institutions face nowadays during their primary tasks. The goal is to create a system that could decrease the risk of losing personnel or suffering damage through checking and monitoring of the physiological status. The technological approach for solving a medical problem and assessing a patient’s status in ambient living environment is introduced in a more efficient and accurate manner. It means that certain medical algorithms used for initial assessment are researched in the creation of models for assessing (i.e. triage) the medical status. It is based on a Machine Learning (ML) algorithm.
There are many articles that illustrate the use of machine learning algorithms in decision making while assessing the medical status, but the contemporary technological development in terms of hardware, software, operating systems, computer networks, and processing power influence on their extended use in the fields (i.e. initial medical assessment) where they are not sufficiently exploited.
Although ML algorithms are used in numerous medical applications for supporting physicians’ decisions, the implementation in medical emergency has not been enough yet. In addition, automated prediction for the patient’s status in real-time based on ML algorithm and patient vital signs monitoring supports medical centers preparations for the level of treating patients after pre-hospital triage.
The paper is structured as follows. The second section presents related work in the field. The third section talks about the equipment related to measuring psychophysiological parameters, problems with reports of conducted statistical analysis. The fourth section shows the architecture of the whole system that has being developed. Fifth section presents proof from the field experiment. Sixth section presents the approaches in terms of conducted multiple linear regression analysis and correlation over created dataset. At the end there are future research plan and conclusion.
2 Related Works
The paper has been inspired by the needs to have developed system that can collect data from living environment including live streaming monitoring [1]. During the research it has been found that some similar works exists [2]. Hailstone et al. [2] were testing the sensor Zephyr BioHarness™ and they have done a research with study case and experimental proof. The accuracy of their research motivated the presented implementation in living environment.
On the other hand, the authors in [3] have compared the accuracy of the BioHarness™ and Vmax metabolic cart as well as the K4 b2 portable metabolic measurement system in health environment. The present chapter shows a collection of data in different conditions like sport, military exercises, everyday activity. Devices such as the Bioharness™ are being used in a variety of situations including physical activity, exercise monitoring, and emergency professions. The authors in [4] were testing the dates from the Bioharness in abnormal Heart Rate (HR) conditions which is a one of the expected scenarios in living environment. There are also several authors who are talking about the same topic but they are using some different sensors and methods, like in [5–7]. New generation smart watches have been used to measure the physiological parameters as HR, Galvanic Skin Resistance (GSR), temperature and EQ02 in a multi parameter body-worn system [7]. There are capable to log and transmit the physiological data describing a wearer’s cardiorespiratory and thermal status. About the monitoring there are works that describe different techniques actually known to monitor HR. In the [8, 9] the authors are focusing in particular on the so-called photo plethysmography (PPG) technique.
An assessment of the reliability of five Bioharness™ variables using a treadmill based protocol is studied in [10]. The authors also describe the correlation coefficient that are used between the variables.
In [11], an application is developed for improving male/female sports condition dependable on their body profile with the e-health platform. There are some authors that compare different sensors for measuring the physiological parameters on older people. They have found that the creation of an acceptable monitoring device for older persons requires from designers and developers to consider the special demands and abilities of the target group [12–16].
In [17] the authors validate cardiovascular alarms in critically ill patients in an experimental setting by generating a database of physiological data and clinical alarm annotations. They report the current rate of alarms and their clinical validity having collected physiological data at one second intervals while monitoring alarms. It was reported during 982 h of observation to have 5934 alarms, i.e. six alarms per hour. They find out that about 40% of all alarms did not correctly describe the patient condition and were classified as technically false; while 68% of those were caused by manipulation. Only 885 (15%) of all alarms were considered clinically relevant. Most of the generated alarms were threshold alarms (70%) and were related to arterial blood pressure (45%).
In [18] the authors describe the development of a computer system for long-term large-scale recording and storage of multichannel physiological signals that was built using commercial solutions (software and hardware) and existing hospital IT infrastructure. Both numeric (1 Hz) and waveform (62.5–500 Hz) data were captured from 24 Surgical Intensive Care Unit (SICU) bedside monitors simultaneously and stored in a file-based Vital Sign Data Bank (VSDB) during one-year period. The database size is 4.21 TB. Vital signs were recorded from 1175 critically ill patients and up to six Electro Cardiographs (ECG). All type of monitored waveforms and all monitored numeric data were recorded in most of the cases.
Factors and predictors that influence nurses’ intention to use the Electronic Intensive Care Unit (eICU) are presented in [19]. The aim is to analyse the applicability of the Technology Acceptance Model in healthcare settings, and to provide psychometric evidence of the measurement scales used in the study. The study involved 117 participants from two healthcare systems. The acceptance survey on the use of eICU was conducted as a studying instrument. The results show that perceived usefulness is the most influential factor. The merge between tele–intensive care units, informatics, telecommunication technology, tele nursing, and telemedicine is used in [20] to provide expert, evidence-based, and cutting-edge services to critically ill patients.
The book on enhanced living environments [21] presents the theory and the practice in the field using the up-to-date technological solutions. The main aspects of assistive care systems and applications relevant to the highly positive and dynamic scientific domain have attracted much interest in the world of Internet technology in the last decade.
3 System Architecture for Collecting Physiological Data
The purpose of this section is to show the data collection from different multisensory platform, which collect bio signals in terms of ECG, Heart Rate, Respiratory Rate. The architecture is shown in Fig. 1.[image: ../images/477428_1_En_9_Chapter/477428_1_En_9_Fig1_HTML.png]
Fig. 1.System structure


The data floating is “wireless” and it is a mobile system with fast data transfer. The use of Bluetooth technology introduced acceptable latency for the measured signals. The data is sent from the user (from the sensor in Fig. 2a) via Bluetooth connection to the smartphone. Also, it can be connected directly to the tablet, where the data is processing by the algorithm that has been used to create the BioHarness App. It could be seen in Fig. 2b and c.[image: ../images/477428_1_En_9_Chapter/477428_1_En_9_Fig2_HTML.png]
Fig. 2.(a) Zephyr Bioharness 3 sensor; (b) API for Android operating system; (c) Upgraded API; (d) Comma Separated Value (CSV) file


Processed data via 3G/4G have been transferred to the switch and multicasted to the monitoring center with medical personnel and the cloud.

                  The Bluetooth Connection
                
The Bluetooth technology allows maximum 7 users (devices) to communicate in one piconet (an ad-hoc network) in a master/slave mode. At any time, the data can be transferred between the devices and the master or the “initiator”. It decides where the data should be transferred. It is also possible one “slave” to receive data from another “master”, i.e. two devices are sending data to one (“slave”) at the same time. The technology is being used in industry, Personal Area Networks, smartphones, gaming consoles, Wireless Audio Devices etc. The range and reliability of the systems depend on the firmware, software and hardware of the device but typically it is between 10 m and 100 m. The last versions support ranges between 40 and 400 m.
Zephyr Bioharness 3BT uses the Bluetooth 1.2+ and the main enhancements on behalf of the other versions are: improved connectivity; better resistance to radio frequency interference; up to 721 kbit/s transmission speed; improved voice quality of audio links by allowing retransmissions of corrupted packets; better concurrent data transfer; operation with three-wire Universal Asynchronous Receiver-Transmitter (UART); flow control and retransmission modes for logical link control and adaptation protocol (L2CAP).


                  4G/3G Connection
                
The information that was gathered from the sensors is transferred to the local switch (server) through the network operator and then to the cloud. It is done after identification of the destination folder. The testing environment is based on the known technologies and use-cases. The review of the six of the most commonly used telemedicine sensors is done, i.e. Isansys, Angel health sensor, Biosignalplux, Opensignal - BITalino, Biovotion, e-Health Sensor Platform V2.0 for Arduino and Raspberry Pi. The comparison is based on the type, specifications, certification as a medical device, use of SDK and API, presence of Bluetooth communication or 3G/4G, type of measured vital signs, existence of a cloud and application (Table 1).Table 1.Review of the market available sensors and their options


	Sensor
	Options

	Certified medical device
	API SDK
	User interface, Mob.app.
	ECG
	Heart rate
	Pulse
	Blood pressure
	Temp. sensor
	BT
	Cloud
	Extra sensors

	Isansys
	+
	+
	+
	+
	+
	+
	+
	−
	+
	+
	−

	Angel health
	−
	+
	+
	−
	+
	+
	+
	+
	+
	+
	−

	Biosignal plux
	No data
	+
	+
	+
	+
	+
	+
	+
	+
	+
	+

	Biovotion
	No data
	+
	+
	−
	+
	+
	+
	+
	+
	+
	+

	e-Health
	No data
	−
	+
	+
	+
	+
	+
	−
	+
	+
	−





However, abovementioned sensors were not appropriate for ambient living environment. The most convenient biosensor on the market was BioHarness™ 3 (Fig. 2a). It also could be used in different activities (sport, military exercises, everyday activity). The BioHarness™ 3 captures and transmits comprehensive physiological data from the wearer to mobile and fixed data networks enabling genuine remote monitoring of human performance and condition in the real world.
Concerning experiment in the lab, the following physiological data can be measured: heart rate, respiratory rate, interbeat (R-R) interval, breathing rate, ECG, posture, activity level, peak acceleration. In terms of communication, the connection between BioHarness™ 3 and DellLatitude 3340 Notebook Laptop Computer is established via Bluetooth communication protocol. Also, the communication between Laptop Computer and Samsung Galaxy S7 is established by Samsung OEM Micro USB 2.0 Charging Cable.
Next, Zephyr API for Android operating system is provided by the manufacturer for collecting physiological data (Fig. 2b). Also, regarding Android based API it does not include support for the ECG in the interface.
Communication protocol for transferring physiological data is Bluetooth 2.0 which supports data transfer of up to 3 Mbit/sec.
The above-mentioned laboratory setup is standardized for Android-based application development.
Because there is no function for storing data from sensor the API is upgraded with additional functionalities such as storing data in CSV file. The physiological data are collected in the following order: heart rate, respiratory rate and peak acceleration. Next, the interface is inflated with three additional buttons: “Save Data”, “Weight Chart” and “Read Data” (Fig. 2c).
The “Save Data” button is used to store the data in CSV file (Fig. 2d). It should be stressed that additional methods and variables are added in the class MainActivity.java. Also, AndroidManifest.xml file from API is upgraded with permission for writing data by the following line:[image: ../images/477428_1_En_9_Chapter/477428_1_En_9_Figa_HTML.png]

Another two buttons are mock-up buttons and are planned to gain functionalities in further phase of the system development.
4 Experimental Design
4.1 Description
In addition to laboratory experiment, the field experiment is done. Android J1 PacKage (APK) file is exploited to store physiological data in CSV file. During the experiment, three physiological parameters are collected: heart rate, respiratory rate, and peak acceleration. The case study is created to support field experiment of established communication between a biosensor and a smart device. Also, a new software module is implemented in Zephyr API for storing data into CSV file during testing.
The case study is done in group of two persons (one male and one female) in different activity. The activities are in the following order: calm, office, and sport’s activity. The persons are on age of 36 (female) and 40 (male). Next, the time for conducting measurements is: calm activity – 60 min (male), office activity – 60 min (female) and sport’s activity 30 min (male).
The photos from the field experiment are in Fig. 3. The Fig. 3a presents the environment where the female is working on daily basis wearing Zephyr Bioharnes 3. The Fig. 3b presents the male in sport’s activity equipped with biosensor which is connected to the smart device.[image: ../images/477428_1_En_9_Chapter/477428_1_En_9_Fig3_HTML.jpg]
Fig. 3.(a) Activity in office environment; (b) Activity in sport’s environment


Every activity is stored by the developed application in separate CSV file. The files, which are generated by application during different activities have the following sizes: calm activity – 83 KB; sport’s activity – 27 KB; and office activity – 67 KB.
The sport’s activity measured interval is 30 min (from 08:56 until 09:26 on July 27, 2017). There are 1913 samples recorded in the CSV file.
The obtained records from each activity are plotted in Fig. 4.[image: ../images/477428_1_En_9_Chapter/477428_1_En_9_Fig4_HTML.png]
Fig. 4.(a) Office activity; (b) Calm activity; (c) Sport’s activity


4.2 Methods
Correlation coefficient technique is used to work up the strength of the relationships and the level of dependence between measured data. The scale applied for the relationship between variable starts with perfect, goes through strong and moderate and ends with weak (Fig. 5).[image: ../images/477428_1_En_9_Chapter/477428_1_En_9_Fig5_HTML.png]
Fig. 5.(a) Perfect positive correlation; (b) Very strong correlation; (c) Moderate correlation; (d) Weak correlation


The [image: $$ r $$] value describes the relation with a number, i.e. it compares things whether they are weak (d), strong (b), moderate (c) or perfect (Fig. 5).
When [image: $$ \varvec{r} = 1 $$] it is a perfect relationship. When r is between 0,75 and 0,5 it is a very strong relationship. When there is a moderate relationship the value of r is between 0,5 and 0,75. When r is between 0,25 and 0,5 it is a weak relationship.
There is a negative correlation when a perfect relationship is present but goes down the hill in the negative direction (Fig. 6).[image: ../images/477428_1_En_9_Chapter/477428_1_En_9_Fig6_HTML.png]
Fig. 6.Perfect negative correlation


For the correlations in Fig. 7 the value of [image: $$ r $$] is going to be negative. For example when [image: $$ \varvec{r} = - 1 $$] it is a perfect relationship.[image: ../images/477428_1_En_9_Chapter/477428_1_En_9_Fig7_HTML.png]
Fig. 7.(a) Very strong correlation; (b) Moderate correlation; (c) Weak correlation


The difference between positive and negative correlations is that in the positive correlations the values of the independent [image: $$ (x) $$] and the values of the dependent [image: $$ (y) $$] increases, whereas in the negative correlations the values of the independent (x) increases and the value of dependent (y) decreases. Therefore, the value of [image: $$ r $$] is between [image: $$ \left\{ { - 1;1} \right\}. $$]
Additional analysis has been done in order to measure the strength of linear association between two variables. In this test, the Pearson Correlation Coefficient (R) is exploited and the focus is on sport’s activity because there have been many variations in variables.
Firstly, the values from the sensor has been taken for the HR, RR and PkAcc. The correlations between x and y is explained by:[image: $$ r = \frac{{n(\mathop \sum \nolimits xy) - (\mathop \sum \nolimits x) \times \left( {\mathop \sum \nolimits y} \right)}}{{\sqrt {\left[ {n\left( {\mathop \sum \nolimits x^{2} } \right) - \left( {\mathop \sum \nolimits y} \right)^{2} } \right]\left[ {n\left( {\mathop \sum \nolimits y^{2} } \right) - \left( {\mathop \sum \nolimits y} \right)^{2} } \right]} }} $$]

 (1)



The sum of the values for [image: $$ (x,y) $$] is:[image: $$ \mathop \sum \nolimits x = x_{1} + x_{2} + x_{3} + \ldots + x_{n} $$]

 (2)



[image: $$ \mathop \sum \nolimits y = y_{1} + y_{2} + y_{3} + \ldots + y_{n} $$]

 (3)



Multiplications are:[image: $$ xy_{1} = x_{1} \times y_{1} ;  xy_{2} = x_{2} y_{2} ; xy_{3} = x_{3} \times y_{3} \ldots\,xy_{n} = x_{n} \times y_{n} $$]

 (4)



And sum of the values for [image: $$ xy_{1} ,xy_{2} \ldots\,xy_{n} $$] is:[image: $$ \mathop \sum \nolimits xy_{n} = xy_{1} + xy_{2} + xy_{3} + \ldots + xy_{n} $$]

 (5)



The following expression has to be found:[image: $$ x_{1}^{2} + x_{2}^{2} + x_{3}^{2} + \ldots + x_{n}^{2} $$]

 (6)



And[image: $$ y_{1}^{2} + y_{2}^{2} + y_{3}^{2} + \ldots + y_{n}^{2} $$]

 (7)



[image: $$ \mathop \sum \nolimits x^{2} = x_{1}^{2} + x_{2}^{2} + x_{3}^{2} + \ldots + x_{n}^{2} $$]

 (8)



[image: $$ \mathop \sum \nolimits y^{2} = y_{1}^{2} + y_{2}^{2} + y_{3}^{2} + \ldots + y_{n}^{2} $$]

 (9)



4.3 Results
In Fig. 8 the scatter plots are created so as the correlation between measured physiological parameters to be visualized.[image: ../images/477428_1_En_9_Chapter/477428_1_En_9_Fig8_HTML.png]
Fig. 8.(a) Correlation between HR and PkAcc; (b) Correlation between HR and RR; (c) Correlation between RR and PkAcc


In Fig. 8a the correlation between the heart rate and peak acceleration is shown where the HR is in the X axis and the peak acceleration is on the Y axes. The ratio (value of R) between HR and PkAcc is 0.91. It is a strong positive correlation. It means that changes in heart beats are linearly followed by peak acceleration.
In Fig. 8b the correlation between heart rate and respiratory rate is presented with RR in X axis and HR in Y axes. The value of R between HR and RR is 0.88 and demonstrates a strong positive correlation. It means that changes in heart beats are linearly followed by respiratory rate.
In Fig. 8c there is a correlation between RR and Pkacc where RR is in X axis and PKAcc in Y axes. The value of R between RR and PkAcc is 0.84 showing a strong positive correlation. It means that changes in respiratory rate are linearly followed by peak acceleration.
5 Conclusion
The obtained results about correlation of psychophysiological parameters are very strong. It means that changes in heart beats are linearly followed by peak acceleration and respiratory rate. The tests need to be performed also by different groups of older adults looking for the changes in correlation results related to the age and disease.
The system will be extended with two new modules in the developed Android application adding a fuzzy logic algorithm as a decision instrument to raise an alert. In addition, the collected data is going to be visualized using the CSV file, monitoring center, live streaming module and cloud services.
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Abstract
This chapter presents an overview of many wearable devices of different types that have been proven in medical and home environments as being helpful in Quality of Life enhancement of elder adults. The recent advances in electronics and microelectronics allow the development of low-cost devices that are widely used by many people as monitoring tools for well-being or preventive purposes. Remote healthcare monitoring, which is based on non-invasive and wearable sensors, actuators and modern communication and information technologies offers efficient solutions that allows people to live in their comfortable home environment, being somehow protected. Furthermore, the expensive healthcare facilities are getting free to be used for intensive care patients as the preventive measures are getting at home. The remote systems can monitor very important physiological parameters of the patients in real time, observe health conditions, assessing them, and most important, provide feedback. Sensors are used in electronics medical and non-medical equipment and convert various forms of vital signs into electrical signals. Sensors can be used for life-supporting implants, preventive measures, long-term monitoring of disabled or ill patients. Healthcare organizations like insurance companies need real-time, reliable, and accurate diagnostic results provided by sensor systems that can be monitored remotely, whether the patient is in a hospital, clinic, or at home.
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1 Introduction
Quality of life in most countries has been increasing a lot over the several few decades due to significant improvements in medicine and public healthcare. Consequently, there is a huge demand for the development of cost-effective remote health monitoring, which could be easy to use for elderly people. The remote health-care monitoring includes sensors, actuators, advanced communication technologies and gives the opportunity for the patient to stay at his/her comfortable home instead in expensive health-care facilities. These systems monitor the physiological signs of the patients in real time, can assess some health-conditions and gives the feedback to the doctors. Why these systems are so comfortable and necessary to use? The first reason is that they are portable, easy to use, with small sizes and light weight. A typical example is a Health-care Monitoring System (HMS) that mostly uses a microcontroller, which tracks and processes health data and sends an SMS to a doctor’s mobile phone or any family member who could provide emergency aid (Fig. 1). The main advantage of this system is that a person could carry it everywhere because the device is small, light and wireless. Another advantage of these systems is that they can monitor health conditions in real time and all the time. People use HMSs in hospitals, for home care, and to track the vitals of athletes (heart rate, blood pressure, and body temperature). All this data can be processed by various sensors integrated into the systems.[image: ../images/477428_1_En_10_Chapter/477428_1_En_10_Fig1_HTML.png]
Fig. 1.Block diagram of Health-care Monitoring System (HMS).


Health monitoring systems can use microcontroller, wearable sensors or FPGA.
A transmitter receives physical signals of the heartbeat, processes the data and sends through Wi-Fi to the ZigBee. Then the data is transferred by the receiver to the computer. The transmitter uses a microcontroller which detects the patient’s pulse and converts it to a voltage signal and then displayed. The idea is the same with HMS with wearable sensors, the difference comes in the fact that here the sensors which detect body temperature, blood pressure or a heartbeat rate are located on patient’s body with no wires. For wireless data transmission in short distances protocols such as Bluetooth or ZigBee are used. The wireless sensor device contains respiration sensor, electro dermal activity sensor (EDA sensor) and electromyography sensor (EMG sensor). FPGA means field-programmable gate array, which could be programmed after production through HDL (hardware description language). A Health-care monitoring system using this technology contains a low-cost, analogue-to-digital converter. Digitization allows users to connect the FPGA to the entire system.
E-health Monitoring Architecture can be divided into three main layers as shown in Fig. 2.[image: ../images/477428_1_En_10_Chapter/477428_1_En_10_Fig2_HTML.png]
Fig. 2.E-health Monitoring Architecture.


Perception layer contains different medical and environmental sensors that are collecting data in real-time. Medical sensors measure patient’s vital signs while environmental one’s measure indicators, which affect a patient’s condition, such as the oxygen level or room temperature.
API layer includes various application programming interfaces (APIs). The data is stored through cloud technologies providing access to patient’s health data and current health records. The API layer is a layer that stores new patient health information by generating a profile using one API, and displays existing medical information for a previously registered patient data using another API.
Service layer contains an e-health application, which analyses the received data and suggests methods to improve patient’s condition or give a prescription. The data is analysed by integrated algorithm and can be compared to other patient’s experiences or previous health status of the same patient. This layer is responsible for alarming the medical staff in case of emergency.
HMS is an efficient instrument that can save human lives. It is compatible and can be configured depending on patient’s needs, which make it cost-effective and useful not only for hospitals but also for home use.
2 Identification and Sensing Technologies
The evolution of semiconductor VSLI technologies has led to the appearance of low-power processors and sensors as well as intelligent wireless networks coupled with Big Data analytics. These are the basic building blocks of the prosperous notion of Internet of Things (IoT) in which context arises the development of identification and sensing technologies. At its core, Internet of Things is about connecting devices (things) and letting them communicate with other devices and applications. Hence, the IoT paradigm requires for networking and sensing capabilities.
At present, the objective is to transduce (sense), acquire (collect), and analyze (process) information from various objects around us in order to ensure optimal resource consumption. The solution to this request is the Internet of Things which represents the capability of connecting every applicable device to the Internet. The huge amount of generated data could be processed by using cloud services, i.e. effective and accessible data frameworks that are able to provide computing as a service.
In the last two decades networking has been well developed and widely spread as a solution to dealing with information of any kind. In brief, the objectives of information technology are to make not just information machines, but information environments that are allowing the access to information from everywhere. The combination of semiconductor and information technologies enabled the use of huge amounts of sensors to be deployed anywhere, not just where electronics and power infrastructure exists, but anywhere valuable information is gathered regarding variety of characteristics a given object or thing.
The notion of controlling things such as rail cars, machines, pumps, pipelines with sensors and SCADA systems is well-known to the industrial world for a century. Dedicated sensors and networks are already deployed in industrial setups ranging from oil refineries to manufacturing lines. But historically these networked sensor control systems have operated as separate networks with their high-level reliability and security.
Contemporary technology advancements, including electronics, digital embedded systems, wireless communications, and signal processing, have made it possible to develop sensor nodes with sensing, control, data processing, and networking features. Connecting these sensor nodes in networks enables the backbone for the Internet of Things and Big Data era.
Smart Sensors
Sensors’ importance is constantly growing as a component of overall solutions for environment monitoring and assessment, eHealth (digital healthcare) and Internet of Things (IoT). Besides, there are plenty of appearing sensor applications to spread across large areas while retaining flexibility and comfortability. The sensor market will exceed trillion sensors per year soon. Therefore, for smart sensor development, the manufacturing should be low cost, high output and with short fabrication cycles [1].
Smart sensor is a device that samples signals taken from the physical environment and processes them with its built-in computing resources before passing them to a centralized sensor hub. Smart sensors are key integral elements of the IoT notion. One implementation of smart sensors is as components of wireless sensor networks (WSNs) whose nodes can number in thousands, each of which is connected with other sensors and with the centralized hubs.
Smart sensors have numerous applications including scientific, military, civil, and home applications.

Gas Sensors
Gas sensors are a class of chemical sensors. Gas sensors determine the concentration of gas in its neighborhood. Gas sensing systems are increasingly investigated for applications in environmental monitoring (air quality control, fire detection), automotive industry (fuel combustion monitoring and polluting gases of automobiles), industrial production (process control automation, detection of gases in mines, detection of gas leakages in power stations), medical applications (e.g., electronic noses, alcohol breath tests), boiler control, home safety, etc [2].
Different types of gas sensors exist such as optical, surface acoustic wave (SAW), electrochemical, capacitive, catalytic, and semiconductor gas sensors. Gas sensing methods can be split into two categories: based on variation of electrical properties and based on variation of other properties [3].
The electrical variation methods rely on the following substances as a sensing material: metal-oxide-semiconductor (MOS) stacks, polymers, moisture absorbing materials, and carbon nanotubes. MOS-based sensors are detecting gases via redox reactions between the target gas(es) and the oxide surface; the variation of the oxide surface is transformed into a change of the sensor’s electrical resistance [4]. MOS based sensors have been widely utilized as they are low cost and have high sensitivity. However, some MOS sensors need high operating temperature, which restricts their application. The problem is solved by implementing microsensor components with microheaters produced by VLSI CMOS technology [5]. Another issue is the relatively lengthy time needed for the gas sensor to recover after each gas exposure, which is impractical for applications where gas concentration changes quickly. Studies of MOS nanodimension structures (e.g. nanowires and nanotubes) have shown that they could provide a solution to overcome these disadvantages [6].
Polymer-based sensors are detecting gases using a polymer layer that is changing its physical properties (mass, dielectric properties) upon gas absorption. Polymer sensors detect volatile organic compounds such as alcohols, formaldehyde, aromatic compounds or halogenated compounds. The detection process is occurring at room temperature (as opposed to MOS sensors). Polymer gas sensors possess benefits such as high sensitivities and short response times. Their shortcomings include lack of long-term stability, reversibility and reduced selectivity [3].
Carbon nanotube sensors overcome the problem of insufficient sensitivity at room temperature observed at MOS sensors. The properties of carbon nanotubes (CNTs) allow the development of high-sensitive gas sensors. CNT sensors demonstrate ppm-levels response for a range of gases at room temperature, which makes them perfect for low power applications. Their electrical properties carry high sensitivity to very small quantities of gases such as carbon dioxide, nitrogen, ammonia, oxide, and alcohol at room temperature (unlike MOS sensors, which should be heated by a supplementary heater in order to operate normally) [7]. CNTs could be categorized in two: single-walled carbon nanotubes (SWCNTs) and multiwall carbon nanotubes (MWCNTs). Single-walled CNTs are mainly used in RFID tag antennas for toxic gas detection [8]. Multiwall CNTs have been employed for remote sensing of carbon dioxide (CO2), ammonia (NH3), and oxygen (O2) [9]. To enhance selectivity and sensitivity of sensing, CNTs are often combined with other materials.
Moisture absorbing materials could be embedded with RFID tags for detection of moisture, because their dielectric constant might be altered by the water content in the environment. They can be used also as a substrate of the RFID tag antenna because the dielectric constant of moisture absorbing materials could be regulated by the moisture of the neighboring air. The tags enveloped by moisture absorbing material are appropriate for mass production and low cost [3].
The methods for gas sensing that are based on variation of non-electrical properties include optical, calorimetric, gas chromatograph, and acoustic sensing. Optical sensors rely on spectroscopy, which uses emission spectrometry and absorption. The principle of absorption spectrometry is based on absorption of the photons at specific gas wavelengths; the absorption depends on the concentration of photons. Infrared gas sensors operate on the principle of molecular absorption spectrometry; each gas has its own particular absorption properties to infrared radiation with different wavelengths. In general, optical sensors could attain better selectivity, sensitivity, and stability in comparison to non-optical methods. Still, their applications are limited due to their relatively high cost and the need for micro sizes [10].
Calorimetric sensors are solid-state devices. The sensitive elements consist of small ceramic “pellets” with varying resistance depending on the existence of target gases. They are detecting gases with a substantial variation of thermal conductivity with reference to the thermal conductivity of air (e.g. combustible gases).
Gas chromatograph is a classic analytical method with exceptional capabilities for separation as well as high selectivity and sensitivity [11]. However, gas chromatograph sensors are expensive and their miniaturization still requires technology advancement.
Ultrasonic based acoustic sensors are principally classified as (1) ultrasonic, (2) attenuation, and (3) acoustic impedance. Best studied is the ultrasonic category, i.e. the measurement of sound speed. The major method for detection of sound velocity is to determine the time-of-flight that measures the travel time of ultrasonic waves at a known distance to calculate their speed of propagation. The measured gas speed is used for (1) identification of gases by determining gas properties such as gas concentration, which is related to the difference of sound propagation time, and for (2) determining the components or the molar weight of various gases in mixtures proceeding from thermodynamic considerations [12]. Generally, ultrasonic sensors can overcome some shortcomings of gas sensors such as short lifetime and secondary pollution.
Attenuation is the energy loss due to thermal losses and scattering when an acoustic wave propagates through a medium. Each gas demonstrates particular attenuation, which is giving the means to determine target gases. Gas attenuation can be utilized together with sound velocity to find gas properties [13]. However, the attenuation method is not so reliable as the method of sound speed because it is prone to the presence of particles and droplets or the turbulence in the gas.
Acoustic impedance is typically employed for assessment of gas density. Therefore, by the quantified acoustic impedance and speed of sound, the density of a gas could be found out. In any case, the quantification of the acoustic impedance of gases is remarkably troublesome, particularly in a process environment and consequently it is rarely used in practice.

Biochemical Sensors
Biochemical sensors can convert a biological or chemical amount into an electrical signal. The biosensor includes a receptor (usually a biocomponent such as analyte molecule which performs the actual molecular detection of the targeted element), chemically sensitive layer, transducer and electronic signal processor.
We may categorize biochemical sensors in several aspects. Considering the observed parameter, sensors can be categorized as chemical or biochemical, taking into account their structure they can be disposable, reversible, irreversible, or re-usable. With respect to their external form, they can be classified as planar or flow cells. Biochemical sensors intended for detection of electrical signal either directly sense the electric charges (amperometric sensors) or they sense the electric field induced by electric charges (potentiometric sensors) [14].
System-on-chip (SoC) biosensors are integrated on-chip and connected the active circuitry. SoC biosensors have numerous improvements with respect to sensors based on principles such as mechanical, optical and other methods. A major advantage is the ease of integration in CMOS integrated circuits that provides compact size, immunity to noise, potential to multiple detection of the biomolecules, etc. For cost-efficient commercialization of SoC sensors, it is crucial that all manufacturing processes are completely compatible with CMOS technologies [15].
Planar semiconductor (CMOS technology) devices can be used as the foundation for biological and chemical sensors where sensing can occur optically or electrically. Planar Field Effect Transistors (FETs) can be converted to chemically sensitive sensors by adjusting their gate oxide with membranes or molecular receptors to sense an analyte of interest. Fundamental rule of the molecular detecting is the selective attraction between the test molecules and the target molecules. As the target molecules have electrical charges in the electrolyte solution, the nearby channel conductance is affected by these electric charges via the field effect. The electric charges have dissimilar shape depending on the biochemical reactions associated with the particular detection. Interaction of a charged probe will result in accumulation or depletion of carriers within the transistor structure, which can be electrically detected by observing a direct variation in conductance or related electrical property [16].
Most of the electrical biosensor chips are based on CMOS and MEMS technology. MEMS systems are a combination of electronics and mechanical structures at a micro- and nanometer scale. The reason for using these technologies is the ease of integration onto a CMOS chip in which the electrical signals are processed. Typical applications include poly-silicon nanowire-based DNA or protein sensors, cantilever-based DNA sensors, pH sensors based on Ion-Sensitive-FET, glucose sensors, temperature sensors, etc.
Generally, the characteristics of a sensor include sensitivity, detection limit, and noise. The limit of detection is characterized as the minimum concentration of the target molecules to be detected by the sensor. Noise can originate from non-selective tying between the noise molecules and the test molecules because in practice, the noise molecules are significantly more in number than the target molecules so that the avoidance of the non-selective tying is crucial for biosensor operation [17].
Another class of biochemical sensors transduce the chemical tying into mechanical deformation. Chemical reactions provoke mechanical deformation adherent to the nature of nanotechnology, e.g. the ion channels in a cell membrane are proteins that control ionic permeability on lipid bilayer film and the activity of this protein is managed by the mechanical surface stress induced by chemical reaction [18].
One approach to utilize chemical-mechanical transformation is to use micro or nanometer scale cantilevers. Micro and nanocantilevers exhibit change of surface stress caused by a particular biomolecular interaction, for example, self-assembled monolayer arrangement, hybridization of DNA, cellular and antigen-antibody binding. These methods are barely accomplished into a compact gadget because of the massive optical detection equipment and poor selectivity performance [18].
Implementation of membrane technology is an alternative surface stress sensing mechanism. Polymer transducers with thin membrane are capable to exhibit of biomolecular sensing. The variation of adsorption quantity on the resonator is determined by detection of resonance frequency detection. Thin membrane transducers have a couple of valuable characteristics: (1) they are stronger and more solid than cantilever beams and they are very responsive to surface reaction, which allows easy functionalization by using mainstream printing techniques, and (2) the sensing surface is physically separated from the electrical detection surface, which is suitable for accurate low-noise measurements of capacitance [19].
In addition to the conventional field effect transistor CMOS technology, printed thin-film transistor (TFT) technology could be used for sensor development as well. In contrast to the silicon SMOS technology where MOSFETs are made on silicon substrate, TFTs could be fabricated on substrates such as plastic, glass, paper, etc. With printable TFT innovation, it is possible to incorporate an extensive variety of organic, inorganic, nanostructure functional materials for electronics, batteries, energy harvesting and sensor and display devices through coating or printing processes. This enables a new generation of low-cost, large-area flexible electronics generally unachievable with conventional silicon IC technologies. Nevertheless, there is an extensive trade-off in the device performance and integration density if using TFT technology compared to traditional Si-microelectronics [20].
Different selections of solution processable semiconductor materials are existing for TFTs: metal oxide, organic semiconductors, carbon nanotubes. The quick advances in materials widens the opportunities for manufacturing organic transistors and circuits using printing processes. Of all these, the organic semiconductors are distinguished for its mechanical flexibility, fast processing at low temperatures, and great potential for further performance improvement [21].
For practical sensor development, a hybrid integration of transducer circuits composed of printed transistors and a common read-out and signal processing chip might be employed. Various sensing materials together with an antenna can be incorporated into the transducer in the printing processes [22].

Wireless Sensor Networks
Current developments of Micro Electro Mechanical Systems (MEMS) technology and communications allowed for the advent of low-cost, low-power sensor nodes having multiple functions in a compact formfactor. They are the basis of wireless sensor networks.
Wireless Sensor Networks (WSNs) comprises huge number of sensor nodes (also called motes) that are spatially distributed autonomous devices that can accept input information from the connected sensor(s), process the information and transmit the output to other devices via a wireless network. WSNs were driven initially by military applications (e.g. battlefield surveillance), but now they are transformed in civil applications inspired by the IoT notion, such as home and building automation, traffic control, transport and logistics, industrial automation, environment monitoring, health monitoring, agricultural and animal monitoring, etc [23].
Nowadays, wireless sensor networks are allowing a level of integration between computers and the physical world that has been unthinkable before. Advances in microelectronics and communications industries have been a key enabler of the development of huge networks of sensors. Nevertheless, wireless connectivity of sensors might be considered an application facilitator rather than a feature of the sensors [24]. This is due to the fact that wired sensor networks on the scale that is required would be too expensive to set up and maintain, which means they are unusable for applications such as monitoring of the environment, health, military, etc [25].
Typically, a WSN node contains one or more sensors attached, embedded microprocessor with limited computational ability and memory, transceiver unit, and power unit [26]. These units allow each node to communicate with the network. Communication between the nodes is centralized – it can be a networking platform of dedicated servers or remote (cloud) servers. This network architecture corresponds to the core of the IoT, that is to provide immediate access to information at any time and any place.
The sensor is sampling the physical measure of interest into a signal that is processed by the subsequent microcontroller giving analogue to digital conversion as well as computational capability and storage. Next, the result is passed to the wireless transceiver unit for connecting to the network [27].
The sensor transducer converts physical quantities into electrical signals. Sensor output signals may be either digital or analogue which requires for the latter case to have an Analog to Digital Converter (ADC) included (either built-in or attached to the sensor) in order to digitalize the information to let the CPU to process it. The microprocessor unit consists of an embedded CPU and memory; the latter includes program memory, RAM and optionally non-volatile data memory. A distinctive characteristic of processors in motes is that they have several modes of operation – typically active, idle, and sleep. The purpose is to preserve power without obstructing the CPU operation when it is required. The transceiver unit allows the communication between the sensor nodes and the communication with a centralized hub. The WSN communication standards include Bluetooth, ZigBee, and 6LoWPAN but the use of infrared, ultrasound and inductive communication has also been studied. The power unit consists of an energy source for supplying power to the mote. The energy source is usually an electrochemical battery but an energy harvester can also be implemented to convert external energy (such as kinetic, wind, thermal, solar, electromagnetic energy) into electrical energy for recharging the battery; an external power generator may also be used for recharging [25].
Depending on the actual implementation, motes typically (1) realize data-logging, processing, and transmitting sensor information or (2) they are operating as a gateway in the wireless network composed of all the sensors that are sending data to a hub point. Sensor nodes are described by several parameters ranging from physical weight, size, and battery life to electrical characteristics for the embedded CPU and transceiver unit in the respective node architecture. The parameters being monitored by the motes’ sensors include temperature, sound, vibration, light, pressure, pollutants, etc., which means different sensors, should be implemented: thermal, acoustic, vibration, optical, pressure, etc [28].
One approach for handling the data generated by the networks of sensors is to use a platform of dedicated servers for collecting and processing information originating from the sensors. Another approach is to rely on cloud computing service. Typically, general purpose IoT applications rely on cloud computing which inherently provides remote access via Internet [23].
The most popular communication standard is the IEEE 802.15.4 standard (ZigBee and 6LoWPAN). The protocol stack for WSN integrates power with routing aspects. It is composed of 5 layers (physical, data link, network, transport, application) and 3 planes (power management, mobility management, task management) to ensure reliable and power efficient data transmission through the wireless medium [27, 29].
WSNs usually operate in various environments, which make them significantly different from other wireless networks such as cellular mobile networks or ad hoc networks, etc. In addition, WSNs normally have strict requirements for power, computation, and memory. All these constraints predetermine the cost of sensor devices and network topology and pose specific WSN design challenges. The most important design factors include reliability (fault tolerance), density of nodes (network size), network topology and scalability, power consumption, hardware specifications, quality of service, security of communications [30].
Foremost among all is the factor of security. Many WSNs are intended to collect sensitive data (e.g. personal health, confidential manufacturing data of a company, etc.). The wireless character of the sensor networks greatly complicates detecting and avoiding of snooping on the data. Best choice for ensuring WSN security is to implement hardware-based encryption rather than software encryption, which is advantageous in terms of speed and memory handling for network nodes [25].

RFID
Radio Frequency IDentification (RFID) is a notably evolving technology for automated identification based on near-field electromagnetic tagging. It is a wireless method for sending and receiving data for various identification applications. Compared to other identification systems (e.g. smart cards, biometrics, optical character recognition systems, barcode systems, etc.) RFID has many advantages since it is cost and power efficient, withstands severe physical environments, permits concurrent identification, and does not require line-of-sight (LoS) for communication. A RFID can turn common daily objects into mobile network nodes that might be followed and monitored, and can respond to action requests. All these perfectly fit the notion of Internet of Things.
A RFID system typically consists of 3 major components: (1) an application host, which provides the interface to encode and decode the ID data from data reader into a personal computer or a mainframe, (2) an RFID tag, which stores the identification information or code, and (3) a tag reader or tag integrator, which sends polling signals to an RFID transponder (transmitter-responder) or to a tag that should be identified [31].
A tag (analogous to a barcode) is a unique entity that can be attached to an object or a person and thereby enables information environments to remotely distinguish objects and individuals, track their position, detect their status, etc. The RFID tag is a microchip with programmed identification plus an antenna. The distance between the tag and the tag reader (in fact the reader is the base station) should be short enough so that the signal could be coupled. In reality, there is no true antenna because no far-field transmission is employed. The tag communicates with the tag reader by electromagnetic coupling via radio frequencies. Parts of the tag and parts of the reader are coupled together in a way that is analogous to the transformer windings (inductive coupling) or as opposing plates in a capacitor (capacitive coupling). Generally, the information acquired by the tag is further processed by a more complex computer equipment. In fact, the tag is a kind of low-level network, which enables the transmission of sensor data.
The principle of operation is so that the tag behaves as an electrical load on the tag reader. Hence, the tag can transfer information to the reader by altering its own impedance. The RFID tag changes the value of the impedance via an electronic chip that is effectively an active switch. In result, the tag is not required to create a transmitted signal, and the impedance switching sample is utilized to encode the data in the tag. At any random moment, a tag reader can just read one tag in its locality and a tag must be read by one tag reader [32].
Tags might be either active or passive. Active tags have a dedicated power supply (a battery). They possess extended processing functionalities and have some capabilities for pressure or temperature sensing. Active tags are characterized with an operating perimeter of hundred meters and a relatively lower error rate.
On the contrary, passive tags have a limited operating perimeter of up to several meters and they are characterized with a pretty high error rate. Passive tags are cheaper and that is why they are most common in the RFID marketplace. They have no physical power source as they are powered by the near-field coupling between the reader (the radio waves caused by the reader) and the RFID tag. Passive tags have limited processing and communication capabilities but have no sensing capabilities for the information-carrying medium [33].
RFID technology has numerous applications such as tracking of assets and people, healthcare, agriculture, environment monitoring, etc. Many tracking RFID applications are based on the universal communication and computing technologies available [34–37].
A prospective area for development of applications is the integration of RFID systems and wireless sensor networks (WSNs). So far these are relatively separate areas of research and development. The combination of RFID and WSNs would open new scientific and industrial fields by utilizing the benefits of these technologies.
RFID systems are primarily used for identification of objects or tracking their location without delivering information about the object and its physical condition. In numerous applications the location or the identity of an object is not enough and extra information is needed – it can be extracted from other parameters characterizing the environmental conditions. Sensor networks could help in such cases. WSNs are systems consisting of small sensor nodes that can collect and deliver information by detecting environmental conditions, for example, temperature, humidity, light, sound, pressure, vibration, etc [38]. Nevertheless, the identity and location of an object is still vital information and it can be extracted by RFID techniques. In these situations, the ideal arrangement is to combine both technologies in order to ensure extended capabilities, portability, and scalability [39].
Sensors with integrated RFID tags can be classified in two categories: (1) tags communicating with RFID readers only and (2) tags communicating with each other and creating an ad hoc network [38]. RFID systems can be combined with wireless sensor networks by integrating the sensor nodes with RFID readers [40]. Another option for integration is the so-called mixed architecture where the sensor nodes and the RFID tags remain physically separate but they exist together and they operate separately in an integrated network. Accordingly, it is not necessary to design a separate hardware device in order to integrate the benefits of both technologies.

3 Monitoring and Assisted Living Systems for Elderly and Disabled People
Trend of the European Population
The proportion of the adult-population in the European Union is in a phase of rapid increase. The aging of the population is accompanied by increased occurrence and spread of chronic diseases, and hence a significant increase in healthcare costs. Staying at their own homes, or at places freely chosen by the elderly people, is one of the approaches already taken improve the quality of life and to reduce healthcare costs of the aging population.
The idea is to support elderly people to improve their quality of life and to create better conditions for their stay in the environment of their choice. To do this, it is necessary to develop modern equipment and systems for health status monitoring and to introduce comprehensive eHealth technologies. The use of such technologies at home or at home-like setting is still in its infancy, but this method is one of the most promising approaches to facilitate the independent living of the elderly people.
Combining health monitoring systems with smart home technologies (Fig. 3) makes it much easier for elderly people to access medical care without the need to leave their homes.[image: ../images/477428_1_En_10_Chapter/477428_1_En_10_Fig3_HTML.png]
Fig. 3.Combining health monitoring systems


Contactless sensor systems provide 24-h surveillance of the elderly in their homes by collecting data from different sensors and fusing them from the so- “Data aggregators”. Data aggregators can be devices that provide only simple offline storage and analysis features. However, in modern monitoring systems, they typically perform pre-processing and retransmission of online analysis data to systems of higher hierarchical level.

In addition to monitoring some medical-specific indicators, the main groups of indicators that can be monitored (Fig. 4) are related to:	Activities of everyday life

	Safety

	Location - Position system

	Characteristics and speed of gait.
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Fig. 4.Main groups of indicators.



Since the end of the last century, global trends have seen a rapid increase in the share of elderly people. In 2035, one-third of the Europeans will be over the age of 65 [41]; for the USA this figure is expected to rise to 70 million in year 2030. This estimated figure is double than the one counted in 2000. In 2009 the average age, which allows daily activities can be carried out without difficulty, was about 67 for women and 63 for men.
The most developed countries are concerned about the aging of their population [42]. Quality of life is deteriorating with aging, which leads to worsening the skills and abilities of the people [43]. Statistics show that 30% of adults fall at least once per year and 75% of these events can even cause death. Much of the elderly people suffer from chronic illnesses that require medical treatment or periodic reviews.
Various initiatives have been taken to handle these issues. One approach is the called Assisted Living Systems (ALS). It acquires immense importance in helping elderly people who live alone in their own homes and need care [44]. The proposed assistance aims at increasing the autonomy and quality of life of the consumer and contributing to its social consolidation. The results in this area have a direct public impact. Many authors have discussed the requirements and engineering aspects of ALS.
Development of technology and research are directed towards systems for fall detection, detection of pressure to a chair or bed, video monitoring, motion and tilt sensors and devices, accelerometers, smart clock with gyroscopes or worn on the belt [45].
A European Union initiative [46] is being undertaken to increase the care of the aging through the penetration and use an information and technologies of communication. It aims to help elderly people to carry out their daily activities, thereby increasing their autonomy [47].
Assistive Systems: State-of-the-Art [47]
Ambient Assisted Living (AAL) includes concepts, devices, systems, methods, and services that ensure constant support without intruding user’s system. Assisting everyday life depends specifically on the situation of the user. The technologies that are used in AAL are user-centric, that is, oriented to the potential needs of the particular consumer and integrated into the user’s immediate personal environment. As a result, the technology adapts to the user, not vice versa. Internal and external monitoring is necessary especially for elderly people or people with disabilities (heavy hearing, deafness, limited mobility, etc.) The use of intelligent sensors is a desirable service that can potentially increase consumer autonomy and independence, while reducing the risk of life alone.
The services and systems developed aim being tailored to elderly people and their cognitive problems. By default, it is expected that the systems are able to integrate several subsystems that have been developed by different manufacturers [48]. Also, it is expected that every user could to adapt quickly and easily so that no constraints and difficulties arise. However, the real implementations are still fragmented and isolated.
One of the major projects in the field is Intel’s fashionable smart home [43]. The aim is to help elderly people by making use of four technologies: sensors, networks, monitoring daily activities and environment visualizing. Sensors determine the location of people and objects. The networks integrate motion sensors, cameras and switches that define the activity and visualize the environment.
The idea of automating and introducing technology into people’s homes is to build a positive home atmosphere. Numerous authors make analyses of experimental data from sensor systems used to monitor and demonstrate the functional capabilities of elderly people and analyze and produce statistics on how they change over time. The built-in system includes sensors in all rooms: kitchen, living room, vestibule, bedroom, bathroom, etc. There are high requirements for data visualization displays as it reflects to the end-user perception of the service [47].
The Intelligent Home Monitoring System at the University of Virginia [49] focuses on collecting data using a set of cheap, unobtrusive sensors. The information was recorded and analyzed in an integrated data system. It is managed through the Internet and collects the information in a passive way respecting the privacy of the older adults.
The Rochester University [50] developed a prototype smart medical home, consisting of computers, infrared sensors, video cameras and biosensors. The main service is used for a medical consultation through a conversation between the medical person and the patient. The activities and movements of the users are also monitored. The process supports decision making for the patient and caring personnel.
Hong Sun and others [51] show arguments that most of AAL’s ongoing efforts to tackle older people’s problems do not fully reflect the importance of social activities. Intelligent sensors and devices use has preference in comparison to the more important than human interaction. The AAL’s assume that the older adults are passive and weak by default and it is not true in all cases as some people desire to support monitoring.
The SOPRANO Integrated Project [52] aims to extend the time that people can spend living alone in their own homes being independent in their activities and feeling safer. Required technologies include products and services that allow people to perform their everyday tasks.

Aviles-Lopez et al. [53] tested a lab platform for deployment at home for the older adults. This research aimed at helping people with physical and psychological abnormalities such as arthritis, Alzheimer’s disease, diabetes, senile dementia, and cardiovascular diseases coming from the aging process. It is achieved by maintaining a certain degree of independence using new types of mobile embedded computing devices, wireless intelligent sensors and so on. The platform is contextual, mobile, invisible, and adaptable supposing that the users are traced and identified in space thanks for the wearable device as watch, bag, cups or other embedded accessory in clothing. If the older user has suffered a fall or an unpleasant event, the system should alert caring personnel without any interference. The communication way to the end-user and data on blood pressure, sugar levels, etc. have to be acquired, extracted and transmitted in a reliable and way.
Drug management applications have a special place in the daily schedule. customized approach towards this problem is presented in [47].
In this way, the supervising medical consultant could do a medical examination remotely and change the dose of any drug. Other components of the supervision include cameras and sensors with a built-in accelerometer. This provides an opportunity to track the motion of users and instantly record an event such as a fall. Patients who use electrically powered wheelchairs can move freely. However, very often they need help in opening or closing doors.
Various studies have found that large TVs and monitors are not the most appropriate means of monitoring. The whole system should be easy to use by the elderly. They find it difficult to adopt new technologies that they cannot understand. Homes are equipped with sensors that measure the state of the users and maintain communication with their friends and relatives.
Holtzinger and others [44] assessed the wrist unit that is well received by users. It is designed to monitor the vital signs and detect different situations such as loss of consciousness, detection of falling, etc. Healey and others [54] presented a monitoring prototype system that can record, transmit and analyze permanent echocardiogram data. The system is also designed to have the ability to record events, activities, and various medical symptoms.
Different researchers do experiments using systems to monitor daily activities, activity, exercises and medical tests. Madeira et al. [55] looked at the possible enhancement of the quality of life of the elderly people through telemedicine. The proposed system combines intelligent items such as wheelchairs and walkers with corresponding built-in sensors for remote measurement of mechanical and physiological parameters. In this way, the elderly will be monitored in different situations.
Some studies [56–58] focus on the development of a smart home where the elderly and disabled people can enjoy quality of life and greater independence. Smart monitors can constantly monitor patients and their vital parameters. Technologies that can track changes in activities and alert the care provider are: a smoke detector; flood detector; temperature sensor; gas detector; occupancy sensor for bed; occupancy sensor for the chair; a fall detector; hanging around the neck, on the wrist, or clinging to clothing; an epilepsy sensor located under the bed and more.
The publication of Wang et al. [59] describes the prototype of the so-called I-Living Assisted Living architecture, which includes various built-in devices such as sensors, actuators, displays, and Bluetooth-enabled medical device. This device may be a dedicated computer or black box equipped with one or more wireless interface cards. Independent devices can communicate with the appropriate server over the Internet that provides web-based interfaces to allow cares, healthcare providers and healthcare professionals to monitor the environment and analyze measured data.
De Florio and Blondia [60] do not believe that the expansion of the traditional approaches to social organization might be enough to provide effective support for the elderly [47].
All listed and described projects are only part of the AAL activities collected. Analyzing the results and new opportunities and trends shows that the topics discussed are up-to-date and will continue to develop significantly in the coming years. Various projects are aimed at solving many problems of some groups (adults, adults with special needs and people with diseases). Applied approaches and applications are specific, which limits the dissemination of results.
Flexibility of systems is a prerequisite for universality, as far as possible, of hardware that would lead to rapid production of the product at a reduced price. Similar to telemetric monitoring systems for high-risk patients, relatively simple AAL systems can perform two main tasks:	Warning about life-threatening situations

	Minimize false signals, which are the common cause of system compromises.





In addition to the constantly available communication interface between the observer and the user, it is also possible to automatically detect falls as well as momentary observation of many vital parameters.
4 Risks and Accidents Detection for Elderly Care
In order to improve people’s lives, it is very important to reduce threats when people get older, such as detect and prevent falls. The research areas as fall detection (FD) and fall prevention (FP) have been developed for over a decade trying to improve people’s lives through the use of pervasive sensing and computing. The most common reasons that can cause falling are obstacles at home and the aging. Getting older, people’s bodies pass through some physical changes making them more fragile, and more prone to falls.
Why is so important to detect falls? Falls can result in critical injuries, especially for the elderly. The longer someone stays unassisted, the less chance he/she has to make a full recovery. Unfortunately, a fall detection system does not detect all fall cases. The most common injuries are to the head and lips which results in long-term complications. So, the faster help is very important in these cases [61].
Fall sensors use advanced technology to detect your movements and the position of human’s body. They are able to give the difference between an emergency case and everyday movements, for example, can detect if the person is just laying down or there is a sudden change in the position, which means a fall.
Most falls happen at home because there are a lot of hazards there, such as slippery floors, clutter, poor lighting, unstable furniture, obstructed ways and pets, etc [61].
The first measure to be taken into account is to conduct a detailed analysis of the house and to identify the possible reasons which may lead to injuries. Then a preventive checklist can be developed to minimize the risk of fall.
Figure 5 demonstrates an example of a wearable elderly care system. The technologies are used for detection of accurate positioning, tracking the physical activity and monitoring the body signs data.[image: ../images/477428_1_En_10_Chapter/477428_1_En_10_Fig5_HTML.png]
Fig. 5.Wearable elderly system


In order to track precisely the position of elderly people, a precise positioning sensor network should be developed in real time. Also, a software system should be designed with modules for data processing, data extraction, vital signs detection to support human activity recognition (Fig. 6). Biomechanical sensors are needed to monitor the physical state of elderly care which in essence are multiple sensors incorporated into the clothing, for example.[image: ../images/477428_1_En_10_Chapter/477428_1_En_10_Fig6_HTML.png]
Fig. 6.Monitoring system for data processing


Overall, a wearable system consists of interconnected modules that can be placed at different body areas. Each module consists of sensors, Analog to Digital Converter (ADC), Radio Frequency, computing elements, circuitry and hybrid power supplies. When designing such systems, it should be taken into account the so called “wearability”, which means weight, form, heat generation, flexibility and other properties. In technical point of view, the main considerations include the power consumption and overall system size in order to achieve good “wearability” [62].
One fall detection (Fig. 7) and prevention systems consist of either external sensors or wearable sensors. External sensors depend on subject of interest (SOI), and wearable sensors are attached to the SOI.[image: ../images/477428_1_En_10_Chapter/477428_1_En_10_Fig7_HTML.png]
Fig. 7.Fall detecting sensing components


The most common types of external sensors are the camera sensors. They are placed in fixed locations where the person daily activities will be performed. The main disadvantage of these sensors is that the person can fall out of the visibility area and the system can be unable to track the user.
Another type of external sensors is the proximity sensors, which are used in fall detection systems. They are commonly attached to walking-aid devices (cane, walker, etc.). When the user suddenly falls, the sensor detects the change of the position of the SOI. The disadvantages involve the price of such sensors and the short proximity range.
An alternative to the external sensors is the wearable sensor, which is employed into fall detection and prevention systems. They are attached to user’s body and are cheaper than the external sensors.
Widely used in fall detection systems are the accelerometers because of their price and the fact that can be placed on different parts of the body. They can also be embedded in other devices as shoes, belts, watches, etc. The advantage of accelerometers is that with a single sensor a lot of movement characteristics can be successfully detected, especially falls.
Wearable Sensors for Fall Detection
Due to the rapid development of Micro-electro-mechanical systems technologies, such as accelerators, gyroscopes, magnetic sensors, particularly wearable sensor-based human activity recognition technologies, such devices become more and more attractive for use in ambient assisted living systems, especially in monitoring elderly people. Because of the advances in these technologies, MEMS sensors become cheaper, lighter and small enough to carry. These systems do not require the use of base station, as cameras which have to be installed on particular area. These systems collect the data in passive mode and do not create electromagnetic pollution. Accelerometers and gyroscopes are easy to wear but also have less power consumption and also less sensitivity to body movements, which may cause false alarms. But from a commercial point of view, this technology is the most utilized one for commercial devices and can take the form of a belt or watch, for example. In order to minimize false alarms using such kind of sensors, researchers propose different methods, such as placing the sensor into human’s head or ear [63–65].
The advanced wearable sensors incorporated multiple sensor technologies, for example in [66] proposed a system of gyroscopes and accelerometers, another approach has barometric sensors in additions for high variations sensors.
Interesting solutions for fall detections and prevention away from home became attractive after phone technology developments. In [67] a very promising solution is proposed that reports 100% fall detection prevention. The system is based on accelerometers which are used in mobile phones.
There are also systems that can not only detect a fall but also can specify the fall type. Such systems are proposed from [68, 69] and incorporate a tri-axis accelerometer, gyroscope and magnetometer, as well as the data processing, fall detection and messaging.

Ambient Devices for Fall Detection
Ambient devices detect the environment of a person under protection. The technologies are used in commercial fall detection devices and the most common one is the infra-red technology, but there is also vibration sensing, noise sensing, etc. In order to cover the whole area, the system has to be installed in all needed rooms which is one of the drawbacks of such systems.
One example of infrared ceiling sensor network (Fig. 8) is proposed by [70]. They are using the “values of pixels” as features, 8 activities recognition, which are performed by 5 subjects at an average recognition rate of 80.65%. They have obtained a performance of 95.14%, the false alarm recognition of 7.5% and the FRR of 2.0%. This accuracy is not sufficient in general but high according to with such low-level information.[image: ../images/477428_1_En_10_Chapter/477428_1_En_10_Fig8_HTML.png]
Fig. 8.Example of infrared ceiling sensor network


It is explained that such system has the potential to be used at home providing personalized services and detecting abnormalities of elders who live alone.
Another way for fall detection is through vibration sensors, which are incorporated into the flooring. In source [71] a system with 100% success is reported, which detects movement through vibrations. Electromagnetic sensors are present [72] which are again incorporated into the flooring, which can generate images of objects touched to the floor.
There are systems for fall detection based on lasers. A laser is used which interacts with light-sensitive device, which generate together a network of theoretical cross-sections, which detect stable objects [73].

Vision Based Devices for Fall Detection
Systems based on object monitoring have the same disadvantage as ambient devices and must be installed in all necessary rooms in order to cover the required range. Another issue is privacy, working with photo material from everyday life. There are cases in which pictures are sent only when a fall is detected. It is also easy to process these photos; the person’s face can be faded.
Camera-based monitor the posture and shape of the subject during and after a fall, which happens in fractions of seconds.
A considerable amount of processing power is consumed by the image dealing. To compensate the computational cost, images are usually compacted and with smaller pixels in a pre-processing stage.
In camera-based sensing systems there are different ways in detecting falls. Some systems are based on human skeleton, but their computational cost is not valuable for real time situations. Other types calculate and transform some parameters, as falling angle, vertical projection histogram etc., but their disadvantage is the false alarm rates.
Nevertheless, regardless of the number of cameras installed, continuous monitoring is still restricted to the camera locations. Another disadvantage is that such systems are influenced by light variability, which leads to lower recognition from laboratory environment to outdoor environment. Due to such limitations, vision-based human activity recognition systems are not so well suited to most elderly care applications.
A system architecture (Fig. 9), for example, includes a wearable device which is placed on human’s waist [74]. The system uses acceleration analysis for fall detection. Then it gets the geographic position of the SOI and send short message for fall alarm.[image: ../images/477428_1_En_10_Chapter/477428_1_En_10_Fig9_HTML.png]
Fig. 9.Example of system architecture for fall detection with wearable sensors


The system has low power consumed hardware design and highly efficient algorithm which could extend the service time of the wearable device.
Overall, a wearable system is comprised of interconnected modules, which can be installed at different parts of the body. Each module consists of sensors, Analog to Digital Converter, computing elements, RF circuitry and hybrid power supplies (batteries and energy scavenging generator).

Vital Signs Monitoring
Most elderly people suffer from age-related diseases, as diabetes, hypertension, hypertension, etc. So, it is of great importance to design reliable real-time health monitoring system for elderly care. Most common used are wearable and non-invasive biosensors, which can be put on the body or near the body which can successfully measure a variety of vital signs. In Table 1 a summary of several vital signs is presented.Table 1.Summarize of most common vital signs.


	Parameter
	Range
	Technology

	Rate of the heart
	0.5 ÷ 4.0 mV
	Skin electrode
Optical
MI sensor

	Body temperature
	32.0 ÷ 45.0 ℃
	Thermistors
Optical means
Thermoelectric effects

	Blood pressure
	10.0 ÷ 400.0 mm Hg
	Capacitive strain sensors
Piezoelectric capacitors

	Respiration rate
	2.0 ÷ 50.0 breaths/min
	Strain gauge/Impedance

	Glucose in blood
	0.5 ÷ 1.0 mM (millimoles per liter)
	Electrochemical

	Pulse oxygenation
	80% ÷ 100% 
	Optical means





Body Temperature
One of the most important vital signs to be monitored is the body temperature. Another important issue that should be taken into account is the location at which the temperature will be measured because it is different at the different locations. There are several means that can be used for measurements, such as thermistors, thermoelectric effect, optical means, etc. The most common technique for non-invasive measurement using wearable sensors is the thermistor. There are methods proposed in [75], where negative temperature coefficient resistors a temperature sensing element is used and the textile wires incorporated into the sensor element are integrated into wearable system for monitoring, in this case baby jacket. Other methods propose textile-based temperature sensor which is incorporated into knitted structure [76]. There are a lot of wearable temperature sensors available at the market that can be directly attached to the skin, as LM35 [77].

Heart Rate
The heart rate is one of the most important signs, especially when we talk for elderly care, which should be precisely monitored. The heart should be in perfect working condition in order to consider that the patient is healthy. The heart rate of a healthy adult in resting position ranges from 60 to 100 beats per minute. Nevertheless, depending on person’s activity and physiological state, these values can vary. During the night, a healthy person’s heartbeat may vary from 40 to 50 beats per minute, which also should be considered. This parameter can be used in order to diagnose a lot of cardiovascular diseases. Heart rate can be measured through various technologies, as electrical, optical or strain sensors. The electrical measurements include electrocardiography through electrodes. There are some methods for such measurements proposed, for example in [78] chest electrodes are investigated which are silver coated, without the need to use gel or paste during the measurements. Other approaches use soft micro fluidics and adhesive surfaces to achieve highly stretchable state-of-the art systems [79]. Other researches describe magnetic sensitive sensors which are able to measure quasi noncontact pulse rate. These sensors can measure magneto-cardiogram in non-shielded conditions [80, 81].

Respiration Rate
Respiration rate is very indicative parameter for distinguishing diseases as asthma, sleeping apnea, anemia, etc. A healthy resting person respiration rate is typically one breath in every 6.4 s, the amount of inhaled air is approximately 500 mL [77]. Elderly people often have difficulties in breathing normal because the lungs expansion and contraction rates decreases. The methods for respiration rate measurement can be divided into two types, the first one detects directly the airflow during the breathing, the second one measure indirectly responding to chest and its expansion and contraction. For directly measurements sensors can be placed near the nose or mouth and respond to changes in the temperature of the air, the pressure, humidity, the concentration of carbon dioxide, etc [82]. The indirect measures involve physical parameters that need to be monitored, as changes in the lung volume and movement. With the advanced developed textile-based technologies nowadays, there are a lot of sensors available, which can be directly incorporated into the clothing which accurately detect the breath levels without interfering person’s comfort. In [83] a garment-based sensing system with piezoresistive sensor is represented, which is able to determine a 10 s pause in breathing.

Blood Pressure
The blood pressure gives the force inside an artery and is typically 120/80 mm of mercury for healthy persons, the systole is 120 mm Hg (maxima) and the diastole is 80 mm Hg (minima) [77]. Blood pressure is typically detected using sphygmomanometers, but they need stationary setup, not cost effective and do not have the possibility of monitoring. Nowadays the state-of-the-art sensors are capacitive sensitive strain sensors [84], which are compressible and piezoelectric. The difference between both of them is that compressible capacitive strain sensors are composed of elastic dielectric, while the piezoresistive sensors are composed of robust dielectric placed between 2 flexible electrodes. When an external pressure is applied to the dielectric, it will lead to change in the capacitance of the device. In the same way, if the piezoelectric material is strained, this will generate an induced voltage in the device. For example, in [85] a conformable lead zirconate titanate sensors are presented, which have piezoelectric response. It is reported that these sensors have 0.005 Pa sensitivity and 0.1 ms response time. Such kind of performance ensures that the sensor can be used for blood pressure measurements. Another approach that can be used for blood pressure measurements is the RFID (radio-frequency identification) technique, but such device require implantation under skin, such as presented in [86].

Pulse Oxygenation
Oxygenation is the oxygen saturated hemoglobin compared to total hemoglobin in the blood, which is saturated and unsaturated. The normal state for the human organism is considered as 95% to 100% blood oxygen level. When this level is below 90% it can cause hypoxemia (more particularly tissue hypoxemia). The oxygenation may be separated into three groups: tissue, venous and peripheral oxygenation. The measurement technique is non-invasive in fresh pulsatile arterial blood. The most common method for measurements is using optic-based device, such as a pulse oximeter. The working principle is based on generated light by light emitting diodes through parts of the body as earlobe, forehead, wrist, fingertips, etc. Nowadays with the advances in organic electronics, the production of OLED (organic light emitting diode) and organic photo-detectors became prime devices for use in pulse oxygenation measurement due to their comfort in use [77]. Such sensors are described in details in [87].

Blood Glucose
The measurements for blood glucose involve the glucose amount in human blood which concentration is usually lower in the morning and increases after every meal. If the blood glucose is out of its normal range, this may indicate health problems as hyperglycemia (low levels) or diabetes (high levels). In recent years, the number of people with diabetes has increased. The World Health Organization reports that 9% of adults worldwide suffer from diabetes [77]. It has been found that frequent (possibly continuous) measurement of blood glucose levels is essential for conducting insulin therapy and minimizing the harmful effects on the body. Modern methods of testing include periodic tests in specialized laboratories or analysis of daily profiles (periodically over several hours), using a portable blood analyzer at home. For this purpose, after a pinch, usually on the fingertip, a certain amount (drop) of blood is delivered to a special test strip which is placed in the analyzer and within a few seconds the current blood glucose level is indicated. These persistent pricks cause discomfort, especially in young children, and rarely can lead to infections. New developments in the art are directed to alternative methods for measuring glucose concentration, e.g. bloodless, by measuring glucose levels in body fluids (sweat, tears, urine) as indicated in [88]. Saliva nano-bio-sensor is presented there for noninvasive glucose monitoring which provide low-cost, accurate and disposable bio-sensor. Another method for non-invasive method is proposed in [89]. The described methods are still not applicable in mass practice. Another part of the research is directed to the development of invasive methods for the delivery and analysis of blood micro-bleeds. At this stage, there are no data on the implementation and applications in the mass practice of nanobiobs for determining blood glucose levels by analyzing blood micro beats in the absence of pain sensations for the patient.

5 Activity Recognition for Sports
Research of human activity is becoming a most popular and relevant topic for multiple scientific areas. Human activity recognition includes mobile computing [90], surveillance-based security [91], context-aware computing [92] and ambient assistive living [93]. The sensor technologies and data processing techniques have achieved much progress. Work on these supporting technologies has led to developments in the area of data collection and transfer and information integration. Many of the solutions to real problems related to human life are increasingly dependent on the human activity recognition. Recognizing human activity as a topic of work can contribute to many important activities related to security and monitoring, preservation of the environment, help in maintaining independent living and aging, etc. To develop such a system, it is crucial to work on four main tasks. The tasks include selection and deployment of sensors designed to collect information about and capture a specific user’s behaviour while simultaneously monitoring respective changes within the environment. Another task is related to the application data analysis techniques which are used for/while processing and storing the accumulated information, to create computational activity models which, when incorporated within complicated software (packages/products), are designed to select algorithms to provoke responsive activities from sensor data through reasoning and manipulation. There is a variety of tools, methods and technologies available to implement each task.
Sensor-based activity is used for activity monitoring. The approaches involve computer surveillance, structural modelling, characteristic elements extraction, action extraction and movement tracking with the main purpose being to make analysis aiming to recognize certain pattern based on collected visual information. Another category is based on the application of recently developed sensor network technologies for activity monitoring [94].
Sensors are attached to the monitored person. This approach is applicable in order to follow physical movements such as workouts. There are multiple types of sensors available for activity monitoring (contact sensors, accelerometers, audio and motion detectors etc.). The sensors are divided according to their purpose – there are different types based on particular output signals, involving theoretical principles and defined by technical infrastructure. They are represented within two basic categories according to the way they are positioned during the activity monitoring process. Activity monitoring based on Wearable sensor. This type of sensor is attached directly or indirectly to the observed person. While the monitored object performs any type of action, the sensors generate signals. In this way we are able to monitor features which describe the human state of mind and respective motion patterns. The sensors can be put into clothing, in shoe soles or heels, inside cell phones, watches and other mobile devices etc. They can be located directly on the body as well. From them we get the necessary indicators about the position and movement of the test object at a given moment, the pulse, temperature, and so on. There are different types of relevant sensor information applicable for various types of activities. Accelerometer sensors are sensors for activity monitoring. They are used to monitor actions such as body movements such as walking, running, jumping and more. In a paper [95] a network of three-axis accelerometers has been reported. These accelerometers are fixed on different parts of the object’s body and provide movement and orientation data for the part of the body that is selected. In [96] are used body worn microphones and accelerometers to measure acceleration and angular velocity through accelerometers and gyroscopes. In the paper [97] provides a method for determining the user’s location. With this method, the behavior of sitting, standing and walking can be recognized. Another used wearable sensor are GPS sensors. These types of sensors are mostly applied when monitoring activities involving location changes or open air and mobile environments [98].
The state of the art can be divided into two sub-topics, the recognition of human activity and Human Activity Prediction. Activity recognition is a complex process. The basic tasks include:	selecting and using appropriate sensors to objects and environments. The main purpose is to observe and capture the user’s behavior.

	collection, storage and processing of the information received. This task is performed through data analysis techniques.

	Creating computing models so that software systems generate reasoning and manipulation.

	selecting or developing reasoning algorithms, to derive activities from sensor data.

	Depending on the type of sensor, there are two categories of activity recognition sensors.





The first one is based on surveillance tools, such as video cameras to monitor the object’s behaviour and environmental fluctuations. The provided data can be a series of video or digitally presented visual image. Common are computer vision techniques for action extraction, feature extraction, structural modelling, motion detection, and motion tracking to specify pattern recognition.
The second one is based on sensor-based activity recognition using the newly developed sensor network systems for motion monitoring. The acquired sensor data is presented as time series of state changes. They can be used as parameters for data integration, probabilistic or statistical analysis. Beside the already described attachment techniques, the sensors can be also placed within the object’s environment as long as the position allows the tracking activity. These types of sensors use inertial measurement units to capture the object’s behavior. This method is used for registering motion. The use of multiple multi-modal miniature sensors enables a robust capture of activities to be accomplished by monitoring interactions between a person and an object. The activity information can be acquired through motion monitoring models. The motion monitoring models can be built to recognize activity models from previous experiments including rich database about monitored persons’ behaviors. For this purpose, they can be used data mining and machine learning techniques through creation of statistical activity models. This method is based on data. The actions that follow are based on probabilistic or statistical classification. This approach has its advantages as handling uncertainty and timing information. On the other hand, requires large datasets for training and learning, and also suffers from the problems of scalability and re-usability. Another method involves the use of predefined models with a large database and research results directly using knowledge engineering and management technologies. The models in this method are used for activity recognition or prediction through logical reasoning. Knowledge-driven approaches are semantically clear and easy to get started. The drawback of this method comes from handling uncertainty and temporal information.
The field of vision-based activity recognition is focused on surveillance, improvement of robots and counter-terrorism, and this field includes a wide variety of options.
Human body structure extraction data from images, action recognition and tracking across frames [99], survey on the approaches based on the movement recognition as opposed to structured approaches [100], research focused on monitoring human movement using 2D or 3D models and the other recognition techniques [101] etc.
In the 2000s, a new approach based on sensors utilizing other sensors fixed to objects was development. This approach has been named “dense sensing” approach with the main purpose of performing activity recognition through user-object interactions. Over the past few years, there have been numerous impressive developments in sensor-based activity recognition [95].
There are two approaches:	Wearable sensors focus mainly on mobile computing.

	Dense sensing-based activity recognition is predominantly driven by smart environment applications such as ambient assisted living. The application smart sensors and sensor fusion directed to biomedical applications and the different types of sport are an interesting topic. There is an ever-growing demand in the field of systems for monitoring with local processing or a network of sensors. We will classify the following activities and will explore how these technologies are implemented in several fields, such as:

	Biomedicine: monitoring biological functions of human;

	Bio signal interfaces: using bio signals for performing activities;

	Physical therapy and sports – this science studies sports and human achievements in this field;





Smart sensors are devices able to acquire, process and display data to users. The interconnection between two or more sensors present in the same system is called sensor fusion. This provides a more complex analysis which is not achievable using a single or multiple separate sensor. Sensor fusion combines this data with strategies to provide consistent and effective responses.
In the sensor fusion, two cases are possible. In the first case, sensors with different signals are merged, while in the second case, data is merged from sensors operating in different situations. The sensor fusion has three levels: acquisition and data merger, fusion of characteristics, and merger of decisions.
Figure 10 shows the three levels of a sensor fusion system. Signal types can be physical, chemical or biological quantities or images. Below is description of processing obtained signals. Smart sensors are used when the accuracy of signal processing complexity is not as significant, but different points should be interconnected. The smart sensors must contain a discrete communication system. In this way the sensors are integrated into a sensor network [102].[image: ../images/477428_1_En_10_Chapter/477428_1_En_10_Fig10_HTML.png]
Fig. 10.Sensor fusion system [102].


In Fig. 11 a single module which includes the acquisition of all physical quantities by the sensor(s) is presented. Generated signals are electronically conditioned by filters, A/D converters, etc., and then they are processed by microcontrollers and/or microprocessors. The stage of communication, using different means in a system with other sensors for post processing elements and analysis of data is followed. The full system can be configured remotely or on the device itself.[image: ../images/477428_1_En_10_Chapter/477428_1_En_10_Fig11_HTML.png]
Fig. 11.Flowchart of a smart sensor [102]


There is a great interaction between biomedical and sports applications. The physiological, physical and technical types of data can be analyzed in the development of athletes in sport. The physiological variables can be described as power, oxygen consumption, and others, to the physical variables: detach speed, acceleration, and fatigue index, and technical variables: starting time, correct execution of movements, correct gait, posture, etc.
Sensor fusion contains the following sensors: Accelerometer, Gyroscope and Magnetometer. The concepts of sensor fusion and smart sensor can be used in combination.
Athletics is the basis of many sports. For many types of sports, the main thing is running, jumping and throwing. The main thing is to perform an analysis during training and to have an interaction between the trainer and the sportsperson thus giving more help in a competitive environment and in sport. Inertial sensors are widely used in athletics. This category includes an accelerometer, a gyroscope and a magnetometer. They provide data for quantities such as acceleration, angular velocity and magnetic field and provide orientation analysis. When we fusion the data with video signals, we can compare and analyze the performance of two athletes. In order for the coach to provide corrections and instructions to the competitor, it is important to investigate the inertial behavior of the sensors, depending on the time of displacement of two athletes. In this way can be corrected positioning at starting time, starting time and others. It is also important to analyze the gait and the correct execution of movements in training and racing in real time.
In almost all kinds of sport (athletics, figure skating, short track speed skating, hockey, soccer, basketball, etc.), gait analysis is important. The gait depends on the correct position and movement. This analysis can be done by means of sensors for force and inertia in the athlete’s footwear. In order to achieve the necessary analysis of the athlete’s pace, three sensors measure force, acceleration and angular velocity.
In Fig. 12 some examples of area to attached smart sensors are shown: (a) sensor on each ankle, (b) two sensors that are positioned on the thigh and tibia and (c) a sensor placed in the lumbar. Below we will describe the application of the types of sensors in different sports [102].[image: ../images/477428_1_En_10_Chapter/477428_1_En_10_Fig12_HTML.png]
Fig. 12.Smart sensors body placement: (a) ankle; (b) thigh and tibia; and (c) lumbar [102].


In the different swimming styles, the turn type and speed and resistance are measured. Two variables in the development of the sport person are important, the resistance and propulsion of the body in water, and also the efficiency of the arms during the movement. Based on these results, an analysis of the style of swimming and assessment of the necessary adjustments is made. In team sports (hockey and football), protection of the athlete is required [103]. Using the same type of sensor application, an analysis of the impacts experienced by the athlete can be made. In [103, 104] concussions and other injuries in the head area caused by impacts, especially in hockey and football are described. The impact monitoring system is built of smart inertial sensors. The sensors transmit impact acceleration, impact time, impact locale, impact direction, and the amount of impacts in sequence. A research impact on the head is important, such as the protective equipment is the helmet. The vest can also be instrumented. There are smart sensors in the hockey stick as well. These sensors analyze athlete movements, force and position of the hands. To analyze the stick movement in the hands during movement, the fusion of three sensors installed on the stick can be used. Inertial sensors at the top of the stick analyze the movements of the stick in the hands and linear potentiometers can be used to analyze the position of the hands on the stick and deflection of the stick at the time of the strike [102].
Figure skating (Fig. 13) is an individual’s, duos, or groups sport. The skaters perform on figure skates on ice. This sport includes the disciplines men’s singles, ladies’ singles, pair skating, and ice dancing. UD biomechanics analysis is used to improve the potential in figure skaters. A behavioral analysis of 60 figure skaters was made. Richards and his research team used an array of 10 cameras that capture data from reflective markers. The markers are placed on the skaters. The cameras capture their precise positions, the speed of their rotation, and their time in the air. The movement in the air are monitored. The figure skaters have to get into their tightest position within a specific time period [105].[image: ../images/477428_1_En_10_Chapter/477428_1_En_10_Fig13_HTML.png]
Fig. 13.Position: preparation of the competitor for the Lutz


Figure skating is an extremely precise sport. Improving each jump requires a lot of work and hours on ice. Minimal displacement of a part of the body is sufficient for an inaccuracy in the performance of the jump and can cause the competitor to fall. Working in this area saves the contestants a lot of falls and makes it possible to see the error and adjust it in time, also to improve and reach a level of triple and quadruple jumps in combinations.
Additional comparison parameters for different environments could be found in [106]. The sensor use in the AAL/ELE platform is shown also in [107] and the position in the use-case scenarios is demonstrated in [108].
6 Conclusion
The integration of RFID and WSNs will bring a higher level of synergy and more technological advances. These integrated networks will extend traditional RFID and sensor systems giving an advantage to control the environment.
An important step toward the wider adoption of identification and sensing technologies would be the implementation of techniques, methodologies, and approaches that are mature enough to be used in a wide range of applications. Nevertheless, it is important to take into account the restrictions posed by the available resources when deploying these tools methods and standards. In addition, it is desirable that the developed solutions would allow their evolvement into technical standards and future integrated platforms.
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Abstract
The adoption of the Internet of Things (IoT) in healthcare has received considerable interest in the past decade. Indeed, IoT-based solutions are poised to transform how we keep people safe and healthy especially as the demand for solutions to lower healthcare costs increases in the coming years. However, the heterogeneity of the things that can be connected in such environments makes interoperability among them a challenging problem. Moreover, the observations produced by these things are made available with various vocabularies and data formats. This heterogeneity prevents generic solutions from being adopted on a global scale and makes difficult to share and reuse data for other purposes than those for which they were initially set up. In this book chapter, we provide an overview of the different solutions from both technical and semantic perspectives that have been used recently to tackle the interoperability issue in such IoT environments and especially in healthcare domain. We also present an overview of semantic middleware solutions that have combined the technical and semantic techniques for a complete interoperable solution.
Keywords
Semantic architectureOntologyMiddlewareInternet of Things
This chapter is an extended version of Chap. 2 of Rita Zgheib’s Ph.D.
1 Introduction
With the evolution of smart connected devices in the last decades, the world keeps asking “How smart will the Internet of Things be?”. We all know that sensors are already embedded in all sorts of objects, machines, and things and that many of those sensors are communicating with other machines over the Internet. IoT is a reality today, and its power on improving the quality of life and business is quite remarkable. In this context, building IoT-based healthcare applications provides the possibility to improve people lives. However, IoT in healthcare domain presents several challenges related to the fact that almost every week a significant vendor announces a new IoT strategy or division. The proliferation of ad-hoc and specific healthcare products, sensors and applications pose significant challenges about the complexity of designing and managing such systems, to the heterogeneity of the generated data, to the scalability, and the flexibility of the system to support the integration of highly distributed and heterogeneous data and knowledge sources.
In the research area, several Middleware architectures have been proposed in order to manage IoT system components and mediate between sensors and IoT applications. From the other side and beyond traditional management of sensors, some projects have addressed interoperability and scalability challenges in IoT from a semantic perspective. In this trend, ontologies [101] for describing sensors data and metadata as well as describing domain description, have been widely used and found as a reliable technique due to its significant efficiency in ensuring interoperability and clarification of knowledge structure. Middleware and ontologies have mostly been proposed individually. However, IoT environments are evolving rapidly, and the needs for a complete semantic middleware architecture is becoming an essential requirement in IoT environments. Especially in healthcare where the technical with the semantic interoperability promote the reduction of the number of sensors in the person’s environment and the development of smarter applications by exchanging analyzed and processed data between all components.
Recently, some projects have tried to combine middleware solutions with semantic techniques in order to have a complete interoperable IoT architecture. Few developers and researchers rely on this combination due to the complexity of designing and integrating their concepts. Our objective is to promote research in combining semantic and middleware solutions while most researches focus on advancing one topic. For that aim, we provide in this chapter an overview of several middleware approaches in Sect. 2. Then, we outline in Sect. 3 the ontologies used to describe sensors and the domain knowledge in IoT. In Sect. 4, we study projects that have combined both approaches in their proposals, we show their characteristics and their advantage regarding traditional architectures for IoT management. Finally, we present the ongoing challenges in providing the most relevant semantic middleware for IoT healthcare applications.
2 Middleware Architectures for IoT Systems
Middleware [11] solutions provide a technical infrastructure that mediates between two or more systems. Their historical role is to ensure the transport of a message from one subsystem to another with a more or less important level of coupling. Researchers find middleware as a suitable solution to fill the gap of heterogeneity and manageability of sensors because it provides an abstract layer positioned between the network layer and the application layer as it is shown in Fig. 1. Moreover, It aims to hide the technological details of communication technologies to enable the application developers to focus on the development of the IoT applications.
2.1 Middleware Challenges
Several middleware architectures have been proposed in the literature trying to address the infrastructure challenges and the applications challenges in IoT. They are regarded as essential problems to be solved before presenting an approach as a final solution.
The infrastructure challenges refer to (1) the interoperability issue as heterogeneous devices will communicate and exchange information together; (2) the scalability issue since a large number of devices are expected to be supported by IoT application; (3) the spontaneous interactions of objects and devices; (4) the diversity of infrastructure since IoT devices have a specific infrastructure (mobile, wirelessly connected, etc.), and resource constrained which gives the IoT network a dynamic behavior; and (5) the need for abstraction at many levels such as the physical layer, interfaces, data stream, and development process.
The application challenges consist of guaranteeing (1) the availability of services and information at all time; (2) a high level of system reliability that should remain operational even in the presence of failures; (3) a real-time information delivery especially for critical domain such as healthcare; (4) and finally the security and privacy as much information is shared between IoT components. This information can be private and even personal such as with information about daily life.
The common goal of all these middleware development initiatives is to develop a framework which can enable an adaptation layer in a plug-n-play mode. Despite that, each middleware architecture [94] focuses on some of the challenges cited before and takes into account some application’s requirements which differ from each other’s regards to IoT domains they target. In light of the presented challenges, we provide an overview of these approaches emphasizing their characteristics.
2.2 Overview of Middleware Approaches for IoT
Several studies on middleware approaches for IoT have been proposed like the classifications presented in [92, 93]. A specific study is presented by Razzaque et al. in [94]. In this paper, authors have analyzed in depth several existing solutions and have presented a recent overview of the different kinds of middleware architecture. Thanks to this study, we have identified the different types of middleware (see Fig. 1) for intelligent environments that have been classified as follows: Application-specific, Agent-based, VM-based, tuple-spaces, database-oriented, Service-oriented architecture and Message-oriented Middleware.[image: ../images/477428_1_En_11_Chapter/477428_1_En_11_Fig1_HTML.png]
Fig. 1.The Relationship between IoT Data sources and IoT applications via the middleware mediator



Application-Specific: This approach is based on the needs of a specific application and focuses on resource management. Thus, a strong coupling exists between application and data providers which leads to specialized middleware.
MidFusion [8] represents an example of this middleware approach. It discovers and selects the best set of sensors or sensor agents on behalf of applications. It provides a sensor selection algorithm to select the best set of sensors using the principles of Bayesian and Decision theories. Its limitation is that it provides a (Quality of Service (QoS) support only for networks based on Bayesian algorithms. Other middleware in the same category can be found in [60] which focuses on applications in smart homes. It uses application-specific functions to choose a specific context. Given multiple alternatives, one alternative at any time provides the context for all applications, whilst maximizing the applications total satisfaction with the quality of context from the chosen provider. In [55], authors propose MiLAN, a middleware based on tight coupling between the components. It allows applications to specify a policy for managing network and sensors. They argued that the needs of the application should be integrated with the management of the network into a single unified middleware system.
This kind of architecture does not satisfy all IoT middleware requirements due to its tight coupling nature between applications and data providers. It does not address the heterogeneity characteristic of the IoT environment.
Agent-Based: Agent or modular based approach [73] consists in applications division into modular programs to promote distribution and injection through the network using mobile agents. Impala [71], Smarty messages [66] and Agilla [46] are examples of this approach. They can be highlighted by providing decentralized systems capable of tackling the availability, reliability, and resource management requirements of middleware. This approach can reduce the complexity of a middleware architecture. However, it presents some limitations related to its inability to perform code management tasks and the unpredictability of agents in the system at runtime.
VM-Based: This approach is flexible and contains virtual machines (VMs), interpreters, and mobile agents. The middleware is then composed of two layers. Each physical device is deployed as a VM in the first layer of the middleware. In the second layer, a general VM interprets the modules and delivers data to the application that expresses its needs with a query. This approach addresses architectural requirements such as high-level programming abstractions, self-management, and adaptivity while supporting transparency in distributed heterogeneous IoT infrastructures [58, 74]. However, this approach suffers from the overhead that the exchanged instructions introduce.
Tuple-Spaces: A tuple space [82] is a data repository that can be accessed concurrently. Each device from the physical layer is represented as a tuple-space in the middleware. All tuple-spaces form a federated tuple space on the gateway. This approach suits mobile devices in an IoT infrastructure as they can transiently share data within gateway connectivity constraints. TinyLime [34] and TeenyLIME [33] are tuple-space middleware solutions for mobile ad hoc networks and sensor networks. Although they have a flexible architecture that allows middleware to be used in different environments, they address frequent disconnections and asynchronous communications problems. However, they offer limitations in resource management, scalability, security, and privacy.
Database-Oriented: This middleware approach considers the whole sensor network as a distributed and virtual database. It uses SQL like queries to collect data over the network. GSN [4] is a database-oriented middleware that has been integrated into other projects such as OpenIoT [68]. While this approach offers good programming abstraction and proper data management support, the remaining IoT requirements are not necessarily addressed like scalability, real-time and spontaneous interactions. Moreover, its centralized nature makes it difficult to handle dynamic and heterogeneity characteristics of the IoT network.
The architectures as mentioned above have been used in many specific IoT projects and research area. However, the important use of Service Oriented Architecture (SOA) and Message Oriented Middleware (MoM) solutions is remarkable in IoT projects in the past decade.
Service-Oriented Architecture (SOA): Two major trends in the world of IoT have been witnessed in the past years [49]. First, the hardware is becoming smaller, cheaper and more powerful. Second, the software industry is moving towards service-oriented integration technologies. Service-Oriented Architecture (SOA) is a way of thinking and designing the Information System and has been traditionally used in corporate IT systems. The key concept of SOA is the service which is a distributed software invocable that can that can be quickly modified or redeployed in new contexts, allowing applications to respond to changing consumer needs quickly. In IoT approaches based on SOA, intelligent sensors are depicted as services for consumer applications. The key point with these services is their encapsulated nature (i.e., the service interface is independent of the implementation). Service providers describe their services (sensors characteristics) and expose them to consumers. Web Services Description Language (WSDL) is the standard used for such a description [38].
A state of the art of SOA-based middleware solutions for wireless sensor network can be found in [81]. It refers to SStreaMWare, USEME, SensorWeb 2.0, OASiS, B-VIS, MiSense, SOMDM (SI), SOA-MM as middleware proposals for wireless sensor networks. Their main features are supporting real-time monitoring, management of heterogeneous devices, data collection and filtering. However, the survey demonstrates that none of these solutions covers all the requirements of the management of sensors network in intelligent environments.
More recent approaches have tried to enhance the SOA features and adapted it to IoT. For example, SenseWrap [45] provides a standardized communication interface to hide the sensor-specific details from applications. It introduces the concept of the virtual sensor to offer transparent discovery of sensors. However, virtualization is applied only to sensors and not to actuators or computing resources which makes it not fully suitable for IoT environments. TinySOA [10] uses simple and deterministic mechanisms for WSN resource (e.g., sensor nodes) registration and discovery. It supports only a few basic functional requirements (e.g., abstraction, resource discovery, and management). SensorsMW [9] has been found as an adaptable and flexible middleware for sensors management. It allows easy and efficient configuration of wireless sensor networks for information gathering. However, the reconfiguration may fail in critical applications as they define strict QoS rules. MOSDEN [87] supports sensing as a service model built on top of GSN. It is based on a plugin architecture which improves the scalability and user-friendliness. However, the predefined resource/service discovery and service composition mechanisms features presented in this approach may be challenging in a dynamic IoT environment.
Message Oriented Middleware (MoM): A Message Oriented Middleware has been used for a long time in network communications especially in industrial networks such as integrated manufacturing systems [13, 36]. It offers an event-based architecture and a publish/subscribe communication model. In event-based architecture, components, applications, and all other participants interact through events. Events are propagated from the sending application components to the receiving application components following the publish/subscribe paradigm. The publish/subscribe model is an interaction model that consists both of publishers and subscribers. Data sources (publishers) and destinations (subscribers) are decoupled from each other and data objects (messages) are filtered and delivered to destinations based on predefined topics expressed as subscriptions thanks to a dedicated component called the message broker as depicted in Fig. 2. The broker can be seen as a mediator responsible for the management of the distribution of messages to serve the right information to the right consumer. The strength of this middleware mainly lies in its support for asynchronous communication allowing a loose coupling between the sender and the receiver.[image: ../images/477428_1_En_11_Chapter/477428_1_En_11_Fig2_HTML.png]
Fig. 2.General design model for an event-based middleware.



Since the apparition of the Internet of Things, the publish/subscribe mechanism has been put into the light for its effectiveness in offering loose coupling. Compared to the SOA architecture which is also widely proposed for IoT solutions, a MOM follows a message-based distribution model focusing on the information. It differs from the classical client/server paradigm in that neither the source nor the destination of the message has to be known from each other before communication.
Few IoT projects have proposed publish/subscribe solutions in the literature. For instance, CenceMe project [78] aims to automatically infer people’s activity (e.g. dancing in the party) based on a sensor-enabled smartphone in order to share this activity through social media like Facebook. Another example supporting easy access to sensor data on mobile phones is Pogo [21], a publish/subscribe middleware infrastructure for mobile phone sensing. It uses simple topic-based subscriptions to manage access to sensor data and reports significant energy gains due to topic-based filtering of sensed data on mobile devices.
On the other hand, a number of Cloud-based services dedicated to storing sensor-based data are nowadays available. Few examples that could be mentioned are Xively [3], ThingSpeak [2] and iDigi [1] which support connections using MQTT (Message Queuing Telemetry Transport) protocol. They represent a scalable infrastructure that enables users to build IoT products and services and to store, share and discover real-time sensor. To sum up, a comparative table is presented in Table 1. In the following section, we outline middleware solutions developed in the healthcare context.Table 1.Comparative table of Middleware approaches


	IoT challenges
	Middleware approaches

	Application-specific
	Agent-based
	VM-based
	Tuples-spaces
	Database-oriented
	SOA
	MoM

	Infrastructure challenges
	Technical interoperability
	 	X
	X
	 	 	X
	X

	Scalability
	 	 	 	 	 	 	X

	Spontaneous interactions
	 	 	X
	X
	 	 	X

	Unfixed infrastructure
	 	X
	X
	X
	 	X
	X

	Abstraction
	X
	X
	X
	X
	X
	X
	X

	Application challenges
	Availability
	X
	X
	X
	X
	X
	X
	X

	Reliability
	 	X
	X
	 	X
	X
	X

	Real-time
	 	 	 	 	 	X
	X

	Privacy & security
	 	 	 	 	 	 	 




2.3 Middleware Solutions in Healthcare
Healthcare is an active research topic in IoT where applications can be classified into Medical applications and Ambient Assisted Living (AAL) applications. Medical applications are mainly installed at hospitals and retirement homes to prevent, detect diseases or even monitor patients health condition. AAL applications are mainly installed at a patient’s home to monitor and follow his/her health and activity at home. In this context, middleware solutions have been proposed to fulfill the requirement of IoT and healthcare domains.

                  	Middleware for Medical applications: In this strand we find the Sphere project [120] that follows a clustered-sensor approach. It aims to build a generic platform that fuses corresponding sensor data to generate rich datasets that support the detection and management of various health conditions. LinkSmart [85] within the REACTION European project is another SOA-based middleware with the aim of monitoring and managing the diabetes of patients as well as their therapy in operational healthcare environments. It has also been used recently for a smart home application [107]. A middleware for bedsore detection can be found in [86] where authors defined a SOA architecture for bedsores detection and sleep monitoring. The main contribution of this work is about collecting information from wireless and wearable sensors. Other monitoring system proposal can be found in [77] where body sensors are connected to a smartphone via Bluetooth to get information like heart rate and body temperature. MyHealthAssistant [103] is an Event-driven Middleware for Multiple Medical Applications. Its objective is to merge information from several wireless sensors on a Smartphone-mediated Body Sensor Network.
Uranus [31] is a SOA-based middleware architecture for dependable AAL and vital signs monitoring applications. It provides a rapid-prototype for monitoring the level of oxygen in the blood of a chronically ill patient. It also describes another prototype for monitoring patients in the context of a smart hospital. MyHealthAssistant [103] presents an event-driven middleware targeted for medical applications on a smartphone to enable flexible coupling with changing sets of wireless sensor units. Waluyo et al. [114] propose a middleware for medical Body sensor network that supports multiple sensors and applications, plug and play features, and resource management. In that project, however, parts of the middleware and the applications are hosted on a single PC.

	Middleware for AAL applications: SM4ALL [115] has been developed and build on top of the OSGi/UPnP standards for building smart homes in the context of European Framework 7 project and Smart Homes for All (SM4ALL) project. It targets Ambient Assisted Living (AAL) environments to monitor disabled elders. VIRTUS [12] is an event-driven middleware based on the standard XMPP (eXtensible Messaging and Presence Protocol). It guarantees a (near) real-time, secure and reliable communication channel among heterogeneous devices. In [43, 54], the authors present a platform based on cloud computing to manage mobile and wearable healthcare sensors that demonstrates that the IoT paradigm can be applied to pervasive healthcare. In [30], a SOA based solution offering a distributed telemonitoring system that aims at improving healthcare and assistance for dependent people in their homes. In [110], authors present a pervasive health system integrating patient monitoring, status logging, and social sharing enabling self-management of chronic patients in their environment. Junnila et al. propose in [64] in-Home health monitoring platform with a common sensor interface architecture that supports a large number of Zigbee sensors. The platform is tested with two health related case studies: one with an senior woman living in sheltered housing and the other with a hip-surgery patient during his rehabilitation phase.




                
2.4 Discussion
Middleware proposals based on Application-specific, Agent-based, VM-based, tuple-spaces and database-oriented, have tried to tackle the requirements of manageability and heterogeneity of IoT environments. These approaches have been used in specific IoT applications, and their limitations stated in each case make them not so popular in this environment. Moreover, it is clear that the most used approach in the IoT world is SOA-based architecture, in particular, most healthcare solutions rely on SOA-based middleware. However, we recognized that even if SOA presents a good solution for IoT healthcare applications, it can not meet all IoT requirements especially related to heterogeneity, scalability, real-time processing and flexibility. From the other side, we recognized that although a few recent studies have considered the MoM approach, it has been recognized as a flexible and suitable communication model in IoT. Based on the before mentioned middleware solutions, a comparison between SOA and MoM shows that:	In regards to SOA architecture, MoM follows a message-based model focusing on the information itself and supports sending and receiving of messages between distributed systems. While in the SOA approach, data providers and data consumers agree on a service contract before data flow sharing as it is evident in Fig. 3, this approach makes the communication not completely decoupled between system components.

	Despite its historical role in sensors management and its potential benefits in IoT middleware solutions, SOA-based solutions focusing on services provided by the system do not scale well in ultra large and dynamic IoT environments. While on the other side, publish-subscribe approaches are gaining more momentum due to their ability to promote scalable, flexible and fully decoupled communication in intelligent environments. As a result, we believe that a MoM with the publish/subscribe paradigm is the most suitable middleware solution for IoT healthcare applications.





To sum up, middleware solutions have been found to address technical interoperability issues and communication requirements in an IoT environment. However, the heterogeneity of connected devices and the variety of data sent over the network introduce the requirement of providing a unified and coherent manner of representing data among system components. Moreover, in healthcare, it is necessary to take into account the patient comfort by reducing the number of sensor around him. This can be done by improving data sharing between IoT application. Although the benefits of middleware solutions in virtualizing the technological details and infrastructure, providing a semantic description would enhance the interoperability and provide a full abstraction of the technical level. In the following section, we present how semantic technologies have been integrated into IoT.[image: ../images/477428_1_En_11_Chapter/477428_1_En_11_Fig3_HTML.png]
Fig. 3.Service Oriented Architecture vs Message Oriented Middleware Architecture



3 Semantic Description in IoT
Different data providers send sensor data in IoT environments and received by many data consumers. Querying sensors and information sharing present a challenge for IoT applications due to the massive number of heterogeneous sensors with specific characteristics. To address this issue, research initiatives and standardization activities have mainly focused on modeling sensors observations and on sending the semantic observations over the network. In [35], different data models have been presented as a coherent and reliable way to share information across an IoT system: XML, Web Service Definition Language (WSDL), JavaScript Object Notation (JSON), Resource Description Framework (RDF) and Web Ontology Language (OWL). RDF and its new version, the OWL format, has become the most used technique for sensor data description due to their ability to ease both reasoning over sensor data and semantic interoperability among devices [51, 109].
The Web Ontology Language (OWL) built upon a W3C XML standard is a Semantic Web language designed to represent rich and complex knowledge about things, groups of things, and relations between things. It can easily be integrated with many programming languages like Java through APIs (Jena or OWL-API). Ontologies in IoT have an essential role in representing sensors networks (physical aspect and infrastructure) and also in describing complex domain knowledge and concepts. Furthermore, the main advantage of using ontologies is the possibility to generate OWL representations which provide the opportunity to exchange formal messages at the technical layer in OWL format. Describing data in a formal language such as OWL guarantees the reliability of information and improves the interoperability of the system. Finally, it fills the need to fuse heterogeneous sensor data and potentially inaccurate data. In this section, we present an overview of the several ontologies used to describe sensors in IoT, and we also outline ontologies that describe the healthcare domain.
3.1 Sensors Modeling and Description
Sensors description has been proposed from one hand to promote reusability and integration of sensors and from the other hand to help to solve the difficulties of installing, querying [7] and maintaining complex, heterogeneous sensor networks. In this field, XML schema has been used for sensors description such as in sensor model language (SensorML) [18] that provides metadata model to describe sensor capabilities and measurement process. They are also used by SOA-based middleware solutions to describe sensors characteristics as a service contract to data consumers. Also, ontologies [101] for sensors description have been widely used as a reliable technique due to their efficiency in ensuring both interoperability and clarification of knowledge structure.
The main advantage of ontologies is their ability to describe three perspectives of a sensor [5]. First, it describes sensors metadata, sensor type, components, configuration, process, and properties. Second, it allows to describe what a sensor can measure after a stimulus is detected or to describe the observation of the sensor in term of frequency, accuracy and measurement capabilities. Third, it provides the concepts to describe data stream and the observation result, allowing semantic reasoning, generating new knowledge and detecting inconsistency in IoT environments.
Key standardization efforts that have sought to establish sensor data models for sensors to be accessible and controllable via the Web include the OGC Sensor Web Enablement (SWE). The SWE efforts established by the Open Geospatial Consortium include the following essential specifications: Observation & Measurement (O&M), Sensor Model Language (SensorML) and Sensor Observation Service (SOS) [19]. The O&M and SensorML contain standard model and XML schema for observations/measurements and sensors/processes respectively. The SOS is a standard service model, which provides a mechanism for querying observation and sensor metadata. Based on these standards, several ontology approaches have been developed to describe sensors. Compton et al. [29] and Bendadouche et al. [15] have surveyed the different attempts aiming at establishing a sensor ontology covering the description of all sensor topics.
In 2008, four potential ontologies have been proposed CESN, SWAMO, A3ME, and ISTAR. The Coastal Environmental Sensing Networks (CESN) [22] project for sensor networks for coastal observing has built an ontology to describe relationships between sensors and their measurements. It also provides logic programming rules reasoner to validate sensor observation and to test anomalous sensor observation by a decision maker. SWAMO [116] describes physical devices and process models and tasks in distributed and intelligent software agents environment. Also, A3ME ontology [57] was developed to classify devices and their capabilities in a heterogeneous network. The ISTAR [47] ontology was developed as part of a system to automatically select sensors for tasks based on their fitness for the task description.
In 2009, OOSTETHYS [16], MMI [100] and CSIRO [84] ontologies were proposed. The OOSTETHYS ontology has been designed to describe sensors and get observation and capabilities for oceanographic observing. Likewise, The Marine Metadata Interoperability (MMI) Device Ontologies Working Group has developed the MMI ontology of oceanographic devices, sensors and samplers. The CSIRO ontology is a generic ontology for describing sensors and deployments. It is intended to be used in data integration, searches, and classification features. It can express complex compositions and finds details of the function and results of sensors and processes. The ontology can also encode much of the information in SensorML documents.
Ontologies developed until 2009 are either specific to a domain (oceanographic, ecology, etc.) or discontinued. Therefore these efforts did not lead to a mature and general solution applied for ongoing projects. None of the ontologies can express all the properties required for a full description of sensors, and a standard is still not available until 2011.
In 2011, the W3C organism proposed SSN, the Semantic Sensor Network Ontology [28]. It has been initiated by the CSIRO, Wright State University, and the OGC as a forum for the development of an OWL ontology for sensors and to further investigate annotation of existing concepts, and links to existing standards. SSN has been designed as a generic ontology which has become one of the most popular and efficient ontology to describe sensors and observations. It has been conceived as a domain-independent ontology where extensions can be made to add domain-specific knowledge.
Extensions of SSN have been developed in the last years by adding concepts related to time, space, communication and concepts related to domain characteristics. We review in this section a broad range of these solutions considering that the presented ontologies are just a small example of existing ontologies that are built on top of SSN. It helps to show the impact of SSN on the semantic description of sensors over the years.
BFO [61] is a spatio-temporal extension that make a distinction between describing identities that happen at a finite time and events like storm and routing. It is a hierarchical system approach where sensors collect data from the real world and send it to clusterhead-node.
In Bandadouche et al. in [15], authors present the limitation of SSN in describing the communication process of a wireless sensor network. They propose a new ontology design pattern Stimulus-WSNnode-Communication, an extension of SSN, that addresses the communication limitation by integrating new concepts that describe the communication process of a wireless sensor network. Another extension for SSN based on fuzzy logic is proposed in [14] to support fault tolerance and for large-scale Wireless Sensor Network. It is a service-oriented approach to build diagnosis and test services for wireless sensors.
Authors in [96] present another SSN extension ontology for WSN, and it is presented as an alignment of many ontologies SSN, SWRLTO, TAO, and DOLCE. This solution aims to improve time descriptions limitation in SSN by representing temporal abstraction to analyze data in real time. SSN is used for sensors measurements; SWRLTO is used for temporal modeling and reasoning; and TAO designed by the authors of this paper to capture the semantic TA (Temporal Abstractions). This framework uses temporal reasoning to search and classify temporal patterns that help to infer the processed data. For the alignment of the three ontologies, the authors use DOLCE, a known upper ontology.
Recently, in [104], authors have analyzed general IoT ontologies: SSN, Smart Appliance REFerence (SAREF)1, IoT-ontology2, IoT-lite3, Spitfire4, IoT-S5, SA6 and the oneM2M ontology7. They did not consider specific domains impacted by IoT (domotics, agriculture, smart cities...) but they studied ontologies that they found on the web. Based on their comparative study, none of the presented ontologies can describe actuators. Actuators are devices that transform an input signal into a physical output, making them the exact opposite of sensors. They have proposed the IoT-O ontology in order to describe actuators, services and energy consumption.
In October 2017, the last version of SSN ontology was recommended by the World Wide Web Consortium (W3C). The main innovation of this version of SSN has been the introduction of the Sensor, Observation, Sample, and Actuator (SOSA) ontology, which provides a lightweight core for SSN. SOSA aims at broadening the target audience and application areas that can make use of Semantic Web ontologies. With the new version of SSN, actuators and virtual sensors can be easily described which was not possible with the last version.
SSN is commonly used by many projects and is still the most appropriate ontology that can describe an IoT sensor system. Describing physical sensors with SSN promotes the reusability of sensors and makes IoT systems sustainable. Furthermore, the new SOSA ontology integrated with SSN allows having a complete description of physical and virtual sensors that can be deployed in an IoT environment. We recognize virtual sensors as any application that generates information that can not be gathered from the physical world. For example, an application that uses a motion sensor in a living room data and outputs the presence of the person can be seen as a virtual sensor in the IoT world (Fig. 4).[image: ../images/477428_1_En_11_Chapter/477428_1_En_11_Fig4_HTML.png]
Fig. 4.Overview of the SOSA ODP



3.2 Ontologies for Healthcare Description
Domain-specific IoT applications are becoming increasingly popular and, domain knowledge description is gaining even more popularity. Domain knowledge is already defined in more than 200 ontologies and sensor-based projects [52]. These ontologies provide expert knowledge description as well as the conceptualization of the different domains like transportation or diseases. Specifically, domain applications use ontologies and semantic description as a way to define types, properties, and interrelationships of the entities that exist for a specific domain.
As an example, authors in [56] have proposed an ontology to define logistic terminologies. It is intended to assist a logistics expert in identifying and precisely specifying the logistic problem for solving a passenger train optimization problem. In the same context, in [44], an ontology is proposed for monitoring and improving public transportation. Another example of ontologies domain is related to energy concepts as presented in [102] where authors created ontologies to describe energy sources: wind power, biomass, and fossil fuels. Further domains have relied on ontologies to describe concepts and relations that constitute their particular fields. In agriculture, we distinguish AgroPortal ontology for agriculture and nutrition data [63].
In healthcare, many ontologies have been developed to describe both medical and AAL applications.

                  	Ontologies for Medical applications: the Disease Ontology (DO) [67] represents human diseases for linking biomedical knowledge through disease data. Also, the well known SNOMED-CT [42] represents an advanced terminology and coding system for eHealth. In the same context, authors in [70] proposed an ontology to describe the patients vital signs. The ontology aims to create a profile for each patient containing the several medical control information. Moreover, authors in [23] present an example of food ontology for diabetes control. The HL7 Security and Privacy Ontology is another example that serves to name, define, formally describe, and interrelate key concepts within the scope of Healthcare Information Technology. Kim et al. [69] proposed an Ontology-driven Interactive Healthcare with Wearable Sensors (OdIH_WS) to achieve customized healthcare service. It aims to acquire context information at real-time using ontological methods by integrating external data such as a meteorological website in order to prevent disease. ContoExam [20] is an ontology developed to address the interoperability problem of sensor networks in the context of e-health domain applications. It contains specific expressions and specifications for medical use as examination vocabulary and expressions.

	Ontologies for AAL applications: In this context, Activities for Daily Living (ADL) is a contemporary topic. Researchers are working in improving the quality of life of elderly at home by providing monitoring systems. In this strand, Ontologies-based solutions have been proposed to describe human activities and behavior like in [76]. These ontologies propose a description of a set of actions and activities of daily life where the activity is inferred from several actions [26, 27]. For example, going to the kitchen, taking a cup, and adding water are single actions and drinking is an activity. The CoDAMoS [37] ontology focuses on modeling roles, hardware, and software services around four main core entities: user, environment, platform, and service. A more in-depth survey of ontologies for human behavior representation can be found in [98].
Other researchers have illustrated the limitations of ontology-based solutions in describing uncertainty. For instance, Authors in [41, 97] rely on fuzzy concepts to describe real-world context and uncertainty in activities where several solutions can be deduced based on the same sensors data. In the same context, an ontology for gym addict and lifestyle profiling is presented in [40].
From the other side, there is a set of ontologies that try to tack the concurrent activities. For example, the Knowledge-driven approach for Concurrent Activity Recognition (KCAR) [118] consists on segmentation of sensors data into fragments, each of which corresponds to one ongoing activity.
With respect to other solutions, knowledge-based methods are semantically clear in modeling and representation and highly effective in inference and reasoning. They create a completely accurate model of ADL [95] that enhances the semantic interoperability of an IoT system without a prior learning phase. However, there are still some issues and challenges to tackle in this field such as defining an ontology that take into account the description of actions, activities with uncertainty, concurrent and overlapping activities that have been identified in [59].




                
3.3 Discussion
In this section, we have discussed the several perspectives of using the semantic description in IoT. We have found that ontologies are the most common semantic technology that describes the three main concepts: sensors, data, and domain.
A well designed ontology enhances IoT environments and architectures by ensuring some features like abstraction, scalability, integration, smart reasoning and interoperability as summarized in Fig. 5. Moreover, an IoT ontology model relies on several design principles: it should be modular to facilitate its evolution, extension and integration with external ontologies; and it should be lightweight to be widely adopted and reusable. Furthermore, an ontology should be a complete reflection of a full description of an IoT environment which reduces the need to import other ontologies. The compatibility principle is related to the needs to be consistent with existing ontologies.
We have shown that SSN is a suitable ontology for sensors description in IoT and is able to generate data in RDF/OWL format. Presenting data in a formal way using RDF/OWL enhances the interoperability and homogeneity of information between IoT systems. In the context of healthcare application, several ontologies have been proposed to describe diseases and activities of daily living. We also found that requirements and challenges are still ongoing in this field as it is an active and recent topic. Moreover, the alignment of sensors ontologies and domain ontologies could be a research aspect of improving.
As we discussed before, integrating middleware approaches with semantic technologies creates a suitable platform and environment for IoT applications. It provides manageability and technical and semantic interoperability in the overall system. For that, it was cumbersome to state the several projects that used these two paradigms.[image: ../images/477428_1_En_11_Chapter/477428_1_En_11_Fig5_HTML.png]
Fig. 5.Main characteristics of an IoT Ontology



4 Semantic Middleware Approaches
4.1 Overview on Existing Semantic Middleware Architectures
Existing approaches have considered semantic description in proposing a middleware architecture for IoT applications. SOA and MoM approaches are prominent IoT architectures where semantic enhancements have been added.
Semantic SOA-Based Architecture: Authors in [106] propose an application layer solution for interoperability for IoT aiming to resolve the interoperability issue between different kinds of protocols (Bluetooth and UPnP). The key idea is to use device semantics provided by existing specifications and dynamically wrap them in their SOA middleware into semantic services.
SENSEI [111] is a SOA middleware for IoT. It includes a context model, context services, actuation tasks, and dynamic service composition of services. The main component of this middleware is the resource layer, which stands between the application layer and communication services layer. Resources in SENSEI use ontologies for their semantic modeling.
ubiSOAP [24] is a lightweight service oriented middleware that offers resource management and network level interoperability by supporting heterogeneous networking devices and technologies. Dynamic composition and instantiation of new services are facilitated by the semantically rich models and XML descriptions of sensors, actuators, and processing elements. The lack of context-awareness in ubiSOAP could be an issue, as this is key in the adaptive and autonomous behavior of the things.
SMArc [99] is an acronym for Semantic Middleware Architecture based on SOA. It focuses on smart city energy management for smart grid environments. A light ontology and a data representation under a specific format have been used in the implementation in order to guarantee that the interchanged data uses a representation format which will be common in the system, and therefore information will be easier to extract.
OM2M [6] is an advanced semantic middleware based on SOA architecture. It is a Machine-to-Machine service based on autonomic computing and semantic annotation to provide an inter-operable system to connect billions of devices, but they do not consider real-time analysis and full loosely coupled architecture. Authors proposed the IoT Ontology (IoT-O) [104] for the autonomic management of M2M systems. They extended SSN with four main modules: Acting module to describe actuators, Lifecycle module to model state machines, Service module to describe services and finally the Energy module to represent the power consumption for appliances. However, this ontology does not consider the description of virtual sensors and cognitive processing of information.
Another example is the European project OpenIoT [68] that has developed an open-source middleware platform providing a “cloud-of-things”. OpenIoT aims to propose on-demand access to cloud-based IoT services for Internet-connected objects. Trying to use sensing as a service, OpenIoT architecture embeds the CUPUS middleware as a cloud-Based publish/subscribe processing engine and relies on SSN for sensors description. The observed data is stored as linked data and processed based on SPARQL queries which are continuously executed as data arrive. It can be viewed as a federation of several middleware projects interconnected with each other targeting applications for smart cities or campus and agriculture domain. OpenIoT could have been a good candidate to target IoT health applications, but its complexity due to the variety of middleware solutions under use can be a major drawback for the programmer.
The aforementioned middleware projects seek to tackle general IoT requirements without taking into account specific IoT application domains. They evaluated their proposals by deploying IoT sensors and testing the performance in some context however, they present their work as general and applicable to IoT applications. From the other side, Semantic middleware approaches have been proposed in a specific domain such as healthcare.
In this context LinkSmart and KASOM are SOA-based middleware for medical applications. LinkSmart is SOA middleware [108] developed for diabetes monitoring and therapy in the REACTION project. IT relies on a semantic model-driven architecture and enables the use of devices as services. The semantic description of devices is based on ontologies. KASOM [32] is a knowledge-Aware Service Oriented Middleware proposal for pervasive environments. Its architecture consists of offering services through registration, discovery, composition, and orchestration of services. Most of these services are established on complex reasoning mechanisms and protocols based on a contextual model, which represents a semantic description of low- and high-level resources of the WSN. Real-life implementations in hospital and health management show its potential in terms of response time, efficiency, and reliability. However, KASOM does not provide dynamic service composition in mobile and resource constrained IoT infrastructures because of predefined service composition rules provided by in-network agents.
From AAL applications perspective, openAAL [117] is an open source middleware for AAL applications, it relies on SOA architecture as a communication paradigm and on ontology description enabling service discovery. It defines a framework on top of the OSGi specification to facilitate integration and communication among services, including the context manager, procedural manager, and composer. CHOReOS [53] enables large scale choreographies or compositions of adaptable, QoS-aware, and heterogeneous services in IoT. It provides a scalable probabilistic thing-based service registration and discovery to address scalability, interoperability, mobility, and adaptability. It uses ontologies for semantic enrichment over the architecture. The semantic thing based service compositions are transparently and automatically executable with no involvement from end-users, which is highly desirable in IoT, especially in M2M communications.
Semantic MoM-Based Architecture: Semantic MoM-based proposals have not been widely discussed in the literature regarding SOA-based proposals. However, new solutions have considered MoM and semantic description in their research work. Namely, SITRUS, EnTimid and xAAL middleware proposals. Bispo et al. propose SITRUS (Semantic Infrastructure for Wireless Sensor Networks) in [17]. Beside a MOM communication model, authors rely on ontology as semantic description processing module whose purpose is to generate a semantic database that provides the basis to decide whether a WSN node needs to be reconfigured or not.
EnTimid and xAAL have been proposed for AAL applications. EnTimid [83] is a MOM middleware for smart home monitoring. It relies on a component model for sensors description but it does not address messages or domain description in this contribution. xAAL [72] is another example of MOM middleware, it has been designed in the context of the PRECIOUS8 European project for AAL. Sensors schema model has been proposed in this work for sensors description and system components exchange Json messages between them.
4.2 Overview on Existing Semantic Middleware Platforms
The previously mentioned approaches have been presented in the literature as semantic middleware solutions. However, other middleware solutions have been introduced through IoT platforms. In [75, 79, 80] for instance, authors present a large review of 38 contemporary IoT platforms. They described each platform and classified them based on seven characteristics: support of heterogeneous devices, type of the platform, architecture’s design, proprietary or open source, support of REST, data access control and service discovery.Table 2.Comparative table (Recap) of IoT Platforms [80]
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As presented in Table 2, the second column shows if the platform supports heterogeneous devices or otherwise what kind of sensors it handles. We can see that most of the described projects support heterogeneous devices. Some solutions like Everyware needs a gateway to manage devices and there are solutions that support only one kind of sensors like Fosstrack that supports only RFID sensors.
We also deduce that in most cases, the platforms are provisioned from a cloud, either in the form of a Platform-as-a-Service (PaaS) or a Software-as-a-Service (SaaS). This type of platforms provides storage facilities, devices management, device connectivity, backup mechanisms or online support.
Table 2 also includes information about the openness of the platforms. Open-source platforms are considered more promising compared with the proprietary alternatives because they are expected to enable the faster integration of new IoT solutions across the application domains. Among the platforms presented in the table, only 11 are open-source.
Moreover, it may be deduced from the table that only a few platforms do not have a REST API. This demonstrates that the current IoT services will tend to adopt the web of things paradigm [89]. We also deduce that only a few platforms have integrated some type of service discovery mechanisms. A comprehensive survey on discovery protocols for M2M communications can be found in [113].
The presented solutions have not been studied from a semantic perspective. For that aim, we added the last column in the table to show if a platform integrates semantic description or not. We also present the semantic data format when the semantic description is applied. As it is depicted in the table, few platforms have integrated semantic descriptions in their solution. JSON and XML are predominant used formats in both open and proprietary platforms.
Besides the before mentioned platforms, there are some open source solutions that have been developed in the context of home automation and AAL environments. We have studied these solutions and classified them in Table 2 taking into consideration how the semantic description in each solution is addressed.

                  	AllJoyn Lambda [112] relies on Bus-D architecture and offers an open source framework for the management of IoT environments. It can be seen as a software solution integrating AllJoyn in the Lambda architecture used for Big Data storage and analytics. This proposal offers a graphical user interface (GUI) for devices discovery and management, secure data transport between communication technologies (Wi-Fi, Bluetooth, etc.), interoperability between different OS and notifications interface that sends/receives human readable messages. A simple smart home case study has been tested using this approach. It consists on turning on/off devices at home. Semantic descriptions have not been considered in this approach.

	Kaa9 is a server-endpoints platform with the aim to create IoT applications including applications for healthcare, agriculture and smart city. It has been promoted as compatible virtually with any type of connected devices, sensors, and gateways. However, Kaa requires the integration of a specific microchip in the hardware of the IoT device which can be problematic for commercial sensors.

	Mango10 is a modular web-application framework. The main functionalities offered by this proposal are data collection, real time data monitoring, high performance database, logic and automation, security, cross platform, graphic dashboard and internal performance monitoring. It is based on a list of middleware and on an application that is compiled into a single HTTP server object. The middleware and applications are written in a functional style, which keeps everything modular. Semantic description is not provided.

	Nimbits11 is an open source PaaS that can be used for hardware and software applications. It can be downloaded on platforms like raspberry PI, Amazon EC2 and Google App Engine. This solution has many key features including geo and time-stamped data processing, event and alerts triggering and offer a build provided for Google App Engine and Linux Systems but it does not offer semantic features.

	OpenRemote [65] is a software integration platform for residential and commercial building automation with the ambition to overcome the challenges of integration between many different protocols and solutions available for home automation. It relies on cloud-based design tools to offer user interface design, installation management and configuration. An Internet connection is only required for communication to systems outside the own network, or during configuration. Complex IoT applications with decision module programming are not supported in this platform neither are semantic descriptions.

	servIoTicy API [88] is an IoT-as-a-Service Data Management Platform. It provides multi-provider data stream processing capabilities on the cloud, a REST API, data analytics, advanced queries and multi-protocol support in a combination of advanced data-centric technologies. This work is still in early stages.

	OpenIoT [68] is a generic and open source middleware platform funded by the European Union. It offers open access to a wide range of technologies for Internet-connected sensors and other objects exposed as services with the ability to support large-scale deployments. It offers a friendly user interface and allows to link together different IoT devices and semantic web services.




                
Commercial IoT platforms have been put into light by technology companies such as Amazon and Microsoft. We summarize some of the industrial IoT platforms in this section.

                  	Predix12 is a PaaS and cloud-based IoT platform made for mainstream sectors like aviation. The main three components are Predix Machine responsible for collecting data from industrial assets and pushing it to the Predix cloud which is a global, secure cloud infrastructure. Predix Services are used by developers to build, test, and run industrial IoT applications.

	IBM Watson13 for its part, employs speech and visual recognition, analyses the visual content of images and videos to understand their content.

	AWS from Amazon14 and Azure IoT Suite15 present successful IoT platforms in industrial domain. In addition to their private philosophy, industrial solutions do not consider semantic description in their proposals.




                
4.3 Discussion
To sum up, a comparative table is presented in Table 3 with respect to the different perspectives of semantic modeling in IoT: sensors, messages and domain. This table summarizes the open source semantic middleware solutions cited in this section with respect to the two middleware architectures SOA and MOM. Finally, we provide the application domain that each solution has been proposed for.Table 3.Comparative table (Recap) of Semantic Middleware solutions for IoT


	Middleware projects
	Architecture type
	Semantic description
	Application

	SOA
	MOM
	Sensors
	Messages
	Domain

	Song et al.
	X
	 	X
	 	 	Sensors as services

	OpenAAL
	X
	 	X
	 	 	IT services, Living Lab

	Sensei
	X
	 	X
	 	 	IoT applications

	LinkSmart
	X
	 	X
	 	 	Diabetes monitoring and therapy

	SM4ALL
	X
	 	X
	 	 	AAL (elderly, disabled people)

	EnTimid
	 	X
	 	 	 	AAL, Home automation

	ubiSOAP
	X
	 	X
	 	 	Ubiquitous networking

	KASOM
	X
	 	X
	 	 	Ubiquitous environments

	CHOReOS
	X
	 	X
	X
	 	AAL, Home automation

	SMArc
	X
	 	X
	X
	 	Smart city, Smart grid

	universAAL
	X
	 	 	 	 	AAL, Home automation

	SOPRANO
	X
	 	X
	 	 	AAL, Home automation

	OM2M
	X
	 	X
	X
	 	IoT applications

	xAAL
	 	X
	X
	X
	 	AAL, Home automation

	XGSN (OpenIoT)
	X
	 	X
	X
	 	OpenIoT, Smart city, Agriculture

	SITRUS
	 	X
	X
	X
	 	Automatic reconfiguration of WSN

	AllJoyn
	X
	 	X
	 	 	AAL, Home automation

	Kaa
	X
	 	X
	 	 	AAL (Elderly, Disabled people)

	Mango
	X
	 	X
	 	 	Diabetes monitoring and therapy

	OpenRemote
	X
	 	X
	 	 	AAL, Home automation

	servIoTicy API
	 	X
	X
	X
	 	AAL, Home automation





As depicted in this table, semantic IoT middleware proposals have been integrated in different domain applications, namely in AAL and home automation, monitoring of elderly and disabled people, smart cities, agriculture, and monitoring of vital and health signs. It is noticeable the predominant choice of SOA architecture as a middleware solution. Moreover, when semantic approaches are proposed they are mainly integrated for semantic descriptions of sensors. But there is no full description including sensors, sensor data and domain.
Moreover, the semantic description in SOA architectures has been proposed in order to describe services which refer to sensors specifications in IoT systems. For example, XML schema has been proposed in SM4ALL [25] for sensors description and used as a contract for applications service description.
Other semantic description techniques can also be noticed like model driven architecture for devices description in [62] and Linksmart16. Lately, ontologies have gained sufficient importance for knowledge and sensors description as it is presented in SOPRANO [105], Sensei [91] OpenIoT, SMArc, UBIWARE and OM2M. Another important aspect of this comparison study is the lack of messages and domain description in these propositions, we can see that two ontology-based solutions OM2M and XGSN/OpenIoT have considered OWL format for exchanging messages.
From the other side, only a few attempts address the semantic topic in their proposals and most of these attempts rely on existing SOA-based solutions. So we end up with more semantic SOA-based then MOM-based architectures for IoT. But as previously mentioned, to provide a loose coupling and information centric solution, SOA-based solutions are not so relevant. Therefore, MOM in the past few years has been a topic of interest for IoT researcher and some semantic MOM solutions have been proposed. Entimid, XAAL and SITRUS are MOM-based middleware solutions that have addressed semantic representation in their solution. However, these solutions do not offer a full description model for IoT as it is shown in the table.
5 Conclusion and Ongoing Challenges
IoT has been gradually bringing changes in the healthcare domain. There is innumerable usefulness of IoT applications in enhancing the quality of life of elderly and in helping medical staff. Though IoT has abundant benefits, there are some challenges related to the heterogeneous components in an IoT system that should communicate and exchange data. In this book chapter we have presented several paradigms used to answer these challenges. Some projects have proposed to tackle the interoperability issue from a technological perspective by relying on middleware solutions that promote the interoperability and the manageability of sensors in an IoT system. From a semantic perspective, ontologies have been used to promote the semantic interoperability in IoT systems and to ensure the homogeneity of data formats. The coupling of both technologies has been found as a promising solution for IoT environments. Hence, semantic middleware architectures have been proposed as a complete IoT solution.
Although the existing semantic middleware proposals address many challenges and requirements regarding the interoperability in IoT systems, there are still some open research challenges related to the scalability and real-time reasoning. Using ontologies affects these two requirements as parsing, storing, inferencing and querying of/over OWL/RDF data as well as communicating such data take longer time than working with simple native data. Furthermore, ontologies present a high computational cost and require domain knowledge and expertise leading developers to avoid its use. Furthermore, the complexity related to the diversity of libraries to use and the complexity of the programming environment, make its use more complex. Providing simple software API usable in various application domains, to alleviate the tasks of software developers who decide to rely on semantic middleware architecture would be an open challenge to investigate. Another challenge that could be addressed in the research area is related to ontologies for sensors and domain description. As pointed out in most projects, these two aspects are described separately. Providing a complete ontology that is able to describe both domain and sensors in IoT is still a challenge to tackle. From the other side, using MoM approaches with semantic description in IoT is still in an early stage. Extensive researches in this context help invention of promising interoperable and scalable IoT architecture that adopt the Web of Things concepts as described in [119].
Web of Thing (WoT) [50] paradigm has been introduced as one of the major solutions for interoperability issue in IoT. It is an improvement of IoT allowing an easier way for IoT applications to build upon smart things. The WoT concept relies on the connectivity service of IoT and easy access to sensors in order to create applications exploiting the IoT data [48]. It can be seen as an evolution of the Internet of things where all components share their information and collaborate to generate advanced knowledge such as wisdom. Moreover, using semantic description allows data contextualization for optimized data stream discovery, indexing and querying. Moreover, new research projects are shifting to the semantic web of things [90] where data can be integrated with data and services available in other information systems. This flexibility eases the production of novel applications and services that are based on the state of the real world. It also supports autonomous semantic reasoning and decision making mechanisms to provide higher-level actionable knowledge from low-level sensor data [39]. Hence, performing semantic reasoning is linked to the ability to define a description model of sensors observations. The WoT is an open research topic to improve and investigate by testing in several IoT environments such as Healthcare.
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Abstract
Following years of restricted military applications, recently unmanned aerial vehicles (UAV) also known as drones have become the new disruptive force in many industrial and everyday life applications. Very obvious usage areas are transportation and parcel delivery. However, recent research reveals that there are a number of ways that drones can be employed to help elderly people sustain a better independent lifestyle.
This paper introduces some of the most recent and interesting applications that drones can find in creating ambient assisted living environments for the elderly. Advantages and disadvantages, possible healthcare models and challenges are discussed. Even though these are some very interesting and original applications there are a lot of challenges involved in accepting drones as “flying assistants” to extend the independent living environment of the elderly.
Keywords
Ambient assisted living systemsUnmanned aerial vehiclesElderlyDronesDaily activities monitoring
1 Introduction
Extending lifespan and increased aging population in many countries around the world present a considerable challenge for healthcare services and systems. The two main options – personal care at home or in care in a nursing facility – are very human labor demanding and place a huge financial burden both for the elderly and their relatives, and the healthcare system. Recent advances in networking, computing and sensor technologies have helped address these issues in an efficient and cost-effective way while extending the independent life of the elderly. In the past two decades numerous research projects have focused on various aspects of ambient assisted living systems. (AALS) – from sensor networks to context aware data services – trying to provide end-to-end solutions. Today there are many IoT based applications which ensure continuous and often real-time monitoring of the occupant and his surrounding environment, providing assessment and triggering assistance when necessary. AALS is a growing area of research where new enabling technologies help add new features and solve new challenges. Unmanned aerial vehicles, commonly known as drones, are one such technology. For years they have been indispensable for many military applications, but recently they have claimed their place in our everyday lives as well. From weather probing and gaming, to photography and transportation, drones have quickly become the new disruptive force in our society. Could they also add something new to AALS? How will the conservative elderly accept these flying mini robots? There are numerous questions that can come to one’s mind.
In this chapter we first introduce the drones – their structure, features, general capabilities and limitations. Then we discuss the main characteristics of AALS, technologies and protocols. The third section presents an overview of existing drone based applications for ambient assisted living followed by a critical analysis and evaluation of drone related technologies and their relationship with ambient assisted living for the elderly.
2 Unmanned Aerial Vehicles – Structure and Main Features
2.1 Structure and Functionality of Unmanned Aerial Vehicles
Unmanned Aerial Vehicles (UAV), simply known as “drones” can be defined as small size vehicles capable of flying by utilizing air currents and driving forces, capable of autonomous flight, capable of carrying loads and can be controlled remotely. In general, an UAV flight system consists of five basic components as seen in Fig. 1. The first basic component is the set of sensors such as a barometer, a pitot tube, a current/voltage sensor, an IMU (inertia measurement unit), distance, temperature and magnetometer sensors. The barometer sensor provides altitude information by sensing pressure, while the pilot tube is generally incorporated in fixed wing aircrafts and is useful in measuring air velocity. This information is further used for flying at stall speed. Stall speed is the minimum speed the aircraft must fly without losing its altitude. The IMU sensor provides three or six axis gyro stabilization information to the flight controller and it is one of the most important and essential parts of an UAV flight control system. Distance sensor measures the distance between UAV and surrounding obstacles, thus providing information to avoid collision with other objects. Localization and navigation is very important for an UAV. Therefore, in most cases UAVs use magneto sensor and GPS satellites for navigation and localization. However, in closed places like inside buildings and sometimes in very rugged terrain, it is impossible or very difficult for an UAV to navigate because of non-existing or weak GPS signal. Thus, in some application scenarios more robust location system design might be required. One of the most important parameters affecting the wing lifting power of airplanes is pressure and temperature. Therefore, the temperature sensor provides the flight controller with the necessary information for the lift force account.[image: ../images/477428_1_En_12_Chapter/477428_1_En_12_Fig1_HTML.png]
Fig. 1.Basic components of an UAV



The second main component is the autopilot which interprets the information from all the other components, keeps the aircraft in balance and allows it to fly. For the motors to reach the desired speed it sends commands to the electronic speed controller (ESC). In addition, the autopilot receives commands from the remote controller and according to the information received it controls the servos and other motors. The third component is the communication unit which is also divided into three sub-components; remote controller, telemetric module and video transmitter. The Remote Controller (RC) unit is capable of transmitting control commands to the UAV. The communication link of the RC unit uses 433 MHz, 2.4 GHz or 5.8 GHz. Each frequency can be used to meet different application requirements. UAVs can fly autonomously or with pilot (human) remote control navigation. In order to ensure safety, UAVs are obliged to be continuously in the RC coverage area, a rule regulated by law. The telemetric module sends the information from the sensors to the ground control station for evaluation. Also, if desired, sensor information can be superimposed on the camera image via the OSD (on screen display) module and sent to the GCS (ground control station) via the video transmitter. The fourth component is the GCS which displays real time data for the UAVs location and performance. It is also used to montitor live stream data generated by the UAV camera. The fifth and last main component is the battery. Lithium polymer (LiPo) is used almost entirely in batteries for UAVs, offering high capacity with low weight and high discharge rates. However, it has some disadvantages such as higher cost and ongoing safety issues.
2.2 Classification of UAVs
UAVs are categorized either based on their flight capabilities or on their structure. The categorization is given in Fig. 2. As far as flight capabilities are considered there are three main UAVs which are HALE, MALE and VTOL. HALE (high altitude long endurance) can fly over 9000 m and has long flight endurance whereas MALE (medium altitude long endurance) can fly up to 9000 m. VTOL (vertical take-off and landing) has the ability of vertical take-off and landing. In addition, after rising up to a specific altitude above sea level, VTOL can move to horizontal flight by the action of the propeller. Considering the configuration, the UAVs can be divided in three categories “fixed-wing”, “multi-rotor” and “flap wing”. Fixed wing UAVs have greater range and endurance when compared to multi-rotor ones, however multi-rotor UAV have the ability to hover and are easier to use. On the flip side, multi-rotor UAVs have greater drain on the battery. Flap wing UAVs are known to experience difficulties in the autopilot design because the wings have to support the control of movement in pitch, yaw and roll direction.[image: ../images/477428_1_En_12_Chapter/477428_1_En_12_Fig2_HTML.png]
Fig. 2.Unmanned aerial vehicle categorization



In the literature there are a lot of examples related to the applications of UAV and general usage fields can be summarized as: civil transport and transportation, scientific monitoring, geological and ocean surveys, atmospheric research and weather forecasting, surveillance and monitoring (hurricane, volcanic, oil spills, earthquakes, landslides, coast protection, pipelines, water resources, water pollution), international border patrol and drug traffic control, emergency situations (search and rescue, firefighting, disaster operation management, post-disaster site scanning) control of high voltage lines, aerial photogrammetry, detection and analysis of archaeological sites, Earth mapping and 3D city/terrain modeling. Adding to this long list of applications we have also found that very recently drones are finding their place in applications that allow the elderly to live longer full, active lives – both physically and mentally.
3 Ambient Assisted Living – Technological and System Architecture Issues
3.1 Technologies for AALS
Assisted living technologies have become a very popular research area in the recent years because of providing more helpful and life enhancing approaches to the challenges in daily life of the elderly. As a rule, each assisted technology is specialized according to the application it addresses to perform a specific task. For instance, wearable technology such as eyeglasses, [1], or watches aim to improve the quality of life for people interested in fitness and physical exercises. In a similar way, ambient assisted living technologies address the challenges of an aging population.
A very in depth review is presented in [2], where the evolution of AAL technologies is divided into three categories; first, second and third generation technologies. First generation technologies are usually concentrated on emergency response mechanisms. Solutions consist of an alarm system which can be wearable detection sensors like pressure sensor, gyroscope, etc. to detect mainly falls and other life threatening emergency situations. Thanks to such systems and the notifications they send, the uneasiness of families and caregivers about the security and health of their elderly is greatly reduced. However, the wearable devices can be difficult to accept and cause high stress level for the patient himself. Because the older generation in general is not at ease with AAL, they may take off the wearable devices or damage them. In such cases, the alarm may not be triggered even if the patient is stuck in a difficult situation. The second-generation technologies differ from first-generation in terms of the functionalities. The automated systems, which involve home sensors, automatic response to emergencies, aim to reduce the negative effects of first-generation technology by giving less responsibility to the elderly. For instance, if there is a water leakage or flood in the house, the sensors may detect the hazards and automatically trigger the alarm. The third-generation technologies are the integration of first and second-generation technologies which not only monitor the home, but also monitor the physical activities of the person and possibly his environment. In general they are integrated systems which consist of the home automated system and wearable devices and provide continuous monitoring of the vital signs and activities of the elderly patient, reporting the situation to families and caregivers. Actuators play an important role in this technology to improve the quality of life. Actuators can be medical devices such as smart pillbox, or controlling mechanism such as cooker control. Such technologies highly increase the independence of the elderly patient.
AALS rely greatly on IoT-based technologies that support the connection between different devices over the Internet to enable monitoring and remote assisting. IoT has emerged as the new paradigm describing the world of connected physical or virtual things, devices, or machines equipped with sensors and actuators.
3.2 IoT-Based AAL Architecture
IoT based architectures are generally designed to ensure the connection between the sensing devices and end-user via gateways. Major standardization institutes, such as 3GPP and IEEE, focus on a general architecture based on comprising a three tier IoT structure: sensing layer, network layer, and application layer as shown in Fig. 3 [3]. The lowest layer, comprising different sensor units is responsible for the collection of the data from the environment. All data is transmitted through the network via specific gateways to the application layer/server. However, the evaluation of the data is only done at the application layer where the application server makes a decision and extracts the required information from the collected data.[image: ../images/477428_1_En_12_Chapter/477428_1_En_12_Fig3_HTML.png]
Fig. 3.IoT-based AAL architecture



Sensing Layer
Sensing equipment is responsible for gathering data about the environment and its inhabitants. This layer plays a big role in the system and constitutes the lower layer of the architecture. Because it is the immediate connection with the environment, lot of attention should be paid to the accuracy of sensors. Further, the sensors should be aggregated to generate more reliable data. In [4], the sensors for the AAL are divided into two main groups: ambient sensors used in smart environments and wearable and mobile sensors. Ambient sensors are generally used for monitoring the environment in order to track the activity of elderly people which are located in a predefined area. Because the ambient sensors are located in the home area, their main advantage is that they do not affect the mobility and comfort of elderly people. Without being exhaustive a list of such sensors is given in Tables 1 and 2.Table 1.Ambient sensors


	Sensor
	Measurement

	Infrared motion sensor
	Motion

	Radio frequency identification
	Object information

	Pressure
	Pressure on chair, bed, tiles

	Magnetic switches
	Door opening/closing

	Ultrasonic
	Motion/distance

	Camera
	Activity

	Microphone
	Activity




Table 2.Wearable and mobile sensors


	Sensor
	Measurement

	Accelerometer
	Movements

	Gyroscope
	Motion

	Optical sensors
	Blood pressure

	Electrocardiography
	Cardiac activity

	Electroencephalography
	Brain activity

	Pulse sensor
	Heart rate

	Thermal
	Body temperature






Wearable and mobile sensors monitor the vital signs of elderly people which are generally incorporated in another electronic equipment such as mobile phones, smart watches, etc. or attached on human body. This type of sensors is used in Body Area Networks (BAN). While most of the smart phones include an accelerometer, gyroscope sensors, there are also some specific models which are even equipped with pulse sensors to measure the hearth rate. Instead of sticking or attaching the sensors to the human body, researchers concentrate on optical sensors to measure the blood pressure [5], heart rate [6], etc. Such an approach will provide a more comfortable sensor platform than most of today’s wearable sensors.
Network Layer
The network layer is responsible for the communication functions and provides a connection between the device with attached sensor(s) and the gateway or center. Different wireless communication technologies can be used to enable the connection between machines, such as Wireless Sensor Networks (WSN), Machine-to-Machine Communication (M2M), Device-to-Device Communication (D2D), Drone-Assisted Communication, etc. The standardization institutes focus on wireless communication architectures for new emerging communication technologies. 3GPP and ETSI have already proposed an architecture for M2M communication over LTE Network which is in line with the AAL architecture. Besides the cellular network, Wi-Fi, ZigBee, IEEE 802.15.4, Bluetooth, Lo-WPAN, Sigfox are other wireless communication techniques that can enable the communication between machines and are expected to be integrated with M2M, D2D or Drone-Assisted Communication. In [7], the authors used ZigBee and IEEE 802.15.4 protocols in their smart home assistant which monitors the activity of elderly people suffering from dementia. An intelligent communication architecture for AAL is presented [8]. In order to monitor the house and control the objects (lamp, water, air conditioner) to detect hazards (high blood pressure, falls, etc.) the authors utilize more than one wireless communication technologies - wireless sensor network, wireless ad-hoc network and wireless mesh network. The purpose of wireless communication technologies is efficiently collecting, exchanging, and transmitting the collected environment data. In case when the sensing unit is wearable and mobile in AAL, the communication technologies should be harmless for the elderly people.

Application Layer
The application layer is the highest layer in the stack which is responsible for functions related to software based data processes like aggregation, analysis and generating meaningful information from the incoming sensor data. In the smart home applications, it is very important to be able to define and/or predict the activity of the elderly person by using the data coming from more than one sensor. The prediction of the activity is based on sophisticated learning algorithms which represents an emerging research area in smart home applications [9, 10].

The application layer is also responsible for the delivery of services to the end users and providing the necessary user interfaces. Existing projects focus on several categories of AAL applications; checking and reminding daily needs, continuous vital sign monitoring, and emergency detection and notification. Regarding the interfaces it is important that they are both functional and simple in order to be accepted by elderly users which in general have less technological skills than the general user.
4 AAL Applications Using Drones
As an important area of research, AALS applications have been discussed and evaluated in many comprehensive review papers. A very recent work in this area is [11] where the authors investigate approaches for developing AALS and identify current practices and directions for future research. Ambient assisted living is defined as the provision of sustainable care for the growing number of elderly in their homes or selected living environments, personalized care based on their profile and surrounding context, which will allow them to extend their independent existence. Having this definition in mind, four major aspects of AAL systems can be defined:	1.Health monitoring aspect.

 

	2.Safety related aspect.

 

	3.Daily activities and routines aspect.

 

	4.Social connectedness aspect.

 





Historically the health monitoring aspect was the first to be considered and today there are elaborate systems and solutions spanning from monitoring of vital signs and chronic diseases to active telemedicine solutions like remote interaction with patients and assess of health records. What can drones contribute in this aspect? Some interesting projects are considered in Subsect. 4.1.
Safety of the elderly, whether living alone or in a nursing facility has always been a prime concern. Reduced mobility together with increased instability is a common reason for fatal falls and traumas. On the other hand, different emergencies like wandering away and getting lost are also related to the personal safety of the elderly. Fall detection has been a long term research topic and a number of possible response actions especially for elderly living alone have been proposed. [12–14] Can drone technology add something new to these systems? Several very innovative solutions are discussed in Subsect. 4.2.
With increased age people tend to become less active and more detached, even following simple routine daily activities can become a burden. Scientists from the medical and the engineering community have joined efforts to enhance the living environments in a way to help and motivate the elderly to continue an active daily life. This is much easier in nursing facilities, where more options exist and patients are more easily motivation for physical activities. For people living alone at home even routine physical exercises can become a considerable issue. Can robots or drones become the new era pets for the elderly that will help motivate them for physical activities? Some very intriguing proposals are covered in Subsect. 4.3.
As several major reviews have concluded, many of the existing AAL project and system solution address these first three aspects. However, the last one, social inclusion and contentedness, is most often overlooked. A major reason stems from the fact that the aging population in general is much less accustomed to the new emerging technologies and the acceptance rate at this late stage can be very low. Being usually physically restricted, as most elderly usually are, naturally but unfortunately unnoticeably leads to social isolation, which in its turn further reduces the motivation for physical activities and starts a vicious downward cycle of exclusion. Will drone technology and applications be more easily acceptable for the elderly to help them keep both physical and social inclusiveness? Some proposed solutions are discussed in Subsect. 4.4.
From here on this section is organized as follows: Subsects. 4.1–4.4 discuss the details of the UAV based AAL applications based on the characteristics defined in Subsect. 4.1. Subsect. 4.5 focuses on the challenges and possible evaluation criteria for these types of applications.
4.1 Drone Aided Health Monitoring Systems
According to an extensive study from 2004 and its update in 2012 in the USA [15] the cost of chronic diseases is an overwhelming component for overall healthcare expenses. In the US alone, 117 million people had one or more chronic disease in 2012, which included heart disease, diabetes, arthritis and obesity. A detailed study of medical costs for treating chronic diseases can be found in [16]. Table 3 below gives an idea about the annual cost chronic diseases incur.Table 3.Annual medical cost for different number of chronic conditions


	Number of chronic diseases
	Annual medical cost (in USD)

	No chronic diseases
	1117

	1 Chronic disease
	2915

	2 Chronic diseases
	4731

	3 Chronic diseases
	6751

	4 Chronic diseases
	9162

	5 Chronic diseases
	15964





Chronic disease patients are required to visit medical facilities on a regular basis for routine checkups and medicine replenish. Different community solutions and pilot programs addressing the elderly combining healthcare with homecare delivery have been initiated. However, the price of these services even at a limited scale is overwhelming, especially for remote and rural areas. Lack of transportation is a major reason for failure of regular medication intake. Furthermore, according to the American Association of Retired Persons, 89% of the people above 50 want to receive healthcare in their homes due to difficulties in visiting medical centers. In their work [17], the authors propose to use drones in order to overcome such problems in rural areas and for elderly living in remote areas, providing a very interesting AAL solution.
Drones can be used to deliver routine test kits, medication refills and even pick up standard blood and urine tests. Such an application will immensely reduce travel time and workloads of caregiver and medical personnel. Drones are more competitive when time-sensitive tasks and goods are considered and are also independent of the ground roads and terrain. However, while such a solution will definitely contribute to extending the AAL systems in providing sustainable care for the elderly in their selected living environments, it is not as simple as it looks. The authors propose and detail the concept of drone-aided aerial healthcare delivery and pickup service for chronic disease and elderly people in remote/rural areas. The main architecture of the system is given in Fig. 4 below.[image: ../images/477428_1_En_12_Chapter/477428_1_En_12_Fig4_HTML.png]
Fig. 4.Concept of drone-aided healthcare delivery and pickup service in rural area



The authors of [17] define and investigate two planning models that can allow the concept to be practically realized: a strategic model and an operational model. The strategic model allows deciding on the optimal location of drone centers and how many centers would be required for a given area, with a specific population and geographical terrain limitations. The algorithm proposed ensures that drones can reach all people regardless of demand levels and number of chronic diseases. The operational model on the other hand determines the optimal number of drones for each center as well as the optimal drone flight schedule for each center. The schedules are defined taking into consideration real life limitations like specific demands of the patients in terms of flying times and restrictions as well as the cost-benefit ratio to help provide an economically viable healthcare solution. The proposed decision making process and the factors taken into consideration by the authors are given in Fig. 5 below.[image: ../images/477428_1_En_12_Chapter/477428_1_En_12_Fig5_HTML.png]
Fig. 5.Decision-making process



Based on collected data, including patient schedules for medical center care, regular check-up schedules, medicine refills, residency information etc. patients can be divided in two main categories: one which needs in-person hands-on care and one which only needs regular testing and medication replenish. The models and the provided solution algorithms address exclusively the second group of people. The authors carry out an illustrational cost-benefit analysis which can be used as a decision process for the stake holders. The suggested approach can be further extended to include variable flying times taking into consideration the battery consumption of the drones.
A major health problem that might lead to death especially in elderly people is cardiac arrest. An interesting niche application addressing distribution and delivery of AEDs (Automated External Defibrillators) which incorporates drones is discussed in the thesis work of Lennartsson [18]. When a cardiac arrest happens outside of a hospital the survival rate is very low, because the person has to be shocked with a defibrillator within minutes of the attack. The survival rate is said to be 74% if the patient is shocked within 3 min of the arrest [19] and is reduced to 50% after 5 min [20]. As a rule, defibrillators are carried in all ambulances and recently, in Sweden, there are AEDs placed in some public areas. However, as the study in [18] points out the average time for an ambulance to reach the patient in Stockholm is around 13 min. Even worse, there are many islands, where ambulances have difficulty to reach. In such situations, the authors propose the use of drones. Their extensive study investigates the records to determine the spots where cardiac arrest occurrences in Stockholm are difficult to reach by ambulances and evaluate whether drones can be used to arrive before the EMS system. The drone used in the tests is Deficopter, a drone carrying an AED [21] that can travel at a speed of 70 km/h within a radius of 10 km. When an emergency call arrives, the Deficopter is programed with the location information and sent out. The on-board camera allows the emergency personnel to spot the scene and drop the AED in a suitable location by using a parachute. The study reveals some very interesting results.
First, based on available document records, the authors investigate the density of OHCD (Out of Hospital Cardiac Arrest) cases and determine the 10 best (optimal) places for placing the AEDs in the larger Stockholm area. Then using different GIS data (Geographical Information system) they compare the results for the number of cases the drone would have arrived faster than an ambulance in an 8.5 min radius area, in a 5 min radius and in a 3 min radius area. They consider two different scenarios – the so called 50/50 in which the two parameters – high density of OHCD cases and ambulance arrival time interval – are weighed equally; the 80/20 scenario in which the weights of the above parameters were respectively 80% and 20%. It is interesting to note that while for the 8.5 min radius case the ambulances were faster, for the critical 3 min radius case the drone definitely performed much better. The two sets of graphs given below relate to the inner Stockholm area (Fig. 6) and the larger Stockholm area (Fig. 7) (including a number of small disconnected islands).[image: ../images/477428_1_En_12_Chapter/477428_1_En_12_Fig6_HTML.png]
Fig. 6.The number of cases covered by drone/ambulance within 8.5, 5 and 3 min radius for inner Stockholm area


[image: ../images/477428_1_En_12_Chapter/477428_1_En_12_Fig7_HTML.png]
Fig. 7.The number of cases covered by drone/ambulance within 8.5, 5 and 3 min radius for larger Stockholm area



The second important observation made is that when the larger, less connected area is considered the drones definitely outperform the ambulances for the 5 min and the 3 min intervals. Despite the possibility of errors arising from the ArcGIS tools and the tuning of the parameters mentioned above these data show that drones can fit quite well in very specific niche AALS applications which other applications cannot cover. The idea of creating a network of AED centers, to cover different neighborhoods in and around large cities and maybe remote rural areas is yet another step towards making the immediate home and residential neighborhoods more convenient and safe for the elderly, thus in a sense extending the AAL concept.
Similar use of drones for delivery of defibrillators in the Netherlands is described in [22].
A step further in this line of work is the research presented in [23] which reviews the current status of innovative drone delivery with a particular emphasis on healthcare. It proposes two new models associated with the design of a drone healthcare delivery network which will facilitate timely, efficient and more economical drone healthcare delivery to potentially save lives and in the long run extend supportive living environments even further. The authors have compiled a comparative summary with data about the payload the drone can carry, its flying range and speed which is given below in Table 4.Table 4.Summary of drone specifications


	Drone model/company
	Payload
	Flying range
	Max speed

	Matternet
	2 kg
	10 km
	40 km/h

	DHL parcel
	2 kg
	12 km
	>40 km/h

	Zipline
	1.35 kg
	72 km
	144 km/h

	Flirtey
	2 kg
	32 km
	-

	Delft University
	4 kg
	12 km
	96 km/h





In their work they consider the following scenario: emergency medical supplies need to be delivered to an outlying area that is not completely served by good roads but is too far for drone delivery alone. Such a case requires a tandem solution. For the first leg of the solution land based transportation is used to deliver the supplies/medications from a warehouse to the so called “drone nest”, which is in sufficient proximity to the area/person in need. For the second leg usage of drones is suggested from the drone nest to the required precise location/person. For this general scenario two models are proposed and investigated: the first one has the objective to minimize the total weighted delivery time per drone nest; the second model aims to minimize the weighted time to deliver to all demand points in a given area. Optimization functions are determined for the two models and the results of the simulations are given in terms of the “investment over delivery distance” tradeoff or similarly “investment over delivery time” tradeoff. The models use a budget constraint while providing location decisions for warehouses and drone nests that enable timely delivery. Since time is of essential importance in an emergency, faster response would prevent medical trauma and potentially save lives. The authors believe that such models will be especially useful not only in developed countries where road congestion or bad weather conditions can prevent servicing the “last mile” to the patient but also in developing countries i.e. African countries, where a large percentage of the population is not served by all year round operable roads.
4.2 Drone Aided Safety Related Applications
A common safety hazard for the elderly, especially people in early stages of dementia, is getting lost or wandering off. Some very interesting IoT and drone based solutions in this respect in recent years can be found in [24, 25].
The first work presents a detailed review of the subject of hazardous wandering and the existing technological solutions on wandering in the context of AAL for the elderly. An elaborate definition of wandering and a classification of wandering models are given followed by the examination of existing solutions for managing wandering. Different approaches for managing wandering range from event-monitoring-based wandering discovery, trajectory-tracking-based wandering detection to location combined with Geofence-based prevention of wandering-related adverse results. Building up on the definition, categorization, and the state of the art, the authors discuss major research challenges and future directions in detecting wandering locomotion in different settings. A detailed definition of wandering is cited from [26], Mapping the maze of terms and definitions in dementia-related wandering.
In this consequential work, the definition of wandering is given as follows: “A syndrome of dementia-related locomotion behavior having a frequent, repetitive, temporally disordered, and/or spatially disoriented nature that is manifested in lapping, random, and/or pacing patterns, some of which are associated with eloping, eloping attempts, or getting lost unless accompanied”.
Wandering is so very difficult to define because it can take so many different forms: sometimes it is expressed in pacing back and forth between two points which do not have to be necessarily very close to each other; sometimes it is in the form of “lapping”, as moving in a circle, visiting points in a sequential or random manner without repetitions. Such behavior, which in general is not necessarily dangerous, can become problematic in the case of the elderly; it may even lead to injuries and quite serious negative consequences. So far research in this area has focused mainly on wandering evaluation and wandering detection. In principle, the evaluation process involves recognition and testing of wandering movements. The main objective is to determine patterns and characteristics related to wandering based on an offline analysis of trajectory data collected from sensors, in most cases predominantly indoors. Wandering detection on the other hand aims for the development of assistive systems to provide safety assurance for patients with dementia considering both indoor and outdoor environments. In [24], the authors group the existing solutions in 3 major categories. The first one relates to systems that provide event based wandering discovery [27–31]. The second is called “trajectory-tracking-based wandering discovery” [32–39]; while the third category summarizes works on location-based prevention of wandering related adverse events [40–62]. A major research challenge is posed by the fact that wandering can appear in a very great variety of forms and the data collected so far is insufficient for comprehensive modelling. Studying the correlation between wandering and its related factors is a very crucial for in-depth analysis and mandates the use of elaborate statistical data mining methods. However, the authors believe that a possible solution lies not in designing isolated assistive systems but in enhancing human computer interaction in AALS for training and guiding such patients in order to reduce possible health risks and hazardous situations.
An interesting drone based application has been proposed that can help in cases of wandering dementia patients [25]. A team from Toronto University describes 3 different experiments involving the use of UAV for the purpose of locating a wandering person with dementia. The exact experiments are performed on test subjects simulating individual lost patients with dementia (PwD) employing drones together with Search and Rescue (SAR) operational methods for their rescue. Specific algorithms to determine the drones’ paths are proposed and tested. Performance metrics include the time needed to detect the lost person and the complete duration of each mission. Furthermore the authors provide a differential longitude and latitude analysis from an initial parting point (IPP) and for that calculate the time to find the test subject and the battery life of the drone.
The first experiment is carried out in the area around the City of Hamilton, Ontario. Three attempts are made with different pilots and different drones (DGI Mavic Drone, Aeryon Labs Ranger Drone and a drone designed by IMR systems). The first attempt with DGI Mavic (743 g, 36 km/h, 5000 m above sea level, Field of View 78°) and the second attempt (Aeryon Labs Ranger Drone) use camera feed displayed on a mobile phone and are unsuccessful due to the poor picture quality on the mobile device. The third attempt (IMR Systems Drone) finds the person in 6:02 min. The second experiment is conducted in an open urban park with a drone DJI Phantom 4 Pro (1388 g, 72 km/h, 6000 m above sea level, Field of View 84°). The problem with this experiment is that regulations in Canada pose limitations on the areas that drones can be flown. Parks and recreation areas are restricted areas. So the experiment is carried out in a similar close location and the test subject is found in less than 10 min. The final experiment is carried out in the same area as the second one and uses the same drone DJI Phantom 4 Pro this time controlled through the DJI Go 4 app (v4.1.5) on an iPhone 5 s to make use of the software’s features and to record the flight data. Its main focus is determining the differential latitude from the IPP and its relation to the time for discovering the target.
These experiments bring light to several very important issues related to the use of drone for tracking and locating wandering elderly people in outdoor areas. First of all, the authors are optimistic that the suggested approach allows locating the missing person within the first 10 min which is considered as the lower limit for safety independent of the terrain. Second, the authors point out the many major hurdles that have to be overcome before such operations can be considered of practical value. The first one is that in order to use drones for these purposes models based on underlying algorithms of wandering that can be technically implemented to automate the search process are required. Another important issue is that drones can help locate the person but monitoring battery usage as well as longitude and latitude is crucial for success. And last but not least, a major problem exists with the specific regulations and restrictions for flying drones in different countries which have to be clarified before drone-based search and localization can become a practically feasible option.
4.3 Drone Aided Daily Activities and Routines
Even though drones are more often associated with outdoor activities there is some interesting research on using UAV in indoor locations.
The first application is a UAV for indoor patient care, called Healthbuddy, which proposes a customized quadcopter design to provide assistive healthcare at home [63]. Its main goal is to facilitate independent living for the elderly in their living quarters. The application can help people suffering from long hours of isolation, both elderly, or cancer patients or patients with depression. Healthbuddy is designed to navigate around the house at regular intervals trying to detect the person/patient using image, sonar and voice recognition (VR) strategies. The drone can avoid collisions with walls and different objects in real-time. Once the drone locates and recognizes the person/patient it starts a wireless communication with a server and receives further instructions based on queries. Health based queries are designed to require simple yes/no responses; VR strategies are used to classify the speech responses extracted from surrounding noise; using the collected information the server provides patient analysis; and finally the Healthbuddy system as a whole determines what is the most appropriate line of action in the given situation.
The functional block diagram of Healthbuddy is given in Fig. 8 below.[image: ../images/477428_1_En_12_Chapter/477428_1_En_12_Fig8_HTML.png]
Fig. 8.The block diagram of Healthbuddy



The main hardware components comprise the AeroQuad Kit (Arduino Mega 2560) gyroscope, 3-axis accelerometer, magnetometer, barometer sensor and an ultrasonic sensor. Communication components include a VR Shield (EasyVR Shield 2.0), a speaker and an amplifier, power source (Lipo Battery Pack 5000 mAh); the wireless communication network components are ZigBee modules (the XBee Pro 60 mW), the XBee Explorer Dongle, and the ITEAD XBee Shield. Since the work is still in its development stage there aren’t final published results but efforts are being put in combining different algorithmic solutions from literature. The authors believe that with time, the promising solutions existing separately in literature could be combined to form a unique platform to serve the objectives of their drone based AAL project.
A more evolved work on indoor drone application is presented in “QuadAALper – The Ambient Assisted Living Quadcopter”, as the PhD thesis of Ricardo Miguel Gradim Nascimento from the University of Porto [64].
The work presents the design of a drone that can autonomously navigate inside the house and recognize a person lying on the floor. The authors propose an original method for flying the drone indoors without GPS information. Their method is based on QR code detection using a smartphone mounted on top of the drone. The QR codes, 20 × 20 are placed on the ceiling. The drone is a Arducopter, controlled by an open source controller Pixhawk. The mobile phone used in the project is a HTC One M8, equipped with a 2.5 GHz processor and a Duo Rear Camera, with a 2600 mAh battery. The developers make full use of all the sensors coming with the mobile phone (gyroscope, accelerometer, proximity, compass and barometer) and add external sonar sensor and four Infra-Red sensors. The main algorithms use the OpenCV and Zxing libraries. From communication point of view, the two major protocols used are the NMEA and the MAVLink protocol. The NMEA protocol [65] is a combined electrical and data specification for communication between electronic devices like sonars, autopilot, GPS receivers and other types of instruments. In general, programs providing real time localization work with data in the NMEA format. The Pixhawk, the drone control unit used in the project also accepts NMEA data. The MAVLink (MAVLink Micro Air Vehicle Communication Protocol) [66] protocol enables communication between the mounted Android smartphone and the drone control module (Pixhawk) for mission planning, for receiving live telemetric data and for monitoring the Pixhawk status.
Tests have been carried out which prove that the suggested method is quite accurate and allows the drone to correctly capture and decode the QR code at angles of 45% and 30%, in different light environments (bright, medium, dark) and for different mobility of the drone. Main advantage of the proposed method is its simplicity as compared to other SLAM (Simultaneous Localization and Mapping) algorithms. Furthermore the authors add person recognition algorithms and are successful in detecting and recognizing a person lying on the floor. Even though this work is very elaborate, detailed and much more advanced in terms of practical realization than other similar attempts, there is still a lot to be done before a commercial drone can become the Flying Home Buddy of the elderly.
4.4 Drones for Better Social Inclusion
Many people can argue that computer games and virtually reality are one of major reason for social isolation among the younger generation. Obviously there is also the other camp which points out the positive effects of this modern pastime as well as its potential for enhancing both visual and motor skills. One group of researchers from Singapore has put these opinions to a test, not with children or adolescents, but with elderly citizens in a nursing facility, with ages ranging from 56 to 92 years [67].
They carried out an intervention project using Nintendo Wii to explore the long-term physiological effects of video games on the elderly. The intervention was a 6 weeks long program, carried out with two groups of people: one playing computer games the other playing conventional games for the same period every day. They measured loneliness (using UCLA Loneliness Scale), self-esteem (using Rosenberg Self-esteem Scale), affect (using Brandburn Affect Balance Scale). Amazingly, on all 3 metrics the Nintendo Wii group scored better; significantly higher on self-esteem and affect and significantly lower on loneliness as compared to the control group. Other literature on this subject can be found in [68–70].
This and some other similar studies inspired a group from the Polytechnic Institute of Leiria, Portugal together with a group from Ecuador, (Universidad de las Fuerzas Armadas Espe) to develop a drone based VR application for the elderly [71, 72]. Their work makes use of different wireless technologies, wearable and inertia measurement unit (IMU) sensors to generate a body area network that scans arm movement and sends information through Bluetooth Low Energy (BLE) to control a virtual UAV (Unmanned Aerial Vehicle) remotely. The developed system consists of a 3D simulator using VR glasses for immersive visualization and Raspberry Pi devices with Sense HAT board for hand controls. As a result, it emulates the control of a drone in a simulated environment. The general architecture of the system is given in the Fig. 9 below.[image: ../images/477428_1_En_12_Chapter/477428_1_En_12_Fig9_HTML.png]
Fig. 9.General architecture of drone-based VR application



For practically implementing this system with elderly residents the researchers developed 2 visualization modes and 2 difficulty modes. The visualization modes determine the perspective in which the user looks at the environments. One possible perspective is to look as a third person – i.e. the user can both see and control the drone. The second perspective is that of first person – i.e. the user sees the environment through the eyes of the drone. Two separate difficulty levels are designed – easy, where only 4 movements are allowed and difficult, where the user has to make 6 different movements with both hands to control the drone. The application helps the elderly preserve and/or develop better cognitive skills (eye-hand coordination) and improve mental and physical state. The researchers performed tests with a group of elderly in a nursing facility and observed that their skill level increased when they used the system for a period of time, progressing from easy to difficult level. The proposed system is still a first prototype and further improvements can be made to increase the involvement of the players. More and longer tests are also required but the first results are really optimistic. Well it might not be surprising that there are quite some things in common between the children and the elderly. As Shakespeare put is centuries ago in his speech “Al the world’s a stage” – “…one man in his time plays many parts, …Last scene of all, that ends this strange eventful history, is second childishness and mere oblivion.”
4.5 Challenges and Discussion
The development of new technologies, new materials and technical solutions allows increasing the quality and versatility of the AALs for the elderly. Each new technology brings new possibilities for more elaborate and unobtrusive ways to protect the elderly and allow them to continue their fulfilling, dignified and independent living. In this chapter we introduced a new technology, the Unmanned Aerial Vehicles (UAV), or simply “the drones” and discussed its possible application in AALS. In the last decade UAVs have drawn a lot of interest from the academic and industrial sectors specifically because of their possibilities in the area of military applications. In the last several years however, a number of niche applications have been developed which open the way for using UAVs in different AALS. Thus the chapter focused on classifying and describing these very recent developments.
Different aspects of AALS like the health monitoring, the safety, the daily routines support and the social connectedness aspect were examined and applications and projects from literature were summarized. All of discussed applications are in their initial development stage, they are quite innovative, address very specific and intriguing cases and evaluating them is not a simple task. What can be done at this early stage is to point out the main challenges they present in terms of technical requirements and suggest some plausible evaluation criteria for the exploitation phase.
Considering the technical requirements UAV based systems for AAL applications have several very important features in common. They should definitely be designed for failure, should possess high degree of dynamism and adaptability to different specific conditions, should allow for ease of deployment and most of all should be able to ensure a desired level of privacy and confidentiality. Last but not least they should provide simple and easy-to-understand user interfaces since most of the elderly have lower levels of technical skills and acceptance of new technologies.
The most important evaluation angle of such systems is how well they are accepted by the targeted population group. All of the drone based projects discussed in this chapter address a specific niche application and provide an interesting non-traditional solution. Since most of the projects are either in their initial state or first prototype it is very difficult to evaluate the effect they will have on the elderly. That is why, instead of directly evaluating them we would like to consider some important criteria that the evaluation process should include. Naturally these criteria are user oriented i.e. subjective and their determination requires a minimum period over which the given system has been tested in practice. As mentioned before the projects discussed in this chapter are in their very initial stage so the evaluation criteria summarized below should be understood more in the sense of setting a roadmap for researchers working in this field than as a direct evaluation of the presented applications.
One of the most comprehensive assessments related to AALS is suggested in [73]. Based on that, the major main evaluation parameters are summarized below (Table 5).Table 5.Main evaluation parameters


	Evaluation criteria
	Definition

	Usability
	The extent to which a technological product can be used by the specified user group to achieve the specified goal in an effective way

	Acceptability
	The degree of primary users predisposition to carry out activities using the intended system/device

	Efficacy
	The capability of the users to effectively complete tasks and achieve goal using the specific tool or system

	Utility
	The degree to which users believe that using a particular system would enhance their performance

	Obtrusiveness
	The degree of device caused encumbrance as perceived by users on themselves or in their environment





These criteria provide an exhaustive evaluation of a given system/technology and will be very useful if applied to todays and future AAL systems. However, the task is not as simple as it looks. Only the first criteria (usability) can partially be evaluated in an objective way, while all the others are related to the subjective experience of the user. This means that a proposed solution has to be put into practice and endure a specific evaluation period before reliable results can be obtained.
Another evaluation approach can be created considering the ideas proposed in [11]. The authors’ baseline is that user’s acceptance of personal space modifications depends on the user’s needs and lifestyle preferences. They classified the developments in AALS into three groups: ambient-intelligent space (AmI-S), physical space (PS), and virtual space (VS)—integrated together to support independent life. Currently, there is a lot of interest for more detailed investigations on the linkage between AALS and user’s lifestyles. Thus the discussed drone based systems can be evaluated in terms of their contribution to this so called “lifestyle change model”.
At the current state of life we can only evaluate the proposed systems as singular, niche applications which if proven fiscally viable can pave the road to enhancing the AALS even more. Drones can fill in gaps where other technologies cannot (delivery functions), can extend scope of existing applications (localization and rescue of wandering PwD), or can enrich in content existing systems (virtual reality and gaming) and make them more appealing and easily acceptable for the elderly.
However, on the flip side, the drone technology is still not mature and feasible enough to be easily deployed on an everyday scale. There are a number of challenges and hurdles to be overcome. Roughly they can be divided into two groups: regulational and ethic challenges.
Many of the described applications are based on technologically mature solutions and promise to draw even more interest in the future. However, there are several major regulation challenges related to them:	There is a definite lack of clear nationwide and international regulations related to how, when and where drones be flown and this is quite an important challenge. At the same time more research is required looking into existing (even though scatted and quite limited) regulations and how they have to be altered.

	Regulations in many countries do not allow for a drone above certain size and weight to be flown just by anybody; solutions require the creation and support of major organizational structures behind. It also mandates defining specific protocols regarding the planning of the flight and areas restricted for flying.

	As drones become more sophisticated and powerful questions of their proper management become even more important not only within the single countries but also internationally. Thus regulations have to be created and implemented at a much larger scale.





The second major aspect is the ethical aspect. The concepts of personal space and immediate environment are gaining completely new meanings and it has becomes even more difficult and elusive to define the borders of what is “good” and what is “bad”. Since this chapter is focused more on the technological aspect details on the ethical aspect are given. A very good material on this subject can be found in [74].
5 Conclusion
Unmanned Aerial Vehicles (UAVs) simply known as “drones” have been a hot research issue for the last decade, mainly due to their attractive usage possibilities in the military and network communication areas. However, very recently, several groups of researchers from all different parts of the world have turned their attention to a new application area for this emerging technology – the ambient assisted living systems especially targeting the elderly. Quickly increasing percentage of the aging population is placing higher and more extensive demands on our society; meeting the goals with traditional methods places an extensive burden both in terms of human resources and financial structures. Thus, there is a large stream of scientific research focused on how to use emerging technologies to ease this burden and make life better, easier, more secure and fulfilling for the elderly. Many solutions have been offered so far but still there are niche applications which can have better solutions. Some of these very recent applications, which offer innovative AALS solutions based on the use of drones have been summarized and discussed in this chapter. Without trying to be exhaustive, the chapter covers major issues on the structure and principle of operation of drones, and provides information on recently published results from projects that utilize drones to improve the life, security, environment and connectedness of the elderly. Finally the authors discuss some major challenges and provide guidelines for user perspective evaluation of such systems in the future.
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Algorithm 6. Random Variable Neighborhood Search steps.

Require:
Define neighborhood structures Ny for k = 1,2, ..., kmaz, that will be used in the
search

Get the initial solution x and choose stopping condition
k1
while k < kgmar do
Shaking:
Generate a point x" at random from the k-th neighborhood of x (x’ € Ni(x))
Move or not:
if x’ is better than the incumbent x then
x —x
k1
else
set k—k+1
end if
end while
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Algorithm 7. The RVNS heuristic for learning the classification method
PROAFTN
Require:
Get PSO or DE premature-solution as initial solution x which contains S}h, szh, d}h
and d?h
Calculate the objective function f(x) of the optimization problem in Eq. (15).
Stopping condition k is set to 4
repeat
k<1
Shaking:
while k < kimae do
for each parameter of parameters (5}, 53,,d},,d3,) € x do
Update the boundary for each parameter according to Egs. (17 and 18)
Randomly generate new position x’ from k-th neighborhood for A" &
Ni(7) (Eq. (21))
end for
Submit x’ to calculate the new fitness value (f’) according to Eq. (15)
Move or not (Eq. (22)):
if f'(x') is better than the incumbent f(x) then
x — x’
k1
else
set k —k+1
end if
end while
until stopping condition is met
return the best generated point x’ to PSO or DE to continue the search
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Algorithm 1. PROAFTN classification procedure.

Input:A: set of objects; K: the number of classes; w;‘ the weight of the attribute j
of the class h. A is divided into training and testing sets.

Qulpuel:n . C"): the membership degree of object a to class C"

Step 1: Building the classification model for PROAFTN:

Assign a relative importance weights w ,j=1,..,m;h =1,....k to the attributes;
From the training set : Apply the dlscretlzatlon and inductive algorithm to build
the prototype of the classes as in [7,16]. Each prototype b}, is defined by m at-
tributes gj,j = 1,..,m with its score in each attribute is defined by two intervals: -
pessimistic:[S] (bl'), S7(b!")]; and - optimistic [d}(b]'),d?(b})] as presented in Fig. 2.
Step 2: Compute the indifference relation between the object a and the prototype
bl of the class h:

Hmbzi@mmw) (8)
qmm:mmngMmmmL (9)
e Gt - A0 —min(510) (0. 001
@} (bF) — min{S} (5}) — g;(a), 0}
C2ab) = BOD —minfo;(@) — S04, 01}

@ (1) — min{g; (a) — S2(6}), 0}
Step 3: Evaluation of the membership degree:

(a,C") = max{I(a,b}), I(a,b}), ..., I(a,b},)} (10)
Step 3: Assign the object a to the class:

acC" & 6(a,C") = max{d(a,C") /i € {1,...,k}} (11)
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Algorithm 2. Developed techniques to obtain {S*', S2 d*,d*}

10:
11:
12:
13:
14:
15:
16:
17:

19:
20:
21:
22:

z «— Number of classes
m «+— Number of attributes
k < Number of intervals (7.e., number of clusters or bins)
for h — 1, z do
for j — 1, m do
Apply the discretization algorithm (k-Means, or EFB)
The generated k clusters/bins represents the intervals’ boundaries (i.e.,
{S]lha S?h})
Apply Chebyshev’s on each interval to get {d;h, d?h}:
for r — 1, k do
calculate the mean (i) and the standard deviations (o)
for t — 2, 5 do
Calculate the ratio of values, which are between u =+ to
if ratio > (1 — 1/¢*)100 then
select (/L — tU u+ to) as first interval i.e. Where:
Sflr =pu , S]h —,u—|—t0
Gh = 4= (t+1)0 %h =p+ (t+ Do
d]h = Sglls - qgl'h and d]h = q]h - S
end if
end for
end for
end for
end for
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