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This is a book about culture and historical existence. It is a book about
what cultures are and about what it means to be a person who lives at a certain
point in history and whose individuality is shaped by a particular time and a
particular culture. These questions have fascinated people for centuries; this
book offers a distinctive answer to them. I argue that what unites the ideas of
culture, personhood, and historical existence is information. To be part of a
culture, to be socialized or acculturated, is to possess a certain kind of infor-
mation—cultural know-how. Cultures are populations of individuals with rel-
atively similar kinds of cultural information. To be a person is to be constituted
by a particular kind of cultural information that exists at a particular point in
time. The cultural information within human beings grows, changes, and
evolves as we come in contact with others. It is reflected in our technology, in
our institutions, and in the articulation of the values we hold most dear.

We are the bearers of this cultural information; indeed we are constituted
by it. And its constitution of us is our constitution as historical beings. It is the
source of our historical existence.

I call this cultural information cultural software. Because cultural software is
the basis of all cultural understanding, it is the basis of the shared ways of
understanding that people call ideology. The different beliefs and worldviews
that human beings possess are the product of the evolution of cultural infor-
mation that is instantiated in human beings and helps makes them the unique
individuals they are.

People come to these kinds of issues in many different ways and from many
different directions. I came to them through the study of law. It does not take
long for lawyers to recognize that people’s views about what the law is and
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should be are often shaped by their beliefs about society and justice. Moreover,
law is often asked to resolve disputes between people with very different views
of the world. Because I was drawn repeatedly to the question of how ideology
worked, I decided to write a book about the subject. But as with so many
projects, this one took me in unexpected directions. What started out as a
relatively straightfoward analysis of the nature of ideology ended up as a spec-
ulative essay about the philosophy of culture. Of course, the notion that the
ideas in our heads take on a life of their own, and that ideas have us as much
as we have them, is one of the major themes of this book.

In the last half of this century people have offered many theories that either
assert or assume that individuals are socially and culturally constructed. These
theories have tended to submerge the individual into the larger forces of society
and culture. Perhaps partly in reaction to these trends, another group of the-
ories has reasserted methodological individualism—the view that all social phe-
nomena can be explained in terms of individuals, their actions and their mental
states. Not surprisingly, these opposing approaches have symmetrical strengths
and weaknesses, each explaining best what the other downplays or disregards.

I believe that a theory of culture must account for the uniqueness of each
individual human being, while showing how the social and cultural forces shape
us and produces our individuality. And I believe that individuality, like human
freedom, is produced through culture, not in spite of it. The theory of cultural
software offered in this book tries to explain why this is so.

Like methodological individualists, I would rather do without supraindivi-
dual entities. I do not think that these entities can adequately explain the pro-
duction of shared beliefs or the presence of dissensus and disagreement within
cultures and communities. Yet I also believe that a thoroughgoing methodo-
logical individualism is incomplete, for the individual is not the only unit of
social explanation. Advocates of social construction have been looking in the
wrong place; instead of looking above or beyond individuals, they should look
deeper inside them. Instead of supraindividual entities, a theory of culture needs
to take account of subindividual entities: the units of cultural transmission that
help form individuals and create an economy of cultural development and
exchange. These subindividual entities are cultural software; and they produce
many of the effects that have led social theorists in the past to look outside the
individual for explanations of the cultural.

This additional level of explanation makes it possible to view culture and
society in a different light. We can see cultural software as something that both
constitutes our interests and works against them. We can understand conven-
tions and institutions as self-reproducing coordinated complexes of cultural
software that have their own “interests” in survival and reproduction. And we
can recognize how certain kinds of cultural software act like virtual parasites,
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breeding unhappiness and injustice as they reproduce in human minds and
institutions.

Postulating subindividual entities like cultural software also frees us from
other forms of social explanation. We need no longer offer functionalist ac-
counts to show why cultures and societies develop as they do. We need no
longer assume that human conventions and institutions exist because they pro-
mote economic efficiency or human happiness, or because they solve important
problems of social coordination. We need no longer offer “just-so” stories to
explain away injustice or human misery as the necessary adjunct of achieving
proper social functioning. Instead of functionalist accounts, we can offer evo-
lutionary accounts, where the units of selection are not human beings but their
cultural software, a cultural software that thrives and reproduces in the ecology
of human minds. Nor need we explain human suffering as the necessary work-
ing out of a predetermined teleology of progress. Cultural evoluton proceeds,
but not toward any particular goal. We are its agents but not its puppets. We
are its bearers but not its slaves.

Finally, the approach that I advocate in this book allows us to bring to-
gether many different and seemingly contradictory research programs in the
human sciences. If human culture is bricolage, the solution of problems by
adapting the various intellectual tools that lie to hand, the study of human
culture—which is itself a part of culture—can hardly claim greater methodo-
logical purity. It should be a bricolage about that bricolage, a metabricolage
that makes use of insights from many different sources and approaches. That
is the entrepreneurial spirit of human reason. That is the spirit in which I
undertook this volume.

When I told friends that I was writing a book entitled Cultural Software,
some of them were amused. Others nodded knowingly and advised me that I
am simply a victim of the age in which I live: an age in which new fortunes
and new empires are being constructed daily out of computer programs and
computer networks. After all, didn’t philosophers impressed by Newtonian sci-
ence offer mechanical models of human thought?

My response to my friends has been that we are always influenced by the
age in which we live, we always absorb the intellectual tools that lie to hand.
That is what it means to exist historically. That is one of the central themes
of this book. Even if I deliberately eschewed the metaphor of software and hid
my ideas beneath other conceptions less obviously inspired by the events of
the late twentieth century, there would be influence enough. I use metaphors
and ideas because they are useful, and in the hope that they will create a spark
of recognition and excitement in others. It is true that no one would have
compared cultural understanding to software two hundred years ago, but now
that the comparison is possible, why not employ it?
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Still others have objected to the metaphor of software on the grounds that
computers are soulless, inhuman, and mechanical, and that human culture is
too laden with value and emotion to be compared to information. But these
concerns, too, strike me as misplaced. Cultural know-how is one of human-
kind’s most distinctive characteristics; we become who we are through the ab-
sorption and communication of information. And cultural information is not
some inert form of data; it is skill, know-how, ability, empowerment. It does
not do without human values but articulates them. It does not displace emo-
tions but helps express them. It does not extinguish personhood but makes it
complete. People who think that cultural information is soulless understand
neither information nor the soul.

The metaphor of software, I predict, will in time seem no more forbidding
than the metaphors of engines, or bicycles, or railroads seem today. Nowadays,
some people think that steam-powered railroads are romantic. Yet for many in
the nineteenth century, they were the very symbol of heartless mechanism. No
doubt software will change its cultural connotations over time. Perhaps someday
the word itself will seem hopelessly quaint and antiquated. I can only pray that
the ideas contained in this book will not meet a similar fate. It is my hope that
a few of these notions will grow, develop, flourish, and spread to other minds,
helping those who absorb them to understand this world and themselves a little
better. More than this an author cannot ask.

I was honored to be able to present the argument of this book as the 1997
Julius Rosenthal Lectures at Northwestern University Law School. I am grate-
ful to the dean and to the faculty for their generous invitation and their warm
hospitality.

Many friends and colleagues have commented on chapters of this book in
its many previous drafts. I would like to thank in particular Bruce Ackerman,
Tom Baldwin, Step Feldman, Owen Fiss, Liane Gabora, Bob Gordon, Susan
James, Larry Lessig, Sanford Levinson, Jay Mootz, Tim O’Hagan, Richard
Posner, Thomas Seung, Reva Siegel, Lea VanderVelde, and R. George Wright
for their comments, as well as participants at a workshop at the University of
Chicago Law School where drafts of what became the first four chapters were
presented. I am particularly grateful to an anonymous reader for Yale Univer-
sity Press whose trenchant criticisms greatly improved the book. An early ver-
sion of Chapter 1 was published as “Ideology as Cultural Software,” 16 Cardozo
Law Review 1221 (1995). Portions of Chapter 7 were originally published in
“Transcendental Deconstruction, Transcendent Justice,” 92 Michigan Law Re-
view 1131 (1994).

Finally, I want to thank my wife, Margret Wolfe, for her faith in me, her
emotional support, and most of all, her love. This book is dedicated to her.
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n TOOLS OF UNDERSTANDING

In the Pirke Avot, or “Ethics of the Fathers,” a popular tractate of the
Talmud, one finds a list of objects that God brought into being as the sun set
on the sixth and final day of creation.! These include the modus operandi for
many of the miracles that the Lord would later display before humankind—
for example, the well of the Earth that swallowed Korah and his followers, and
the mouth of the ass that spoke to Baalam in the desert. It was as if, as sunset
approached, and God knew that He was finished with the task of creation, He
endeavored to bring into existence everything that might be needed later on.
At the end of this list of necessary items is a curious addition: the first set of
tongs, for, as the Talmud tells us, tongs can only be made with other tongs.

The idea of a tool that can be made only from another tool, and that is
itself a toolmaking tool, lies at the heart of this book. My immediate concern
is the phenomenon that theorists have called ideology, but my larger subject
is human cultural understanding. I believe that the study of ideology must be
dissolved into this larger concern. We must break down what previous thinkers
have called ideology into distinct and analyzable mechanisms. We must replace
the study of ideology with the study of diverse ideological effects produced by
human thought, effects that together produce the phenomenon called ideology.
At the same time, we must expand the concept of ideology by absorbing it into
the more general study of cultural understanding. So we must proceed in a
dual movement: dividing ideology into its variegated mechanisms, and viewing
these mechanisms as special cases of the ordinary processes and operations of
human thought.

The metaphor of the toolmaking tool unites these two gestures. The study
of ideology is the study of tools of human understanding produced in, by, and
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through human culture. It is the study of the cumulative creation of these tools
through the use of previously existing tools of understanding, and the study of
the consequences of this recursive manufacture. To understand ideology we
must understand the tools of human understanding—with respect to both their
advantages and their deficiencies, their intended and their unintended con-
sequences, their ability to empower us and their ability to exercise power
over us.

Ideology is a much-contested term these days.” Some social theorists think
that it has outlived its usefulness, particularly given its historical connections
to the Marxist tradition and Marxism’s many internal disputes. They prefer
instead to talk about discourse, episteme, habitus, tradition, language game, inter-
pretive community, and a host of other terms for characterizing the social nature
of human thought. Each of these terms has a slightly different meaning. Each
justifies its particular stance by a different theory. Yet each points at the same
basic set of issues—the socially generated and socially sustained ways in which
human beings understand and constitute their world. And regardless of the
particular terminology used, each of these approaches produces different ver-
sions of a theory of ideology. When I speak of “the theory of ideology” in this
book, I refer to their collective concerns. As I shall stress repeatedly, the dis-
tinctive problems faced by a theory of ideology do not vanish when we change
our focus to concepts like discourse.

Ideology and the Philosophy of Culture

The theory of ideology, like the study of discourse associated with postmod-
ernism, has always been part of a larger endeavor—the philosophy of culture.
The ancient Greeks distinguished between physis, the world of nature, and
nomos, the world of convention, law, and culture. The philosophical study of
nomos includes ethics and political theory. But it also includes culture itself as
a philosophical problem and an object of study.

The philosophy of culture has a rich tradition and many illustrious fore-
bears, of whom Vico, Rousseau, Kant, and Hegel are perhaps the most prom-
inent. Some of the questions the philosophy of culture asks are these: What is
the relationship of culture to human existence and human history? What role
does culture play in producing the faculty of human reason? Is human history,
and hence the history of culture, a tragedy or a comedy, or is it a-story with
no determinate end and no narrative coherence or unity? Later philosophers,
like Marx and Nietzsche, emphasized a further question: the question of power.
What power do culture and cultural forms have over individuals? How can
individuals recognize this power, and what, if anything, can or should they do
about it? The study of discourse, like the study of ideology, is merely the latest
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in a series of approaches to the philosophy of culture. The basic questions it
asks are very much the same, and the problems it encounters are very similar.

Although people use the term ideology in many different ways, they are
usually invoking one of two basic conceptions. The first sees ideology as a
worldview, an intellectual framework, a way of talking, or a set of beliefs that
helps constitute the way people experience the world. In this conception, ide-
ology is a relatively neutral term. The second conception of ideology is dis-
tinctly pejorative. Ideology is a kind of mystification that serves class interests,
promotes a false view of social relations, or produces injustice. Alternatively,
ideology is a way of thinking and talking that helps constitute and sustain
illegitimate and unacknowledged relationships of power. It is a form of dis-
course in which oppressive power finds its home.?

This book offers a third position. Both the neutral and the pejorative con-
ceptions of ideology describe different aspects of a deeper phenomenon. They
describe effects produced by the tools of human cultural understanding. I call
these tools of understanding cultural software. Hence my theory of ideology is
a theory of cultural software and its effects.

Oppressive discourses, worldviews, belief structures, and mystifications all
arise from the diverse tools of human understanding. The components of cul-
tural understanding include beliefs and judgments. But they also include cog-
nitive mechanisms that help produce and fashion beliefs and judgments. These
cognitive mechanisms include, among other things, heuristics for decision, nar-
rative structures and social scripts, conceptual homologies (4 is to B as C is to
D), metaphor and metonymy, and methods of ego defense. Each of these cog-
nitive mechanisms can be beneficial and useful in certain contexts, but in others
each can mislead and help produce or sustain unjust conditions. The tools of
human thought are both helpful and hurtful, depending upon when and how
they are used. Recognition of the simultaneous advantages and disadvantages
of our tools of understanding—the inevitable connections between heuristics
and their limitations, between blindness and insight—is central to the argument
of this book. I call this the gmbivalent conception of ideology.

This approach replaces both the neutral and pejorative conceptions of ide-
ology. As in the neutral conception, we still study how worldviews and systems
of discourse are produced. But we do this by investigating the diverse mecha-
nisms of cultural understanding, and we do not take a neutral or detached view
toward their effects. Our tools of understanding simultaneously enable and
limit our understanding, empower us and have power over us. When our cul-
tural software helps create or sustain unjust conditions, I say that it has ideo-
logical effects. But our tools of understanding do not always produce these
effects. Hence ideology, in the pejorative sense, is not a phenomenon separate
from the general mechanisms of cultural understanding; it is an effect produced
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by these mechanisms when they are placed in particular contexts and situations.
I retain the familiar adjective ideological to describe these contextually produced
effects.

The metaphor of “cultural software” proposes that we can compare certain
features of culture, and of the way that culture operates, to the software that
is installed on a computer and that allows a computer to process information.
Simply put, cultural software enables and limits understanding as software en-
ables and limits a computer. Although this can be a helpful metaphor, it can
also be misunderstood. With this in mind, I want to discourage two likely
misinterpretations.

First, I do not believe that the human mind works like any existing com-
puter. Nor do I believe that thinking is primarily a mechanical or algorithmic
process. On the contrary, I shall insist throughout my argument that human
thinking is distinguished by its symbolic and metaphoric character and by its
fundamental motivation in human values.

The growth of cognitive science and the search for forms of artificial in-
telligence have led naturally to comparisons between human beings and com-
puters. One of the most important debates currently raging in the philosophy
of mind is the extent to which mind should be defined functionally in terms
of information states, like those in a computer. Some philosophers of mind
have gone so far as to argue that the human mind is essentially indistinguishable
from a computer, while others have asserted that the intentional nature of hu-
man intelligence makes such comparisons thoroughly inappropriate.*

Although these debates are interesting, they are to a large extent peripheral
to the concerns of this book. Unlike most cognitive scientists and most phi-
losophers of mind, I focus on the mind’s relationship to culture and not its
ultimate structure.” Howard Gardner has noted that although most cognitive
scientists “do not necessarily bear any animus against the affective realm,
against the context that surrounds any action or thought, or against any his-
torical or cultural analyses, they attempt to factor out these elements to the
maximum extent possible.”® It is quite possible that the computational meta-
phor of mind has encouraged this trend. For these reasons, Jerome Bruner,
himself one of the founders of the cognitive revolution, has recently called for
a renewed emphasis on “the concept of meaning and the processes by which
meanings are created and negotiated in a community.”” These concerns lie at
the heart of this book; they motivate my use of the idea of cultural software. I
use this metaphor to illuminate the ways in which human beings are constituted
by and express their shared values within a culture.

Second, the idea of cultural software suggests an opposition to “biological
hardware.” But we cannot distinguish between “hardware” and “software” in
humans in the way we can for computers. Each individual has a unique brain
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structure that is not merely the product of genetic inheritance but is shaped
and organized in part by her experiences and activities, especially those in early
childhood. As we are programmed through social learning, our physical brain
structure is also changing. And the consequences of human beliefs and cultural
activities affect human populations and human bodies in countless ways. Thus,
it is highly misleading to think of individuals as consisting of identical hardware
into which identical copies of software are installed.®

The idea of cultural software is not designed to suggest or defend a neat
division between the cultural and the natural. Rather, it directs our attention
to the know-how that is part of every human being 4nd that is shared by and
transmitted between human beings through communication and social learn-
ing. This know-how is our cultural software. The ability to communicate and
engage in social learning and thus pass on cultural know-how is an essential
aspect of our nature as human beings. The most remarkable result of human
evolution is that it is in our nature to be cultural. We are by nature cultural
creatures.

To imagine ourselves as cultural creatures is not to imagine ourselves as
infinitely malleable; this assumption misunderstands the ways in which culture
grows out of nature. The instincts and motivations that we have inherited from
our genes are not abandoned or displaced by social learning. They are refined
and articulated, distorted and exaggerated, extended and supplemented by ex-
perience and social learning. What is made is always made from materials al-
ready given, and its character and its limitations are shaped by those materials.
In such a way the present is always made from the past. We can fashion a
purse from a sow’s ear, but it will be the kind of purse that can be so fashioned.

Yet at the same time, culture has a cumulative power. The present can only
be made from the past, but the future can be made from the present. And so
as culture is transmitted and transformed, it opens up ever new horizons of
human possibility. In Chapters 2, 3, and 4, I shall argue that just as our biology
has evolved through transmission of genes, our cultural software is also evolving
through cultural transmission—although in importantly different ways and at
much faster rates. These genetic and cultural processes necessarily interact with
each other; this interaction is only one of the many ways in which the cultural
forms part of and is continuous with the natural world.’

Each human being is born with the ability to absorb and communicate
previously developed culture—to possess cultural software and transmit it to
others. Because we can make culture part of us, we can be the living embodi-
ments of previous cultural development, just as we can be the embodiments of
previous genetic evolution. And because we can do this, we are also historical
beings. We can absorb, reflect, and transmit the cultural know-how available
at our particular moment in history. We can be the carriers of a certain kind
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of cultural software, the kind present at our particular moment in history, and
we can be the vehicle for its transformation into the cultural software that will
be absorbed by future generations. We can, and indeed we must, stand in
complicated lines of inheritance and innovation. To be the bearer of a partic-
ular kind of cultural software, a configuration existing at this time and at no
other, is what it means to be a historical being, to exist historically.

History in this sense is a peculiarly human phenomenon; the Grand Canyon
changes over time, but only human beings have history. Or more accurately,
the Grand Canyon has a natural history, but only human beings have a cultural
history, which is history proper. Human beings begin to have history only at
the moment when they enter into culture, which is also the moment that they
begin to create collectively shared and created tools for understanding the
world and articulating their values.'®

Culture and cultural software are just such tools. They are tools used to
make other tools. This has always seemed to me the deeper meaning of the
Talmudic story; for when God created human beings on the sixth day of cre-
ation, one of His final acts was to bequeath to them a toolmaking tool, which
is human culture.

For simplicity’s sake, we might distinguish three kinds of cultural tools that
human beings use, keeping in mind that they are difficult to separate in prac-
tice. (Moreover, this list is not intended to be exhaustive.) The first is tech-
nology, the second is institutions, and the third is cultural know-how, or what
I call cultural software. It consists of the abilities, associations, heuristics, meta-
phors, narratives, and capacities that we employ in understanding and evalu-
ating the social world. An example of technology is a computer. An example
of an institution is a bank. Examples of cultural software are knowing how to
operate a computer, being able to dance the waltz, or being fluent in a partic-
ular language.'’ Technology makes tools from materials, institutions make
tools from human sociability, and cultural software makes tools from human
understanding.

Although I have distinguished them analytically, in practice these three types
of cultural tools are necessarily interdependent and interrelated. The institution
of a bank, for example, may presuppose technology in the form of buildings,
computers, furniture, and a workforce trained in a certain way, with certain un-
derstandings and abilities. The operation of technology requires know-how, and,
conversely, certain skills and knowledges often presuppose certain technologies
(as well as institutions already in place). Nevertheless, different philosophers of
culture have emphasized some types of cultural tools more than others. For ex-
ample, Marx emphasized the role of technology, and Vico emphasized the role of
institutions. But the third type of tool—cultural software—is equally important.
Without cultural software, our technology lies on the ground, rusted from dis-
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use, and our institutions fall apart. The biblical story of the Tower of Babel is a
good example of what becomes of technology and institutions without cultural
software. Indeed, without cultural software, social institutions not only cannot be
maintained; they cannot even get started.

Why Software? The Problem of Shared Understandings

The motivation behind the concept of cultural software is not the familiar
desire to model the operations of the human brain on those of the digital
computer. Rather, the point of this metaphor is to address and resolve a re-
curring problem in theories of cultural understanding: to explain how shared
cultural understandings can be shared while still accounting for the consider-
able differentiation and disagreement in belief among members of the same
culture or interpretive community.

To show how this problem arises, I shall use as an example Hans-Georg
Gadamer’s theory of cultural understanding. Gadamer argues that human cul-
tural understanding is made possible by our location in a historically generated
tradition. His theory is especially attractive because it draws an important con-
nection between historical existence and cultural understanding. Gadamer em-
phasizes that human existence is existence in history; to be human means to
exist in a historical tradition and hence to understand within and by means of
this tradition.

Because we exist in a tradition, Gadamer claims, we bring certain prejudices
or prejudgments to all of our understanding. But these prejudgments, far from
being hindrances to our understanding, are in fact the preconditions of our
understanding.'? They enable us to understand not only others within our own
culture but people in other cultures as well. Thus, Gadamer asserts, “Under-
standing always implies a pre-understanding which is in turn pre-figured by
the determinate tradition in which the interpreter lives and which shapes his
prejudices.”!?

Gadamer does not view his theory of tradition as a theory of ideology;
nevertheless, it provides an excellent starting point for my claim that ideology
is a special case of ordinary cultural understanding. We might think of the
ideology of Americans, for example, as a cultural tradition that shapes, directs,
and facilitates their understanding. The prejudices and prejudgments associated
with this tradition color Americans’ views of the world and produce a distinctive
take on various political questions. Indeed, we might be tempted to substitute
the word tradition directly for the word ideology. We need only modify Gada-
mer’s comparatively rosy view of the effects of prejudgments and prejudices on
the understanding by emphasizing that these prejudices and prejudgments can
as easily mislead as facilitate social understanding.
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The close connections between ideology and the Gadamerian concept of tra-
dition suggest the irony of the well-known critical exchange between Gadamer
and Jirgen Habermas.!* Habermas worries that Gadamer’s theory of under-
standing does not sufficiently take into account the distorting effects traditionally
associated with ideology, when in fact Gadamer’s concept of tradition can easily
be adapted to provide an account of how ideological thinking occurs. Con-
versely, Gadamer insists that if successful understanding ever occurs, it must
occur through a historically generated tradition with its prejudgments and prej-
udices; yet through this argument, Gadamer simultaneously demonstrates the
inevitability of ideological limitations on thought. In short, although Gadamer’s
account of cultural understanding was designed to show how understanding can
succeed, it also provides an account of how cultural understanding can go wrong.

In spite of its considerable utility for a theory of ideology, Gadamer’s theory
of cultural understanding creates a series of puzzles. First, it is not clear what
kind of entity a tradition is and how it is possible to live in it. Where does the
tradition exist so that we are able to live in it? If we live together in a tradition,
it is surely not in the same way that two people live together in a house.
Moreover, Gadamer wants simultaneously to insist that the tradition we live
in also inheres in us, so that we are both inside it and it is inside us. In the
alternative, one might say that we share in a tradition; but do we share it like
a piece of clothing (which only one person can wear at a time), like a pie (from
which we take separate slices), like a parent (having a common causal origin),
or like an experience (having been subjected to roughly the same causal forces)?
Finally, even though we are inside the tradition and it is simultaneously inside
us, the tradition continues to exist after we (or any other individual) leave the
community or die. Yet people are somehow also able to bring their traditions
with them to new places after they leave their communities. To make sense of
these puzzles we must know what kind of object a tradition is, where it may
be found, and where, if anywhere, it continues to exist after individuals no
longer form a part of it. Stephen Turner has called these various kinds of
difficulties the problem of location.!* Note, however, that the word Jocation is
appropriate only because the metaphors generally used to describe tradition
are spatial in nature: we say that we live in a tradition, the tradition inheres in
us, certain behaviors or persons are outside of the tradition, and so on. In fact,
the problem of location is really a problem of omtology: it is the question of
what kind of object or entity a tradition is, given that we use these spatial
metaphors to describe it.

Second, Gadamer says that the tradition is responsible for people having
the kinds of prejudices and prejudgments they have. By implanting these prej-
udices and prejudgments, the tradition facilitates and empowers our under-
standing.'® But Gadamer does not tell us exactly how the tradition does this.
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Gadamer believes that tradition is disseminated through communication and
language.'” But that is only half an answer. What exactly is the thing that is
disseminated, and how does it have causal effects on human intelligence?
Turner calls this the problem of transmission.'® Once again, however, this
expression reflects the standard metaphors employed: We hand over traditions,
we implant them in others, we transmit them. In more general terms, it is the
problem of causation—we need to know what kind of causal nexus exists be-
tween the tradition and individual human intelligence and/or behavior. More-
over, the question of causation is also the question of power, for it is the
question of how traditions can have power over individual minds. Indeed, a
recurring problem in theories of ideology has been some version of this ques-
tion—the question of how ideas can have power over people.

Third, if tradition inheres within each individual in a culture and shapes
each individual’s apparatus of understanding, why do individuals ever differ in
their understandings of the same tradition? Why, for example, do American
constitutional Jawyers disagree about the meaning of the Constitution if all of
them are part of the same constitutional tradition? As Gadamer himself rec-
ognizes, one of the most interesting features of a cultural tradition is that its
content and scope are always being tested and contested by the individuals who
live within it."” Yet how is this possible if all share in the tradition equally, or
if the tradition inheres in each individual in the same way? This is the problem
of differentiation. It is the flip side of the problem of transmission or causation,
and, not surprisingly, it is sometimes neglected in theories that are trying to
show how shared cultural understandings are shared. Ironically, one of the
hidden dangers that any explanation of shared cultural understandings faces is
that it will prove too much—that it will explain more uniformity of thought,
belief, and action than actually exists in a given culture. Such accounts suppress
the heterogeneity and dissensus that exist among the cultural understandings
of any group of individuals. To be successful, then, a theory of shared cultural
understanding must show not only why understandings are shared, but also
why they are not shared—why no two people view the cultural world in exactly
the same way, and why in any culture there are always mistakes, misunder-
standings, and disagreements. The standard response that differentiation occurs
because the tradition has unclear boundaries does not solve the problem but
simply returns us to the spatial metaphor (a tradition has boundaries like a
country). Thus, it raises anew the questions of location and transmission, or
ontology and causation—what kind of thing could a tradition be for it to have
unclear boundaries, where is this thing located, and how is it transmitted into
each individual mind?

The problems of causation and differentiation, in turn, are related to a final
problem, the problem of change or transformation. The tradition we live under
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today is not the same in all respects as the tradition that existed two hundred
years ago. The prejudices and prejudgments of one generation are often dif-
ferent from those of their children or grandchildren. Yet in spite of these
changes, the tradition continues to be shared, although the content of what is
shared has become different. How does this change occur, what produces it,
and how is widespread agreement among members of the community preserved
during this process? Solutions to these problems often raise the problems of
ontology, causation, and differentiation in new guises: For example, if change
occurs because of defects in transmission of the tradition to individuals, the
transmission must be defective for all members in the same way if agreement
is to be preserved on the terms of the newly changed tradition. If change occurs
through individual differentiation, we need to know how agreement between
individuals was ever maintained in the first place and how it is now obtained
on new grounds. So the problem of transformation brings us back to the same
old puzzles—what kind of thing is a tradition that it can change or be changed
in this way, what kind of causal efficacy does it have over individuals, how is
it implanted in them, and how is it implanted in the same way?

Although I have used Gadamer’s theory of tradition to discuss these prob-
lems, they arise for many different types of entities and many different kinds
of social theories that purport to explain the existence and effects of shared
social understandings. If we were to substitute for Gadamer’s “tradition” the
idea of a “collective consciousness,” an “Objective Spirit,” a “habitus,” a “prac-
an “interpretive community,” or a “form of life,” the

kbl b

tice,” an “episteme,’
same questions of ontology, causation, differentiation, and transformation
would arise again, albeit in slightly different ways. Gadamer’s theory of tradi-
tion is one in a long line of approaches designed to show how shared under-
standings are shared. For convenience, we may group these approaches into
three basic types, which I call the supraindividual, the behavioral, and the Kan-
tian approaches.

The first type of solution, of which Gadamer’s appears to be an example,
postulates a supraindividual entity that somehow does the work of regulating
or ordering the minds of individuals. Examples would include Hegel’s notion
of an Objective Spirit or Durkheim’s notion of a collective consciousness. In
these theories, a single entity existing over and above individual minds guar-
antees the shared nature of cultural understandings. This entity may be a supra-
individual consciousness or, in the case of Gadamer’s tradition, an entity whose
nature is largely unelaborated. Not surprisingly, such theories create puzzles
about what the supraindividual entity is, where it resides, how it is shared by
individuals, what force it has over individual minds, and how disagreement and
disputes are possible.

A second solution turns instead to behavior. It asserts that shared practices
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of understanding are explained by the existence of shared conventions of social
behavior. The usefulness of this solution depends on what sorts of things these
conventions are. If conventions are viewed as entities that exist over and above
individual minds, for example, they threaten to become just another version of
an Objective Spirit, a collective consciousness, or a tradition, and they face
similar difficulties.

We might try to avoid these problems by asserting that conventions are
agreements to behave in similar ways. Nevertheless, they cannot be conscious
agreements, for most people never consciously decide to adopt them. Alter-
natively, we might insist that by conventions we mean nothing more than reg-
ularities of behavior. Unfortunately, this solution leads to a problem of
circularity. It is precisely these regularities of behavior that a theory of shared
cultural understanding hopes to explain. The claim that shared understandings
are shared by virtue of social conventions explains nothing. Nor does this so-
lution explain how disagreement and differentiation are produced within con-
ventions, for by definition such disagreements can occur only outside of them,
or at those places or in those situations where social conventions run out.

Finally, an explanation of shared conventions in terms of similarities of
behavior shifts our attention away from cognitive processes of meaning and
understanding that must form part of each individual’s conceptual apparatus.
When we say that participants agree, we have not yet explained how they agree.
Of course, it is an advantage of behavioral accounts that they avoid questions
about what the internal mechanisms of cultural understanding are. Yet this
advantage is also a disadvantage, for cognitive processes of meaning and un-
derstanding surely must be involved in the creation and maintenance of shared
conventions. So the problem with this kind of account is that the solution it
offers is just too easy—it simply declares victory and goes home without ad-
dressing the most difficult questions of how cultural understanding is regulated,
transmitted, and maintained.

Some philosophers have tried to explain conventions in terms of similar or
interlocking expectations. But these accounts cannot be purely behavioral; to
explain shared understandings they must smuggle in the very sorts of concepts
that raise the problems I have noted above. David Lewis, for example, defines
conventions as regularities of behavior; yet his account depends on prior con-
cepts like “common knowledge” of a state of affairs, mutual expectations, and
individuals conforming to a regularity. “Common knowledge,” in turn, de-
pends on certain states of affairs indicating the same thing to everyone in a
population.’® The hermeneutical problems that I am concerned with enter at
precisely these points in his account. Moreover, Lewis’s account assumes that
conventions solve problems of coordination based on people’s preferences. But
not all of the various types of shared meanings and beliefs that occur in a
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culture can be explained as solving problems of coordination.?’ In short, con-
ventions do not explain shared understandings; they presuppose them.

A third type of solution to the problem of shared understandings is Kantian
in spirit. According to this account, individuals within a culture understand the
world in the same way not because of the existence of a supraindividual entity
that regulates agreement but because each possesses an identical conceptual
apparatus. Each individual’s mind is similarly constructed and employs identical
principles of conceptual construction, organization, and association. This com-
mon perceptual and cognitive apparatus produces and guarantees shared un-
derstandings.

I call this approach Kantian because it postulates something akin to Kant’s
notion of a transcendental subject. Although this transcendental subject is spo-
ken of in the singular, it should not be confused with a supraindividual entity.
It refers to the common features found in the subjectivity of all rational beings
by virtue of their being rational.?? Its grammar is similar to that in the ex-
pression “the human eye,” which refers to general features found in all normal
examples of this organ. Similarly, talk about “the” transcendental subject refers
to identical copies of a basic conceptual apparatus.

Kant used the concept of the transcendental subject to explain our under-
standing of very basic aspects of the natural world, but his idea can be extended
much further. For example, Edmund Husserl argued that the transcendental
ego gave each person the ability to comprehend eidetic essences and to perceive
the world in terms of categories. One can also recognize a similar motivation
in Claude Lévi-Strauss’s concept of universal structures of the human uncon-
scious that underlie all myths, or in Noam Chomsky’s theory of a universal
grammar that underlies all human language.”?

The most serious problems with this sort of approach occur in accounting
for the differentiation of individual understandings and the transformation of
shared understandings over time. If we limit our focus to explaining our com-
mon understanding of space and time in the natural world, these issues do not
arise so urgently. However, we are trying to explain how people within a par-
ticular culture at a particular time share understandings that are partly different
from those held by persons in other cultures and times. Thus we need a sort
of “historicized transcendental subject,” a common hermeneutic apparatus that
is similar for all members within a culture but differs for people in different
cultures and times. Yet in some sense this expression is a contradiction in terms;
for what makes the transcendental subject transcendental is precisely its uni-
versality and resistance to historical variation.

One might attempt to avoid historicizing the transcendental subject by ar-
guing for the universality of a limited set of features of human thought that
explain some but not all features and varieties of shared cultural understandings.
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In particular, one might retain a Kantian-style explanation of formal features
of human cultural understanding, while conceding that more substantive fea-
tures are subject to historical variation. For example, Lévi-Strauss argued that
although different cultures have different myths, the basic principle of con-
ceptual opposition is the same for all. Chomsky holds that although natural
languages differ in many respects, they all share basic grammatical features.
Unfortunately, this strategy leaves the basic problem unsolved. For we want to
explain how shared understandings and substantive agreements occur within
various cultures even though the nature and content of these shared under-
standings and substantive agreements differ in different cultures.

The great strength of Kantian-style explanations turns out to be their
greatest weakness—they can guarantee shared understandings only so long as
those understandings are unaffected by historical change. However, once we
concede that each culture and time has its own version of a “transcendental
subject”—a common conceptual apparatus that guarantees shared cultural un-
derstandings within its boundaries but that changes over time—we immediately
face the familiar problems of transmission, differentiation, and transformation.
Once history intrudes, we must explain what mechanism guarantees that people
within particular cultures have roughly the same apparatus of understanding
over time, and what causes this common apparatus to change in more or less
identical ways for each person in the culture. The great advantage of supra-
individual and behavioral accounts is that they can be historical in a way that
a Kantian solution cannot. Yet they have their own difficulties in explaining
the similarities (as well as the differences) among individuals’ understandings.

The theory that I propose seeks to explain what people have traditionally
called ideology as a special case of shared cultural understanding. But as our
discussion has shown, the concept of shared cultural understanding itself needs
serious explication. To describe the phenomenon of ideology, we need some-
thing like Gadamer’s concept of tradition, but we must alter it considerably to
avoid the puzzles that this and similar concepts produce. We need a way of
explaining shared cultural understandings that avoids the defects of the three
approaches mentioned above while combining their advantages. In short, we
need something

1. that exists in each individual;

2. that shapes and enables individual understanding and cultural know-how;

3. that guarantees similarity of cultural understanding and know-how while
permitting some variation, disagreement, and mistake among individuals
within the same culture;

4. that changes and develops over time; and

5. that constitutes individuals as persons living in a particular culture at a
particular point in history.
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The best way to describe this thing is as a kind of cultural software. A copy
of this software forms part of each person. Cultural software performs a func-
tion similar to Gadamer’s “tradition”: it provides us with the tools and pre-
understandings that enable us to make judgments about the social world.
Moreover, to the extent that people possess roughly similar copies, their cul-
tural understandings are shared understandings. However, the theory of cul-
tural software poses a different answer to the problem of location. While it is
not clear where a Gadamerian tradition resides, our cultural software resides
in us, because it is literally part of us.**

Our cultural software is written and rewritten through social interaction
and communication. These acts result in an economy of similarity and differ-
ence between the cultural software of different persons. This economy, in turn,
produces convergence in cultural understandings as well as individual differ-
entiation. It ensures that our cultural software is roughly similar to that of
others in our culture even if it is by no means identical in all respects. More-
over, through this economy, the cultural software of individual human beings
evolves over time. Our cultural software bears the marks and effects of previous
development. It is the historical component of our human existence.

Thus what Gadamer calls tradition is not something that controls individual
understanding but an effect produced by the cultural software of many indi-
viduals who have communicated with and thus affected each other’s cultural
software over many years. Saying that we “live in” a tradition means that we
participate in an economy of cultural communication with others who have (or
have had) roughly similar cultural software. Shared understandings are pro-
duced by the rough similarity of our cultural software, and regulated by our
communication with others. Thus when we speak of “our cultural software”
we do not refer to any supraindividual entity or collective consciousness.
Rather, we mean only the collection of partly similar and partly different in-
dividual copies. In this sense, cultural software is the historicized analogue of
the Kantian transcendental subject—it is a conceptual apparatus within each
individual that prefigures cultural understanding but that can also change and
evolve over time.

Cultural Software and the Construction of Persons

Behind this explanation of shared understandings lies a further and deeper
intuition that motivates the metaphor of cultural software. Human beings are
made of knowledge; we are the living embodiments of information. Everyone
knows that human beings store information in their genes. And many people
also know that human beings store information in their immune systems. This
information, produced and shaped by the body’s previous encounters with mi-
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croorganisms, helps it ward off future disease. But human beings also embody
a third kind of information—cultural information. We know things and we
know how to do things because we live in cultures, and this ability, this knowl-
edge, is central to our existence as persons.

Our human existence as embodiments of information, as bearers of cultural
know-how, is the most basic motivation for the metaphor of cultural software.
The comparison between cultural software and computer software encompasses
two further ideas. The first is that software is an indispensable tool for pro-
cessing information and performing tasks. The second is that software is an
indispensable part of what we mean by “the computer.”

Let me address these two points in turn. First, a computer needs software
to process information. Without this software it cannot do its job; it cannot
interact with the environment around it. If one boots up a computer without
software, it just sits there and does nothing. One can type on the keyboard
endlessly, but the computer will not respond, or at best it will spit out an error
message. It cannot process information because it has nothing to process in-
formation with. At best its ability to process information is primitive and un-
helpful. Only when we install software can it do anything useful, and even then
the type of information it can process depends on the kind of software installed
on it. The most massive supercomputer, installed only with a checkers program,
still can only play checkers—though it can probably play checkers very quickly
indeed. The potential power of the computer remains great, but its practical
power is severely limited. As the power of the software grows and develops, so
too does the practical power of the computer. In this way the potential abilities
of the hardware are fully realized only through the development of increasingly
elaborate software. Thus we might say in a very loose sense that software em-
powers hardware.

The second point is that this software is, to a very important extent, con-
stitutive of the computer, or rather, what we unthinkingly call “the computer.”
Often what we mean by “the computer” is really the software together with
the hardware. So I say that I wrote this chapter on my computer, but technically
I wrote it using a word-processing program installed on my hard drive. For
most of us, then, what we mean by “the computer” includes all the capacities
made possible by the interaction of its hardware and software.

In human beings, of course, the matter is much more complicated. A com-
plex interaction of cultural software, genetic predisposition, and environmental
influences creates the entity we know as the person. The physical structure of
our brain itself is altered through the acquisition of cultural skills during child-
hood. If certain skills are not mastered by a point in our development, the
brain will not possess the necessary equipment to produce them later. Hence
the connection between the biological structures of our understanding and the
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processes of social learning is closer in humans than the relation of hardware
to software in any existing computer. We have evolved into creatures whose
brain structure can be transformed through the processes of social learning.
This is yet another sense in which it is truly in our nature to be cultural.

In order for a computer’s hardware and software to interact, both must
have a capacity to process information. My word-processing program allows
my computer to process information, but it can do so only because it is loaded
onto another program, an operating system like DOS or UNIX, that allows
the computer to process software. Thus the information processing permitted
by the software requires a prior information processor to employ it. Similarly,
the operating system can run only because the computer has a program in
firmware—read-only modules attached to the computer’s architecture—that
allows the computer to understand and process the commands it receives from
the operating system. Finally, this firmware can operate only because the hard-
ware of the computer allows it to process the commands of the firmware at a
mechanical level. So the distinction between hardware and software in com-
puters is not a distinction between the part of the computer that processes
information and the part that does not. Rather, information processing occurs
all the way down. In like fashion, we cannot say that our ability to reason and
evaluate is purely a product of our cultural software. We are born with the
ability to become reasoning beings. Rather, cultural software articulates, sup-
plements, and refines our powers of reasoning and evaluation. Cultural software
is the historical component of human reason, not its sole component.

The relationship between hardware and software in computers must be
explained differently. In theory, my word-processing program could be hard-
wired into the computer. It could become part of the hardware. But in practice
it is more convenient for me to be able to remove it from memory and sub-
stitute different programs, or to upgrade the program that I have. This is the
great advantage of software as an information-processing device. It is change-
able and adaptable; it creates the possibility of many different types of hard-
ware/software combinations, and hence many different types of computers.?®

Just as computer software allows computers to harness their power, cultural
software empowers human beings. The human mind is a marvelous device. But
like the most powerful supercomputer, it needs methods of understanding if
its power is to be tapped. Our cultural software is the result of a long process
of collective accumulation and construction. It has produced elaborate tools of
understanding, which, in conjunction with technology and institutions, can be
tremendously empowering.?¢

Of course, cultural software is empowering not only in the sense of allowing
us to achieve our goals. It also enables us to reflect on and describe what our
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goals are. Cultural software allows human beings to articulate and concretize
their values, to put flesh on the bones of their innate but inchoate urge to value
and evaluate. Through cultural software our brute sense of the beautiful is
transformed into the many varieties of aesthetic judgment, some of which come
into being and fade away at different points in history. Through cultural soft-
ware the inchoate sense of good and bad is transformed into the many varieties
of moral and practical judgment, and the many virtues and vices are articulated
and differentiated. Thus cultural software is the great enabling device not only
of human understanding but also of human evaluation. For this reason alone
it is the greatest of human creations, the most powerful and important of hu-
man tools.

Historical Existence and Cultural Construction

The theory of cultural software is both a theory of ideology and a theory of
historical existence. Gadamer’s ontological hermeneutics argues that to exist in
history is to exist in a historically generated tradition. But this answer simply
raises in a new form the familiar question of what a tradition is such that people
can exist within it. The theory of cultural software allows us a better way of
expressing this insight. To exist in history means to be the bearer of a particular
variety of cultural software that has been produced through a process of cultural
evolution. Thus historical existence is not merely existence in time but existence
at a time when one is constituted by a particular form of cultural software
peculiar to that time. A person living in the sixteenth century has a different
kind of existence from that of a person living in the twentieth, a difference that
is due not merely to differences in climate and technology. Their genetic in-
heritance may be roughly the same, but their cultural software is quite different.
And so the persons, who incorporate cultural software, are different. It is this
feature of human being that distinguishes the existence of a person from that
of the Grand Canyon. The Grand Canyon exists in time, but only people exist
in history, because only people are constituted by an evolving, collectively cre-
ated cultural software.

Like Gadamer’s theory of tradition, the theory of cultural software is also
a theory of understanding, or, more accurately, of the historical basis of un-
derstanding. Human understanding is understanding in history; it is made
possible by tools of understanding that bear the marks of their historical de-
velopment. So there is an intimate connection between historical existence and
historical understanding, between living in history and understanding in his-
tory. To be human is to be constituted by a certain type of cultural software
that predisposes and facilitates understanding in certain ways and not in oth-
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ers—a cultural software that is the product of a certain history of conceptual
bricolage and cultural evolution. This predicament is both the meaning of his-
torical existence and the precondition of cultural understanding.

In this way, the theory of cultural software takes literally the contemporary
chestnut that individuals are socially constructed. People become people only
when they enter into culture, which is to say, only when culture enters into
them, and becomes them, when they are programmed with and hence consti-
tuted by tools of understanding created by a culture at a certain point in history.
Through existence in history, which is existence in culture, people obtain and
incorporate cultural tools, and these become as much a part of them as their
arms and legs.

The idea of cultural construction is often associated with cultural deter-
minism. But the theory of cultural software suggests that this view is mislead-
ing, for cultural software empowers individuals even as it constructs and creates
them. It untaps the potential power of the human mind just as an increasingly
complicated and sophisticated software program allows a computer to do more.
So we must understand cultural software as constitutive not only of identity
but of autonomy as well. When we confuse cultural construction with cultural
determinism, we misunderstand what culture does for human beings. Culture
is not a law of obedience but the source of what we call freedom. Cultural
software, rather than being the enemy of human autonomy, is the very con-
dition of its possibility.

Although cultural software empowers individuals, it also creates a certain
opportunity for power over individuals who are constituted by it. It does both
of these things at one and the same time, and through the same mechanism.
The power that cultural software makes possible is precisely the power that
the tools of understanding have over the individuals who are partly constituted
by them. This power arises in part from the limitations of our conceptual
apparatus; this is akin to the very powerful computer that has only a checkers
program. Yet a second aspect of this power is more subtle. It arises from the
nature of information processing itself, and it is never fully eliminated, no
matter how sophisticated the software becomes.

Processing information always requires partiality and selectivity. As Hera-
clitus recognized, the world is in perpetual flux; we cannot comprehend its
nature in all of its infinite diversity and differentiation. Without some form of
simplification, in the form of categorizations, narratives, heuristics, or norms,
it is impossible to understand anything at all. Information requires simplifica-
tion—taming the flux for the purpose of understanding—and so at the very
moment when understanding is made possible, partiality also emerges. I often
like to say that the key to information is in formation; it lies in the selection
and categorization of the flux of experience into comprehensible categories,
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events, and narratives. In order to understand, we must establish similarities
and differences, categories and narratives, canons and heuristics. These are the
basis of all information, and hence the basis of our cultural software. So our
cultural software limits even as it empowers. It informs us in forming us, which
is to say that it informs us in forming our selves as selves endowed with a
certain form of cultural software, who see things one way and not another,
who are properly “tooled up” for some tasks but not for others.

Thus cultural software has power over us because this power is rooted in
the very way in which we are able to process information and articulate values.
Of course, other individuals within our culture can take advantage of the par-
tiality of our cultural software. They can gain power over us because we, like
they, are constituted by the tools of understanding. The most obvious example
of this phenomenon is the power of rhetoric and symbols. Rhetoric has power
because understanding through rhetorical figures already forms part of our
cultural software. Symbols have power because the associations that make them
symbols are already part of us. So the study of rhetoric or the study of semiotics
may be thought of as part of the study of cultural software, or, more properly,
the study of the traces and effects of this software. It is the study of the building
blocks of our understanding, and therefore the study of the forms and modes
of power exercisable over that understanding. At the same time it is part of the
study of reason itself, the culturally created reason that underlies our everyday
thought and action.

The theory of cultural software rethinks the traditional conception of ide-
ology in two ways. First, it sees ideological power as the power that cultural
software has over the persons who are constituted by it, who are persons be-
cause of it. Instead of seeing ideology in the form of false beliefs held by
subjects who preexist those beliefs, it locates the source of ideological power
in the constitution of subjectivity itself. This subjectivity is not only the mean-
ing that others assign to you but also the meaning that you assign to the world
itself through the shared tools of cultural software.

Second, the theory argues that ideology, or rather what replaces it—cultural
software—must be understood not only through its negative effects but also
through its positive ones. Cultural software does not merely obscure; it also
clarifies. It does not merely limit the imagination but empowers it as well. The
theory of cultural software thus rejects a uniformly pejorative conception that
views ideology as a disease or a decrepit form of human thought. In the theory
of cultural software, the mechanisms of ideological thought are the mechanisms
of everyday thought. In this theory, truth and falsity, deception and empow-
erment enter through the same door.



BRICOLAGE AND THE CONSTRUCTION OF
CULTURAL SOFTWARE

I have compared cultural software to a toolmaking tool. Yet to grasp the
full meaning of this comparison we must understand the word #o0/ in its broad-
est possible sense. The tools of understanding that I call cultural software are
different from hammers and nails. Hammers and nails are made by human
beings but are physically separate from them. I can pick up a hammer or put
it down. I can carry it with me or leave it at home. Not so with the tools of
understanding. The tools of understanding work by becoming part of my ap-
paratus of understanding, which is to say they work by becoming part of me.
Cultural software is not just something that we use to understand and evaluate
the world; it is also part of us. Indeed, human beings do not become persons
until they enter into culture and become imbued with some form of cultural
software. To exist as a person is to exist as a person who has cultural software,
who s, in part, her cultural software.!

There is an old anthropological view of humanity as homo faber, Man the
Toolmaker. It argues that human beings are distinctive because they fashion
tools for their own use. Its paradigmatic conception of human activity is tech-
nical, and its paradigmatic vision of human reasoning is instrumental. This
conception is too narrow to provide a just account of the human condition.?
It focuses on the acquisition of technical skills rather than on the social skills
that are central to our existence as cultural beings. Yet the limitations of the
homo faber thesis stem not so much from its view that human beings fashion
tools but from its limited conception of what tools are. And for many people
the idea of tools does not go much beyond this narrow conception. Because
the metaphor of the tool is central to my argument, it is important to attack
this conception and show its limitations.

23
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What Is a Cultural Tool2

The narrow conception of tools that I find objectionable rests upon four
implicit assumptions which at first seem almost definitional: First, a tool is a
material object that is physically separable from the person who wields it. It
can be taken up or discarded at will. Second, a tool is designed for a particular
purpose and has a specific function. Third, the tool’s use is purely instru-
mental—to further a preexisting end specified by its user. A tool is, quite lit-
erally, an instrument, and hence a pure adjunct of instrumental rationality.
Fourth, using a tool involves a purely technical skill.

At first, these four assumptions seem perfectly natural and even necessary,
especially if our paradigmatic examples of tools are hammers, knives, and clay
pots. Yet hammers, knives, and pots were not the only tools that humankind
developed. People also developed language and other social skills. Once we
recognize language as the quintessential cultural tool, each of the previous four
assumptions must be jettisoned. First, our linguistic abilities cannot be sepa-
rated from us. They are part of who we are. Second, these abilities are not
designed for any one purpose. We use language for any number of purposes.
Indeed, we use language to formulate new purposes for which language will
subsequently be used. Third, our use of language is not purely instrumental;
we use language to express our values and interact with others. Finally, our use
of language is not a purely technical skill; it is the social skill par excellence.

The tools of understanding that I am primarily interested in fall into this
latter category. They are internal to and inseparable from human existence.
They prominently include social as well as technical skills. They are not nec-
essarily designed for a single purpose but have multiple purposes and are often
the source of new purposes. They are not simply means to an end but the
means of developing and articulating our ends.

In fact, once we recognize language, and not the clay pot, as the paradig-
matic cultural tool, we begin to realize that even material objects like hammers
and pots do not fit the limited conception of tools that I have associated with
homo faber. Material tools do not have to be designed for or serve a single
purpose, for example. Lévi-Strauss pointed out that much human activity is
like the work of a bricoleur, or odd-job man, who takes whatever implements
lie to hand and uses them for new and unintended purposes.

Second, even if material objects are separable from our physical self, they
can be important and constitutive parts of our social self. Hegel pointed out
that our social identity is strongly linked to our possessions, the ways we use
them, and the opportunities they make available to us. As King Lear discovered,
to abandon one’s property is simultaneously to radically change one’s social
relationships. The person who surrenders her glasses, her telephone, her car,
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and her computer changes not only her instrumental abilities but also her social
life. The destitute and the homeless may lack certain instrumentalities, but the
losses they feel are not purely instrumental ones.

Third, people use their intelligence to create tools, but these tools simul-
taneously endow their users with new kinds of intelligence, because they allow
users to experience and interact with the world in new ways.> The tool changes
the horizons of our imagination, opens up new perspectives, and makes new
kinds of considerations possible. The tool does not simply change our ability
to experience the world; it also changes the world we experience.

Tools change our imaginative horizons because the world now appears as
a possible object of manipulation in new ways. Yet tools also change our per-
spectives because they help create a world centered around their use and the
products of their use. Tools like computers, looms, and printing presses also
give rise to new concepts, new skills, and new concerns. They not only make
it possible to analyze the world in new ways, but they also become objects in
the world around which new social skills, social institutions, and artistic prac-
tices can be organized. Thus the development of the hammer makes possible
the development of skills involving a hammer, like forging iron. The invention
of the automobile gives rise to the possibility of magazines, clubs, and in-
stitutions organized around the manufacture, racing, display, and general ad-
miration of cars. The development of musical instruments gives rise to the
possibility of organizations like symphony orchestras, professions like con-
ducting, and eventually, to the rise of a music industry, schools of performance,
and the practice of music criticism. Computers make possible computer-
assisted graphics and design, electronic churches and chatlines, and books like
this one, whose central metaphor compares cultural know-how to computer
software.

Finally, tools are not always mere adjuncts of instrumental rationality. They
are used in many different ways. In particular, I want to distinguish three dif-
ferent uses of cultural tools. The first is to get about the world, to understand
and make use of it. The second is to interact with other people, and the third
is to express and articulate human values.

In practice these purposes surely overlap. I distinguish them analytically
because I want to contest the natural association of tools and toolmaking with
the first purpose, and in particular, with instrumental rationality. The slide
from instrument to instrumental is easy to make; too often we think of tools
solely as a way of exploring and mastering the natural world. This mastery can
be either material or intellectual—it may occur either through controlling and
shaping nature or through understanding it. Nevertheless, if this were the only
point of toolmaking, the conception of culture as a set of tools, and the con-
ception of humankind as a toolmaker and tool user, would be significantly
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impoverished. Human culture would be thoroughly instrumental, nothing
more than a means by which human beings master their environment. Such a
conception of culture would fail to recognize the existence of other human
beings; or, in the alternative, it would view them as just another set of objects
to be controlled, governed, studied, and mastered. Similarly, the concept of
reason developed through culture would be reduced to instrumental rationality.
People would not be able to reason about values or ends but only about means.

We may justly criticize a culture to the extent to which it is primarily or
excessively concerned with instrumental rationality at the expense of other
forms of reason. Such a view forms the basis of Horkheimer and Adorno’s
critique of the Enlightenment.* Nevertheless, we should not confuse this crit-
icism with a criticism of the metaphor of toolmaking or with the conception
of human beings as toolmakers. That criticism is valid only if toolmaking really
has no other purpose than the mastery of objects. The tendency to think that
this is so may itself be a symptom of living in a culture that has placed too
high an emphasis on instrumental concerns and instrumental rationality.

A second and quite different purpose for making and using cultural tools
specifically concerns our relationships with others. Culture and cultural tools
enable us to treat other individuals as persons and to negotiate (and struggle
over) shared meanings with them. Language is perhaps the best example of this
sort of tool. This use of cultural tools presupposes the existence of other minds
that are recognized as others, rather than merely as objects of control. The
ideas of negotiation and struggle require other thinking beings with whom to
cooperate or contend. This recognition is as true of cooperative ventures as it
is of competition and even war. We have a relationship with an enemy, because
an enemy is another person against whom one struggles, rather than merely
an object or a force to be mastered or dominated.” Thus all forms of human
conflict, including war, have both instrumental and intersubjective features.

An important feature of cultural toolmaking, then, is to share with, nego-
tiate with, and struggle with others as others. We use cultural tools to com-
municate with others, play with others, care for others, work with others, and
fight with others. Much of our technology involves devices for interpersonal
interaction, cooperation, and struggle; examples include telephones, baseball
gloves, bedpans, mascara, and machine guns. The very word discourse that has
emerged as a substitute for the concept of ideology implies an intersubjective
connection between ourselves and others. Discourse comes from Latin words
meaning to run back and forth. It implies a bidirectional movement between
parties rather than a unidirectional control of an object by an intelligence. In
the same way, conversation comes from a Latin word meaning to turn around—
also implying a notion of reciprocity.

There is some irony, therefore, in Michel Foucault’s adoption of discours
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to explain cultural power. He writes, for example, of the emergence of “a
discourse in which the sexual conduct of the population was taken both as an
object of analysis and as a target of intervention.”® Here discourse becomes a
technology of governance over a population, a way of normalizing, shaping,
and controlling people’s behavior. Often Foucault even speaks of individuals
in terms of bodies that must be directed and controlled through discourse as
well as technology. Thus, for Foucault, discours often has a strongly instrumen-
tal flavor, although it is by no means clear in his writings who, if anyone, is
wielding the instrument.

The normative bite of Foucault’s analysis of discourse stems precisely from
the way in which discourse controls people and their bodies, objectifies them,
and denies their freedom—in other words, precisely from the ways in which
discourse is false to the idea of communicative reciprocity. On the other hand,
sometimes Foucault seems to speak as if it were appropriate to analyze selves
as merely the products of discourse, and the objects of control by discourse (as
well as technology). This subverts the normative uptake of his analysis. I argue
instead that to the extent that culture merely makes people into objects of
control, it can justly be criticized for transforming all cultural tools into in-
strumental tools and all persons into objects of control or governance. Indeed,
as I shall argue more fully in Chapter 12, if culture is not understood in terms
of its intersubjective aspects, it is difficult to account for struggle and resistance,
because individuals become simply the intersections of larger forces of dis-
course and technologies of bodily control as opposed to situated agents who
employ cultural tools in their struggles.

Nevertheless, it is important to recognize that the intersubjective aspect of
culture, like the instrumental, is by no means uniformly benign. If language is
a tool used to cooperate with others, it is also one of many tools that human
beings use to struggle with and dominate others. Our distinction between the
instrumental and the intersubjective aspects of culture is not a distinction be-
tween the harmful and the beneficial uses of culture; within each perspective
the tools of culture can be employed for good or for ill.

Cultural Software and the Articulation of Values

A third use of culture and the tools of culture is the articulation and expression
of human values. Human beings have values, and these values are one of the
most important features of human life. Or more correctly, human beings value,
for we should think of value primarily as a verb, not a noun. Values are not so
much what people have as what they do and feel. Human beings possess an
inexhaustible drive to evaluate, to pronounce what is good and bad, beautiful
and ugly, advantageous and disadvantageous. Without culture, human values
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are inchoate and indeterminate; through culture they become differentiated,
articulated, and refined.

Consider the example of music. Before culture there are no electric guitars,
violins, or orchestras. There is no art of orchestration, no sonata-allegro form,
no idea of jazz or the blues. There is only the human delight in producing and
listening to interesting and beautiful sounds. Throughout human history peo-
ple develop different ways of making and organizing sounds, which they test
against their developing sense of beauty and interest. Their sense of the beau-
tiful and the interesting in turn is developed through exposure to and use of
the cultural tools available to them within their culture. So a person who lives
in Austria in Mozart’s time has a certain sense of taste about what is delightful
and interesting in music. Her values are articulated in a certain way, although
in another culture and another time they might be articulated differently.

The word articulate comes from the Latin articulus, meaning organized in
joints or joined. It carries the double meaning of dividing something up into
distinct parts (hence a person is articulate who can make distinct sounds) and
joining parts together (for example, the articles of a larger document, like the
Articles of Confederation, an early form of government for the United States).
Thus articulation involves both distinction and construction; it consists in both
the refinement of old values and the creation of new values from old ones.

Both refinement and construction are involved in the cultural articulation
of musical tastes. People develop their tastes by becoming able to make dis-
tinctions between different pieces of music or different performances of music.
If we have never heard jazz before, we may have only a vague idea of what we
like and dislike. We may not be able to distinguish Coleman Hawkins from
John Coltrane, or Thelonious Monk from McCoy Tyner; in addition, our sense
of what is enjoyable and what is tedious may be limited or inchoate. After we
hear more jazz, two things may happen. First, we become accustomed to jazz
and we may come to enjoy compositions we would not have previously enjoyed.
Second, we become increasingly able to distinguish between different perform-
ances of jazz and can express our judgments with greater distinction and re-
finement. The notion of refinement involves both the alteration of our tastes
through exposure and familiarity (like the development of a taste for wine) and
the ability to recognize distinctions in what previously seemed an undifferen-
tiated whole. Hence we say that a person’s taste is refined precisely when she
is able to make distinctions, separating out the better from the worse.

Yet cultural articulation also involves construction. Culture does not merely
enable us to make increasingly finer distinctions; it also enables us to create
new possibilities for musical enjoyment and musical evaluation by creating new
types of instruments, new forms of musical expression, and new musical com-
positions. These cultural constructions are passed on and modified from gen-
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eration to generation. They become part of our developing sense of musical
taste and enable us in turn to make new evaluative distinctions, distinctions
that were not previously possible because they partly presuppose cultural con-
structions that had not yet come into being. In this way culture continually
creates new tools for musical evaluation and expression.

Like our aesthetic sense, our ethical sense is also articulated through cul-
ture, though the terms of this articulation are by no means identical in all
respects. Broadly construed, our ethical sense concerns how we should live our
lives, as well as the evaluation of what is praiseworthy and what is deserving of
scorn. An example of this articulation is the historical proliferation of virtues
and vices. By this I do not mean that people become more virtuous or wicked
by living in culture. I mean that through culture we come to divide up simpler
notions like good and bad into a kaleidoscope of varieties and modes of virtue
and vice. Through culture we come to understand many different varieties
of good human character and activity, including wisdom, mercy, friendliness,
loyalty, courage, and justice. At the same time, we come to recognize and
distinguish many different bad aspects, including snobbishness, hostility, indif-
ference, sloppiness, conceitedness, avarice, and aggressiveness.

Just as there is a proliferation of evaluations of human character and moral
activity, there is a proliferation of good and bad human qualities that are not
virtues or vices (for example, being impoverished or honored), good and bad
features of human institutions, and good or bad features of inanimate objects.
Indeed, a large part of human language is devoted to evaluative concepts that
articulate, refine, and subdivide the inchoate ideas of the good and the bad.
Through culture people articulate their evaluative sense into different concep-
tions like good and evil, pious and impious, advantageous and disadvantageous,
fortunate and unfortunate, healthy and unhealthy, beautiful and ugly, sublime
and mundane, noble and base. These categories, in turn, are further divided,
constructed, refined, reconceptualized, and replaced. Hence, from more simple,
indeterminate, and inchoate human values culture constructs a complex, rich,
and detailed language of human evaluation.

Like the articulation of musical tastes, the articulation of human virtues and
vices occurs within a cultural and historical context and hence develops and
changes with that context. Compare, for example, the treatment of artificiality
and naturalness between the eighteenth and nineteenth centuries. In the Age
of Reason, artificiality is a virtue; it illustrates the application of human intel-
ligence to a situation. In the Romantic age, artificiality is viewed as a vice, and
naturalness, lack of pretension, and spontaneity (all identified in one way or
another with authenticity) are exalted as virtues. In this way each age and cul-
ture articulates various features of the human condition that are worthy of
praise or blame.
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By this example I do not mean to suggest that every act or every trait that
is virtuous in one era or place will necessarily be viewed as harmful or wicked
in another, or that there is no common ground between cultures and times.
Rather, differences in associations may occur because a culture places a differ-
ent emphasis on traits and behaviors, in part because of the history and cultural
context bequeathed to them.

Moreover, because evaluative terms are articulated through cultural devel-
opment, some evaluative concepts come into being or gain greater importance
at certain points in history, while others become less important, are largely
forgotten, or even fade away. Thus the idea of being neurotic, obsessive, or
compulsive is largely a concern of our own time, while speaking of people as
being temperate or intemperate is a less common way of thinking about and
evaluating them, though it was quite important in an earlier age.’

As in the case of our aesthetic sense, the articulation of our ethical sense
involves not only distinction but also construction. Some virtues and vices are
internal to particular practices that arise only at particular points in human
history. Thus one cannot have the vice of being a promise breaker until there
is a practice of promising; one cannot have the virtue of being creditworthy
until there are financial institutions that bestow credit.

Culture also enables human beings to express their values through construc-
tion and exemplification in concrete institutions, practices, and behaviors. Take,
for example, the value of justice. This value is inchoate and indeterminate. In
order to give meaning to it in our lives, we must exemplify it in institutions,
rules, or a system of law. Not only is this construction necessary to achieve
justice, it also provides us with necessary tools and examples for further rea-
soning about what is just and unjust. The importance of concrete exemplifi-
cation to theoretical development is likely to be overlooked. In the Republic and
the Laws, Plato tried to define justice. But he discovered that in order to explain
his vision, he had to construct an imaginary state, complete with institutions,
social classes, occupations, offices, and regulations. The same is true in the
world outside philosophical speculation. We concretize our indeterminate value
of justice by creating human institutions and practices that attempt to enforce
it and exemplify it, even (and especially) if we recognize that all of these insti-
tutions are imperfectly just. Of course, because justice is an indeterminate stan-
dard, there is no necessary way to exemplify it. The value of justice does not
tell us, for example, whether a democratic legislature should have one, two, or
three houses. Hence the institutions that people construct to exemplify justice
may be different in different eras and different lands.?

It follows from the same line of reasoning that human beings can also
generate ever new examples of injustice and oppression through their cultural
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constructions. In different times and places, human beings find new ways to
work evils on their fellow creatures, and to create monuments to brutality and
repulsiveness. Thus, when I say that culture allows us to refine and articulate
our values, I do not mean that culture necessarily makes us better people or
leads unequivocally to what is good. Moreover, when I say that people use
culture to exemplify their values through constructing practices and institu-
tions, I do not mean that whatever standards a culture produces define what is
good and bad, or that it is not possible to criticize a culture for producing
wicked practices or unjust institutions. I endorse neither a claim of progressive
betterment through culture nor a claim of pervasive moral relativism. Rather,
I am arguing that people use culture as a kind of tool to express their values
and to put flesh on the bones of their inchoate urges by constructing concrete
examples of what they value. Of course, like all tools, these cultural tools can
be used well or ill, skillfully or awkwardly, and what they generate can be well
or ill produced. If we think that culture can develop or refine our tastes, we
must concede that it may also debauch or coarsen them.

Bricolage and the Creation of Cultural Software

Cultural software consists of collectively created tools that constitute us as
persons and that we use to make new tools for understanding the world around
us, interacting with others, and expressing our values. Yet one cannot make
something out of nothing. The tools that we create must be constructed out
of those we already possess. We must make all our new cultural tools out of
our old ones: this is as true of our cultural software as it is of our technology
and our institutions.

The history of thought is the history of the cumulative marshaling of ex-
isting capacities to form new ones, the use of older cultural software to create
newer “idea-programs.” This process of cumulative construction of new con-
ceptual tools out of old ones resembles Claude Lévi-Strauss’s notion of brico-
lage. Lévi-Strauss argued that human thought operates like the bricoleur, or
odd-job person, who fixes a leak or other problem with whatever tools lie to
hand.® My use of bricolage differs in an important way. An odd-job person
repairs leaky faucets and roofs that remain with the customer after the repair-
man moves on; the bricoleur repairs them with tools that are distinct from the
roof and the leaky faucet. In my conception of bricolage, what the bricoleur
creates in her jerry-built fashion she keeps with her to use in the next job, and
the next. The products of earlier bricolage become the new forms and methods
of later bricolage.

The claim that culture, and in particular cultural software, is the result of
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bricolage entails four basic notions. Cultural bricolage (1) is cumulative, (2)
involves unintended uses, (3) is economical or recursive, and (4) has unintended
consequences. Let us consider each of these features in turn.

First, cultural bricolage is cumulative. The tools of understanding that one
can create at a particular time depend largely on the available materials that lie
to hand. The complexity and performance of a tool are necessarily limited by
the nature of the tools available to construct it. Consider the examples of a
spacecraft and a mutual fund. A spacecraft requires the development of so-
phisticated forms of metallurgy, the production of powerful chemical fuels, and
the construction of elaborate electronic systems for computation and com-
munication. The construction of the Apollo spacecraft that traveled to the
moon in 1969 was not just the result of a huge investment in engineering skill
during the 1960s but also depended on centuries of innovation that made the
final stages of technological development possible.

A mutual fund is a device for lowering the risk of investing in bonds, se-
curities, and other financial instruments. Yet in order to create such a fund,
elaborate financial institutions already have to be in place, which, in turn, could
only be developed after the creation of previous financial institutions. The
capitalist “free market” involves much more than simply allowing people to
buy and sell commodities, as the reformers in Eastern Europe discovered soon
after the fall of communism in 1989. It requires elaborate institutional mech-
anisms for amassing and distributing capital, spreading financial risk, and de-
veloping new instruments for capital investment, institutions that required
centuries of experimentation and development.

Just as human beings engage in cumulative development of technology and
institutions, they engage in cumulative development of their cultural software.
Through this development increasingly rich and varied modes of thought be-
come available to human beings. Conversely, the ability of human beings to
articulate new ways of thinking depends upon the cultural inheritance be-
queathed to them and upon the tools of understanding available at a particular
point in their history. This development is often nonlinear and unpredictable;
developments in one area of culture may hold the key to changes in a com-
pletely unrelated area. Cultural development is the unanticipated use of the
unexpected, passing under the name of rational progress.

A second feature of cultural bricolage results from the first. Because the
bricoleur uses whatever tools lie to hand, she does not necessarily employ tools
for their original purpose. She may employ a screwdriver as a makeshift ham-
mer, or use a bucket as a doorstop. Thus, central to the concept of bricolage
is the possibility of unintended use. By this I do not mean that tools are not
used intentionally by agents but rather that they are put to purposes for which
they were not originally intended. Like other tools, human institutions may
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also be adapted to new purposes originally unintended. The organization of
the family, for example, can be employed by analogy to organize a religious
movement, and the features of religious organizations may be adapted to po-
litical or social organization. Democratic political concepts, in turn, can be
grafted onto the structures of religious organizations. The mechanism of a
market can be applied in countless ways. In this fashion human institutions
solve problems of organization, reproduction, and stabilization by adopting and
adapting features of other social structures that their members are familiar with.
In this way new forms of human sociability are constructed out of older ones.

Cultural software is also the product of unintended usage of previous con-
cepts. People use familiar concepts in order to describe the world and construct
new concepts. Wittgenstein explained the nature of language and thought, for
example, by comparing it to a game. Once this is done the notion of a “lan-
guage game” takes on a meaning of its own and can be used metaphorically or
analogically by later thinkers.'® This book is itself an exercise in conceptual
bricolage, for it borrows from several disciplines in order to construct its ar-
gument.

Many examples of previous conceptual bricolage can be discovered through
the study of etymology. For example, I noted earlier that the word articulate
comes from the Latin articulus, meaning joined or jointed. If we pursue this
etymology further, we discover that articulus and ars (art) have a common an-
cestor. The concept of art may originally have developed from the idea of
joining or assembling something. Both of these words, in turn, probably share
a common ancestry with the English word #rm. Indeed, it is possible that
articulus and ars are metaphorical extensions of an ancient word for arm. The
arm is the most obvious example of something that is joined to the body and
that itself contains joints. In this way words that are used for one purpose are
extended to serve new purposes. Thus from ars we get artist, artisan, artful, and
artless, and from articulus we get not only articulate (to divide sounds, hence
having the ability to do so, hence eloquent) and article (a division of words,
hence both a grammatical form and a type of writing) but also arthritis (a
condition of the joints). Human language often develops new concepts by meta-
phorical, metonymic, or analogical extensions of older concepts; these concepts,
in turn, may be employed to develop still newer ones that bear only the re-
motest relationship to their ancestors.!! In this manner language moves from
the concept of an arm to the idea of eloquence.

A third feature of cultural bricolage is its economy: a relatively small num-
ber of tools are used in many different situations to do a comparatively large
number of jobs. The social theorist Pierre Bourdieu has used the expression
“economy of logic” to describe this phenomenon.'? Bourdieu points out that
cultures can use a relatively small set of conceptual oppositions repeatedly to
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generate increasingly complex sets of cultural meanings. Gender is a good ex-
ample of this process. In many cultures, including our own, the concepts of
male and female are assigned not only to human bodies but to many types of
concepts and objects. First, there are familiar associations regarding men and
women. In our culture, for example, there are stereotypes involving colors (blue
and pink), tools (hammers and brooms), food (steaks and salads), and literature
(adventure and romance). Second, in various cultures, objects and concepts may
be called male or female—for example, Father Time and Mother Nature.
Inanimate objects may be labeled male or female because of analogical com-
parisons to male or female anatomy (male or female phone jacks) or to stere-
otypical “male” or “female” traits under patriarchal ideology (the moon as the
lesser light, the reflection of the sun). Third, and most important, gender cat-
egories may be assigned simply for purposes of conceptual bookkeeping and
division. Examples are languages that divide all nouns into male, female, or
neutral genders. Grammatical assignments of gender are a good example of the
cumulative nature of bricolage, for often these assignments have only a very
indirect relationship to historical male and female stereotypes. More often they
have none at all; it is simply necessary as a matter of linguistic convention that
everything be assigned a gender. In this way the grammatical use of the term
gender comes to have an entirely new meaning.

The cumulative use of gender categories in diverse situations for a vast
variety of purposes thus results in ubiquitous male and female encodings in
language, thought, and practice.”® Yet this is not the result of deliberate design.
It is rather the result of the repetitive use of simple tools to fashion newer
tools, all of which bear the marks of the previous tools used to make them,
and each of which transmits this marking to the tools that it in turn is used to
make. Conceptual bricolage is a repetitive and recursive semiosis or meaning
making. It is repetitive because it is used in many different contexts and for
many different purposes; it is recursive because it is applied to results of pre-
vious conceptual bricolage. Because conceptual bricolage is repetitive and re-
cursive, there is an important connection between the economy of bricolage
and the phenomenon of unintended usage. The conceptual bricoleur uses con-
cepts, distinctions, and frameworks repeatedly in new situations; this virtually
guarantees that these concepts, distinctions, and frameworks will be employed
in contexts and for purposes for which they were not originally designed.

A fourth feature of bricolage results from the previous three features. The
bricoleur’s economical and cumulative use of tools in unintended ways can and
often does lead to unexpected and unintended consequences both for good and
for ill. This is perhaps the single most important idea in the philosophy of
culture—the unexpected consequences of human thought and action. It rightly
plays a central role in many philosophies of history and culture. Vico’s idea of
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Providence, Kant’s conception of Nature in the history of human development,
Hegel’s notion of the “cunning of history,” and Marx’s claim that men make
history, but not as they intend it, all exemplify this insight. The concept of
cultural bricolage is yet another way of approaching this difficult but funda-
mental idea in the philosophy of culture.

The unintended effects of cultural bricolage can be both positive and neg-
ative. In fact, they tend to be both positive and negative at the same time. They
have simultaneous unexpected and unplanned benefits and disadvantages. We
can better understand this phenomenon through an analogy to another form
of development, biological evolution.

Cultural Bricolage as a Form of Evolution

The idea that cultures evolve is, if anything, older than the idea that species
evolve.'* The rise of Darwinian theory made it natural to see possible analogies
between cultural and biological evolution, and various attempts have been made
to do so from Darwin’s time to the present day. Such analogies, however, can
be misleading unless one notes the grounds of difference as well as similarity.
We might begin by distinguishing between Darwinian and Lamarckian theories
of evolution. Lamarckian evolution argues that organisms survive by adapting
to their environment and passing on their acquired characteristics to their off-
spring; Darwinian evolution argues that organisms that have relatively adaptive
characteristics are more likely to survive and pass their genes on to their off-
spring. A Lamarckian would argue that giraffes’ necks became long because
giraffes kept stretching them in order to reach high leaves on trees; a Darwinian
would argue that giraffes with long necks were better able to survive in times
of limited food supplies. In Lamarckian evolution, variation occurs as a re-
sponse to the environment; in Darwinian evolution, variation is random and
the environment weeds out the comparatively maladapted.'’

Biological evolution appears to be Darwinian, employing natural selection
as its central mechanism.!¢ Cultural evolution, however, seems to be both Dar-
winian and Lamarckian.!” Cultural evolution does not proceed merely through
recalcitrant experience choosing among various cultures and acculturated in-
dividuals. Members of a culture can to some degree self-consciously understand
the problems facing them, change aspects of their culture to face new chal-
lenges, and pass these changes in cultural software, institutions, and technology
to succeeding generations.

This description of cultural evolution is not, strictly speaking, Lamarckian.
Unlike the giraffes in Lamarck’s theory, human beings do not pass on their
acquired cultural innovations through their genetic materials; they pass them
on though social learning. To say that cultural evolution is Lamarckian, we
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must make two important additional assumptions. First, we must regard human
beings as combinations of both their genes and their cultural know-how. Sec-
ond, we must regard social learning as a form of nongenetic inheritance. If we
make these two assumptions, cultural evolution becomes the evolution of cul-
tural know-how transmitted through culture-carrying creatures. These crea-
tures evolve because the cultural component of their being varies and develops
over time.

Because cultural evolution involves cumulative social learning, it can pro-
ceed much more quickly than biological evolution.'® Biological evolution has
taken hundreds of millions of years to produce intelligent life on this planet,
while cultural evolution has taken thousands of years to bring human abilities
to their present levels.

The conception of culture as a set of toolmaking tools is Lamarckian in
the sense that cultural know-how can become part of people and can be passed
along to succeeding generations through social learning. Nevertheless, an ev-
olutionary theory of culture, whether Lamarckian or Darwinian, faces a sig-
nificant problem. Both types of theories assume that evolution is produced by
differential rates of survival for entities in a given environment. If cultural
evolution is a kind of human evolutionary process, individuals or groups of
individuals that adopt certain innovations would tend to have greater chances
of survival in a particular environment than those that do not."” But it is dif-
ficult to explain many aspects of cultural change in terms of their increased
survival value for particular human beings or for the human species generally.
Although some forms of cultural development do benefit human beings by
increasing their chances for survival (for example, the development of medical
science), many others do not. There is no reason to think that the proliferation
of different guitar and violin designs, for example, or the successive fashions
and styles of popular music or dress significantly assist the survival of the hu-
man species.

I wish to make two basic claims about the relation between conceptual
bricolage and theories of evolution. First, for the reasons just stated, the process
of conceptual bricolage is not, like biological evolution, a form of natural se-
lection of human traits. The content of human cultural software is not driven
by differential rates of human survival in the same way as human genes. Nev-
ertheless, I shall argue in this chapter that there are many important analogies
between the historical process of conceptual bricolage by human beings and
the biological evolution of organisms, and these comparisons shed considerable
light on the nature of cultural software. In drawing these analogies I am work-
ing in the opposite direction from a famous paper on evolutionary biology by
Stephen Jay Gould and Richard C. Lewontin.?* They used examples of cultural
bricolage to elucidate the mechanisms of biological evolution. Gould and Le-
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wontin harbored no illusions that the processes of cultural and biological de-
velopment were identical; but they also understood that these differences did
not foreclose important points of comparison.

My second major claim about culture and evolutionary theory is the subject
of Chapters 3 and 4. Although the growth of cultural software is not a form
of natural selection of human beings, it is a form of evolution. There is a
genuine Darwinian process involved in its development. However, this process
is not primarily concerned with human survival, and the unit of selection is
not human genes, human beings, or groups of human beings. Instead, the unit
of selection is cultural software itself, and the “environment” in which it com-
petes, survives, and propagates is the human mind.

Analogies Between Cultural Bricolage and Biological Evolution

As T have argued, one of the most important features of conceptual bricolage
is its connection to the unintended consequences of human thought and action.
We can draw several analogies between the evolutionary development of or-
ganisms and the many important and powerful features of human culture that
are not the product of conscious planning.

First, let us consider the question of unexpected advantages. We might
begin with a distinction between designed and designoid objects.”' Designed
objects are the result of conscious shaping and planning by some intelligence;
designoid objects are objects that appear to be designed but are actually the
unintended or nonintentional consequences of causal forces. An example of a
designoid object would be the symmetrical pattern of a crystal, or the distri-
bution of iron filings when they come into contact with a magnetic field. Dar-
winian evolution assumes that all living organisms are designoid. The human
eye operates and functions as if it were designed; indeed, it operates better than
any device created by human engineering. However, Darwinian evolution holds
that this is the result of natural selection and other evolutionary forces as op-
posed to conscious planning.*?

Although much of human culture is the product of conscious design, many
other aspects of culture can be described as designoid. For example, consider
a market. A market sets prices for commodities, takes orders for production,
and distributes goods and services. All of these tasks might be deliberately
planned and performed under a command economy. But a market achieves
them without the conscious design of any individual or set of individuals. Thus
a market, although making use of the plans and intentions of individual agents,
produces a system of production and distribution that is not designed but de-
signoid. Indeed, advocates of laissez-faire argue that a designoid market per-
forms better than a consciously designed command economy.
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Just as environmental features work like a refiner’s fire to produce mag-
nificent structures that would be the envy of any designer, the cumulative
development of culture through bricolage can have unexpected benefits. Nev-
ertheless, this presents an overly one-sided view of biological evolution. Not
all features of organisms, even those of very successful organisms, are perfectly
arranged. Nor is every feature of an organism maximally adaptive for its present
environment. Indeed, if this were the case, it would cast serious doubt on the
Darwinian theory of evolution, or, for that matter, any sort of evolutionary
explanation. To the contrary, the best evidence of evolutionary forces is that
certain features of organisms are imperfect and poorly crafted.?* These imper-
fections provide us with another analogy to the process of cultural bricolage.

The evolutionary theorist Stephen Jay Gould offers the giant panda as an
example of evolutionary bricolage. The panda has a bone extending from its
wrist that acts as a primitive and clumsy opposable thumb; this thumb enables
it to eat its staple diet of bamboo. Compared with the human thumb, the
panda’s is awkward and poorly designed. This awkwardness, though, is evidence
of evolutionary development. The herbivorous panda evolved from carnivores
that used their digits for clawing, not grasping. The previous evolutionary de-
velopment of carnivores foreclosed the development of a digit into a thumb;
instead, a “thumb” developed as an extension of the wrist bone.”*

The panda’s thumb exemplifies several important features of evolutionary
explanation. Evolution makes do with the materials it is handed. What it has
to work with depends upon the evolutionary problems of the past and previous
responses to them. As a result, an evolutionary mechanism cannot always em-
ploy the solution that would be best if an organism were to be designed from
scratch. Rather, the very awkwardness or imperfection of a solution to envi-
ronmental pressures is evidence of the historical nature of evolutionary pro-
duction. Organisms carry their history with them, so to speak, and this history
shapes and directs the possible accommodations that an organism can make for
the future.”

In the same way, cultural bricolage must construct new tools of understand-
ing out of previous ones. This shapes and constrains the way new tools are
constructed. Tools are crafted to deal with the problems of a particular time
and particular circumstances. They may work well enough for one set of cir-
cumstances but less well in new situations, and they may have unexpected ben-
efits in still others. Hence there are two different sides to cultural bricolage.
First, as contexts change, older tools turn out to have unexpected side effects
and even deficiencies. This is analogous to the carnivore’s claw that becomes
less useful when placed in the new context of a herbivore’s diet. Second, people
may modify or adapt existing tools for purposes quite different from their orig-
inal use in order to deal with new situations. This is analogous to the devel-
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opment of a wrist bone to create an opposable thumb. These modified tools,
in turn, will have unexpected side effects when they are placed into new con-
texts.

Central to the concept of cultural bricolage, then, are the simultaneous
degrees of constraint and freedom produced by historical development. Al-
though historical development always forecloses certain possibilities (in the
same way that the panda’s evolution from a carnivore foreclosed the develop-
ment of a thumb from a digit), at the same time it also creates new possibilities
for innovation (like the development of a thumb from a wrist bone). In the
same way, features of existing technology, institutions, and cultural software
are always potentially available for adaptation to new and unintended purposes.

Yet this freedom comes at a price. Cultural tools produced by bricolage
never work perfectly: when they do work it is usually only well enough for the
purpose at hand. This is as true for the predecessors of present-day cultural
tools as it will be for the future products of culture. Thus the development of
culture is not simply a falling away from a previous time when cultural tools
were perfectly adapted to the world. There is never a time when the products
of cultural bricolage lack a certain jerry-built character, when they do not have
unexpected side effects or the potential for such side effects. The history of the
development of culture is always the history of muddling through, with so many
unexpected turns and twists along the way that “the unexpected” threatens to
become the rule rather than the exception.

Existence in history produces the marks of history. Organisms produced by
evolution display the remnants of previous development, which may have little
relevance to the environmental problems they currently face. This accounts for
so-called vestigial organs like the human little toe or appendix; the continued
presence of these organs is evidence of previous evolutionary development.?®
Precisely because organisms do evolve, one cannot infer that because an or-
ganism currently has a certain feature, that feature is currently adaptive. Rather,
one can infer only that the feature was at some point relatively adaptive or
relatively advantageous (or was genetically linked to such a feature) given the
particular environment in which it developed, and that it does not create such
a great hindrance to the organism in its current environment as to have been
eliminated through natural selection.

Indeed, if organisms are truly the products of historical development, cur-
rent utility is neither a necessary nor a sufficient condition for an organism’s
possessing a given feature. Some existing features of an organism may have
developed for another purpose but have turned out later to bring unexpected
advantages to future generations. These instances of evolutionary bricolage are
called extapations.”” Gould points out, for example, that “feathers work beau-
tifully in flight, but the ancestors of birds must have developed them for an-
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other purpose—probably for thermoregulation—since a few feathers on the
arm of a small running reptile will not induce takeoff.”*® Indeed, a particular
feature may have served a series of different purposes, each leaving a mark on
its development. As a result, it becomes difficult to see how the feature could
have evolved directly to serve the function it now serves.?’

Like organisms, cultural tools bear the marks of their own history—the
seams, inconsistencies, and imperfections that are evidence of bricolage.’® Like
certain features of organisms, the tools of understanding may lie dormant for
many years until they become useful for a new and unexpected purpose. I have
previously noted that the theory of cultural software is a theory of existence in
history; to exist in history is to consist in part of the cultural software developed
at a particular time. Here is another way of understanding the consequences
of this claim: cultures, and the people composed of cultural software who live
within them, also display the remnants of previous development, which are the
result of problems faced previously in the past but which may bear less rele-
vance today. We see this in the etymology of words and in traditional practices
and concepts that seem to have outlived their original use. Nevertheless, aspects
of culture can always be turned to new purposes in new situations. Features of
culture developed for other purposes can turn out to have unexpected uses.
New ideas can be developed out of older ones by metaphoric or metonymic
extension; new institutional matrices can be created out of old ones employed
in different situations and times. Through this process cultural tools come to
bear the marks of the previous purposes for which they have been employed.
Cultural bricolage wastes little, uses much, and multiplies its imperfect impro-
visations on imperfect cultural tools endlessly.

I have identified the imperfections of bricolage with the application or mod-
ification of older tools in new and unexpected contexts. But the problem is
implicit in the very concept of a tool. No tool is perfectly adapted for all
situations and all tasks. All tools, even well-designed ones, involve trade-offs
that are integral to their design and performance.’’ An automobile is very good
at traveling on land for the same reasons that it is wholly inadequate for trav-
eling on water. Although improvements in technology can produce an am-
phibious vehicle that travels equally well on land and water, features of its
design will make it inadequate for still other purposes, for example, travel by
air, production of food, or mathematical computation. Thus the usefulness of
tools is always tied to the context of their use.

Like biological evolution, cultural bricolage makes do with the available
tools of understanding to create new ones. It has features of both the designed
and the designoid. It is the work of human intelligence but has unexpected
consequences; to paraphrase Marx, people make culture, but not as they intend.
For this reason, human culture does not produce technologies, institutional
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frameworks, or ways of thinking about a problem that would necessarily be
best if one could design them from scratch. Indeed, the cumulative nature of
historical development precludes this, for the tools necessary to engage in such
a design do not exist at every point in time, and whatever human beings can
create at any point in time is constrained by previous technology, institutions,
and cultural software already in place.

We may offer one final comparison between cultural bricolage and biolog-
ical evolution. Both are nonteleological theories of change, or are agnostic
about teleology. Species evolve in response to the conditions they face, the
features they currently possess, and the stock of genetically transmissible var-
iations available at a given time. There is more than one way for species to
meet a given environmental problem, and different species have solved similar
problems in different ways. Some paths eventually lead to a dead end because
of unforeseeable changes in environment, an insufficiently flexible set of mor-
phological features inherited from the past, or an unluckily limited set of var-
iations available at the time when a crisis of survival arises. Moreover, those
changes that do occur need not be the most adaptive or even the best from
some other normative standpoint. Rather, a change must, either by itself or in
combination with other traits with which it is linked, be sufficient to guarantee
the survival of the species in its present competition with other species and in
the context of the local environment. Biological development is thus cumula-
tive, but it is not necessarily a cumulative improvement. Darwinian theory is a
theory of evolution away from previous conditions rather than toward a par-
ticular goal. This picture does not assume that there is some goal of increasing
perfection toward which species strive; it does assume that the course of this
evolution is checked by recalcitrant experience in the world. Thus this sort of
evolution responds to the environment without being teleological.

By analogy we might argue that the development of cultural software is
also nonteleological; cultural change does not occur as the result of a conscious
plan by a unitary intelligence or the working out of an inherent natural ten-
dency in human beings. Although cultures (and the people in them) must be
responsive to recalcitrant experiences, although human beings are forward-
looking agents, and although certain lines of development are foreclosed by
past development, cultures need not develop in a foreordained way. Instead,
cultures and the people within them respond to the problems they face (prob-
lems that may involve much more than mere survival) based on the situation
they find before them, their existing cultural tools, and the available sources of
variation or innovation. Although cultures seem to evolve away from the past
(albeit at different rates), it is quite unclear what they are evolving toward. It
remains entirely possible that human beings will destroy themselves through
culture, or reach cultural dead ends and blind alleys of cultural development.
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The last chapter offered some analogies between the cultural bricolage
of human beings and the evolutionary design of natural selection without sug-
gesting that the two are fundamentally the same kind of process. In this chap-
ter, I want to take up the question of cultural evolution more directly. I argue
that there is a significant Darwinian mechanism at work in cultural evolution.
However, it does not operate through the natural selection of human beings
or groups of human beings. What is replicated and selected in cultural evo-
lution is not human beings but cultural information and cultural know-how in
human beings. What is replicated and selected in cultural evolution is cultural
software.

Evolution by natural selection requires the “differential survival of repli-
cating entities” in a given environment.! More specifically, it requires (1)
entities that replicate, (2) a source or mechanism of variation that continu-
ously provides differences among entities, (3) a means by which variations
can be passed on to future replicants, (4) an environment in which the
entities replicate, and (5) different degrees of survival for different entities
within the environment. If all five conditions are met, a process of natural
selection results, producing highly complex and differentiated entities over
time.’

Nothing in this formulation requires that the replicating entities be organic
in nature; the first self-replicating entities on this planet may even have been
bits of clay, whose slower replication was swamped by the earliest forms of
organic life.> Hence the principle of natural selection should also apply to units
of cultural know-how.

42
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Memes and the Evolution of Cultural Software

Richard Dawkins has coined the word meme (thymes with cream) to describe
these units of cultural transmission. Meme derives from the Greek mimesis, or
imitation, and may also be considered to be a pun on the English memory and
the French méme (same).?

Memes are the building blocks of the cultural software that forms our
apparatus of understanding. Memes are spread from person to person by ob-
servation and social learning—either face to face or through media of com-
munication like writing, television, or the Internet. Through observation and
social learning, people internalize and assimilate skills, beliefs, attitudes, and
values, and these become part of their cultural software. In this way, memes
are communicated from mind to mind, are adapted into our cultural software,
and become a part of us. Culture is a system of inheritance: we inherit our
cultural software from the people around us, and we pass it on to those whom
we in turn communicate with.’

We use memes to understand, yet memes also “use” us, because they are
inside us. Our tools of understanding are constructed from and with the skills
and abilities that memes collectively provide. A person is a human being in-
habited by memes, a complicated symbiosis of organism and cultural skills.
People are complex combinations of their biological inheritance and cultural
software, mediated through environmental influences; the information they
carry is a combination of their genes and memes.

There are as many different kinds of memes as there are things that can
be transmitted culturally. They include skills, norms, ideas, beliefs, attitudes,
values, and other forms of information. Examples of memes (or groups of
memes) include how to perform a particular dance step; how to build a flying
buttress; a tune; a political slogan; how to order a meal in a restaurant; and
belief in a divinity. Memes are primarily skills and abilities, but they also include
beliefs about the world, paradigms of research, expectations about appropriate
conduct (including the conduct of others), lyrics to songs, and ways of pro-
nouncing particular words. Memes encompass all the forms of cultural know-
how that can be passed to others through the various forms of imitation and
communication.

Linguistic abilities are primary examples of memes, but so, too, are bodily
or kinesthetic skills, for bodily movements are as important to culture as belief
systems. Body language and dance; athletic, artistic, and craft skills; gestures,
expressions, and other bodily movements—all are to some extent transmissible
and hence can constitute memes or complexes of memes. Indeed, imitating and
improvising bodily movements may be one of the most basic forms of cultural
transmission.
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Most writers on the subject have thought of memes primarily as beliefs or
ideas that can be stated in propositional form.® This equation is unfortunate.
Transmission of culture is primarily transmission of cultural know-how. That
is one point of the tool metaphor; a tool allows the self to do something.’

Much of the richness of cultural life is lost when we insist on reducing skills
to information of a propositional form. Culture does involve information that
can be stated in propositional form. Yet this information is valuable because it
enables. Hence in describing units of cultural transmission, we must understand
knowing that, or even believing that, as a special case of knowing how.®

Other writers have argued that representations are the basic units of cultural
transmission. Dan Sperber, for example, distinguishes two basic types of rep-
resentations. Mental representations are beliefs, intentions, and preferences.
Public representations are signals, utterances, texts, and pictures; they include
what other writers have called symbolic forms.® Sperber’s emphasis on repre-
sentations, while helpful, is also incomplete. It does not take into account cog-
nitive mechanisms like associations. As Sperber points out, the most important
fact about public representations is that they represent something to someone.
The question left unanswered is what allows them to have this representative
character. The answer must be in terms of certain cognitive skills that have
also been transmitted to others. These skills cannot be reduced to either beliefs,
intentions, or preferences. Hence in addition to representations, a theory of
cultural transmission needs to grant a central place to cognitive skills.

Although beliefs and mental representations are surely part of cultural soft-
ware, they are not the whole story. We are more than collections of or recep-
tacles for beliefs and representations; we are embodiments of cognitive skills
that produce and interpret beliefs and representations. Focusing on the cen-
trality of cognitive skills helps us remember that culture enables the mind rather
than simply fills it up.

The standard view of memes as beliefs is remarkably similar to the standard
view of ideology as a collection of beliefs. Both conceptions are unduly limited.
Understanding ideological phenomena requires us to look at psychological and
cognitive mechanisms that produce beliefs. They include informational filters,
heuristics, narratives, scripts, associations of meaning, and metaphoric and met-
onymic models. These mechanisms are also culturally transmitted and are en-
demic to cultures and the beliefs of their members. These forms of cultural
software are the major concern of Chapters 8 through 11 of this book.

Our ability to assimilate new cultural software often involves the use of
existing cultural know-how and hence employs memes or complexes of memes
that have previously been transmitted and internalized. In order to learn a
theorem in physics, for example, a person must already be able to speak a
language, must already have some knowledge of mathematics, and so on.
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Memes prepare the way for the absorption of other memes—this progression
is another example of the cumulative nature of conceptual bricolage.

The theory of cultural software distinguishes between a person’s apparatus
of understanding and the public representations or symbolic forms that people
understand. Cultural software properly refers to the former and not to the
latter. Cultural software consists of tools of understanding that exist within
minds. Units of cultural transmission can be stored outside minds—in writings
or computer disks, for example—and they can be manifested in utterances and
public symbols. But these forms of storage and these manifestations are not
cultural software. Nevertheless, the information contained within them can
become part of a person’s cultural software when it is understood or assimilated
through communication or social learning. Although a book does not, strictly
speaking, contain cultural software, reading a book may add to or alter our
cultural software because we absorb or are influenced by information contained
in the book.

This distinction is important because the word meme has generally been
used more loosely to describe both units of cultural transmission that exist
outside of a person’s apparatus of understanding and units of cultural trans-
mission that have become elements of that understanding. Thus we can say
that a book or a television program contains memes, and that people absorb
memes from watching television or reading books. Memes absorbed in this way
can then become part of a person’s cultural software. So not all memes are
currently part of some person’s cultural software, although all cultural software
consists of complexes of memes that have been assimilated into or initially
created by minds.

Memes, like genes, are units of inheritance, but the inheritance is a cultural
inheritance. We inherit our genes from our parents. But we can inherit our
memes from anyone we learn from, imitate, or communicate with. We pass
our genes on to our children. But we can pass our memes on to anyone who
learns from us, imitates us, or communicates with us.

Evolutionary biologists distinguish between the genetic information coded
in genes (the genotype) and the physical or behavioral effects of this coding on
an organism in its environment (the phenotype). In the same way, we must
distinguish between the information coded in memes (the “memotype”) and
the cognitive and behavioral effects that the meme produces in a person (the
memetic phenotype). But because we do not yet know precisely how the brain
stores information, beliefs, and skills, we can say very little about the memo-
type, and we must study memes largely through studying their phenotypic
effects.

Memes must correspond in some way to features of the human brain, but
we do not yet know exactly how. Each brain is different and may store infor-
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mation in different places. There may be no uniform way that information is
stored in different brains, and hence the comparison to chromosomes may be
particularly inapt. People whose brains are damaged can sometimes relearn
skills using other parts of their brains. Moreover, as Daniel Dennett points out,
it would be amazing if “the brain-cell complex that stored the original meme
for bifocals in Benjamin Franklin’s brain was the same as, or very similar to,
the brain-cell complex that is called upon today to store the meme for bifocals
whenever any child in Asia, Africa, or Europe first learns about them—by
reading about them, seeing them on television, or noticing them on a parent’s
nose.”'® Nor can we say that the culturally transmissible skill of cello playing
corresponds to particular chemical and physical states in the brain coupled with
particular configurations of muscles in the hand and arm that are identical for
each individual cello player. What makes two examples of a meme in different
persons the same is the similarity of the cultural know-how they provide, not
the similarity of the ways they are stored in the human body.

Dennett argues that what is preserved in cultural transmission is cultural
information in a media-neutral, language-neutral sense.'’ One need not make
this assumption, however. First, as media theory reminds us, the medium of
transmission may be an important part of the message conveyed. Second, the
idea of a media-neutral content of information presumes that social commu-
nication essentially involves coding and decoding an identical message. Yet
social learning and communication of bodily skills may in fact be much more
complicated than this.

For example, the process of advertising does not involve merely a coding
of information that is designed to be decoded. Rather than simply convey in-
formation, it tries to create similar preferences in different people. Much hu-
man communication requires the parties to infer and supplement what is being
conveyed rather than simply uncoding it.'” Finally, the metaphor of coding and
decoding an identical media-neutral message is particularly unhelpful in de-
scribing how someone teaches another to kick a football, shape pottery, or play
a musical instrument. In such cases, we should rather say that the mind and
body, through social learning, create their own individual skills similar to but
not necessarily identical to those perceived in others. This is a form of repli-
cation, to be sure, but decoding is not the appropriate metaphor."?

Genes usually replicate in complexes or groups, called genomes. It is likely
that culture is also transmitted in complexes of memes, or memomes. Before
the discovery of the biochemical vehicles of genetic inheritance, it was difficult
to determine where genes began or ended. Scientists had to make inferences
about the boundaries between different genes from their phenotypic effects on
an organism’s physical features and behavior. Often (as in the case of blue eyes)
a phenotypic effect is the result not of a single gene but of a combination of
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genes, but scientists could not determine this until they understood the bio-
chemical basis of inheritance. Because we do not know precisely what biological
vehicles carry memes, it is hard to separate the meme from the memome in
the way that we can now separate some genes from their genomes.

These limitations in our knowledge raise a problem of demarcation and
division. Is Beethoven’s Fifth Symphony a single meme, or does the four-note
motto that begins the piece qualify by itself? The solution to this difficulty is
entirely pragmatic, as it is in the case of genes. Multiple traits are often passed
together from parent to offspring—for example, a certain shape of nose and a
certain eye color—but we can say that the gene is the smallest unit of genetic
information that can be and is repeatedly transmitted more or less intact. In a
similar spirit, we can say that memes are the smallest units of cultural skills or
information “that can replicate themselves with reliability and fecundity.”'*

This solution does not eliminate all difficulties. Daniel Dennett argues that
that the notes D-F#-A do not constitute a meme, while the theme from the
slow movement of Beethoven’s Seventh Symphony is a meme. Just as a single
codon of DNA like C-G-A (coding the amino acid arginine) is “too small” to
be a gene, Dennett believes that the effects of the notes D-F§-A are insuffi-
ciently individual to count as a meme. A “three nucleotide phrase does not
count as a gene for the same reason that you can’t copyright a three-note
phrase: it is not enough to make a melody.”"’

Dennett’s argument misses an important difference between genetic trans-
mission and cultural transmission. The biochemical vehicles of genetic trans-
mission place lower limits on the size of the units of transmission. A
three-nucleotide phrase cannot be a gene because of the biological structure of
genes. But cultural transmission works very differently. A skill or a piece of
information can be a building block of other, larger elements and yet also
operate as a meme in its own right in other contexts, as long as it has some
independent memorizable meaning to an audience. Moreover, the length of
the sequence is not the only factor. The cultural expectations of audiences
(which include their own preexisting cultural software) help determine what is
reliably memorable and what is not. Thus, the musical phrase F¥-E-D played
at moderate tempo represents the song “Three Blind Mice” to people living
in certain cultures. Because these three notes played slowly call that song to
mind, they can serve as a symbol of the entire piece. And a symbol—something
that stands for something else to someone in some context—is a particularly
salient example of a meme. Note, however, that these three notes played slowly
also begin the second subject in the first movement of Tchaikovsky’s Pathétique
Symphony.'® The first F&-E-D is a meme, but the second (at least currently) is
not."”

We now see why Dennett’s analogy to copyright law is mistaken. The



48 | CuLTURE

reason why the law does not permit short phrases to be copyrighted has nothing
to do with the phrase’s inability to have significance or to be memorized reli-
ably and repeatedly. It stems from the fear that the owners of the copyright
could demand royalties for each and every use, thus stifling creativity. Protec-
tion is denied not because short phrases cannot be memes but because they
can be memes. Because units of cultural transmission can act both as indepen-
dent units of meaning and as building blocks for other units, the law does not
allow the very smallest units to become intellectual property; excessive property
protections may block larger, socially beneficial constructions.'®

This example raises one of many important differences between biological
and cultural evolution. Memetic evolution may be a process of natural selection,
but it does not necessarily occur in exactly the same way as biological evolution,
or use precisely analogous structures and techniques. Many features of biolog-
ical evolution may result from the particular requirements of biological repli-
cation and designoid structures arising earlier in the development of life on
this planet. For example, biological evolution on Earth makes use of DNA and
RNA, alleles and codons, because of the particular way that life originally
formed and was able to reproduce itself. There may have been many different
possible biochemical structures of biological reproduction and evolution, but
organisms on this planet hit upon a particular one and successively built upon
it. The structures that we discover in genetic evolution may not be in any sense
necessary to evolution but may simply be the ones that evolved historically to
transmit genetic information—given the constraints of the particular biological
organisms that were first able to carry and reproduce this information through
their own growth and reproduction. It does not follow that all forms of evo-
lution through natural selection require analogous structures of transmission
and evolution.

We should use the concepts of biological evolution to the extent that they
can serve as a useful heuristic to understanding cultural evolution. We can start
with a model of evolution that we already know something about and use it as
our point of departure for studying other forms. But if we rely too heavily on
biological analogies, we will inevitably be misled, because biological evolution
is only one possible form of evolutionary development. We must always be on
the lookout for disanalogies. Indeed, discovering these disanalogies often is as
helpful in understanding cultural evolution as discovering analogies.

Memes as Populations

Like genes, memes are self-replicating entities, but the environment in which
they replicate consists of human minds and the places for external information
storage that humans have devised. At any point in time there is a “meme pool”
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of memes competing for survival in the environment of human minds, just as
there is a gene pool that competes in its environment. No two human beings
have the same memes; there are no identical cultural twins. Every human being
is a unique individual, and not simply the replication of a cultural template.

Both the study of cultural evolution and the study of genetic evolution by
natural selection employ what Ernst Mayr has called “population thinking.”
Species are populations of slightly different organisms that carry slightly dif-
terent combinations of genes. The frequency of these genes in the overall pop-
ulation changes depending on how organisms interact with the environment.
Individuals with genes favored by their environment have better chances to
survive and produce more offspring. Over time, the species evolves because of
the changing composition of its gene pool. Viewing species as populations
means that species are not essential, unchanging types, and members of a spe-
cies are not imperfect examples formed from a standard template. “There is
no ‘typical’ individual,” Mayr points out, “and mean values are abstractions.”
Variation is not only characteristic of individuals, it is essential to the forces of
change. As Mayr puts it, “he who does not understand the uniqueness of in-
dividuals is unable to understand the working of natural selection.”’”

A similar analysis applies in the world of culture. Each person is constituted
by a population of memes—her cultural software—and the entire population
of human beings represents an even larger population of memes. We can think
of cultures, subcultures, and interpretive communities as populations of partly
similar, partly different memes reflecting partly similar, partly different cultural
software in individuals. Cultures, subcultures, and interpretive communities are
neither natural nor supraindividual entities; they are effects of or useful ab-
stractions from the slightly different cultural software of their members. Cul-
tures have conventions and institutions that help to reproduce the cultural
software of their members. Yet these coordinated behaviors are also the effects
of the similar but slightly different cultural skills of their members. The cultural
and the individual thus tend to fade into each other: what is cultural consists
of widely spread and long-lasting memetic features of individual members of
the culture, just as the species consists of the widely spread and long-lasting
genetic traits of individual members of the species.?°

We can reinterpret the concept of a cultural tradition in these terms. There
are two ways of understanding a tradition: one synchronic and the other dia-
chronic. These two visions of tradition correspond roughly to two different
ways of thinking about species—synchronically, as a population of relatively
similar individuals with relatively similar genes existing at a given point in time,
and diachronically, as a line of genetic descent.

Viewed synchronically, a tradition is a set of ways of thinking through
which people understand and live at a particular moment in their lives.
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Traditions involve populations of relatively similar memes that constitute the
people who live within those traditions. A tradition produces a particular per-
spective or horizon—the way of seeing and understanding the world that makes
use of the cultural software that one has. The shared perspective among the
members of the tradition is due to the similarity of their tools of understanding.

Diachronically, a tradition is an ongoing process in which members inhabit
one particular, though not necessarily privileged, moment. The tradition is
reproduced in successive generations, but it changes over time and may have
transformed itself considerably in the process. What allows people to think of
themselves as “traditional” Jews, for example, is not the belief that they are
doing exactly what people did 3,000 years ago in ancient Israel.?' Rather, it is
the belief that there is a genealogical continuity between what others who called
themselves Jews did in the past and what one is doing now. This approach
views tradition as a line of memetic descent, in which the memes possessed by
the members of the present interpretive community can be seen as linked
through a chain of communication and education with the memes of earlier
members. Because memetic evolution occurs much more rapidly than genetic
evolution, traditions may evolve and change quickly, and over time many of
their core beliefs, practices, and rituals may be displaced, despite our ability to
trace a transhistorical continuity of transmission.

The environment for memes consists of human minds and methods of
memory storage. There is a limited number of minds in a geographical area,
in a particular culture, or in the world. Each mind has limited time for social
learning and limited information-storage capacity. Memorization or achieve-
ment of a skill not only requires exposure to cultural transmission; it also re-
quires conversion from short-term memory to long-term memory. Repeated
exposure and practice may be necessary if the skill is to endure and become
second nature.??

Moreover, even though memes can eventually be stored outside of minds,
they still need the intervention of minds at crucial points for their replication
and continued survival.”> Hence human minds create a bottleneck for the rep-
lication and storage of cultural skills and information. Memes must compete
for available space. Variation among memes causes different rates of survival
and propagation. Memetic competition for available space in the minds of hu-
man beings creates gradual changes in the population of memes in a particular
geographical area, or in a particular culture or subculture. If the survival rates
differ enough, particular skills may become extinct or die out. Languages, for
example, die out when insufficient numbers of speakers are available to repro-
duce them. The same is true with bits of information or bodily skills. If every-
one forgets how to do the rhumba (and no external records of how to perform
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it remain), the rhumba goes out of existence, although something like it may
be invented in the future.

Indeed, not only is there competition among memes and meme complexes
for instantiation in human minds, there is competition within each human mind
for those memes that are most easily remembered, repeatedly transmitted, and
frequently employed. People use some skills more frequently than others and
forget some things more easily than others. They bring some skills to bear
more often and other skills less often. They develop some skills more and other
skills less. They think and talk about some things more frequently and others
less so. We might say, loosely speaking, that a human mind is a population of
competing memes that exists in a larger population of competing memes called
a culture, a subculture, or an interpretive community.

One of the most important parts of the environment that memes face are
other memes in the meme pool and the behaviors and beliefs they produce.
Thus memes not only compete, but they also must adapt to the existence of
other memes and may even benefit from or depend on other memes for their
continued survival. Many memes in human culture survive and propagate only
because human beings already have internalized and mastered certain linguistic
skills and vast quantities of information and cultural know-how. Previous ed-
ucation is often necessary to comprehend, recall and utilize newer skills and
information. Some memes, like some genes, can even be coadaptive, so that

they mutually assist in each other’s survival.?*

Memetic Variation

An important difference between cultural and genetic evolution concerns the
frequency of variation. Genes usually make very good copies of themselves;
mutations are a relatively rare occurrence. The same is not true in the world
of culture. Cultural transmission requires communication, imitation, or some
other form of social learning. The copies produced by this process are rarely
identical to the original. Misunderstandings occur, or, more frequently, partial
understandings occur that are good enough for one purpose but not for an-
other, unforeseen purpose. Skills require practice to be perfected; the need to
practice them means that the earlier attempts will be inartful and that later
attempts will draw heavily on the recipients’ own personality and abilities. Just
as no two people dance, cook, or play the cello in precisely the same way, no
two people understand social conventions or situations the same way. As they
pass these skills and understandings onto others, further change occurs.?’
Memetic mutuation occurs not only because of misunderstanding or be-
cause old signs are inserted into new contexts. It also occurs because of inno-
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vation. Human beings are not passive receptors of memes; they are active
processors and recombiners of the cultural messages and skills they receive
from others.

First, human minds combine and adjust the memes they receive with those
they already possess.’® For example, people have filtering mechanisms for re-
ceiving new information; they may discount information if it conflicts too
greatly with what they already believe.?” Similarly, the theory of cognitive dis-
sonance suggests that people may reconfigure new ideas and understandings to
achieve intellectual coherence with their existing beliefs or to preserve their
sense of themselves.”® People also create new memes when they learn through
trial and error.

Second, individuals are creative. They modify skills, combine information,
draw inferences, and stretch conventions. To be sure, people always do these
things by making use of the cultural software they already possess. But this fact
does not make their activity any less creative; indeed, their cultural software
enables their creativity by providing thought with a necessary framework for
problem solving and innovation. In short, human beings are not simply Xerox
machines for their memes; they are also incubators for new memes, as well as
master chefs who combine old memes to create new memetic recipes. We send
our newly created memes out into the world, where they are received, assim-
ilated, adjusted, recombined, and modified by countless other minds, each cre-
ative like our own. The power of human reason, made possible in part by the
memes we possess, is also the power to mutate those memes and create some-
thing new from something old. We are not simply the inheritors of a zealously
guarded patrimony but entrepreneurial producers of new cultural software,
which will help constitute future generations of human beings. So the story of
memetic evolution is neither the story of our slavery to memes nor the story
of how human reason enables us to break free of this slavery. Rather, it is a
story of the collective creation of human reason, a story of powers of height-
ened creativity made possible by previous memetic infestations, a story of free-
dom mixed with, and paradoxically made possible by, constraint.

Because human beings are creative and combinatory, the path of cultural
evolution must necessarily be different from that of genetic evolution. In the
Origin of Species, Darwin used the metaphor of the branches of a tree to describe
the basic trajectory of evolution.?’ Life on Earth, he argued, has a single origin.
Different species diverge from this root at different times, further subdividing
into new species. This topology means that as species evolve, they separate into
ever new forms, and the proliferating branches never recombine. But the his-
tory of cultural development is quite different. Cultures do tend to diverge
because of geographic isolation or disciplinary specialization, but later people
often borrow from other cultures to supplement their own. For example, Amer-
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ican cuisine—which includes such delicacies as deep-dish pizza, hamburgers,
and chop suey—borrowed from other cultures to create dishes that did not
originally appear in those cultures. (Though to be sure, the spread of American
culture in the twentieth century means that now one may indeed be able to
get hamburgers in Hamburg, deep-dish pizza in Rome, and chop suey in Hong
Kong—yet another example of cultural recombination.) A similar point applies
to technological development. Inventors often look for solutions by lifting ideas
from widely divergent cultural sources: the use of computer punch cards to
store information, for example, was inspired by the Jacquard loom, which was
in turn based on the earlier technology for constructing automated pipe or-
gans.’® This sort of cultural borrowing is yet another example of the bricolage
described earlier. In sum, one of the most important distinctions between ge-
netic and cultural evolution is that while biological lineages increasingly di-
verge, cultural lineages often recombine.’!

A second important distinction concerns the mechanisms of replication and
survival. As noted earlier, in the cultural world, transformation is the rule and
exact copying is the exception. Moreover, much cultural transmission is not a
process of coding and decoding an identical message; it may involve creating
similar cognitive skills through imitation and inference from salient examples.
An evolutionary theory of culture based on the differential survival of replicat-
ing entities must take these facts into account. If memes are constantly being
transformed as they spread, the mechanism of differential survival must operate
differently in the cultural and biological worlds.

The survival of cultural software does not depend solely on different rates
of attractiveness or acceptance by human minds. Human beings inevitably
transform what they receive from others; even if I like what I see or hear, it
will be changed when I pass it on to others. This presents a real problem for
memetic survival: if transformations were purely random, they would eventually
destroy the identity of what spreads. If people randomly transformed different
elements of an original story each time it was told, after a time there would be
not a single version that was widespread but a random distribution of many
different stories. For memes to be successful replicators, it is not enough that
they have descendants; they must also have sufficiently similar descendants.

A particular kind of cultural software will not become widespread in a pop-
ulation unless its transformations are systematically biased in particular direc-
tions, or tend to converge on a central set of features. Put another way, if a
particular kind of cultural software does become widespread, it is probably
because some types of creative change or transformation of that software are
more likely than others. What becomes widespread is not only what resists
transformation but what gets transformed, in roughly the same way by many
different people.*?
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Human psychology and cultural factors play a central role in these subse-
quent transformations. For example, people are more likely to retell those el-
ements of a story that are most salient and easily memorized; they are more
likely to forget or transform others. In this way psychological properties of
memory and relevance determine how some parts of stories are retained, how
other parts get transformed, and how those transformations converge. Trans-
formations may also converge because of the force of existing cultural expec-
tations. A story with an inconclusive ending will probably gain a happy or a
sad ending if it is repeated often enough. Here multiple transformations may
lead to the spread of two different stories with different endings. Conversely,
the process of transformation may tend to combine different varieties of cul-
tural software. Two or more different stories may eventually converge into a
single story because successive recountings of each get transformed toward a
common version.

In describing the spread and success of cultural software, therefore, we must
consider effects on the “demand” side (what kinds of memes are most attrac-
tive, salient or useful to other minds) and on the “supply” side (what kinds of
transformations memes will undergo as they are communicated to other
minds). In the biological world, the problem of guaranteeing similarity among
descendants is not very great because the biochemical mechanisms of copying
tend to be fairly accurate. Hence the most important determinant of repro-
ductive success is selection by the outside environment. But in the cultural
world, a meme must contend with both the outer environment of other minds
that might be receptive to it, and the inner environment of the mind that
propagates and transforms the meme. It must survive in both environments,
and it must survive in ways that retain its commonality with other memes.

Problems of Transmission

In order for memes to replicate, they must be embodied in some vehicle. Peo-
ple are the most important vehicles for memes, but books, records, and com-
puter disks also serve as vehicles for cultural replication. Technology itself can
serve as a meme vehicle. The very existence of a wheel suggests to us the fact
that such a tool can be created, how to create it, and how to use it.>* The
amount of information technologies convey about themselves is necessarily lim-
ited, however, especially as the technologies get more complex.

If all of a meme’s physical embodiments (including all human memory
storage) are destroyed, the meme becomes extinct, although something like it
can be invented anew. The durability of a particular vehicle does not necessarily
guarantee reproductive success over time. Many insect species have existed for
millions of years, even though the lives of individual insects are comparatively
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short. Rather, it is more important to produce many copies than to ensure that
all the copies survive for long periods of time.**

Cultural evolution is not possible until there are sufficiently powerful in-
formation-processing devices capable of storing information and reliably trans-
mitting it to or replicating it in other information-processing devices. Animals
have rudimentary abilities to produce culture and pass it along to their off-
spring. Animals can learn skills and imitate movements, and some even have
rudimentary semiotic and linguistic skills.’* Birds can imitate songs and trans-
mit them from generation to generation, and these songs can even mutate over
time.*® But if a pigeon sees a copy of Shakespeare’s Hamlet, it cannot assimilate
the memes contained in that play. Even if an animal could memorize a partic-
ular skill or particular information, the skill or information dies with the animal
if it cannot transmit its mastery reliably to others. Fecundity, transmissibility,
and longevity—three essential requirements for a process of natural selection—
were not sufficiently present before the evolution of humankind.

Once comparatively large-brained human beings arrived on the scene, and
invented language, however, memetic evolution really took off.>” Fecundity was
greatly increased because many different kinds of memes could be transmitted
to many people at once through vocal communication, observation, and imi-
tation. The memes involved in linguistic ability greatly enabled the trans-
mission, processing, and storage of other memes, which in turn enabled the
transmission, processing, and storage of still others. Longevity was enhanced
because even though a particular person died, her information could be passed
on to others. This environment was still somewhat inhospitable for memes
because it relied so heavily on human memory for storage and on human speech
and movement for transmission. The next great advance in memetic fecundity,
transmissibility, and longevity was the invention of external forms of infor-
mation storage: first through writing, then by means of printing presses, and
in our own day through the use of digital computers. With the invention of
writing it became possible for the ideas of an ancient scholar like Plato to
survive into this century without having to be fully memorized by an unbroken
chain of individual memories. Indeed, to the extent that external forms of in-
formation storage are more durable than human memory, there may be some
comparative advantage for memes to convert human memories into these more
durable forms. It is this possibility that underlies Dennett’s wry suggestion that
a “scholar is just a library’s way of making another library.”38

The development of extrinsic sources of information storage is important for
another reason. As we have seen, the human mind is a natural bottleneck for me-
metic evolution, because memes usually must reside in a2 human mind before
they can be transmitted to others. The scarcity of human minds is an important
element of the natural selection of memes. Increase in the brute number of hu-
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man beings eases this bottleneck to some degree: for example, it makes possible
(but by no means guarantees) a flowering of knowledge that might not have been
possible in earlier times. Nevertheless, the bottleneck remains.

On the other hand, if computers become sufficiently developed, human
mediation and incubation of memes may become increasingly unnecessary. To
begin with, after a certain level of technological innovation is reached, it be-
comes possible for information to propagate without its contents being directly
stored or understood by any human mind. Whenever computers communicate
with each other or copy files, for example, information is propagated whether
or not it is ever accessed by a human mind. A human mind is still necessary
to design, program, and repair the computers, but it is not necessary for a
human mind to think all the information the computers contain. Eventually,
it is possible that more and more features of maintenance, programming, and
design could be left to computers themselves. A rudimentary example is the
current use of computers to design computer chips.

The creation of new propagation and incubation devices might ease the
bottleneck of memetic growth and thus drastically change the course of me-
metic evolution. Indeed, it is quite possible that some memes may presently
find computers a more hospitable environment for development than the hu-
man minds that their ancestors originally inhabited (and spurred on to con-
struct computers). Of course, the features that benefit a meme’s survival and
propagation in a computer’s memory banks may be quite different from what
guarantees its survival in a human brain or on a piece of paper. Hence memes
that successfully inhabit computers may evolve differently and possess some-
what different features from those of their human-dwelling cousins.

In order to reproduce successfully, memes must be able to transmit them-
selves from one mind to another. Originally, this must have presented an enor-
mous hurdle. One cannot simply copy cultural software onto a brain as one
would load software from one IBM-compatible computer to another. Copying
software is easy on these computers because each has identical physical struc-
tures for reading and coding data and an identical hard-wired machine lan-
guage. By contrast, copying and running software on computers with different
and proprietary hardware is actually a fairly difficult task. At the beginning of
the personal computer revolution in the 1970s and early 1980s, for example,
there were literally dozens of incompatible computer designs, none of which
could load or run one another’s software. Many computer manufacturers even-
tually went bankrupt because their machines were not 100 percent IBM com-
patible. Our image of computer software as something that can be easily
popped out of one computer and into another is really the result of competitive
pressures that weeded out most designs for personal computers until the IBM
and Apple designs achieved market dominance in the mid-1980s.
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Human beings are decidedly not like mass-produced IBM computers. The
physical structure of each person’s brain is different, a product of both genetic
inheritance and subsequent development. The mental capabilities of human
beings are more like a proliferation of different proprietary architectures, each
with its own unique features. If we want different kinds of computers to talk
to each other, we must create a program on each that can accommodate its
architectural idiosyncracies. Each such program creates on the computer a “vir-
tual machine” of software and hardware that can read and understand common
instructions, and thus can speak a common language.*’

Because each brain’s structured capacities are different, memetic exchange
must occur through a mode of transmission that is, as Daniel Dennett puts it,
“social, highly context-sensitive, and to some degree self-organizing and self-
correcting.” Put another way, if human beings can transmit and share cultural
software, it must be due to the differential survival of memes that have a high
degree of adaptability and tolerance for different mental environments.** At
the same time, there must be some degree of commonality in the basic cog-
nitive and linguistic apparatus of human beings to allow such hardy meme-
skills to have developed in the first place. The scope and extent of this
universality is the well-traveled terrain of the debate between Chomskyites and
their opponents.

These transmission skills come in several varieties, including learning by
imitation, through positive or negative reinforcement, and through natural lan-
guage.*! Once these skills exist even at the most rudimentary levels in brains
that are big enough for large numbers of memes to inhabit, the process of
memetic evolution takes off, building its own “information superhighway”
from previous meme-skills and facilitating the replication of more and more
memes. Thus, just as human beings change their environment to make it more
hospitable, memes without intention or plan develop and combine to create a
more hospitable environment for themselves both in human brains and in ex-
trahuman information-storage devices. The development of the first hardy
memes that could create the virtual machines that facilitated transmission was
itself the result of a process of natural selection. Memes that were able to do
so successfully spread, while those that could not failed to take hold in the
meme pool. Subsequently, other memes could and did take advantage of this
newly fertile ground.

Memes as Filters

As I noted earlier, most theorists who discuss units of cultural transmission
have focused on meme-beliefs, rather than meme-skills. This bias is similar to
the general tendency to assimilate all features of ideologies to beliefs. Yet many
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of the most important forms of cultural software—and particularly the most
important for the study of ideological phenomena—are skills or cognitive struc-
turing mechanisms that cannot be reduced to propositional beliefs. A good
example of such a meme-skill is a filtering mechanism.

It is clear that beliefs can act as filters; an example is the notion that one
shouldn’t believe anything printed in a particular publication or spoken by a
particular politician.* But filters do not have to exist in the form of proposi-
tional beliefs. Many cognitive mechanisms, including prejudices, narrative
structures, metaphoric models, and metonymic associations, act like filters.
They let in ideas that conform to particular patterns of thought while rejecting
those that do not. Psychologists have also discovered a series of heuristic mech-
anisms that people use to search for information and other mechanisms that
people use to assess and discount information contrary to what they already
believe.” These mechanisms also filter experience. Alternatively, cognitive
mechanisms can actively adjust and shape new social experience so that it ap-
pears to conform to existing structures of thought and belief. Mechanisms of
cognitive-dissonance reduction seem to work in this way.**

We can put this point more generally. Many ideological effects are pro-
duced by memes that act as cognitive filters. There are many different ways
that our cultural software can do this, and the study of how it does so is a large
part of the study of ideological effects. Memes that act as cognitive filters be-
come part of the environment for new memes that seek entry into human
minds. These filtering memes help the mind to accept some meme candidates
and reject others, or help adjust and reconfigure incoming memes to existing
patterns of thought. Hence these meme filters are part of the mechanisms of
natural selection that occur within each individual human mind. All other
things being equal, memes that can most easily break through or accommodate
themselves to the filtering mechanisms of an individual human mind are more
likely to find room in the limited memory space available in that mind.

Moreover, because filtering memes help determine which memes are ac-
cepted in human minds and which are not, they are important mechanisms of
natural selection of beliefs and skills within cultures, and indeed, across the
entire population of human minds. All other things being equal, those memes
that can most easily break through or accommodate themselves to the filtering
mechanisms of people’s minds will, over time, be more represented in the
meme pool of a given population, culture, or subculture.

In sum, meme-filters help explain how human beliefs—and hence the ide-
ological effects of those beliefs—develop and spread differentially. The idea of
a meme-as-cognitive-filter links the study of memetics or cultural evolution to
the theory of ideology.

But if meme-filters are an important source of ideological effects, and if
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they are part and parcel of the natural selection of memes in the ecology of
human minds, how are they themselves selected for in the first place? Why
would human minds develop meme-filters as part of their cultural software?

The most important fact about information is that there is too much of it.
Finite human minds need ways of taming the Heraclitean flux of experience.
Thus filtering, organizing, and structuring information is a positive good, and
memes that act as filters naturally arise to fill this need. Like all evolutionary
innovations, such filtering mechanisms do not have to be perfectly designed.
They need only be good enough for the purpose at hand and may have all
sorts of unforeseen and unforeseeable side effects. This means that some mech-
anisms of filtering may be harmless or even quite helpful in some contexts but
harmful, prejudicial, and unjust in others.

Our memes filter, organize, and structure social experience. They provide
key components of the environment in which new memes will grow, develop,
propagate, and perish. These filters and structures arise along with the prolif-
eration of information. Hence increasing the amount of available information
does not necessarily increase knowledge or understanding. It does not result
in a person’s being well rounded or well read, having an open mind or being
receptive to new ideas. Indeed, under certain circumstances it can have precisely
the opposite effects.

Encountering an explosion of information can foster closed-mindedness,
because too many competing sources of information produce the potential for
confusion. The flood of conflicting information creates a suitable environment
for breeding ever new forms of memetic filters that harness the flow and shut
out many different kinds of information. Some of these filters may include
mechanisms that hide their own biases and limitations, because this tends to
increase their success at propagation.

Thus we should not necessarily assume that the proliferation of new infor-
mation sources and the coming together of many different cultures will produce
the end of ideological conflict. Rather, the widespread availability of informa-
tion and the collision of many different cultures and language games may in
fact produce more narrowness of thinking, more inflexibility, and more intol-
erance, whether between ethnicities or between academic disciplines.

The development of memetic filters creates new bottlenecks for the prop-
agation of memes. Memes that can break through or get around these filters
have greater chances to spread in a population of minds. Thus complexes of
memes develop means of evading filters: examples are the development of flashy
graphics, large type, or loud music in advertising to attract an audience’s at-
tention. In response, new forms of filtering arise to keep pace. The result is a
sort of “arms race” between memes seeking places in human minds and the
filters designed to winnow them out.*’
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Eventually, filtering and devices to get around these filters start to exist in
symbiosis, so that it becomes difficult to distinguish between what is filtering
and what is promotion designed to evade filtering. Advertising the status of an
author, for example (through institutional affiliation or kudos on the dust
jacket), can be used to signal that the work is worth reading, but this signal is
also adjusted to known filtering mechanisms for deciding which works to read.
Signals, in other words, are the flip side of filters. They are devices used to
advertise quality or desirability to a potential audience so as get past informa-
tional filters. And as Dennett observes, “ ‘Blind refereeing,” the proliferation
of specialized journals, book reviews, reviews of book reviews, and compilations
of ‘classic works’” can be seen both as filtering devices and as means to get
through these devices and into human minds.*

r”

Memes as Viruses

Because cultural software is transmitted from person to person, there is a nat-
ural analogy between cultural software and viruses. The human mind is sus-
ceptible to memes just as the human body is susceptible to infection from
particular viruses.*’ The study of cultural evolution is a study of comparative
epidemiology. Some memes are more contagious, or “catching,” than others
in a population and thus spread more widely and successfully.*®

The metaphor of susceptibility to viruses helps us understand the deep
connections between the power of human intelligence and its vulnerabilities.
Human beings are more susceptible to many more kinds of memes than, say,
pigeons, precisely because they have a greater intelligence.** All forms of hu-
man understanding involve susceptibility to memetic invasion. Human beings
are vulnerable to memetic infection precisely because they are so well devel-
oped as meme reception machines. Moreover, much of this infection does not
involve someone intentionally sending a message to a recipient. We receive
memes when we observe another person’s behavior or dress or when children
pick up ideas or behaviors from their parents, teachers, or schoolmates. Just as
children easily contract all sorts of diseases, they are particularly susceptible to
memetic “infections” in all sorts of unintended ways. That is one reason why
parents are so particular about what their children are exposed to.

People’s susceptibility to memes varies with the skills that they already
possess. Our existing cultural software shapes what is salient, interesting, and
hence what is easily communicated and easily absorbed. Although children
learn all sorts of words that make their parents cringe, they are relatively
immune from discussions of fluid dynamics. I am susceptible to memes in En-
glish but relatively immune to those in Urdu, because I do not speak that lan-
guage. Lawyers who practice bankruptcy law are more susceptible than
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laypersons to remembering and being affected by discussions of recent bank-
ruptcy decisions.

Taking the metaphor of disease one step further, we can describe a contin-
uum between two types of cultural infections, the endemic and the epidemic.
Some cultural software is transmitted persistently over generations of individ-
uals and through many different human cultures; it is endemic to a particular
culture or to human thought generally. Other forms of cultural software spread
rapidly from person to person, like advertising slogans and fashions. These
memes are comparable to epidemics.*°

The distinction between epidemic and endemic cultural software is quite
important for the study of ideology. Many of the cognitive mechanisms that
produce ideological effects in human thought are endemic rather than epi-
demic. Narratives, networks of association, metaphors, and metonymic models
are transmitted widely and persistently. Moreover, once in place, these endemic
forms of cultural software provide the environment in which epidemic cognitive
structures and beliefs can thrive. The study of ideology is the study both of
endemic cognitive structures and of epidemic changes in beliefs and symbols.

Racist thought can be both endemic and epidemic. Racist thinking occa-
sionally sweeps from person to person like a dangerous virus. Yet equally im-
portant to understanding the phenomenon of racism are more basic cognitive
structures—for example, historical associations of white and black with con-
trasting positive and negative stereotypes. These networks of association are
endemic—they are deeply embedded and widely reproduced in many cultures.
They prepare the ground for the development and spread of racist beliefs.

Memes as Symbionts

The account of cultural evolution that I have been developing suggests that
not only do people have ideas, but ideas have people. Memes “use” people for
the purpose of their own propagation. We should not understand such an-
thropomorphic language literally: memes no more than genes have wants, de-
sires, purposes, or interests. Rather, this is merely a shorthand way of describing
how natural selection works on units of cultural transmission.

This approach removes the need to explain human cultural development
and proliferation solely in terms of its survival advantages for human beings.
To the contrary, we may assume that much cultural development is largely
irrelevant to human survival in the short term, although it may have many
profound and unexpected long-term effects. Memes do not necessarily repro-
duce and propagate because this process confers an evolutionary advantage on
human beings (although this may in fact occur). Rather, they survive, repro-
duce, and propagate because it advantages them.
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Thus, we can think about cultural software as a kind of symbiont. A sym-
biont is an organism that lives inside or attached to another organism. The
latter organism is called the host, the symbiont is called the guest. We can
think of cultural software as a kind of informational symbiont. Under this anal-
ogy, our bodies (and our brains) are the biological hosts for cultural software.

Roughly speaking, we can divide symbiosis into three kinds. In the first
case, mutualism, the host and guest enhance each other’s reproductive fitness.
A second case, commensalism, occurs when the symbiosis benefits the guest’s
reproductive fitness with little or no cost to the host. The third and most
familiar case is parasitism. A parasite is a guest that benefits at the expense of
the reproductive fitness of the host.’’ The natural world does not divide up as
neatly as these categories would suggest. It is quite possible for a guest to help
the host in some ways, harm it in others, and be neutral in still others.

Memes are like symbionts that alter the behavior of their hosts, much as
the rabies virus alters the behavior of a dog by making it more aggressive,
increasing its salivation, and preventing it from swallowing.’? Just as the genes
in the rabies virus make use of the host to spread their genetic information,
memes use their hosts to spread their own memetic information. The rabies
virus is a parasite because it increases its own reproductive success at the ex-
pense of the dog’s. However, the survival and spread of memes can either be
advantageous, indifferent, or in opposition to the reproductive fitness of the
host—memes can be mutualist, commensalist, or parasitic.

There are two important limitations to the comparison between memes
and biological symbionts. First, the union of biological capabilities and cultural
software creates a new kind of entity, a person. This is not true in the case of
a dog infected with a rabies virus. It is still a dog. Second, this new entity, the
person, has new interests independent of the reproductive success of the bio-
logical host. People have interests in both senses of that word: there are things
that they are interested in (that is, they have preferences, desires, and values)
and things that are in their interest. These categories can be further divided
into long- and short-term interests, and the various kinds of interests can con-
flict with each other.

Most living things have relatively uncomplicated interests in eating, sur-
viving, and reproducing. Because people combine genes and memes, their ex-
istence is more complicated. Their interests constantly develop, change, and
conflict during the course of their lives, and they often have no idea precisely
what they want or exactly what actions they should take. Indeed, we might
define a person as an entity that is continually at a loss for what to do.

We must therefore distinguish between what advantages a person’s interests
(in the various senses of that word) and what advantages the reproductive suc-
cess of his or her genes. Memes can help one while hurting the other, and vice
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versa. They can be parasites with respect to reproductive success but commen-
sals or even mutualists with respect to a person’s other interests. Consider a
Catholic priest who takes a vow of celibacy. Reading certain books or mastering
certain cultural skills that help him keep his vow would not enhance his repro-
ductive success, but it might further his other interests.

What complicates matters is that some of people’s existing cultural software
helps to shape and constitute their interests, and this helps determine what is
harmful or helpful. For example, memes that lead a person to watch a lot of
television may be mutualist for a person who is a television critic but com-
mensal or even parasitic for a person who is a law student.’® In addition, it is
often difficult to separate the interests of memes from the interests of the
persons whom they constitute. Consider the question of whether being a tele-
vision critic is really in my interest. Important features of our personality and
important choices in our lives may be the result of the cultural software we
possess; they may be inextricably linked to our personal identities and our sense
of ourselves.

It is likely that the earliest human memes were predominantly mutualists
that enhanced our reproductive success.’* They helped human beings (and hu-
man genes) do things that helped them survive and reproduce. Primitive sys-
tems of communication and cooperation may have been the earliest examples
of widely transmitted cultural software among humans. They provided the basic
skills necessary for social learning and the spread of culture; and they them-
selves spread because these skills improved human beings’ chances at survival.>®
The earliest memes probably built on innate skills. Cooperation skills built on
whatever instincts for social coordination human beings already had; natural
languages built on innate linguistic skills.

But once the first hardy memes took root and spread widely, they prepared
the way for other memes that could not previously have infected their human
hosts. They created an environment in which new memes could flourish that
did not necessarily assist human reproductive success, or that even undermined
it. In this way, memes, which originally gained a foothold in human minds as
a way of increasing genetic fitness, took on a life of their own. They created
new structures for processing information, and thus new susceptibilities for
infection by ever more exotic forms of memes, including many commensals
and parasites. The new cultural environment in turn created new human in-
terests and hence the possibility of ever new forms of mutualists, commensals,
and parasites. As a result, the cultural world we inhabit today contains all three
kinds of cultural symbionts.

To be sure, memes are at a severe competitive disadvantage if they routinely
threaten the survival of their human carriers; an example would be a belief in
the necessity of suicide.’® At first one might think this to be true of beliefs that
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encourage violent confrontations, war, and murder. But as long as a meme can
propagate and reproduce fast enough in enough human beings, the destruction
of large numbers of belief carriers is not necessarily fatal to the meme’s con-
tinued survival. Indeed, to the extent that violence reinforces the violent or
aggressive beliefs of the surviving human carriers—for example, by confirming
that hatred of the other is justified and that only strength can ensure safety—
this may even have a salutary effect on the propagation and survival of violent
or aggressive belief.”” (Compare the rabies virus, which eventually kills the dog
but in the process spreads itself by promoting aggressive behavior.) A similar
point applies to the many different cultural skills involved in warfare and de-
struction. As long as the skills involved in killing people do not completely
exterminate the earth’s population, these skills will find a welcome home in
human minds and propagate accordingly.

The complicated relationship between the interests of memes and their
human carriers has a partial analogy in biological evolution. Darwinian pro-
cesses of natural selection can simultaneously occur at several different levels,
with the result that they “leak” into each other or have feedback effects on
each other.’® That is because an entity that is the object of natural selection
within a particular environment can also itself be the environment in which
another Darwinian process occurs. Human beings are objects of natural selec-
tion in their environment, but human bodies and human cells are also envi-
ronments where lower-level processes of natural selection can occur. Human
cells use DNA for replication, but only a small percentage of human DNA
actually is involved in providing the necessary codes for constructing proteins.
Much of the rest contains sequences randomly dispersed and repeated over and
over again, with no apparent function.’® Although some of this DNA may
indeed have beneficial effects, the best explanation for it lies elsewhere. Simply
put, this DNA has found a way to make copies of itself within the “environ-
ment” of human cells and does so because of a familiar Darwinian logic: DNA
that does not reproduce itself in this way, or does so less efficiently, will, over
time, be increasingly less represented in human cells.

Nevertheless, the human body can be adversely affected by the proliferation
of these unnecessary copies in human chromosomes. If this repetitious DNA
were to completely take over human cells, it would kill them or so exhaust
their energies that it would cause a significant disadvantage for the survival of
its environment, the human body, and thus pose a significant threat to its own
survival.* On the other hand, if the replication of redundant DNA does not
significantly damage or otherwise reduce the survival and reproduction of hu-
man bodies, then it will not be weeded out by the higher-level Darwinian
process. Hence, redundant DNA acts as a sort of “intelligent parasite,” mul-
tiplying as much as it can, but not so much that it kills the goose that lays the
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golden eggs.®! Thus, there is a sort of feedback effect between the two different
levels, an interaction between two Darwinian processes. The lower-level units
of selection have an interest, albeit an attenuated and imprecise one, in the
survival and propagation of the higher-level units of selection that constitute
their environment.

No doubt a similar feedback between the survival interests of human beings
and memes is also at work in cultural evolution. As long as memetic evolution
has no immediate disadvantage for human survival, it is free to develop in many
different directions, with unpredictable long-term effects for the human carriers
of culture. Moreover, for those who are suitably paranoid, there may even come
a time when computers and robots do the jobs of propagating information and
reproducing themselves so efficiently that human survival becomes largely
irrelevant to memes. At that point we may well have designed ourselves into
oblivion.

The inevitable spread of parasitic and commensal memes undermines the
strongest sociobiological claims that human culture is the faithful servant of
human reproductive success. A complicated process of feedback between genes
and memes is more plausible. Lumsden and Wilson argue that genes are largely
in control of memes; they claim that “genetic natural selection operates in such
a way as to keep culture on a leash.”®? This is an unintentionally apt metaphor.
As most dog owners quickly learn, it is sometimes difficult to tell who is drag-
ging whom around.®®

If parasitic memes arise, why doesn’t the human body evolve to avoid them?
In the biological world, organisms do evolve to resist parasites. Hosts that are
easily infected by parasites may tend to produce fewer offspring, so over time
natural selection favors hosts that develop ways of preventing infection. But
natural selection also creates pressures on parasites to increase their abilities to
infect and replicate.®* The result is a sort of arms race in which parasite and
host attempt to develop newer and more effective measures to produce and
prevent infection, respectively.®® If parasites can evolve faster than their hosts,
natural selection enables them to adapt to their hosts’ defenses more quickly
than the hosts can adapt to create new ones. Parasites that go through many
generations in a relatively short period of time (like bacteria or viruses) are
more likely to win an arms race because natural selection works faster on
them.%

Of course, hosts have other ways of dealing with parasites. They can create
incentives for parasites to develop into commensals or mutualists, for example,
by developing a more hospitable environment for variants less harmful to the
host. They can even modify their own characteristics so that their guests are
less harmful to them. And, as we have seen, there are also evolutionary pres-
sures on parasites to rein in their harmful effects. If a parasite is too virulent
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it will destroy its host too quickly and lessen its chances for future transmission
to new hosts.%” So pressures to increase infection rates compete with pressures
to become less harmful to the host—at least before the parasite has transmitted
its genes.

Memes are constantly mutating and recombining; they evolve much faster
than human genes can. Thus they would almost always win an arms race with
the human body. But there is an important difference between the biological
and cultural worlds. Memes are usually transmitted to people already consti-
tuted by many existing memes and meme complexes. Indeed, most memetic
infection is possible only because human minds are already infested with other
memes—for example, linguistic skills. So parasitic memes do not simply invade
an unaided human host; they compete against an army of cultural software that
can adapt more quickly than human genes.

Thus human beings develop memetic filters to ward off potential cultural
parasites. Education, for example, can enable us to discriminate between useful
and harmful ideas and to ward off bad influences; we can use our powers of
reason to overcome our prejudices and persuade others to do likewise. Our
cultural software is a bit like an immune system, which attempts to weed out
virulent infections. Sometimes the immune system does not recognize the in-
vader as a danger, sometimes it is overtaxed by the infection, and sometimes
it overreacts to a harmless invader, as in the case of allergies.®® Like immune
systems, our cultural software will never have perfect information—it will al-
ways engage in rules of thumb, encouraging infection by those memes most
likely to be beneficial and blocking or neutralizing those that might be harmful.

All of these defense mechanisms have an interesting effect: they fundamen-
tally change the nature of the organism being defended. People ward off some
memes by incorporating others. In the process, they become cultural beings,
interested no longer simply in the reproduction of their genetic information
but also in the promulgation and protection of their beliefs, values, and skills.
Human beings resist culture only by allowing themselves to be conquered
by it.

If our memes do affect our behavior, one of the most important ways is by
promoting their own propagation. Space in the minds of human beings is lim-
ited. So is the time needed to read the books, listen to the music, and learn
the motor skills involved in successful cultural transmission. There is not only
extensive competition among memes for space in the minds of prospective
hosts, but also competition within any existing host for behavior devoted to
propagation.®® Thus, some (but not all) of our behavior can be seen as the
demands for the reproduction of our various memes, just as some (but not all)
of our behavior can be seen as responding to demands for the reproduction of
our genes.
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Many forms of human behavior seem consistent with this hypothesis. Par-
ents not only want their children to survive; they want to pass along their
culture and religious beliefs to their children as well. Parents do not want this
merely because they believe that these skills and beliefs will enhance their chil-
dren’s future reproductive success; they also want to perpetuate their own re-
ligious and cultural beliefs. People can thus be cultural parents as well as
biological parents, and bonds of cultural transmission (as in adoptive or foster
parenting) can often be strong indeed. Biological parents whose children are
raised by others may feel a sense of loss for many reasons, but surely one is
the failure to pass along their values and beliefs.

People transmit cultural software not only through the family but also
through education. Teachers and mentors can sometimes have quasi-parental
interests in the success of their students and protégés, their intellectual off-
spring. Academics sometimes fight heatedly about hiring and tenure decisions
because they want to ensure that people with similar disciplinary commitments
succeed them.

Most important, people often seem to have a deep interest in propagation
of cultural beliefs to total strangers, as is demonstrated by religious proselyti-
zation. If culture were simply a domesticated pet on Lumsden and Wilson’s
genetic leash, we would expect that people would pass their most treasured
memes only to their relatives, as a sort of “family secret” that would benefit
future reproductive success.”® In fact, we see quite the opposite phenomenon.
People are often very interested in the propagation of their cultural software
in perfect strangers, whose minds they view as fertile ground for the spread of
memes.

This motivation is partly explained by the benefits that come from social
coordination. I may have interests, for example, in ensuring that everyone
speaks the same language and drives on the same side of the road as I do. But
much of our discomfort with cultural differences cannot be explained in this
way. Much proselytization cannot simply be seen as a desire to solve collective
action problems. There are real advantages to being in the cultural majority,
but they stem from the fact that majorities tend to take care of their own
common interests, usually to the detriment of cultural minorities.

Altruistic behavior between people who share similar cultural software and
oppression or neglect of those with different cultural software would make
sense if one goal of human behavior were to propagate memes. Evolutionary
biologists argue that competition between genes sometimes leads to cooperative
behavior between individuals that maximizes the reproductive success of their
commonly held genes.”" We might expect to see the same thing in the world
of culture. Religious groups, academic disciplines, and political parties may
help spread and preserve memes more efficiently than individual action.”?
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The flip side of ideological and religious conflicts, after all, is relative agreement
and cooperation within each of the warring sides.

Just as individuals have varying degrees of genetic kinship, they also have
varying degrees of memetic kinship.”> The two forms of kinship are cross-
cutting: people can have many of the same memes even if they are completely
unrelated. If the analogy to evolutionary arguments about kin-based altruism
holds, then we would predict considerable altruistic behavior between people
with lots of similar cultural software—for example, people of the same religion
or culture, teachers and students, members of the same fraternity or club. Of
course, just as in the case of genetic explanations of altruism, not all altruistic
behavior can or should be explained in this way.

We often see people energetically promulgating their memes in the forms
of beliefs, behaviors, artifacts, and customs while struggling with others who
resist or disagree. Just as competition between biological kin groups can lead
to strife, so can competition between cultural kin groups. The history of hu-
manity is littered with religious wars, ideological conflicts, and partisan dis-
putes, many of which cross lines of genetic kinship.”* Within the tiny world of
the academy, participants jealously guard their turf and promote their own
disciplines and approaches, often with a violence seemingly out of proportion
to the importance of the struggle. It is often said that such conflicts are so
bitter because so little is at stake. From the standpoint of cultural evolution,
however, one might say that a great deal is at stake: control over the repro-
duction of cultural software. If memes are programmed to survive and repro-
duce, such struggles are serious business, at least for them. Kulturkampfs—or
cultural struggles—can be seen quite literally as competition between different
meme complexes struggling for mastery and survival, using their human car-
riers as the means of carrying out this struggle. We can even give a memetic
spin to the Gramscian idea of hegemony. Cultural hegemony, we might say,
is control over the means of memetic reproduction.

Memes in Conventions and Institutions

Memes are the building blocks of institutions and conventions. As ongoing
practices of understanding and behavior, institutions and conventions produce
new memes. But more important, they also reproduce the memes necessary to
make them ongoing practices of understanding and behavior. Institutions and
conventions involve meme-making memes—they coordinate memes to repro-
duce themselves.

Take, for example, the institution of a club or a lodge.”” The institution of
a lodge usually involves memes for common practices or rituals that distinguish
its members, memes for behaving altruistically toward other members, and
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memes for gaining new members to continue the practices and rituals of the
lodge. If these memes are properly adjusted to each other and to their envi-
ronment, the entire complex of memes will be self-perpetuating. People will
continue to join the lodge over many years, and its rituals will be perpetuated
in its members.

A second example is an annual lecture.”® An annual lecture series involves
a series of coordinated skills that produce new memes (the lecture) as well as
perpetuating the skills necessary to perpetuate the institution. Put another way,
one has to know how to put on an annual lecture series, and this coordinated
body of cultural know-how by various people constitutes the institution. The
selection committee chooses a speaker every year, the treasurer raises funds,
the publicity committee issues invitations to the guests, the guests show up and
sit in the audience, the chair introduces the speaker, and the speaker prepares
a set of remarks and gives the lecture. Through the coordination of these
various skills, new memes are distributed (those in the lecture and in the bro-
chures, for example), but more important, expectations are created for the per-
petuation of the lecture series in the following year.

In both of these examples, the meme-making institutions and conventions
depend on a delicate ecological balance that requires coordination between
cultural skills and adaptation to the social environment. If parts of the coor-
dinated understandings and actions fail to occur, or if they misfire, the insti-
tution can come grinding to a halt; it will fail to produce new memes, in
particular the memes that ensure its reproduction. The lodge may be too picky
in its membership requirements, for example, or the treasurer may fail to raise
sufficient funds for next year’s lecture. If the environment in which the memes
perpetuate changes too much, the institution may find itself unable to repro-
duce. Thus a lecture series may fail to gain an audience because of other forms
of entertainment, such as television or movies. Conversely, over time, the
memes produced by the institution may change. A lodge that began as a social
club may turn into a charitable organization, a lecture series that began as a
popular exposition of recent scientific discoveries may become a more serious
academic event. Many ancient institutions are able to change their rituals, prac-
tices, and beliefs in significant ways and yet retain their self-perpetuating char-
acter. Such a task is no small feat, for if the complex of coordinated memes
changes too much or too quickly, it may disturb the equilibrium of cooperation
that assures its continued reproduction. Yet significant transformations do oc-
cur, especially over long periods of time. The older versions of the institution
are linked to the present one less by clear resemblance than by a line of me-
metic descent.

Conventions and institutions can change over time, but they also resist
change. An important part of cultural conventions and institutions involves ex-
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pectations about how other people will behave.”” These expectations not only
help coordinate behavior, they also stabilize and police it. Some degree of
creativity and variance is always possible within conventions and institutions,
but too great a variance defeats expectations, threatens stability, and endangers
cultural reproduction. Hence great change produces resistance. Of course,
strong resistance to interferences with successful reproduction is precisely what
we would expect from self-reproducing entities that emerge from natural se-
lection.

Some rational-choice theorists have tried to explain social conventions and
institutions as coordinated behaviors of rational actors that are able to sur-
mount collective-action problems.”® An example of such a problem is a pris-
oner’s dilemma, in which fear of loss from defection by others tempts parties
to defect from coordinated action that might benefit them all. Rational-choice
theorists have tried to show how such coordinated behaviors might arise spon-
taneously. The theory of cultural software approaches this problem from a
slightly different perspective. Instead of focusing on how rational behavior of
human beings might overcome collective-action problems, it focuses on the
collective-action problem faced by memes themselves. We can make an analogy
once again to genes that cooperate with each other to create multicelled or-
ganisms, thereby enhancing their joint survival chances. Conventions and in-
stitutions are coordinated complexes of meme-making memes. They cooperate
with each other because this cooperation enhances their joint reproductive suc-
cess. By assisting in each other’s reproduction, each meme helps the other gain
precious space in human minds and bodily behaviors.

Conventions and institutions reproduce expectations in people about how
others will behave. These expectations are essential parts of self-reproduction.
They are important because they let conventions and institutions “turn the
tables” on the problem of collective action. Once cultural expectations are in
place and continually reproduced in human minds, it takes collective effort for
variant memes to overcome the settled body of cultural expectations.

Why switch our focus from the rational actor to the unit of cultural trans-
mission? I noted earlier that memes can be mutualist, commensal, or parasitic
with respect to their human hosts. Because commensal and even parasitic
memes are an almost inevitable development in cultural evolution, we cannot
assume that all conventions and institutions are merely solutions to coordina-
tion problems that benefit human hosts, either in terms of their reproductive
success or their interests as rational actors. Some conventions and institutions
may be commensals, and some may actually be quite harmful.

The history of human culture is the history of human susceptibility to
various kinds of memes. As people are infected, their memes prepare the way
for new memes, that, in the process, alter and even increase human suscepti-
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bility to memes. Consider, for example, the types of memetic infections made
possible by learning a human language. These new susceptibilities are passed
along from generation to generation in the form of human culture. At some
point in human history, human beings became susceptible to a variety of con-
ventions and institutions. They became fertile ground for any number of self-
reproducing complexes of memes. This development may originally have been
a good one from the standpoint of human reproductive success. But it made
human beings susceptible to infection from many different kinds of conventions
that did not necessarily have the best interests of humanity at heart. Of course,
internalized memes do not merely weaken human immunity to new invasions
of memes. They also create a new “immune system” that can ward off some
harmful memes. However, this cultural immune system cannot perfectly dis-
tinguish between memes that are useful in the long run and those that are not.

Social conventions and institutions are possible because our brains devel-
oped so that they were fertile soil for certain types of self-perpetuating skills.
But once this fertile ground was created, it became suitable for many different
kinds of conventions that might be created in the future, just as fertile soil can
admit weeds as well as useful plants. So we cannot assume that all conventions
are beneficial to the members who engage in them. Some conventions (for
example, slavery) are indeed “solutions” to social coordination problems, but
they are not necessarily beneficial solutions. Other conventions, like the mean-
ings of certain fashion designs, are commensal, in that they have very little
benefit.

Shifting our attention from the interests of rational actors to the “interests”
of conventions and institutions themselves—as collections of self-reproducing
memes—puts a very different spin on the growth and development of human
culture. It allows us to understand evolutionary developments without having
to explain them in functionalist terms or in terms of rational benefit to hu-
manity. We need no longer conjure up “just-so” stories to explain all of the
various features of human culture. Instead, we can understand human culture
as a compromise and conflict between the interests of persons, their genes, and
their memes. We can make better sense of the idea of conventions or institu-
tions that literally take on a life of their own, regardless of their current or
long-term benefit to humanity.

This evolutionary approach to conventions has a further advantage. Daw-
kins’s original formulation of memes was an extension of his theory of “selfish
genes,” which argued that genes used organisms to maximize their own repro-
ductive success. Naturalists like Stephen Jay Gould and Richard Lewontin have
countered that too exclusive a focus on the gene fails to reckon with the con-
straining force of the architecture of organisms.”® Gould and Lewontin’s attack
on the “adaptationist program” reminds us that “organisms are not so much
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paragons of design as compromises of design.”®® Natural selection cannot al-
ways perfectly hone organisms to maximal reproductive success in their eco-
logical niches. Organisms may lack the necessary genetic variation for natural
selection to do its work. Previous design choices may limit future innovations,
allowing only bricolage rather than bottom-up design.

A similar point applies to the complexes of memes we find in conventions
and institutions: they too are compromises of design. Only some changes are
possible if conventions and institutions are to maintain their self-reproducing
character. And, like species, they also face “architectural” constraints. They can
only change in certain ways, given their previous history and the cultural means
at hand. Hence, conventions and institutions produced through cultural evo-
lution are highly unlikely to perfectly optimize any external standards of design
in their current environment, whether that standard be social functionality,
moral efficacy, or economic efficiency.®’ Indeed, the imperfections and the
jerry-built character of conventions and institutions are the best evidence of
their historical development. This realization connects the theory of memetic
evolution with my discussion of cultural bricolage in Chapter 2.

We cannot always infer the current utility of a feature of a convention or
institution from its current existence. And we cannot infer from a feature’s
current utility the reasons for its origin. Rather, we are likely to see, in Gould’s
phrase, “panda’s thumbs” in both conventions and institutions. Cultural de-
velopments of social conventions and institutions are likely to be extapations,
in which memes adapt old features to new uses in a changed environment.
Features of existing conventions and institutions may often have arisen for one
reason, but now serve very different functions and purposes.

The argument I have just presented synthesizes Dawkins’s concept of
memes with Gould’s theory of architectural constraint. The concept of memes
was originally coined by Dawkins, whose views about adaptation have been
criticized by Gould. But once we take into account the role of meme complexes
in cultural evolution, and the need for these complexes to reproduce together
in a given ecology, we see that Gould’s point about evolutionary bricolage
applies with equal force to models of cultural evolution. And this requires us
to modify Dawkins’s original conception of memetic evolution.

Indeed, there is something entirely fitting in bringing these two seemingly
disparate strands of evolutionary theory together. The original inspiration for
Gould and Lewontin’s theory of evolutionary bricolage was an example drawn
from the world of culture—the spandrels in the Basilica of San Marco. Span-
drels are triangular spaces created when one places a cathedral dome on top of
four rounded archways set at right angles to each other. Artists made use of
these spaces to place elaborate mosaics and other decorations. Gould and Le-
wontin pointed out that it would be fallacious to assume that the basilica was
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designed to produce the decorative spandrels; rather the custom of decorating
the spandrels is simply an ingenious use of spaces that necessarily resulted from
previous limitations on the design of cathedrals.?? In the same way, if we wish
to study the development of cultural software, we must not assume that all
features of human thought and practice are currently or perfectly adaptive to
memetic survival. Rather, we must patiently investigate the ways in which layers
of memetic innovation occur given the existing constraints of human thought
and human cultural conventions.



n THE SPREAD OF CULTURAL SOFTWARE

Because memes can be commensal or even parasitic, we no longer have
to explain the development of culture in terms of what is functional for human
beings or even for society as a whole. We can shift our focus from what kinds
of memes would help human beings or cultures survive to what kinds of memes
are most likely to survive and propagate in human beings and their informa-
tion-processing technology. In many cases, memes are successful replicators
because they are true beliefs or because they provide skills useful to human
beings. But they need not point toward truth or possess great utility in order
to survive and propagate in human minds. They may just as easily spread by
playing upon our worst instincts, by pandering to our coarsest or basest desires,
by permitting us to avoid recognizing our moral responsibilities, or by en-
couraging sloth, avarice, and a hundred other vices. Finally, they may prolif-
erate without bringing either significant good or evil into the world. They may
multiply simply because they are entertaining or diverting.

Why Memes Survive and Spread

What makes some memes more successful in their environment than others?
We can identify three basic kinds of factors. The first are substantive factors
involving content. Second are psychological factors—the cognitive structure
of human minds and their comparative susceptibilities. A third set of fac-
tors is ecological—they concern the nature of social institutions, methods of
storing information, and technologies of communication. These different fea-
tures are linked in practice. For example, the kinds of substantive content
that make memes more attractive or more often discussed may depend on
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structural features of the human mind and existing religious or educational
institutions.

Substantive Factors

Memes tend to spread if they are salient, relevant to existing activities,
attractive, or entertaining, or if they generate strong emotions. Sometimes it
is not difficult to see why some memes spread more than others. Jokes and
skills like juggling or playing a musical instrument are widely distributed be-
cause they are entertaining. Other memes spread because they are relevant to
many different people’s lives and interests. Consider as an example the number
of songs about the various aspects of love and courtship.

Memes improve their reproductive success if they have behavioral effects
that promulgate their own spread. A catchy melody, for example, may cause
people to hum or sing it repeatedly, thus increasing the number of times that
it is heard by other people. A good joke spreads rapidly because people enjoy
telling it to others. Memes may be more successful if they encourage prose-
Iytization, appear to be beneficial (thus encouraging sharing with friends and
relations), promote cooperation with others, and hide any maladaptive features
for as long as necessary to spread widely.!

Another strategy for survival is to disable or preempt potential competitors
in the environment.” Standard examples are memes for faith, which discourage
skeptical beliefs and the sort of critical inquiry that would tend to dislodge
faith.?> Ideas of tolerance or free expression tend to assist their own propagation,
but they also assist many other competing ideas as well, including ideas of
intolerance and censorship. Complexes of memes working together may create
joint defense mechanisms. Examples are warnings in chain letters that if recip-
ients break the chain something bad will happen to them, and rumors of pow-
erful conspiracies that explain objections on the grounds that all objectors are
either part of or have been hoodwinked by the conspiracy.* To this one might
add theories of ideology that make use of concepts of false consciousness to
dismiss critics.

Still another method for memes to improve their chances of reproductive
success is to attach themselves to other successful memes. Religions, for ex-
ample, usually include many accretions over time. These accretions benefit
from the general acceptance of religious belief and powerful memes for faith.
Believers follow the tenets and practices of a general religious tradition together
rather than investigating each one separately. Of course, the meme that lives
by linkage can also die by linkage. If 2 meme is too closely linked to others
that lose favor, it may be filtered out precisely because of these associations—a
memetic baby thrown out with the bathwater.’
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One might think that the most important factor in increasing a meme’s
reproductive success would be its truth or falsity. But many memes cannot be
said to be true or false. Examples are bodily skills like dancing, and practical
skills like those involved in being polite. Informational and cognitive filters,
which shape thought, are among the major concerns of the theory of ideology;
they are neither true nor false, though they can produce true and false beliefs.
Finally, many philosophers hold (incorrectly, in my view) that statements of
political, moral, and aesthetic value cannot be true or false. For these noncog-
nitivists, truth or falsity is irrelevant to the success of a large number of memes.

Even with respect to memes which correspond to beliefs that can be true
or false, there are several reasons why truth does not necessarily increase re-
productive success and falsity does not necessarily diminish it. First, when a
belief is obviously true, no one may pay much attention to it or think about
it. As a result, it may be much less likely to be communicated to others. Memes
so obvious that they are rarely discussed tend to lie dormant in minds; they
are, quite literally, things that go without saying. Regular and prolific replica-
tion often matters more to reproductive success than durable presence in a
particular human mind, because a particular carrier might die or forget. Hence
memes may be more successful if they are controversial, taking that word in
its literal sense as that which produces conversation.

Second, not all of the true things we believe are actually recorded in our
minds at any point. For example, most people probably believe that there are
no indigenous palm trees in Antarctica, but it is likely that they have never
thought about it before the fact was brought to their attention. Many things
we “believe” in the ordinary sense of that word are inferable from other beliefs
that are stored mentally.® Because many if not most of our true beliefs are of
this form, it may be quite important for true beliefs to be generated, used, and
thought about if they are ever to be spread to others. Even true beliefs that
many people could generate independently will not be generated and spread
unless occasions arise to generate and spread them.

Third, true beliefs are much more likely to be communicated in response
to false beliefs or only partially true beliefs (approximations of the truth, for
example). This suggests that some false and true beliefs are coadapted: the
presence of one spurs the communication and spread of the other. There is an
analogous problem for religious beliefs. Religious faith can weaken over time
if it is not occasionally faced with challenges. Hence heresies and external op-
position to faith may sometimes increase religious fervor, proselytization, and
the propagation of religious memes.’

Fourth, some memes may be employed, generated, or communicated pre-
cisely because it is difficult to tell whether they are true or false. Many of the
most commonly communicated ideas are those whose truth and falsity cannot
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be determined, which is why they are the subject of endless debate. This debate,
in turn, ensures their continual transmission and survival. An analogous point
applies to questions of practical reasoning and aesthetic judgment. A course of
action is most likely to be debated precisely when its consequences and appro-
priateness are unclear; some works of art improve their chances of success by
being controversial.

Fifth, beliefs that are clearly true often have unequivocal meanings or un-
equivocal applications; otherwise they would not be clearly true. But such clar-
ity may not improve their reproductive success. Some memes are more likely
to reproduce themselves if they are ambiguous—if they mean different things
to different people, or even to the same person. This is especially true in the
world of values. Principles like equality and liberty are ambiguous in their
reference and hence can be—and are—invoked by different sides of a dispute.
They become objects of struggle, and through this struggle they are repeatedly
communicated and transmitted, thus ensuring their continued survival. In like
fashion, the most heavily litigated and discussed parts of a legal code or con-
stitution are often those that are least clear, or that become increasingly unclear
through successive judicial interpretations.

Finally, truth or falsity may not be relevant to survival because we can
remember and transmit beliefs even if they are false, bigoted, or unjust. Some
beliefs survive precisely because they are understood to be false or wrong. They
are helpful examples of falsehood or wrongfulness that are continually repeated
because of their helpfulness.

Psychological Factors

Many of the most important factors in the spread of memes depend less
upon their substance than upon features of the human mind. We have already
noted one such factor—the capacity of a symbol or belief to raise strong emo-
tions. Memes better adapted to the architecture of the mind take root more
readily than others; hence we can study their comparative success for clues to
the nature of this architecture. Experiments have shown, for example, that
human beings develop certain basic level categories like “bird,” which are easier
to remember and employ than more abstract concepts like “flying thing” and
more concrete concepts like “yellow-bellied thrush.” These basic level cate-
gories are more “catching”; studying rates of comparative “infection” gives us
important clues about the organization of the mind.®

MEMORY AND COMPREHENSION. Human memory storage is an inevitable
bottleneck for cultural transmission. Hence one of the most important fac-
tors affecting the survival of memes is ease of memorization. Ease of mem-
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orization depends on complexity, but complexity is not an inherent feature of
information. It is partly a function of mental architecture. Human minds are
not general-purpose memorization machines. They have particular strengths
and weaknesses that are the result of prior evolutionary pressures and compro-
mises of design. Different kinds of memes and complexes of memes face dif-
ferent degrees of success in this architecture.

Compare the memorizing abilities of a computer with those of a human
being. What is easy for a human being to remember may be difficult for a
computer, and vice versa. Computers can easily memorize long stings of num-
bers that would tax any human memory. Narratives and myths are effective
methods for human memorization, but not necessarily effective methods of
computer memorization. Human beings can easily store hundreds of tales and
myths that can be told in multiple variations. It is much easier for human beings
to remember and recite a story than to remember and recite a text of a story
word for word. On the other hand, it is very difficult to store a myth on a
computer, although we can easily provide it with different textual versions of
a myth.® Tales and myths are well-designed vehicles for human memory stor-
age; this explains why they remain useful aids to memory to this day, and why
they have survived without being forgotten. It is even possible that there were
evolutionary advantages for human beings to storing information in narratives.
The memorizability of narratives suggests both the internal structure of human
memory and the important ways that it differs from those of currently existing
computers.

Ease of memorization is especially important in oral cultures that have not
developed writing or widespread literacy. In oral cultures, information that
cannot be put in easily remembered forms will likely be forgotten. Hence the
importance of bards and storytellers, who serve as walking encyclopedias. In
oral cultures, songs and stories do multiple duty as popular entertainment,
literature, history, religious doctrine, and canons of social instruction. As a
result, branches of art and learning are not strongly differentiated.’® Successful
memes must attach themselves to easily remembered forms like stories, songs,
and bodily movements, just as medical students to this day learn complex an-
atomical lists through the use of acronyms. Memes that are hard to remember
either will be forgotten or must be transformed into more easily remembered
forms before they can be widely spread throughout a culture.!!

The invention of writing revolutionizes the cultural environment. Human
memory is less of a bottleneck for memetic survival, because it can be supple-
mented by external memory storage. New forms of literature can develop and
may even supplant those found in the oral tradition. Put more generally, every
new communication technology leads to new and different susceptibilities for
memetic infection; it creates a new ecology for memetic growth and repro-
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duction. Changes in the ecology mean that rates of differential survival and
reproduction change; new memes develop that could not have survived or re-
produced as plentifully in the earlier environment.

This insight allows us to connect the theory of cultural software with the
theory of media analysis. Media analysts like Marshall McLuhan and his fol-
lowers argued that changes in dominant forms of communication (and hence
memory storage) lead to changes in human thought and human culture. Put
in terms of the theory of cultural software, changes in media are changes in
ecology; they create new selection pressures for memes that lead to new and
different kinds of cultural software in human minds. In particular, the move-
ment from an oral to a written culture, and then to a televisual culture, has
had significant effects on human memory and hence on human thought and
culture.!” Media analysts argue that styles of thought and expression differ
markedly in oral and written cultures. Oral cultures feature thought that is
figural, repetitive, concrete, and diffuse; in written cultures, thought tends to
become more conceptual, linear, abstract, and analytic.”> The latter kind of
thought emerges precisely because print media permit it. In like fashion, forms
of thought and expression start to change again as television begins to dominate
communication.'*

The subsequent move to a computer-oriented information society will
doubtless further change our ability to store and process information, again
revolutionizing our culture and our forms of thought. We are already seeing
the signs of this in the information explosion that accompanies computeriza-
tion. This explosion not only increases the life chances of many different kinds
of memes; it also creates the need and the opportunity for ever new forms of
filtering to control the amount of information being created and broadcast. As
a result, in the information age, filters increasingly determine what information
we receive and how we receive it. In the age of information, the filter is king.

The details of representation are sometimes as much a candidate for natural
selection as the context represented.'”> Memes become coadapted to other
memes that help in their delivery and memorization, just as information had
to be conveyed in narrative or poetic form in oral cultures to ensure memo-
rization and comprehension. In the relentless competition for human memory
space, certain methods of communication win out over others: messages coded
in rhymes or pithy sayings are memorized better than other messages; com-
mercials with flashy graphics and news reports that resemble entertainment
programs garner more attention than less entertaining forms. Media critics
have documented how television has tended to merge news, political coverage,
and entertainment, and a similar process appears to be happening in media
coverage of the legal system.'®

Related to ease of memorization is ease of comprehension. Human beings
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are less susceptible to memes that they do not understand. Different minds
have different degrees of susceptibility to memetic invasion, depending in part
on their education and experience. A text that is easy for someone already
trained in a discipline may be difficult for a lay person; a sentence easy for a
native speaker to comprehend may be more difficult for another person. Peo-
ple who are immune to written language may nevertheless be susceptible to
memes expressed in television shows, movies, or music. Different rates of
comprehensibility create selection pressures on memes to be expressed in eas-
ily communicated and digested forms. Otherwise, memes must content them-
selves with smaller ecological niches—for example, in subcultures like
academic writing.

Like memorizability, comprehensibility is often greatly affected by the me-
dium of communication. Print media make much greater demands on com-
prehension and require more sustained attention than television. Television has
a further advantage: it makes information entertaining by using music, quick
image changes, and flashy graphics. The different features of these media have
two separate types of effects. First, they bestow a survival advantage to memes
conveyed on television, although there are compensating disadvantages as
well—for example, televisual information may be viewed as disposable and
hence more easily forgotten. Second, because television can be entertaining
and absorbing in ways that print media cannot, there is continual selection
pressure in television for memes to be more and more entertaining and ab-
sorbing. More entertaining programming tends to weed out less entertaining
programming. Certain types of broadcasts—for example, a stationary camera
focusing on an extended lecture by a standing speaker—tend to be weeded out
because they are not “good television.” More generally, memes involved in
public discourse tend to become coadapted with memes that are optimal for
communication on television, producing important alterations to both.

On television, certain styles of communication tend to dominate others:
For example, in the current environment, at least, ten-second “sound bites”
seem better adapted to the demands of television than four-hour discussions
of policy issues.'” Ideas embodied in pictures and accompanied by music tend
to dominate ideas conveyed through rolling black text on a white screen. More
generally, memes conveyed through a medium’s favored forms of communi-
cation tend to thrive; memes that cannot be as effectively conveyed in this
fashion tend increasingly to disappear from television broadcasts. This com-
petition affects content as well as form. Political discourse has long since begun
to borrow heavily from advertising; politicians have learned to stage media
events that grab precious television time. Because television favors entertain-
ment, there are selection pressures on public discourse, advertising, and even
coverage of the legal system to conform to these standards and increasingly to
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resemble other forms of television entertainment.'® All of these tendencies con-
firm the role of natural selection in the development of culture.

EASE OF COMMUNICATION. Memes that are easy to communicate tend to
spread more than those that are more difficult to communicate. Ease of com-
munication is not necessarily the same as ease of memorization or even ease
of comprehension. A list of numbers may be easy to communicate but-difficult
to remember. A deeply personal experience may be easy to remember but
difficult to communicate."®

Every teacher knows that some ideas are more difficult to convey than
others. Listeners often take away misunderstandings of complicated ideas be-
cause the misunderstandings are easier to comprehend and communicate to
others than the original, more complicated idea. As a result, the distorted or
mutated version may spread more widely than the original. Indeed, repeated
communication can affect not only the substance of communication but its
form as well. Some words are harder to pronounce than others, leading to
mutations of pronunciation.?’

Unlike genetic transmission, which engenders relatively faithful copying,
cultural transmission normally involves alteration and mutation. Hence in ex-
plaining the spread of shared cultural software, we must account both for the
ability of cultural software to spread and its ability to preserve some measure
of identity.?! Because opportunities for alteration are so commonplace, the
most widely shared features of our cultural software are those that can best
resist alteration after repeated transmission and mutation.?

Stories provide a good example. Each time a story is told, it is likely that
the version is slightly different from the last. Some details may be added, others
subtracted, and still others compressed or merged. Only the most easily com-
municated, understood, and remembered features tend to be preserved.”* Most
people who remember the biblical story of Joseph, for example, believe that
Joseph was sold into slavery by his brothers. In fact, the story told in the Bible
is more complicated and thus less easy to remember. The Hebrew text suggests
that Joseph’s brothers threw him into a pit. He was rescued by some Midianite
merchants, and they sold him into slavery. But the “folk” version of the story
has become more widely transmitted than the original.**

In similar fashion, statements and slogans tend to be transformed through
repetition until they are relatively easy to remember and transmit to others.
This may help to explain the familiar phenomenon of famous “quotations”
that were never actually spoken but are variants of what was actually said.”’
Not surprisingly, political slogans spread more easily than the complicated po-
litical theories that they stand for, and they have the further survival advantage
that they stand for many different things to many different people.
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This evolutionary account explains why a wide variety of cultures have sim-
ilar narratives and myths. Claude Lévi-Strauss argued that myths in different
cultures were transformations of basic narrative structures that in turn reflected
basic structures of the human unconscious.?® But we can explain matters more
simply. The “universal structures” that we see in human myths and legends
may reflect those elements of stories that best survive the continual mutation
and alteration that comes with repeated tellings. Moreover, because the spread
of myths depends on the ecology of human minds, their content and structure
may shift over time.

REFLEXIVE BELIEFS. One of the most important factors in human suscepti-
bility to memes is the reflexive nature of our thought. People not only can
have ideas, they also can have ideas about ideas. They can have attitudes or
opinions about particular beliefs and ways of thinking. For example, people can
understand ideas without being convinced of them; they can believe that certain
things are not true; they can recognize that certain opinions are odious. They
can engage in mental simulations, plan, exercise foresight, imagine, model, play,
or fantasize.?” People often remember memes precisely because they are false,
wicked, or don’t work. Parents take great pains to teach children what not to
think and what not to do, and, if they are lucky, their children internalize these
lessons.

People not only can produce and store interpretations of events, they can
produce and store interpretations of those interpretations.?® For example, his-
torians not only develop interpretations of the American Revolution, they also
remember and discuss the various interpretations of other historians about the
Revolution. Moreover, they can pass these interpretations on to their students
and other historians even if they don’t accept them.

The recursiveness of human thought makes people susceptible to many
more types of memes than they actually accept, believe, or act upon. Memes
may not die out even if people reject or disbelieve them, because people can
still remember and discuss them—with the admonition that “this is wrong” or
“this doesn’t work.”? False ideas and bad practices can remain in human mem-
ory even though they are known to be bad or false. What is stored in memory
can be communicated to others. As a result, false ideas and harmful cultural
skills can be passed on to new generations despite their being known to be
false or harmful. These memes can live to another day, when they can signif-
icantly affect the behavior of another host. In such ways, superstitions and
prejudices can survive even though people decisively reject them. A more be-
nign example takes the form of historical interpretations rejected by one gen-
eration of historians that are retained in historiography and eventually regain
favor in a subsequent generation.
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Finally, people can store ideas and beliefs even if they do not completely
understand them and are not certain whether they are true.’® People may be-
lieve that space curves near a heavy mass, for example, because they read it in
a book, although they really don’t understand how this could be so. They can
retain such beliefs pending further information that might clarify the beliefs or
demonstrate the beliefs to be true. And people can hold these beliefs indefi-
nitely, even if no additional clarification or proof is forthcoming.?!

Such half-understood beliefs are not restricted to obscure scientific theo-
ries. People can hold beliefs about UFOs or religious doctrines, for example,
whether or not they fully understand or know the truth about such things. In
fact, people may be particularly susceptible to what is mysterious precisely
because mysteries resist solution or comprehension.’? Exposure to ideas that
are difficult to prove or comprehend may even encourage their being discussed
or talked about further. Their very inconsistency with other beliefs and their
very inability to be fully comprehended make mysteries intriguing and attrac-
tive and lead to their further discussion and distribution into other minds. In
this way, an otherwise beneficial feature of human cognition—the ability to
store and reconsider incompletely understood information—creates the op-
portunity for the differential reproductive success of a certain kind of meme—
the mysterious—in the environment of human minds.

Ecological Factors

In most cultures, the reproductive success of memes is largely determined
by other memes and by the institutions that use and propagate other memes.
Previously internalized memes shape mental susceptibilities to new memes; the
cultural skills involved in institutions create the environments in which memes
compete. Thus the pool of existing memes creates the basic ecology for other
memes. Cultures are like the tropics, where the landscape is overgrown by plant
and animal species, and where chances of survival and reproduction are largely
determined by the ecology of other organisms rather than by the original phys-
ical habitat.’* Tropical climes are well known for their intricate ecosystems and
for the strange and freakish creatures that they produce.

In short, we should think of cultures as ecologies rather than as well-
integrated and organic unities. They are inherently open systems rather than
closed ones. Cultures involve an ecological equilibrium between different forms
of cultural software, an equilibrium that may be disturbed, reconfigured, or
even destroyed by memetic invasion or environmental disturbance.

- SEXUAL SELECTION AND BANDWAGON EFFECTS. The crush of animal and
plant life in diverse ecologies creates opportunities for exaggerated and bizarre
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traits. This is due in part to an evolutionary phenomenon called sexual selec-
tion. In the natural world, females tend to choose mates based on characteristics
that are attractive to other females. They do this to guarantee that their male
offspring will be equally attractive to future generations of females, for off-
spring that attract no mates will produce no offspring of their own.

Females look for characteristics in mates that tend to correlate with the
reproductive success of their offspring. Once female preference for a feature is
generally established, however, the feature by itself makes the offspring more
desirable to future females. Thus females want the feature in their mates simply
because all other females also want the feature. The resultis a “runaway” effect:
the preference for the feature is intensified out of proportion to its otherwise
beneficial effects.** Thus female peacocks prefer peacocks with long bright tail
feathers. These features may confer no present additional evolutionary advan-
tage—they may even be debilitating to the male—but because of sexual selec-
tion they increase the chance that these males and the females who select them
will reproduce their genes in future generations.

In the world of culture, analogies to sexual selection can occur in several
different ways. First, to some extent, individuals can choose what beliefs and
cultural skills they will internalize. They may choose to adopt beliefs and be-
haviors of powerful and influential people because they believe that this selec-
tion will make them seem influential and powerful. This process can snowball
so that status-seeking individuals attempt to outdo each other in cultural dis-
plays. The result is extremism in belief and behavior, because the extremist,
like the long-tailed peacock, seems to be at the leading edge of a trend.’* The
desire to be thought highly successful, powerful, or pious can even lead to
competitive construction of elaborate cultural monuments, like pyramids and
cathedrals.’®

Second, a cultural equivalent of sexual selection produces “bandwagon ef-
fects.” People may engage in faddish beliefs or behaviors because they believe
that others regard them as desirable, and the belief that others find them de-
sirable increases their desirability even more. John Maynard Keynes’s famous
description of the stock market as a beauty contest is based on a similar logic—
people often buy stocks because they believe that others value them, and this
drives up their value out of proportion to a company’s expected future earnings.
Signals and filters can play important roles in producing bandwagon effects.
Best-seller lists are institutional filters that use people’s past buying decisions,
but they simultaneously act as an advertising gimmick by signaling other peo-
ple’s preferences. Once a book sells enough copies to get on the best-seller
lists, its sales may increase rapidly.*’

Third, sexual selection can occur in the way memes form alliances with
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other memes. Just as females seek to mate with males whose offspring will be
desirable to future females, memes may face evolutionary pressures to join
forces with memes that seem particularly successful in gaining entry to human
minds. These traits can also snowball. Suppose that flashy graphics, loud vol-
ume, and quick cross-cutting of images tend to attract the attention of televi-
sion viewers. Then memes may come to be delivered through increasingly
flashier graphics, louder volumes, and quicker cross-cutting. This may explain
the evolution of some forms of television advertising.

INSTITUTIONAL AUTHORITY. An important feature of human culture is that
human beings can accept beliefs and adopt customs and practices because of
institutional authority. We believe many things not because we have direct
evidence for them or have gone about proving them to our own satisfaction
but because they have been communicated to us by people and institutions we
trust. Similarly, there are many practices and customs that we have adopted
not because we have independently determined that they are optimal but be-
cause other people engage in them. Sometimes doing what others do has
independent advantages—for example, cooperation and coordination can some-
times solve collective-action problems to the benefit of all parties. However,
not all examples of following what others do can be explained or justified in
this way. Driving the same car that everyone else drives, following the current
fashion trends, or hewing to the party line does not necessarily solve collective-
action problems.

Following the dictates of institutional authority makes sense for a different
reason. Many things cannot be demonstrated for certain, and it is often difficult
to know what course of action is best. Hence it may be rational for people to
believe things simply because that is what other people believe, and to do things
simply because others do them. Believing and doing these things is rational,
not by virtue of their content but by virtue of their source.’® If this is indeed
rational behavior, we would expect that people in different parts of the world
would have different beliefs and customs because they trusted and learned from
different sources of belief and action—the people who educated them.

Cultural traditions have a kind of institutional authority, and a similar logic
applies to them. Traditions provide people with things to believe and ways to
behave. Traditions are not necessarily antithetical to rational action: people
rationally strategize within the norms of their tradition and its beliefs; they can
even decide to forsake their traditions for other beliefs and practices. That is
one way that traditions evolve. But it may be reasonable for people to hew to
traditional beliefs and practices when it is difficult and costly to discover what
to otherwise believe or do. This is especially true of problems of practical
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reason. The long-run usefulness of practices may be difficult to determine in
advance. Hence following tradition becomes a useful means for solving prob-
lems of ordinary living.*®

INSTITUTIONAL CONTEXT. Memes are more likely to spread if they are rele-
vant to existing institutions, either because they are associated with the insti-
tution or because they give rise to appropriate action in the institution.
Handel’s Messiah, Tchaikovsky’s Nutcracker, Frank Capra’s It’s « Wonderful Life,
and Dickens’s 4 Christmas Carol are among the best known and most often
repeated of their works because these works are associated with the institution
of Christmas. Among the most frequent phrases spoken in many cultures are
greetings, comments on the weather, and requests after health.

If an institution requires regular and repeated replication or demonstration
of a meme or cultural skill, the chances for survival of that cultural skill are
greatly enhanced because the skill is more likely to be remembered and repro-
duced. Cultural software benefits in particular if there are institutions specifi-
cally devoted to its spread and propagation. Examples are schools, churches,
libraries, universities, and the family. Some cultures institutionalize the telling
of myths and legends, and this helps to ensure their continued survival.

Complicated scientific information depends heavily on institutional struc-
tures for its survival and spread. Scientific truths may be quite compelling once
demonstrated to an audience prepared to receive them, but they are often
difficult to comprehend without considerable training. Hence even the most
indubitable of truths may require elaborate institutions of education (including
elaborate structures of intellectual authority) if they are to be preserved and
propagated. If these institutions fall apart, the true beliefs that they propagate
may become extinct as well. Our romantic notion that the truth will out ne-
glects the importance of institutional ecology. Here is yet another example that
shows that the truth of a belief does not guarantee its widespread reproductive
success; it must find a niche in a suitable environment if it is to survive.

Political beliefs also depend heavily on institutional context, but for some-
what different reasons. Dan Sperber gives the example of the belief that all
people are created equal.** This belief is both salient and controversial in so-
cieties organized around pervasive social, economic, and political inequalities.
That is because the belief has many different implications for such a society.
People who like these implications have grounds to accept the belief and in-
centives to spread it, even in the face of considerable opposition.

This is the memetic version of a familiar theory of ideology—interest-driven
explanation. People believe things that jibe with their social, economic, or politi-
cal interests. The memetic claim is that the institutional environment makes
certain people’s minds fertile ground for certain types of memes. As a result,
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these memes tend to propagate once they are introduced. But if opposition to the
implications of a belief is too great, the meme may not spread; at best it may be
confined to certain subcultures where it can survive and reproduce.

The memetic account adds a new twist to this familiar explanation of ide-
ology. Because we can model the prevalence of a belief as the result of a com-
petitive equilibrium, the insights of catastrophe theory apply. A slight change
in the institutional ecology may have enormous effects completely out of pro-
portion to the degree of ecological change. The belief may spread quickly and
unexpectedly. At one point, for example, a particular meme—say one associated
with radical egalitarianism—may be able to maintain only a marginal existence
in a particular subculture. Yet a slight change in the institutional ecology may
lead to an explosive spread of belief. In the new environment, the meme takes
off and reaches epidemic proportions.

Nevertheless, if memes are to reproduce widely over time they must be
able to adapt themselves to political, social, and economic changes. Thus a
meme like equality is most likely to thrive if it can be articulated and adopted
by people of different political views over time. Thus successful memes often
are subject to wide variation in the form of contrary interpretations and subtle
shifts in meaning.

Ideas often change their political valence as they are repeated in new con-
texts and situations. A good example is the idea that democratic governments
should be “colorblind.” This idea was associated with a very progressive view
of race relations in 1896. It was the basis of Justice Harlan’s famous dissent in
Plessy v. Ferguson, when he opposed the segregation of railroad facilities.* In
the 1960s Martin Luther King fought segregation by arguing for an America
where citizens would “not be judged by the color of their skin but by content
of their character.”* Yet by 1996 colorblindness was the rallying cry of con-
servatives opposed to affirmative action. A second example involves the liber-
tarian concept of freedom of speech. In the first half of the twentieth century
freedom of speech was defended by the political left as a means of protecting
political dissenters, minority groups, and labor unions. By the close of the
twentieth century it was also being used to defend the rights of cigarette man-
ufacturers, the Ku Klux Klan, sexually harassing employers, multinational me-
dia conglomerates, and political action committees opposed to campaign
finance reform.*

I call these changes in political valence ideological drift.** They are a ubiq-
uitous phenomenon in social and political life. From a memetic standpoint
ideological drift is an example not of political opportunism but of memetic
opportunism. As political and social contexts change, slight mutations can make
memes newly hospitable to persons who previously would have shunned them.
Some members of the American left, for example, have become increasingly
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attracted to regulation of campaign spending, pornography, racist speech, and
commercial advertising, while conservatives have become increasingly libertar-
ian on the same questions. Shifts in political and social context—as well as in
the interests and other beliefs of liberals and conservatives—change the ecology
in which political ideas about freedom of speech can thrive. As a result memes
may find new minds increasingly hospitable and older hosts increasingly less
so. It is important to recognize that memes do not particularly care who invokes
them as long as they are regularly invoked. Memes that were once happily
nestled in liberal heads will readily and opportunistically mutate to become
acceptable to more conservative minds should this increase their chances of
propagation and survival.

Shared Understandings and Lines of Memetic Descent

The theory of cultural software holds that individuals share cultural under-
standings because they possess similar memes. One reason people have similar
memes is that they communicated them to each other, or that they live in the
same culture and therefore have been exposed to the same memes communi-
cated by other members. But this does not explain how individuals in widely
divergent cultures might possess similar tools of understanding, because not all
cultures are in continuous contact with each other.

Sometimes individuals have similar cultural software not because they or
their cultures have had any recent communicative contact with each other but
because their cultural software is descended from a common source. Biological
evolution offers a useful analogy. Generally speaking, mammals have four legs
and a single head. This common morphology is not the result of crossbreeding
between different species but rather is due to the common ancestry of all mam-
mals. The basic pattern for bodily development is passed on in each species
even as it evolves and is differentiated among species. That is because biological
bricolage is generally conservative, retaining past design choices as the platform
for future innovation.

In a similar fashion, the cultural software of present-day human beings
builds on the work of previous generations. It is conservative in the same way
that biological bricolage is conservative. Earlier forms are retained in later de-
velopments, and hence we see many similarities among diverse individuals and
cultures to the extent that their cultural software has a common ancestry. Lan-
guage provides a simple example: Similarities in words across different lan-
guages (father in English, Vater in German, pére in French, padre in Spanish)
are evidence of common memetic descent.

One reason for the conservatism of biological development is architectural
constraint produced by previous evolution. Previous design choices (like those
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in the panda’s paw) constrain future morphological development. In the pre-
vious chapter I argued that a similar architectural constraint may be at work
in meme complexes. Coordinated complexes of memes (like those in a religion)
may be able to accommodate only certain kinds of changes if they are to re-
produce successfully together. If cultural software spreads and develops through
such meme complexes, we might also expect that certain features will be deeply
embedded in our cultural software and more resistant to change, just as we
would not expect an easy transformation from mammals with four legs and one
head to mammals with eight legs and multiple heads.

Furthermore, because evolutionary bricolage must innovate on the basis of
existing materials, it tends to retain these materials and adapt and alter them
for new purposes. Thus certain tropes, metaphors, symbols, heuristics, or other
tools of thinking may run very deep in our culture precisely because they appear
so early on in the course of historical development, and therefore have been
repeatedly used to fashion later tools through which we presently understand
the social world. This depth is not the depth of a core versus a periphery but
one produced by repetition and recursion. We can see an instance of this in
our earlier etymological example of the word articulus, or joint. This word and
the concept it represents are used repeatedly to form new words and concepts,
which are in turn used to create still other words and concepts, and so on. This
process proliferates the original metaphor of joining and dividing into a mul-
titude of later conceptual tools; each of these tools, in turn, is proliferated into
new tools, so that the metaphor of joining and dividing appears repeatedly in
widely divergent aspects of our cultural software.*

On the other hand, it is also possible that certain memes appear in widely
divergent cultures not because of a line of common memetic descent but be-
cause these cultures faced similar problems and produced similar solutions. For
example, Robert Ellickson reports than many different cultures have produced
forms of private ownership in land.* It is possible that this idea began with a
single culture and spread to others because it was useful. But it is also possible
that it developed independently in many cultures because people in each culture
recognized its utility.

A similar point applies to sociobiological explanations of human behavior.
Such explanations argue that common human behaviors stem from genetic
predispositions. In effect, they argue that we have similar behaviors because we
are descendants of the same group of human beings and hence share common
genes through a line of genetic descent. But precisely because human beings
are able to adapt themselves to the problems they face and pass these solutions
on to others in the form of culture, we cannot necessarily infer that any par-
ticular set of behaviors stems from a line of common genetic descent. As we
have seen, similarity of behavior across cultures may be due to common me-
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metic descent, that is, cultural transmission. Or it may be due to the fact that
two different cultures “invented the wheel” independently because they faced
similar problems and devised similar solutions. In such cases there is neither
common genetic nor common memetic descent.

Although many commonalities in human behavior surely do stem from our
common genetic heritage, genetic descent is not the best explanation for large
segments of common human behaviors. As Dennett points out, “In every cul-
ture known to anthropologists, the hunters throw their spears pointy-end first,
but this obviously doesn’t establish that there is a pointy-end first gene that
approaches fixation in our species.”*” People throw their spears in this way not
because they are biologically programmed to do so, but because it makes sense
to do so, and so everybody ends up doing it in pretty much the same way. A
similar analysis applies to less frivolous examples, like the development of com-
mon systems of land tenure or accident law that appear in different times and
places. The human condition often leads to similar problems across different
environments; hence human reason produces similar behaviors to solve these
problems; but it does not follow that the behaviors themselves are genetically
predetermined.

Cultural Separation and Speciation

I noted earlier that cultural transmission is not simply a means by which memes
are copied from one mind to another; it is also an important source of mutua-
tion and change. Because perfect copying is the exception rather than the rule
in memetic transmission, people’s cultural software may vary considerably un-
less there are institutions and practices that homogenize it. Put another way,
successful complexes of memes must have ways of accurately reproducing
themselves in succeeding generations of minds if they are to survive. In fact,
there are many devices for instilling common values and tools of understanding
among members of a culture. The most simple is the existence of a common
language, but we might also include the family, public schools, intellectual
disciplines, and religious institutions.* These institutions have many different
purposes. From an evolutionary perspective, however, they have one additional
purpose: to preserve cultural content and cultural identity. They exist in order
to reproduce memes (and hence themselves) in new minds.

Constant communication and participation in common social activities are
important ways to reproduce and reinforce cultural software in the members
of a culture. Conversely, isolation of individuals from a larger group results in
cultural isolation and divergent cultural development. There is a useful analogy
in evolutionary theory. Ernst Mayr argued that different species form because
breeding populations become reproductively isolated, either because of geo-
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graphic separation or because each inhabits a distinct ecological niche. This
causes the genetic pool in the distinct populations gradually to diverge over
time.*

In like fashion, communicative isolation separates populations of memes,
and over time these populations may develop in distinctly different ways. Com-
municative separation robs institutions of one of their most important means
for memetic replication and cultural homogenization. Linguists have long un-
derstood that languages begin to differ from each other because of geographic
isolation. Even cooking styles become distinctive when cultures are isolated.*®

Biological speciation results from separation of breeding populations, pre-
venting genes from moving from one group to the other. Cultural speciation
results from communicative separation, which prevents memes from traveling
from the minds of one group to the minds of the other. This communicative
separation may be geographical or spatial. But it may also be produced by
culturally created boundaries that discourage communication between people
and are themselves the product of previous cultural development. Thus if peo-
ple who live next to each other never talk to each other—because cultural
mores keep them apart—they may develop completely different ways of un-
derstanding the world. Under the right conditions, cultural differentiation can
snowball—racial ideologies may keep blacks and whites from intermingling and
communicating with each other, for example, leading to the development of
increasingly distinctive subcultures and mutual incomphrension.

Disciplinary boundaries in the modern university exemplify another form
of cultural separation. Disciplines are not only distinctive ways of thinking
about things; they also serve as ecological niches that separate populations and
produce divergent development. But instead of an ecology formed by the nat-
ural environment and other animals, this ecology is formed by other memes
and cultural institutions. Other examples are clubs and societies that share com-
mon interests and develop their own distinctive preoccupations and languages.

Scholars who move across disciplinary boundaries often discover mutual
incomprehension among members of different disciplines; each possesses a dif-
ferent vocabulary and different interests, research paradigms, and conceptions
of what is interesting or important. As a result, an economist may find it much
easier to understand a fellow economist three thousand miles away than the
anthropologist in the building two blocks away.

Just as communicative isolation may tend to produce divergence in devel-
opment, common experience and common communication may tend to ho-
mogenize the tools of cultural understanding in a population. Increasing
communicative interaction can encourage reciprocal influence and shared ways
of thinking. One must use the term reciprocal advisedly, though. The most
numerous or dominant groups of individuals may have a disproportionate effect
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on the cultural software of smaller and subordinate groups—unless, of course,
the latter groups have greater communicative power.

This relation between commonality and cultural homogeneity suggests the
signal importance of the rise of mass communication. Mass communication
makes possible—indeed, increasingly enforces—enormous amounts of inter-
action between otherwise widely separated individuals and cultures. Much more
than individual travel, mass communication is the great arbitrageur of cultural
differences. It mixes cultural influences in ways that often annoy cultural pur-
ists. Moreover, because it multiplies opportunities for transmitting memes,
mass communication also tends to accelerate the growth and mutation of forms
of cultural understanding. Nevertheless, mass communication does not neces-
sarily enforce uniformity; it simply creates more opportunities for mixing and
reciprocal influence. Sometimes this mixing does produces homogeneity and
uniformity, but sometimes it produces diversity and specialization.

Thus communication performs two contrary functions. On the one hand,
it preserves stability and similarity between the various copies of cultural soft-
ware located in each individual. On the other hand, it allows innovations in
the tools of understanding to be transmitted to others, so that they may become
part of the meme pool, the common cultural heritage. Communication is a
source of stability as well as change in a meme pool and in the cultural software
of individuals within a culture.

The Economy of Cultural Software

This book has offered two different accounts of the spread and development
of cultural software. The first is conceptual bricolage: a non-Darwinian process
of historical development through which human beings fashion new tools of
understanding out of older ones, often with unexpected consequences. The
second is memetic evolution: a Darwinian process of variation, reproduction,
and differential survival of memes that form the building blocks of human
cultural software. The first perspective describes the development and spread
of culture from the standpoint of human thought, design, and action. The
second describes this process from the standpoint of units of cultural trans-
mission that compete for survival in the environment of human thought, de-
sign, and action.

We can view the spread and development of cultural software in a third
way. We can see it as an economy of human communication—a process of
exchange and development in which the members of a culture continually re-
write and reshape each other’s cultural software. The idea of an economy joins
the first two perspectives together, for it is both the mode of transmission of
the products of cultural bricolage and the method of reproduction for the



THE SPREAD OF CULTURAL SOFTWARE | 93

memes that inhabit human minds. Equally important, the economy of cultural
software is the means through which ideological power is wielded over mem-
bers of a culture.

In accord with the computer metaphor, one might compare culture to a
giant network of individuals. But culture is not a top-down network, in which
a single server transmits identical copies of a software upgrade to the various
nodes. It is more like the network of networks called the Internet, which has
no center and in which an astonishing array of diverse information flows to
and from different points simultaneously. Cultural software is not created in a
single place, nor is it distributed from a central location, nor do all individuals
share identical copies. The cultural software of individuals in a culture is written
and rewritten through acts of communication and understanding among indi-
viduals in a culture. An individual’s cultural software can also be rewritten
through individual experience outside of interpersonal interaction. But the
memes so created do not become cultural—in the sense of widely shared—
unless they are transmitted to others. Hence even individual innovation and
trial-by-error learning become part of the economy of cultural software
through communication.

The nodes of a cultural network are continually communicating with and
attempting to understand each other, and thus continually having reciprocal
effects on the structure and content of each other’s cultural software. This
continuing process of communication is the economy of cultural software. Like
other economies, it involves exchange, and it is driven by and operates through
similarity and difference. Communication to others produces or reinforces ho-
mogeneity, even as differences in the understanding of individuals, however
minute, are a potential source of change.

Although each individual has different cultural software, we can speak of
“our” cultural software or the cultural software of a particular culture in two
different ways. First, just as we can speak of a gene pool—the set of available
genes that compete in the environment—we can also speak of a “meme pool.”
The meme pool of a given culture includes the copies of all memes that exist
at any one time in the environment of human minds and information storage
technology within the culture. Second, we can speak of this meme pool in
dynamic terms—as an ongoing economy of transmission and exchange. This
economy is the process through which the meme pool grows, develops, and is
sustained. It creates the environment in which memes live and die, thrive and
become extinct. The economy of cultural software is also the ecology for the
memes that constitute individuals’ cultural software.

When we speak of cultural software, we can either be speaking of the dis-
tinct collection of memes that forms part of a particular individual or of the
larger economy of cultural software existing within a culture. But when we
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speak of the cultural software of an entire culture, we must not think that we
are describing a single great “program” that exists over and above each indi-
vidual, or even a set of identical copies of a single program installed in isolated
individuals. The cultural software of a group is not a separate set of skills in
and of itself; it is rather a system of similarities and differences among the skills
available to the members of a given culture. Both the similarities (which are
sources of shared understandings) and the differences (which are sources of
dissensus) are equally important parts of the economy. This economy is a huge
system of networks, and networks of networks, of individuals continually com-
municating with each other by word and deed, by voice and action, continually
engaged in a process of collective writing and rewriting of their cultural soft-
ware.

Each person contributes to this economy through her words and actions,
because she sends memes out into the world, where they can be absorbed and
assimilated by others. Each individual is a potential source and a potential target
of memetic infection. Through a partly cooperative and partly agonistic pro-
cess, our tools of understanding are crafted and recrafted over time. This pro-
cess produces a wide array of cultural skills, which are the collective property
of the culture and are passed along to succeeding generations.

This set of available tools of understanding is the meme pool. It is sustained
and replenished through acts of communication, just as the gene pool is sus-
tained through reproduction. Through cultural transmission, each generation
bequeaths to the next a huge collection of cultural skills, associations, heuristics,
metaphors, conceptions, and constructs—a patrimony that will be squandered
without perpetual communication between members of the culture.

Yet repeated transmission is also the source of change. Although symbolic
and informational exchange is occurring all the time, there is no reason to
think that it produces complete uniformity; indeed, it would be surprising if it
did so. Communication continually introduces variation. Each person in the
culture is equipped with slightly different tools of understanding and therefore
carries away different experiences from communication. Each articulation of a
meme in new contexts produces differences, however slight. Personal experi-
ences and innovations of individuals give birth to new memes that join the
meme pool once they are communicated. In this way, differences multiply over
time, leading not only to the perpetuation of cultural software but also to its
perpetual differentiation.

Consider, for example, the effects of rapid technological change on persons
of different ages within a culture. Younger generations easily pick up techno-
logical skills and abilities that are difficult for older members to master, just as
they develop linguistic habits and even accents that differ from their elders’. In
the same way, we should expect that although the cultural software of each
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individual overlaps with others in important ways, it also varies significantly as
well. If enough people have cultural software that is sufficiently similar, this
produces a cultural intersubjectivity that is also a cultural objectivity, because
all of them see and understand the world in similar ways. This intersubjective
agreement is accompanied, however, as it is in real life, by significant differ-
ences of understanding and belief.

Accounts of shared understandings usually face a problem in accounting
for the dynamic nature of cultural traditions: How can a tradition grow and
evolve while it remains a tradition shared by all of its members? How can
shared meanings and practices remain shared if they are constantly changing?
The twin concepts of the meme pool and the economy of cultural software
allow us to give an account of this phenomenon. Shared understandings are
the result of the partially similar (and partially different) cultural software of
individuals within a particular culture. But this software does not remain the
same indefinitely. Memes have differential rates of reproduction and survival
in the environment of human minds and their technologies of information
storage. This causes the cultural software in the minds of individuals to evolve.
But as long as the members of the culture are part of the same meme pool and
participate in the same economy of communication, their understandings
evolve together in roughly the same way. Biological species continue to share
a common gene pool and evolve together even though that gene pool is con-
stantly evolving as members continue to interbreed. In the same way the econ-
omy of communication among members of a cultural tradition ensures that
shared understandings continue to be shared by individuals even though the
content of these understandings changes over time as the meme pool constantly
changes.

In this way, the theory of cultural software offers a distinct improvement
on historicist accounts of cultural understanding like Gadamer’s. It translates
the idea of a historically evolving tradition into something that truly exists in
each individual and constitutes each individual. It shows that the tradition
evolves as an economy of communication that regulates a shared meme pool.
The theory thus avoids the theoretical puzzles that stem from supraindividual
entities—like a tradition, a collective consciousness, or a Zeitgeist—offered to
account for the commonality of beliefs and actions. The claim that there is a
“spirit of the age” that produces similarities in artistic and intellectual produc-
tion, for example, merely begs the question of what such an entity is, where it
is located, and how it can have causal effects on individual thought and action.

In contrast, the theory of cultural software explains commonalities in in-
tellectual and artistic production as the result of the similarities in the cultural
software found in different individuals within a culture. These similarities are
maintained by an economy of exchange, reproduction, and evolution. Thus,
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what people call collective consciousness or the spirit of the age is not a cause
of similarities in individuals’ cultural production; it is the apparent effect pro-
duced by an economy of exchange among people with sufficiently similar cul-
tural software. Moreover, unlike these hypothetical entities, this system of
exchange not only produces and reproduces relevant similarities among indi-
viduals; it also produces and reproduces differences that lead to divergence and
variation. Thus we can say, without the introduction of any mysterious entities,
that painters in the Renaissance or composers in the Classical period had sim-
ilar styles not only because they used the same technologies of painting or
music, but because they employed similar tools of understanding. In a given
culture at a given time, individuals in different walks of life and different in-
tellectual pursuits produce artifacts and theories that bear uncanny meta-
phorical similarities to each other because the tools that lie to hand in that age
are similar for each of them, because each thinker draws from the same meme
pool. We need not say that these similarities exist because of the Zeitgeist;
rather we should say that the metaphor of the Zeitgeist describes the operation
of an economy that produces these similarities.

The Distribution of Cultural Software

An economy of cultural software is a system of similarity and difference in the
memes that constitute the members of a culture; the degrees of that similarity
and difference may vary in different cultures. Hence an economy of cultural
software is distinguished not only by the content but also by the distribution
of different types of cultural software among its members. The relative distri-
bution of similarity and difference affects the degree of intersubjective agree-
ment in a culture, as well as the degree of disagreement, mistake, and dissensus.

The distribution of memes in a culture is an important feature of the ecol-
ogy in which memes spread and evolve. If the distribution of memes changes
in a culture, the character of the culture may change dramatically. Durkheim’s
notion of collective consciousness, for example, described the thought of rel-
atively primitive societies. But this consciousness dissipated as these societies
developed increasing specialization of labor and moved away from mechanical
solidarity toward the organic solidarity that we associate with modernity.’' The
dissolution of collective consciousness corresponds to a change in the distri-
bution of memes as well as their content.

People often identify modernity with increasing secularization, rationali-
zation, and differentiation of social functions. But we can also think about
modernity in distributional terms. What distinguishes modern (and postmod-
ern) cultures is more than the common possession of a particular set of tools
of understanding—they also possess a more exaggerated and distinctive econ-
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omy of differences in cultural software that, in turn, produces the kinds of
relativism and historicism, disenchantment and lack of solidarity that we as-
sociate with modernity.

There is a familiar view of modern thought as the result of diverse cultural
influences meeting in a single culture. This mixing of influences may stem from
changes in communications technology, increased opportunities for travel or
trade with other cultures, or increasing rates of literacy and education. In me-
metic terms, all of these tend to flood the existing meme pool with memes
from other populations. This memetic invasion tends to change the distribution
of the pool. The predictable result is wider disparities in cultural software as
well as mixing and crossing of cultural lineages.

Changes in distribution also effect changes in content. First, old memes
tend to mix with new ones, spurring cultural innovation. Second, particular
memes and memetic filters proliferate in response to the flood of new memes.
Some of these are the familiar tropes of modernist anxiety—a sense of loss of
an organic connection to past traditions, a desire to regain cultural authenticity,
the longing for an imagined golden age of uncomplicated consensus and har-
mony, and the fervent need to regain the past by clinging to its symbols and
material manifestations.’? Another very different set of memes also flourishes
in this new ecology—memes that promote cultural relativism and skepticism.
The ecology of modernity is a fertile breeding ground for these ideas because
the very presence of so many different and conflicting cultural influences seems
to provide evidence for them.

The past two chapters have portrayed cultural understanding as a result of
an ongoing economy of communication through which individuals transmit
memes to one another and rewrite one another’s cultural software. Implicit in
this picture are deep connections between cultural communication and ideo-
logical power. Communication is a potential source of power over other in-
dividuals because it can rewrite their cultural software. Conversely, our ability
to understand others is a potential source of vulnerability, because it means
that we are susceptible to ever new forms of memetic invasion.

This connection between power and cultural understanding brings us back
to the theory of ideology. In the next three chapters, I shall explain how the
theory of cultural software approaches the traditional questions that have been
asked about ideology and grapples with the recurrent problems that any theory
of ideology must face.



E CONCEPTIONS OF IDEOLOGY

There are many different definitions of the concept ideology, and many
different ways of approaching its study. In particular, a theory of ideology must
consider the following questions:

1. What kinds of things (objects, entities, mechanisms, or structures) are
we investigating? This is the problem of the proper object of study.

2. Do we define ideology in terms of its content (for example, distortion
or mystification), the functions it serves (for example, furthering the
interests of the ruling class), its causes (for example, cognitive bias, re-
duction of cognitive dissonance), or its effects (for example, creating or
sustaining unjust relations of social power)? This is the problem of the
proper mode of explanation.

3. What is our attitude toward ideology—pejorative, positive, or neutral?
This is the problem of interpretative stance.

4. How does our theory handle the inevitable difficulty that the analysis of
ideology may itself be ideological? This is the problem of self-reference.

The first two questions are the subject of the present chapter; the last two
are the subject of Chapter 6.

The Obiject of Study

Some theories of ideology define their subject matter in terms of beliefs, held
either by groups or by individuals. Jon Elster, for example, defines ideology as
false or distorted conscious beliefs held by individuals about the social world.!
Other theories of ideology are concerned with linguistic or cultural products
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or social practices of meaning that do not necessarily exist in the minds of
individuals but that individuals use in understanding the social world. Thus
John Thompson and Clifford Geertz view the study of ideology as the study
of “symbolic forms.”” This expression includes such diverse phenomena as
linguistic utterances, symbols, literature, traffic signs, television broadcasts, and
advertisements. In Geertz’s case this choice is a deliberate attempt to exter-
nalize the object of study—to move from the investigation of internal mental
processes to external observable entities like written symbols, linguistic utter-
ances, artistic objects, and behavioral practices.’®

The theory of cultural software takes as its object of study tools of human
understanding produced by cultural evolution. Symbolic forms play a key role
in cultural evolution because they carry units of cultural transmission; hence
the study of symbolic forms is crucial to the study of cultural software. When
we study a symbolic form (such as an advertisement), however, we are inter-
ested in the ways of understanding that produced it and the effects that it has
on the way that others understand the world. Hence we are interested in cul-
tural artifacts and symbolic forms for four reasons. First, symbolic forms are
effects of cultural software and therefore are evidence of the mechanisms of
thought. Second, symbolic forms have reciprocal effects on individual cultural
software. Third, symbolic forms are media through which minds communicate
and by which they share meaning. Fourth, symbolic forms are a common ter-
rain of negotiation and struggle over shared meanings. These negotiations and
struggles, in turn, affect the cultural software of the individuals who engage in
them.

Moreover, the object of our study is necessarily broader than conscious
beliefs, at least if by this term we mean beliefs that can be expressed in the
form of proposidons, like “Jews are greedy,” “Women don’t make good pi-
lots,” or “The Holocaust never happened.” To be sure, beliefs can be tools of
understanding and can be used to create new tools. But more important objects
of study are cognitive mechanisms that produce beliefs. Examples include the
tendency to structure experience in terms of narratives, psychological methods
of categorization, varieties of metaphoric and metonymic thinking, strategies
for reduction of cognitive dissonance, heuristics and biases employed in making
judgments under uncertainty, and understanding by means of networks of con-
ceptual oppositions in the form “A is to B as C is to D.” Propositional beliefs
can be true or false, but cognitive mechanisms are neither true nor false. Rather,
they are the ways in which attitudes and judgments are formed: they produce
beliefs that can be true or false.

For example, consider the tendency, noted by many feminist writers, for
people to think of the male as the standard case or unspoken norm of gender,
so that the feminine is treated as an afterthought, an additional feature, or a
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special case.* This tendency is produced by various mechanisms of understand-
ing, some of which will be discussed in more detail in Chapters 10 and 11.
Nevertheless, it is important not to confuse these mechanisms with the prop-
ositional belief “Men are the normal case and women are the exceptional case,”
or the directive ‘“Think first in terms of men and then consider women later
as an afterthought if it is brought to your attention.” Individuals’ practices of
thought may be aptly summarized by such a propositional belief or such a
directive, but this does not mean that the mind consciously employs such beliefs
or rules in forming its judgments. Social understanding does not proceed ex-
clusively or even predominantly at the level of such conscious propositional
belief or conscious rule following. Understanding also occurs through various
mechanisms of framing, narrative construction, characterization, and catego-
rization. Nevertheless, like the study of symbolic forms, the study of conscious
beliefs is important because through them we can attempt to understand the
mechanisms of social understanding that produce them.

The Focus of Study

Once a theory of ideology has settled upon its objects of investigation, it can
study these objects in many different ways. We can study them in terms of
their content, their causes, their effects, or the social functions they serve. Often
the way that ideology is defined leads to a focus on some of these aspects to
the detriment of others. If we define ideology purely in terms of false or dis-
torted beliefs, for example, the study of ideology becomes centered on the
question of the content of beliefs. To study ideology is to study how certain
beliefs are false or misleading; hence when the analyst has revealed this falsity
or distortion, her task is largely completed.

" Marxist theories of ideology often approach ideology in functional terms.
They study how ideologies serve the interests of various classes. Michéle Barrett
summarizes the classical Marxist definition of ideology as “mystification that
serves class interest.”® This definition is functional (although it might be re-
stated in nonfunctional terms): ideologies are defined and studied in terms of
the social interests they serve. A functional approach, however, is necessarily
limited. It tends to explain the development and content of ideologies solely
in terms of the class interests that they further, rather than offering evolution-
ary or other causal mechanisms that explain how and why ideological beliefs
are produced. Put another way, functional accounts cannot reliably serve as
causal explanations: even if a belief serves the interests of a particular class, it
does not follow that the belief was the result of something that class did. Sim-
ilarly, showing that something serves the interests of one class does not by itself
explain how a belief was generated or held by another class.
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In contrast, Jon Elster rejects functional approaches to ideology entirely.’”
His theory seeks to offer purely causal explanations of ideology. Thus, although
he defines ideologies in terms of their content as false or distorted beliefs, he
is specifically interested in how these beliefs are caused by various social psy-
chological mechanisms.®

Finally, we might define ideology in terms of its effects. For example, John
Thompson defines the study of ideology as the study of how symbolic forms
create or sustain relations of domination. Thus his approach is centered on
what ideology does rather than what causes it or what interests it serves. In
Thompson’s view, approaches that focus on content are insufficient because
the content of a particular symbolic form does not by itself tell us whether it
helps sustain relations of domination.’

The theory of cultural software has a twofold focus: First, it is concerned
with how tools of understanding are produced through conceptual bricolage.
Second, it is concerned with how these tools of understanding help create or
sustain injustices in particular social contexts. The goal of this theory is not
primarily functional explanation but causal or evolutionary explanation. It stud-
ies the tools of understanding in terms of the causes that produce them and
the effects that they in turn produce. Although this study is obviously con-
cerned with the content of beliefs and symbolic forms, that inquiry is subsidiary
to the study of the effects produced. Moreover, because the theory focuses on
just and unjust effects, its analysis is overtly normative as opposed to merely
descriptive.

Under this approach there is, strictly speaking, no longer a single thing
called ideology. The theory of cultural software, while dissolving the study of
ideology into the larger study of cultural understanding, also breaks the study
of ideology down into the study of ideological mechanisms and ideological
effects. Ideological mechanisms are mechanisms of social cognition that pro-
duce ideological effects. Ideological effects are effects of cultural software that
help create or sustain unjust social conditions, unjust social relations, or the
unjust use of social power. Ideological thinking, in short, is employment of
ideological mechanisms of cultural software that produce ideological effects.
Note that symbolic forms produced through the use of cultural software can
also have ideological effects through their effects on human understanding. For
example, perfume advertisements can have ideological effects if they help to
create or sustain unjust relations between men and women.

The phrase “help to create or sustain” in the definition of ideological effects
must be understood in a limited way, for otherwise the definition is seriously
overinclusive. If a person used statistical formulas to calculate the numbers of
individuals who could be transferred to a concentration camp, we would not
say that the mere skill involved in applying the algorithm was an example of
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ideological thinking, even though it would literally be a use of cultural software
(a mathematical skill) that helped maintain unjust social conditions. Rather,
cultural software has ideological effects when it creates ways of thinking about
the social world or about others in the social world. Although the study of
ideology is not concerned with the skills involved in statistical computation, it
is concerned with the ways of looking at people that lead to the judgments that
it is appropriate to apply these statistical methods to facilitate genocide. These
judgments include, among others, that people should be shipped to concentra-
tion camps because they are inferior or that it is appropriate to think about
people as commodities that must be efficiently shipped to the most efficient
locations for the most efficient forms of slaughter.

These definitions of ideological effects and ideological mechanisms make
what is ideological turn heavily on social context. Cultural software has ideo-
logical effects only when and only to the extent that it results in various forms
of injustice. This means that in other contexts cultural software may have no
significant ideological effects. Moreover, even when cultural software has ide-
ological effects, these effects do not exhaust its social meaning, its content, or
its usefulness. We can make a similar point about symbolic forms: a perfume
advertisement is not merely a symbolic form with ideological effects; it is also,
among other things, an advertisement for perfume. More generally, the tools
of cultural understanding may have many other features and advantages and
may serve many other functions apart from their tendency to produce ideo-
logical effects in certain circumstances.

In like fashion, ideological mechanisms are defined contextually. When
mechanisms of social cognition produce ideological effects, one can speak of
them—for this purpose and to this extent—as ideological mechanisms. But they
are ideological not because of their inherent nature but because of the context
in which they are employed and the effects that they have.

What distinguishes ideological thinking from mere fantasy or mistake is the
social context in which belief occurs and the use that people make of it. An
important consequence of this approach is its emphasis on the normative di-
mension of all ideological analysis. To understand what is ideological, we need
a notion not only of what is true but also of what is just. False beliefs about
other people, no matter how mistaken or unflattering, are not ideological until
we can demonstrate that they have ideological effects in the social world. To
demonstrate this, we must know something about the relationship between a
person’s thought and the existing conditions of social power, as these provide
the necessary background for considering questions of justice and injustice.

For this reason, the study of ideology necessarily intersects with the study
of how social power is created, sustained, and distributed, because one of the
objects of this study, the ideological effect, is a highly contextual product of
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cognitive capability and social situation. To be sure, sometimes we may infer
that a particular way of thinking—a white American’s belief that all black peo-
ple are lazy and immoral, for example—is so likely to produce or contribute
to injustice that we may consider it presumptively ideological. But this is the
case only because we already understand the social context in which this way
of thinking occurs, the forms of behavior it is likely to lead to, and its place in
a larger social system of race relations. Nevertheless, unjust social relations or
unjust social power may be created or sustained in many different ways that
are not always easily discernible from the content of a particular belief, espe-
cially when the context is unusual or unfamiliar.

Perhaps the best example of this principle is the bizarre phenomenon of
Japanese anti-Semitism. There are very few Jews in Japan today and thus very
few opportunities for discrimination against them. Nevertheless, anti-Semitic
books and comments have appeared continually in Japan over the years, often
repeating the most vicious claims of Nazi ideology and Eastern European anti-
Semitism."® Especially popular are beliefs about a secret worldwide Jewish fi-
nancial and media conspiracy of enormous scope and power. What is most
amazing is that the very same libels that in the European context were part
and parcel of a terrible social system of discrimination (and extermination) are
combined in Japan with a peculiar form of philo-Semitism in which Jews are
admired for their supposed shrewdness and business acumen.'!

All of this is not to claim that Japanese anti-Semitism has no ideological
effects. Rather, my point is that we must not conflate this phenomenon with
European anti-Semitism even though its beliefs and slogans appear to be similar
in content and may even have their origins in European anti-Semitic literature.
The ideological effects of Japanese attitudes toward Jews seem to have more
to do with supporting and sustaining a larger system of beliefs about business
and economic competition in Japan. These ways of thinking, in turn, may help
sustain relations of unjust power not between the Japanese and a Jewish mi-
nority but within Japanese society itself, or between the Japanese and the out-
side world. Moreover, Japanese anti-Semitism also serves as a way of expressing
anti-American sentiments, which have surfaced as Japan and the United States
have increasingly become economic adversaries. Because Jews are portrayed as
the hidden masters of American business and government, anti-Semitic rhetoric
becomes another way of complaining about American culture and American
trade policies.'?

Of course, if large numbers of Jews were to emigrate to Japan, existing anti-
Semitic attitudes might lead to unjust treatment of Jews, just as they did in
Europe and America. This is yet another consequence of my basic point about
the uses and effects of conceptual tools. When introduced into new social set-
tings, the tools of understanding display different effects, benefits, and disad-
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vantages. That is why the study of ideology cannot rest on content alone but
must take into account the environment in which cultural software operates.
Indeed, the view that the power of ideas lies in their content and not in their
content in a particular context is itself a way of thinking that causes us to
misunderstand social situations.

This approach sheds a somewhat different light on so-called beneficial ide-
ologies. Suppose that the students in a particular elementary school classroom
are falsely told that they are very bright and very able, indeed, much more
bright and able than other students of their age. As a result, their test scores,
as a group, actually begin to improve. The source of their esprit de corps is
fraudulent, yet it seems to benefit them. This is an example of what Jon Elster
calls the “benefits of bias.”’’ Such situations are important to explain in the
Marxist tradition because ideology is often defined functionally in terms of what
serves the interests of a particular class. Hence it follows that some ideologies,
while false, may actually benefit the people who hold them—for example, the
members of the bourgeoisie. Because I define ideology in terms of what is just
rather than what is in a particular group’s interests, my analysis of this example
is quite different: we cannot yet even say that these students are engaged in
ideological thinking until we study how justice might be affected by their views
of themselves. First, these students may start to look down on students in other
classes and other schools and to discriminate against them although the others
have equal or greater abilities. Second, some students in the class may not be
able to live up to their teacher’s claims of superior ability, and they may engage
in strategies of dissonance reduction to avoid this recognition: for example,
they may be more likely to assume that people who criticize their work are
simply mistaken, or they may come to think that their failures are due less to
ability than to luck or sheer coincidence. This may harm them in the long run.
Thus, a so-called ideology of superior achievement is not ideological thinking
in my sense of the word unless and until it has particular effects, and then only
to this extent. Moreover, the flip side of this claim is that even the most seem-
ingly benign and beneficial forms of thinking can have unexpected and unfor-
tunate effects as they are extended into new contexts and situations. It is at that
point that they become forms of ideological thought.

Above all, this approach does not view ideology as something separate from
cultural understanding. The mechanisms of what we call ideological thinking
are no different in kind from the ordinary forms of thought. There is not a
separate set of devices that constitute “the ideological” and another set that
constitute “the nonideological.” There are not mechanisms of social cognition
that always produce ideological effects and other mechanisms that never do so.
In particular, we must resist the natural tendency to think that ideology con-
stitutes a separate, deviant form of social cognition that can readily be distin-
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guished in terms of its operatdons from the supposedly normal, nonideological
forms and mechanisms of thought that characterize everyday reasoning. The
mechanisms of ideology are the mechanisms of everyday thought, which in
particular contexts produce effects that are both unfortunate and unjust. Con-
versely, the mechanisms of everyday thought can become ideological mecha-
nisms if they are employed in inappropriate contexts and situations.

This conclusion is consistent with our earlier discussion of conceptual bri-
colage. The tools of our understanding can be alternatively advantageous and
disadvantageous as they are applied in new situations and new contexts. Among
the many possible disadvantages that conceptual tools can have is their ten-
dency to promote injustices; conversely, one of their many possible advantages
is the relative lack of this tendency. Thus tools of understanding that are en-
tirely benign in some circumstances may become malignant if too much is
demanded of them or if the context in which they are employed changes suf-
ficiently. Then their limitations become apparent in the same way that many
other disadvantages of tools may suddenly surface.

The temptation to identify ideology with a sort of pathology may stem
from the familiar notion that ideology is false or distorted belief. Given this
assumption, it seems natural to think of falsity or distortion as a kind of illness
or malady, especially if it has harmful effects. For example, we often speak of
racism or anti-Semitism as a sickness or a disease. In fact, the metaphor of
disease is not completely unreasonable, as I shall discuss momentarily. But
identifying ideology with pathology simply because beliefs are false or distorted
improperly focuses on content rather than mechanisms—or, to use the meta-
phor of disease, it focuses on symptoms rather than etiology or cause. From
the standpoint of causal mechanisms, the question is whether the effects that
people have traditionally assigned to the ideological are due to (1) a special
mechanism different from the ordinary mechanisms of social cognition; (2) the
extension or employment of cognitive mechanisms into contexts for which they
are not well adapted; (3) a spontaneous malfunction in cognitive processes; or
(4) the invasion of some external force into normally and properly functioning
cognitive processes that causes them to malfunction. I reject (1) and suggest
that many ideological effects are produced by (2).

This leaves cases (3) and (4), both of which explain ideological effects in
terms of malfunctions. Obviously, there is some overlap between the notion of
overextension and the notion of malfunction. Nevertheless, the concepts are
not identical: we would not say of an airplane that it malfunctions because it
is a poor vehicle for traveling on land. This is not malfunction but maladap-
tation. One could collapse the distinction between malfunction and maladap-
tation only if one assumed that our tools of understanding should be capable
of understanding everything in all contexts. Then to the extent that they failed
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to do so, we would say that they were malfunctioning. This seems to ask too
much of our tools of understanding, though; after all, no tool exists that is
equally well adapted to all tasks.

Much of the distortion that we see in ideology involves the side effects of
tools of understanding that become prominent and maladaptive in particular
contexts. Ideological effects are usually the unexpected and unpleasant side
effects of conceptual bricolage. I do not reject out of hand the possibility that
some ideological effects are due to a genuine malfunction in cognitive pro-
cesses. But this malfunction would have to appear in many individuals at once
in order to qualify as an ideological phenomenon. A simultaneous malfunction
by members of a culture is unlikely. This leaves the possibility that if some
ideological phenomena are due to a malfunction in our cognitive processes, it
is a malfunction brought on by some external force that affects many people
at once. One possibility is that when individuals are placed in situations with
which their cognitive systems cannot cope, they break down or malfunction,
just as we say that a car malfunctions when it is forced to drive through water,
or a vacuum cleaner malfunctions when it is forced to deal with too great a
quantity of dust. If many individuals face the same type of experience, this
malfunction would be similar for all of them. But it is hard to imagine that
this explains most ideological effects. After all, human intelligence is quite
adaptable, and many ideological effects, like racism or anti-Semitism, are long-
lasting phenomena that occur over many generations. The idea of a long-term
breakdown in cognitive processes seems implausible.

Instead, the theory of cultural software offers a somewhat different account
of how relatively robust and long-term ideological effects can be produced by
a malfunction due to an “external entity.” This external entity is none other
than cultural software itself, transmitted from other individuals and spread
throughout a culture like a computer virus. A computer virus is just a special
kind of computer software that is able to spread and reproduce itself in other
computers. By analogy, cultural software may act like an informational virus
that infects one node on a network and then, through the exchange of infor-
mation, gradually infects all the others.

Under this model, long-lasting and widespread ideological effects are pro-
duced by informational or cognitive “viruses” that are passed from person to
person and generation to generation. If so, we might think of racism or anti-
Semitism as a sort of socially spread informational virus or parasite that, while
not totally debilitating subjects, affects their behavior and cognition for the
worse.

In fact, this model of ideological effects is the model of memetic evolution
through cultural communication. Memes are reproduced in individuals through
a social network of communication and transmission. The spread of ideological
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viruses is merely a special case of the basic mechanism through which cultural
software is written, transmitted, and modified. All cultural software can be
thought of as a kind of informational virus, transmitted from person to person;
or, put another way, what we might call an ideological virus is just another
kind of cultural software. Our devices for understanding the social world are
constituted in large part by idea-programs that were able successfully to be
transmitted to us and absorbed into our cultural software. The complexes of
memes that give rise to racism and anti-Semitism, in this sense, are no different
from any other idea-programs—Ilike those producing predilections for free
speech or free markets—that make use of our cognitive capacities to grow,
spread, and develop, just as genes “use” bodies in an evolutionary system.

Hence what differentiates cultural software from a so-called ideological vi-
rus is the harmful effect that the latter produces in a particular social context.
As the example of European versus Japanese anti-Semitism demonstrates, an
ideological virus can produce very different effects when it is introduced into
different environments. If an informational virus produces no such harmful
effects—just as there are many viruses in the human body that are relatively
benign or harmless—then it does not produce an ideological effect. Fantasies
about people in far-off lands may be distorted and false, but they do not become
ideological until there are conditions of justice between the two peoples—that
is, until there is communication, trade, and the possibility of war, conflict,
struggle, economic exploitation, or colonization. Then these fairy tales (which
may already have had certain ideological effects within a culture) take on a
more serious and harmful tone. Fantasy becomes ideology when justice is at
stake.

This line of reasoning brings us back to our original hypothesis—that ide-
ological effects are produced by ordinary mechanisms of thought that have
harmful or maladaptive consequences in particular contexts and situations. Ide-
ological effects occur when cultural software “goes wrong” in some important
way. The power of ideology over our imaginations is a special case of the power
that all cultural software has over our imaginations.

The power of ideology within this picture is quite different from the picture
underlying a more traditional Marxist theory of ideology. In the traditional
account, ideas have power because they present a distorted picture of reality to
the minds of the persons holding them, causing these persons to act against
their objective interests. From the standpoint of the theory of cultural software,
the power of ideology is the power of the culturally produced capacities of our
minds to shape social reality for us, and thus simultaneously to empower and
to limit our imaginations.

This approach makes considerable use of concepts like usefulness, ade-
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quacy, and suitability. But these concepts can hardly be considered inherent
properties of the tools of understanding. Adaptability is a judgment made about
the operation of a tool in a particular context. It is also a judgment made by
an observer who assesses the operations and effects of mechanisms of thought.
This means, among other things, that the study of ideology is necessarily an
interpretive endeavor, although this fact makes it no less useful. Finally, because
all cultural and social understanding makes use of cultural software, all ideo-
logical analysis—that is, all judgments about the existence and nature of ide-
ological effects—involves judgments by an analyst that employ the analyst’s
cultural software. This raises problems of self-reference, which are discussed
more fully in the next chapter.

What Kinds of Effects: Hegemony or Unjust Power?

The study of ideology necessarily has a normative dimension. It cannot be value
free but must presuppose a view about what is good and bad, advantageous and
disadvantageous, just and unjust. The analyst cannot describe and analyze ide-
ological effects without reference to concepts like truth or justice. She must
make interpretive judgments about what social conditions are like, and she must
also make judgments about whether a way of thinking is adequate or inadequate
to serve particular ends and whether social conditions are just or unjust. Ide-
ological analysis does not end with a demonstration that a particular belief or
symbolic form is partly or wholly false or distorted. It must ask how this falsity
or distortion might create or sustain unjust social conditions or unjust relations
of social power. Thus ideological analysis does not merely involve considera-
tions of truth and justice; it is fundamentally a question of the relationship of
truth to justice.

Because I define ideological effects in terms of actual or potential injustices
rather than the presence of hegemony or domination, it may be helpful to
contrast my approach with that recently offered by John Thompson. Thomp-
son defines the study of ideology as the study of how symbolic forms create or
sustain conditions of domination. He then defines domination in terms of sys-
tematic asymmetries in relations of power—that is, “when particular agents or
groups of agents are endowed with power in a durable way which excludes,
and to some significant degree remains inaccessible to, other agents or groups
of agents, irrespective of the basis on which such exclusion is carried out.”'*
Under Thompson’s definition, women in the United States would be domi-
nated if we could show that they are disadvantaged vis  vis men systematically
in many different ways, including jobs, income, status, education, economic
opportunities, and other resources. Thus while Thompson argues that the es-
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sential feature of ideology is the creation or preservation of domination, I have
argued that it is the creation or preservation of unjust power or unjust social
conditions.

One reason for this difference is that Thompson’s definition is underinclu-
sive. Not every example of ideological thinking contributes to systematic asym-
metries in social resources or power relations between groups. Consider, for
example, the phenomenon of black anti-Semitism in the United States. Anti-
Semitic propaganda by black nationalist groups like the Nation of Islam does
not contribute to or produce systematic asymmetries in resources or power
relations between blacks and Jews or even between all Christians and Jews.
Indeed, in contrast to blacks, Jews have been relatively successful in gaining
access to social resources in the United States. For this and other reasons, Jews
provide a convenient scapegoat for some members of the black underclass, just
as blacks themselves have provided a convenient scapegoat for lower-class
whites in the United States. Black anti-Semitism, like resentment and hostility
among some blacks toward Asian Americans, is in part the result of competition
between various minority groups; it is not a means by which blacks oppress
Jews or Asians and systematically deny them access to social resources. Nev-
ertheless, anti-Semitism and anti-Asian beliefs may in fact lead to particular
injustices—acts of violence, for example—against Jews or Asians, either by
blacks or by other groups. Thus a focus on systematic asymmetries in power
defines ideology too narrowly; the study of ideology must be concerned with
injustices produced by tools of understanding whether or not they stem from
domination of a subordinated group by a dominant group.

To be sure, black anti-Semitism or anti-Asian sentiments may also contrib-
ute to the perpetuation of systematic asymmetries between blacks and whites,
by diverting attention onto scapegoats and away from positive solutions to the
challenges the black community faces. Similarly, prejudice against other racial
minorities, like Asians or Hispanics, alienates potential allies who might oth-
erwise fight together with blacks against white supremacy. Nevertheless, the
ideological effects of black anti-Semitism or anti-Asian prejudice are not ex-
hausted by their ability to hinder black economic progress and further white
supremacy. Even if these prejudices did not harm the just interests of blacks,
they would still be ideological, because they can and do lead to injustices be-
tween members of different minority groups.

Thompson’s formulation suffers from these difficulties because it has not
yet thrown off the shackles of a traditional Marxist model that envisions a
dominant class, a subordinate class, and an ideology that justifies the subordi-
nation of the latter by the former. Systematic group domination by a dominated
class over a subordinate class is the central concern; it follows that forms of
social injustice or unjust social power that do not involve hegemony are not
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properly the concern of the theory of ideology. As Thompson himself stresses,
“Ideology, according to this conception, is by nature hegemonic, in the sense
that it naturally serves to establish and sustain relations of domination and
thereby to reproduce a social order which favors dominant individuals and
groups.” Hence Thompson limits ideology to the study of “the ways in which
meaning is mobilized in the service of dominant individuals and groups.”’’

Unfortunately, this model is too simplistic to describe a large number of
ideological phenomena, particularly in a country like the United States, where
there are many different groups with varying degrees of social power and mul-
tiple and cross-cutting social identities. Antiblack prejudice by Korean Amer-
icans and anti-Korean prejudice by American blacks cannot easily be subsumed
within a hegemonic conception of ideology. Nor does a hegemonic approach
contemplate the possibility of simultaneous membership in groups that are
dominant and subordinate—working-class white males who are homosexual,
for example, or upper-class heterosexual women who are not physically dis-
abled. One is perfectly free to limit the scope of the study of ideology in this
way, of course, but the danger is that a large portion of what most people
would consider ideological phenomena will be missed. Moreover, this limita-
tion may have significant ideological effects on the analyst’s own thought about
ideology and social conditions.

For the theory of cultural software, the equation of ideology and hegemony
is problematic for seven additional reasons. The first stems from the basic point
that ideological mechanisms are the mechanisms of everyday thought about the
social world. There is no reason to think that the kinds of cognitive mechanisms
producing ideological effects that benefit dominant groups and harm subor-
dinate groups are different in kind from those producing benefit and harm to
other groups. It is likely that the mechanisms that produce prejudices between
groups are fairly similar, although the results may differ because of the relative
positions and histories of various groups in society. If we restrict our study of
ideology to mechanisms producing beliefs that benefit dominant groups, we
cut ourselves off from many examples of ideological thinking that not only
shed considerable light on more hegemonic examples but are fully worth study-
ing in their own right.'

Second, the concept of a dominant ideology leads us to view ideology in
terms that are too monolithic. What people usually think of as ideology is really
the confluence of many different types of cognitive mechanisms. The ideology
of patriarchy, for example, is not a single thing, or a coherent system, but rather
a group of heterogenous and partly reinforcing ideological effects. This het-
erogeneity may be one cause of its adaptability as well as a source of its possible
deconstruction and subversion.

Indeed, there is a notable tendency among theorists of ideology to confuse
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the pervasiveness and the wrongfulness of a worldview with its systematicity.
Thus, Catharine MacKinnon, in a famous passage, has described patriarchy as
a “metaphysically nearly perfect” system.!” This way of thinking may itself
betray a certain ideological effect, because it conflates the powerful with the
well-ordered. Ideologies in the larger sense that MacKinnon is concerned with
are always the product of bricolage and memetic evolution. Hence they lack
the characteristics of design: they always have conflicting and variegated ele-
ments, their seams always show, and loose threads are always dangling. Of
course, this makes them no less powerful: an avalanche of motley elements is
still an avalanche. But it does suggest that the theorist of ideology may be
misled if she attempts to fit the entire phenomenon into a single, systematic
analysis rather than looking for the confluence of various ideological effects
and for their possible points of interaction and conflict. Indeed, the hetero-
geneity of cultural software is important precisely because it makes possible
forms of resistance to received ways of thinking.

Third, the notion that ideology is concerned only with the preservation and
maintenance of dominant ideologies neglects the importance of competition
between various ways of thinking within a culture. This competition occurs at
many different levels and at many different places in society; there are not
simply two armies contending on the field, and those armies that do contend
already are fragmented and partly divided against themselves. Within American
society for example, many different and partially overlapping groups promote
their ways of thinking about the social world; and many different currents and
eddies of social power result from these encounters. Together these encounters
produce heterogenous matrices of social power, mixing together the just and
the unjust in an atrocious and unpalatable stew. To see only some elements of
this mixture as worthy of the title of ideology is itself ideological, for it hinders
the identification and critique of the many forms of social injustice that do not
correspond to the grand narrative of the “hegemonic.”

Fourth, when we define ideology in terms of symbolic forms that benefit
dominant groups, we risk sentimentalizing the attitudes and interests of other
groups, in particular subordinated groups. We risk overlooking the possibility
that the beliefs of subordinated groups can also be distorted, self-serving, and
unjust to other groups, even including more dominant groups. There is no
reason to think that self-serving or distorted views of the social world are con-
fined to dominant groups. Prejudice tends to beget prejudice and hate tends
to beget hate. Persecution can lead to persecution complexes. Moreover, if a
group’s opportunities and access to knowledge have been limited by its social
condition and its comparative lack of social power, this may seriously affect its
members’ understanding of the social world, producing ideological effects in

their thought.
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Even when subordinated groups have a relatively adequate understanding
of the social world, it by no means follows that what these groups believe to
be in their interest is always just, or even that what is actually in their interests
is always just. This is especially so, one might think, in a multicultural society
in which many different subordinated groups scramble for social betterment
and political power. An obvious example involves tensions between black and
Hispanic communities in the United States over the drawing of district bound-
aries that effectively determine the result of elections to state and federal
legislatures. Black and Hispanic communities may correctly recognize that
drawing boundary lines one way rather than another would guarantee the elec-
tion of a black or a Hispanic representative in Congress, and they may also
correctly assess that this would further black or Hispanic interests. Neverthe-
less, it is entirely possible that furthering one group’s interests in this way may
be unjust to other groups. We are no longer in the Marxist world, where
furthering the interests of the oppressed (the proletariat) necessarily furthers
justice or the proper direction of history. The belief that something is just
simply because it favors a subordinated group may itself, under some condi-
tions, involve ideological effects.'®

Fifth, defining ideology in terms of what benefits members of dominant
groups is problematic because subordination is not simply an on-off property
of individuals or groups. There are different degrees and kinds of subordination
among different groups, and individuals have multiple group identifications.
Thus it is possible for an individual to be in a subordinated position with
respect to some groups but in a privileged or dominant position with respect
to others—consider the example of white middle-class heterosexual women.!®
Pursuing the interests of white women may infringe on the just interests of
black men, and vice versa. The endless possibilities for self-serving views of the
social world between groups all of which can claim to be subordinated in one
way or another—along with the concomitant injustices that may be produced
by these views—shows how limited and simplistic a bipolar dominator-
dominated model can be, and demonstrates the need to expand the notion of
ideology beyond a hegemonic conception.

The traditional proletariat-bourgeoisie model avoids these problems, first
because it tends to reduce the number of groups to two, and second because
it assumes that what is in the proletariat’s interest is necessarily just or at least
follows the course of proper historical development. Within this model the
problem, rather, is ensuring that the proletariat understands what is in its own
interest—that is, ensuring that it develops an appropriately revolutionary con-
sciousness. Nevertheless, in a society where injustices do not derive wholly from
economic power, in a society that features many competing and partially over-
lapping groups, divided on the basis of race, ethnicity, religion, language, gen-
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der, sexual orientation, and disability, one can no longer employ such
simplifying assumptions. The simple model of dominator and dominated itself
threatens to become ideological because it obscures the complexity of social
conditions.

Not only does a bipolar approach tend to neglect the many different kinds
of subordinated groups, it also tends to collapse, homogenize, and demonize
the interests, attitudes, and beliefs of whatever group is described as dominant.
Such a homogenization may disguise fragmentation within the dominant group
as well as the existence of relatively subordinate and distinct subgroups. To
speak about hegemony by whites, for example, is to forget that some women
are also white; to speak about the hegemony of white males is to neglect the
fact that the interests of lower-class white men may be quite different from
those of more affluent white males. Moreover, the homogenization of white
males into a single group obscures the fact that some of the most vitriolic race
hatred appears not among the most powerful members of white society but
among the most disaffected and disenfranchised. The Ku Klux Klan and other
white supremacist organizations have often found that the poor and uneducated
are more promising recruits than the well educated and the well-to-do.
One reason why such groups turn to rabid racism, anti-Semitism, and anti-
Catholicism is that, given their economic and class subordination, they cling
to their whiteness as a guarantee of social status. Thus even the supposedly
simple case of prejudice against blacks is more complicated than a hegemony
model of ideology suggests; like the case of black anti-Semitism, it involves
competing ideologies among groups that suffer varying degrees and kinds of
subordination.

Approaching the study of ideology in terms of hegemony rather than justice
creates a sixth problem: the familiar but troublesome concept of “false con-
sciousness.” This concept focuses not on the question of what is just but on
the relationship between individuals’ thought and the (objective) interest of the
class to which they belong. A person whose beliefs and preferences are contrary
to that interest is said to suffer from false consciousness. Hegemonic concep-
tions of ideology lead inevitably to notions like false consciousness—whether
or not they use that precise terminology—because members of subordinate
groups often accept their lot and may even oppose political activity designed
to undermine the hegemony of superordinate groups.

Inquiries into false consciousness are problematic for four reasons. First,
they presuppose that a class can have a unified, objective interest and that the
interests of each of the members of that class are not substantially in conflict
with it. In other words, the concept of false consciousness assumes without
further investigation a particular state of affairs about the benefits of collective
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action: it assumes that each individual member benefits sufficiently from pro-
moting the group’s interest. But even assuming that African Americans as a
group have an objective interest, there is no reason to think that the individual
interests of some African Americans might not conflict with that group interest.
Indeed, by taking contrary positions they may realize considerably greater ben-
efits personally than they would have if they had adhered to the “party line.”
It is hard to argue that such persons suffer from false consciousness—indeed,
they may see what is in their interests more clearly than many other people.

Second, the concept of false consciousness tends to elide distinctions be-
tween long- and short-term interests, in part because it is premised on an
underlying historical narrative of eventual liberation. But if one no longer be-
lieves in such a narrative—for example, the Marxist narrative of the inevitability
of proletarian revolution—the multiple and conflicting interests of persons and
groups reassert themselves forcefully. It becomes more difficult to state con-
clusively that a particular perspective is false consciousness. Rather, people may
disagree simply because they balance long- and short-term interests, or group
interests and individual interests, differently.

Third, accusations of false consciousness are normally directed at members
of subordinated groups that dissent from the analyst’s view of what is in their
class’s interest. But the same logic applied to superordinate groups leads to a
paradoxical result: members of superordinate groups that support the disman-
tling of unjust hierarchies also suffer from false consciousness because they are
working against their class’s interests in maintaining hegemony. If women who
oppose gender equality suffer from false consciousness, so too do men who
support gender equality. This paradox arises from the fact that the notion of
false consciousness is concerned not with the justice of a position but its re-
lation to the interests of a class.

Fourth, the notion of false consciousness is problematic because it is a
holdover from the bivalent oppressor-oppressed model of hegemony that I have
just criticized. This model makes little sense in a world in which people have
multiple and cross-cutting identities. Even assuming that African Americans
and women have objective interests as a class, surely these interests can some-
times conflict. When they do, how can an African-American woman avoid a
charge of false consciousness, regardless of the position she takes?

Indeed, accusations of false consciousness are often attempts by one portion
of a social group to assert a unitary and objective interest that disadvantages
or ignores the claims of another portion or subgroup. Working-class women
may be accused of false consciousness by middle-class women when in fact
their interests differ because of their class position. Similarly, the interests of
African-American women may diverge in important respects from those of
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white women. Once internal divisions and cross-cutting identities are recog-
nized, the notion of false consciousness threatens to become incoherent or at
best self-serving.

The approach that I take in this book rejects the notion of grounding an
analysis of ideology in the objective and unified interests of social groups. It
asks instead whether cultural software tends to produce or sustain unjust effects.
This does not eliminate inquiries into the interests of social groups. But it
mediates them through the larger question of what is just for all concerned.
Because our primary concern is justice, the notion of false consciousness be-
comes superfluous. An African American who takes positions that undermine
the achievement of racial justice may be acting in his or her personal interests
at the expense of the interests of other African Americans; but the important
question is whether taking those positions promotes or hinders justice. More-
over, a focus on justice as opposed to objective group interest puts the con-
flicting claims of social groups in proper perspective, for justice does not consist
in each group achieving its interests; it involves accommodating the just inter-
ests of all.

Ideological Analysis and Normative Commitment

The seventh and final reason to prefer a definition of ideology based on the
question of justice rather than on the question of domination is that ideological
analysis is essentially and ineluctably normative and interpretive. A definition
of ideology in terms of “domination” tends to disguise the normative com-
mitments of ideological analysis. What constitutes domination cannot be artic-
ulated in a purely factual way; it requires a view about what is just and unjust
in a society. Moreover, the very concept of domination that one might use to
distinguish the ideological from the nonideological is itself an object of ideo-
logical disputation.

Consider Thompson’s definition of domination in terms of “systematic
asymmetry” in power and access to social resources. Although this definition
seems to rest on facts about society, it must also rest on a conception of justice.
The concept of domination must also include a normative judgment about just
and unjust treatment if it is to be of any use in a theory of ideology.

In fact, Thompson’s definition would be seriously overinclusive if it rested
only on the existence of systematic asymmetries in power between groups. Not
all examples of systematic asymmetry in power relations involve unjust domi-
nation, and not all beliefs that justify or sustain systematic asymmetries between
groups are ideological in a pejorative sense. Some systematic asymmetries be-
tween groups are in fact justified. Take, for example, the case of felons. Surely
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this group is systematically disadvantaged in the United States. Indeed, in the
United States, we incarcerate felons and deny them the right to vote.

We would probably not say that say that felons suffer from social domi-
nation by the law abiding, although we might contend that particular felons
suffer from social domination because they also belong to groups that are un-
justly treated. The reason we do not claim that felons as a class suffer from
domination is that we believe that the systematic disadvantages these people
suffer on account of being felons are fully justified. We are justified in syste-
matically disadvantaging rapists, murderers, and child molesters because they
have seriously injured other people. That is why our judgments of social dom-
ination necessarily require judgments of just and unjust treatment. What
differentiates a dominated group from a systematically disadvantaged but un-
dominated one is the question whether the group’s lot is due to some present
or previous injustice.

Our judgments about social domination are inextricable from our judg-
ments about justice. People of low intelligence are systematically denied many
advantages in the United States, including entrance to elite educational insti-
tutions and employment in many high-paying occupations like medicine. We
might also note the systematic disadvantages suffered by people who are lazy,
disagreeable, shy, unambitious, and untalented. Does the mere fact of these
systematic disadvantages mean these groups are also dominated? Not neces-
sarily; it all depends on our theory of justice.

Under some conceptions of distributive justice, one might well conclude
that people who are lazy, unintelligent, and untalented are oppressed by the
industrious, the clever, and the talented. Suppose, for example, that our theory
of distributive justice holds that people do not have rights to the fruit of their
talents, and that inequalities produced by the use of these talents unfairly dis-
advantage those with lesser abilities. Or suppose that we think that purportedly
negative qualities like laziness are produced by oppressive social structures and
that these qualities would be differently produced, differently understood, and
differently distributed if these social structures were altered. Finally, suppose
that we believe that negative qualities like laziness are matters of social con-
vention, regularly and opportunistically invoked to benefit certain identifiable
social groups. Each of these theories of justice may be controversial in some
respects. But they aptly demonstrate that our social judgments about domi-
nation and oppression are not judgments about facts but about facts mediated
through underlying values. They are complicated appraisals of social meaning
with ineluctably normative underpinnings.

Moreover, a systematically disadvantaged group may be unfairly dominated,
but its unjust domination may not be coextensive with the full degree of its
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systematic disadvantage. Some of the disadvantages its members suffer may be
unjust, but others are not. For example, it may be perfectly just to imprison
certain types of criminals and to discriminate against them in all sorts of ways,
but there is a point at which their punishment becomes oppressive and unjus-
tified. If criminals are denied due process, tortured, or imprisoned under in-
humane conditions, they may well suffer from domination or oppression. In
addition, if all felons are lumped together in people’s judgments, so that less
culpable criminals like petty thieves are treated the same as serial killers, this
may also lead to injustice toward and oppression of the former subgroup. Men-
tally retarded persons suffer systemic disadvantages in social power that can be
justified to some degree by their limited mental capacity, but some of their
disadvantages cannot be justified on these grounds. These disadvantages are
oppressive, and ways of thinking that justify such oppressive treatment are the
proper concern of a theory of ideology. Here too, we cannot base our definition
of ideology on the bare fact of disparate treatment or systematic disadvantage
alone. We need a conception of justice to distinguish those parts of a group’s
unequal treatment that involve unjust domination and oppression from the
parts that do not.

In this chapter I have argued that a theory of ideology needs a conception
of justice. By this I mean that to understand and describe ideology the analyst
must bring to bear her sense of what is just and unjust. However, ideological
analysis does not require that the analyst have a full-fledged philosophical the-
ory of justice. Nor does this book offer a complete philosophical account of
justice. Most people go through their whole lives without developing such
theories, and they are nevertheless able to discuss and reason about questions
of justice and injustice. Conversely, well-developed philosophical theories of
justice are often too abstract to offer specific judgments about whether partic-
ular policies or social conditions are just or unjust.

Finally, as we shall see in the next chapter, the very act of engaging in
ideological analysis can change our views about what is just and unjust. We
must be open to such changes as a condition of our understanding. So the
theory of ideology that I offer in this book is designed to be compatible with
a wide variety of different philosophical theories of justice. Indeed, in Chapter
7 1 will argue that justice is an indeterminate value that must be articulated
through human culture. The many different philosophical theories of justice
are but one form of this cultural articulation.

Nevertheless, throughout this book I offer examples that assume that cer-
tain positions and social conditions are relatively just or unjust. I do this to
clarify my arguments about ideology through concrete examples. But these
specific judgments are independent of the theory of ideology I present. And I
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would hardly be surprised if my own assumptions about what is just and unjust
are not themselves possible subjects of analysis and criticism.

My conclusion that the study of ideology must rely on a conception of
justice prefigures the answer to the third of the four questions with which I
began this chapter—namely, the interpretive stance that we must take toward
the object of our study. And it raises even more urgently the fourth question—
how to deal with the problem of self-reference, given that ideological analysis
can also be applied to the analyst’s own thought. These questions form the
subject of the next chapter.



n AMBIVALENCE AND SELF-REFERENCE

Theories of ideology take different normative attitudes toward the object
of their study. Generally speaking, these theories fall into two categories, pe-
jorative or neutral. A pejorative conception of ideology sees ideology as nec-
essarily opposed to truth or science. To have an ideology is necessarily to suffer
from some distortion of belief, because ideological belief disguises, mystifies,
or conceals what is true or what is just. In addition, pejorative conceptions of
ideology are usually epistemological, because they oppose ideology to knowl-
edge. A pejorative conception of ideology is sometimes called a “critical” con-
ception, but I use the former term because I wish to reserve the word critical
to mean self-referential or self-questioning.'

A neutral conception of ideology, on the other hand, sees ideology as a
ubiquitous feature of human thought. Neutral conceptions are historicist or
sociological because they connect one’s ideology with one’s position in a par-
ticular culture and history. Neutral conceptions contend that all of us have an
ideology of some sort, and that our understanding of the social world is nec-
essarily ideological. The ubiquity of ideology does not mean that ideological
thought is distorted or false. As its name implies, a neutral conception of ide-
ology describes ideology in nonpejorative terms. To say that thought is ideo-
logical is simply to say that it has certain characteristic features. Truth occurs
within ideology, rather than being ineluctably opposed to it.

The distinction between pejorative and neutral conceptions of ideology is
sometimes associated with different strands of Marxist thought.? Claims that
the proletariat fail to understand their true class interests because they are
under the thrall of a dominant ideology employ a pejorative conception of
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ideology, as do theories that oppose ideology to science (like Althusser’s) or
make use of the concept of “false consciousness.” In contrast, theories like
Lukacs’s or Lenin’s, which identify ideology with the consciousness appropriate
to a class given its position in history, might be thought of as neutral concep-
tions. In fact, they are neutral more in the sense of being historicist than in
the sense of being nonjudgmental.’ Moreover, as Raymond Geuss has pointed
out, the neutral conception associated with Lenin and Lukacs actually combines
a historicist conception of ideology with a positive conception of a particular
ideology—the proletarian revolutionary consciousness.* At a particular point
in history, the proletariat must have a special revolutionary consciousness.
(Whether it in fact possesses it is another matter.) This class consciousness
allows the proletariat to understand social conditions as they really are and
allows it to fulfill its appropriate role in history. According to Lenin, it is
necessary for a revolutionary vanguard to instill this consciousness in the pro-
letariat.’ Moreover, unlike the class consciousness of other groups, the revo-
lutionary consciousness of the proletariat is regarded positively. Note that in a
pejorative conception of ideology, there is no need for a special positive con-
ception of ideology because ideology is already opposed to truth or science.

Marxist theories of ideology usually define ideology in terms of membership
in an economic class and the objective interests of that class. But theories of
ideology do not have to be based on economic class membership or economic
class interests. John Thompson’s and Clifford Geertz’s theories of ideology,
for example, are pejorative and neutral, respectively, although neither defines
ideology in traditional Marxist class terms. Thompson retains the pejorative
perspective that he finds in Marxism but applies it to any form of social dom-
ination or exploitation, including domination based on race, class, or gender.
Similarly, Geertz identifies ideology with general features of cultural under-
standing, which are in no way limited to or organized around Marxist concep-
tions of class membership.6

Both the pejorative and the neutral conceptions of ideology have symmet-
rical advantages and difficulties: each is better at dealing with the problems
created by the other. Neutral conceptions of ideology are attractive precisely
because they seem nonjudgmental: By noting the existence of different and
conflicting ways of understanding the social world and their relationships to
people’s historical and social situation, neutral conceptions appear to embrace
the detached objectivity of the social scientist or the fairness and openness of
liberal inquiry. The great advantage of pejorative conceptions, on the other
hand, is that they are more compatible with the reasons why people have tra-
ditionally been interested in developing a theory of ideology: a concern with
how people are led to believe in false or unjust things, and how people’s ways
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of thinking contribute to or sustain injustice. By their own terms, neutral con-
ceptions of ideology prevent the analyst from focusing on these issues, or force
her to do so either unwittingly or sub rosa.

In fact, conceptions of ideology that claim to be neutral usually cannot
retain their neutrality for very long. A scrupulously neutral approach to con-
flicting ideologies would make it impossible for the analyst to pronounce one
as accurate and another as distorted. The analyst could not even report that
each side has grasped part of the truth, for this would mean that the view of
the opposite side is to that extent false and distorted. She would simply have
to report that the two ways of understanding social reality disagree and to
describe the terms of their disagreement. Even then, it may often prove ex-
tremely difficult to articulate the nature of this disagreement in a neutral fash-
ion—that is, without ascribing truth or falsity to one side or the other—because
of the interpretive character of judgments about social conditions.

Furthermore, a perfectly neutral conception would make it impossible for
the analyst to explain how particular beliefs lead to oppression or injustice, for
oppression and injustice are themselves contested terms between competing
ideologies. Judgments about what is unjust and oppressive (and to whom) look
very different from the perspective of different conceptions of social reality.
Indeed, these are the very sorts of questions about which competing ideologies
disagree most heatedly. The question of whether and to what extent blacks in
America are treated unjustly, for example, looks very different to members of
the Nation of Islam and the Ku Klux Klan.

This places the neutral theorist of ideology in a difficult position. Describ-
ing the effects of competing ideologies becomes virtually impossible if true
neutrality is to be retained. Karl Mannheim, for example, attempted to show
that competing ideologies had comparative advantages and disadvantages.
Mannheim argued that traditional conservatives could see things about social
reality that liberals could not understand as easily, and vice versa.” But this
approach assumes a perspective from which things are understood correctly
and one from which they are understood incorrectly, and this leads us back to
a distinction between truth and ideology that is characteristic of the pejorative
conception. In the same way, a scrupulously neutral conception makes it dif-
ficult to articulate how particular ways of thinking sustain unjust power or are
self-serving. These descriptions implicitly rely on conceptions of what is so-
cially real and what is just, conceptions that cannot be neutral with regard to
competing ways of understanding the social world.

Thus, although Mannheim’s broadest conception of ideology, which he
calls a total conception, begins as a nonevaluative study of the forms of thought
of a given age, it quickly becomes evaluative and normative. Mannheim rec-
ognized this fact explicitly: The “diagnosi[s] of [the thought of] an epoch,” he
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argued, “though it may begin non-evaluatively, will not long remain so.” The
ideological analyst will “‘be forced eventually to assume an evaluative position”
because of the evaluative nature of historical understanding: “History is unin-
telligible unless certain of its aspects are emphasized in contrast to others.”® A
fortiori, if one hopes to understand historical phenomena like oppression or
domination, evaluative judgments become unavoidable.

Pejorative theories of ideology do not share these difficulties. They permit
(and even require) the analyst to argue that the ideological beliefs of others are
false, distorted, or self-serving, or that they lead to injustice or oppression.
These theories distinguish between ideological understandings of social con-
ditions and the truth about social conditions; they happily offer normative judg-
ments about the thought of others.

While neutral conceptions have difficulty expressing themselves without
reference to concepts like truth or justice, pejorative conceptions generally
founder on the problem of self-reference. The problem arises as soon as the
tools of ideological analysis are applied to the analyst’s own thought. If the
beliefs of others are affected by their historical and social position, their ap-
paratus of cultural understanding, and their psychological needs to reduce cog-
nitive dissonance, the same is likely to be true of the beliefs of the analyst. The
social and causal explanations of belief formation that the analyst applies to
others are no less relevant to the analyst’s own mental processes. The relation
between ideological analyst and analysand is symmetrical; every ideological an-
alyst can be an analysand to someone else.

The phenomenon of self-reference leads to various versions of what has
come to be called Mannheim’s paradox: if all discourse is ideological, how is
it possible to have anything other than an ideological discourse on ideology?’
The problem arises because, unlike the neutral conception, the pejorative con-
ception defines ideology in terms of falsity or distortion. If ideology is false or
distorted belief, the analyst’s understanding of the beliefs of others and the
nature of social conditions will be warped and limited by her own ideological
thinking. She may view social conditions in a self-serving way, for example,
and conclude that people who see things differently labor under ideological
delusion.

At first glance, Mannheim’s paradox seems irrelevant to the pejorative con-
ception of ideology because this conception denies that all thought about ide-
ology is ideological. Discourse about ideology can be nonideological if it is
scientific or true. Some thought accurately grasps what is going on in society,
and hence accurately comprehends the distorting character of the ideological
thought of others. When an analyst is not laboring under the influence of
ideology, her analysis of the ideology of others is not distorted and hence is
reliable.
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Unfortunately, the distinction between truth and ideology does not solve
the problem of self-reference but merely restates it in another way. Our judg-
ments about what is true and what is assigned to the realm of the ideological
are no less subject to ideological analysis than any other set of judgments. The
analyst’s judgments about what is a true account of social conditions and what
is ideological distortion may also be distorted or self-serving. The boundaries
that separate ideology from truth are themselves an object of ideological dis-
putation.

Pejorative conceptions usually assume a unidirectional model of ideological
analysis: the ideology-free analyst locates and criticizes ideology in the ideo-
logically deluded analysand. Disagreements between analyst and analysand
about social reality are explained as ideological delusion on the part of the
analysand. As Terry Eagleton puts it, under this approach, ideology is like
halitosis—it is what the other fellow has.!® But this unidirectional model cannot
be sustained, for as Mannheim recognized, the relationship between analyst
and analysand is fully symmetrical.!' The pejorative conception of ideology
thus becomes a two-edged sword, which threatens to undermine the analyst’s
views as well as those of the analysand.

When we dissolve the study of ideology into the study of cultural software,
these questions and these problems still remain. Is our conception of cultural
software neutral or pejorative, and how does it hope to resolve the difficulties
associated with either approach? In fact, the theory of cultural software is based
on a third conception, which endeavors to combine the advantages of the neu-
tral and the pejorative conceptions without their disadvantages. This is an
ambivalent conception. An ambivalent conception of cultural software views
cultural software as simultaneously empowering, useful, and adaptive on the
one hand, and disempowering, distorting, and maladaptive on the other. We
are ambivalent about our cultural software because we see both its good and
its bad points, and we see how these arise from the same sources. An ambivalent
conception of cultural software differs from a neutral conception because it
does not attempt to be neutral or nonjudgmental with regard to competing
ways of understanding the social world; it differs from a pejorative conception
because it does not see historically generated tools of understanding as uni-
formly bad or maladaptive in the sense of promoting injustice. Rather, it views
our cultural software as both empowering and distorting, as both enabling and
hindering justice.

The ambivalent conception of ideology flows from our earlier discussion
of how cultural software is produced through cultural evolution. The tools of
understanding are produced through recursion and bricolage; they are cumu-
lative and jerry-built. They are never perfectly designed for the understanding
the social world or the many kinds of problems that human beings face,
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although they may be good enough for the purpose at hand. The same mixture
of advantage and disadvantage occurs when we consider the consequences of
our understanding for social justice. The adequacy of our tools of understand-
ing with respect to the promotion of justice depends upon the context in which
they are employed; a tool that is more appropriate in one context may be less
useful or wildly inadequate in another. Conversely, a way of understanding the
social world that is completely misguided as a general strategy (and therefore
may tend to promote injustice when so used) may be quite helpful and appro-
priate in dealing with specific features of the cultural world.

Mannheim’s insight about the advantages and disadvantages of contrasting
modes of thought anticipates the ambivalent conception. Mannheim argued
that even ways of thinking that largely limit our imaginations may be helpful
to understand some features of social conditions; what narrows our vision may
sometimes also sharpen it.'? At the same time, this narrowing of understanding
proves unhelpful and distorting if we apply it indiscriminately to other features
of social life; it may lead us to misunderstand or overlook important features
of social conditions. When Mannheim spoke of the adequacy or inadequacy of
thought, he did not specifically have in mind the question of justice; he seemed
to mean some combination of serving the interests of a particular group and
being appropriate to the historical development of society viewed as a totality.
By contrast, the kind of adequacy I am concerned with is the adequacy of our
thoughts and actions specifically in promoting justice and avoiding injustice.
This distinction is important, for ways of thinking about the social world that
are helpful in assisting a particular group to gain economic or political power
may nevertheless foster or sustain injustice.

Ambivalence is the appropriate attitude to take toward cultural software
because it is the appropriate attitude to take toward culture and cultural un-
derstanding generally. The tools of understanding are the preconditions of
understanding the social world. Yet they also are sources of misunderstanding.
Hence the study of cultural software is the study of the curious and unexpected
linkages between benefit and disadvantage, empowerment and distortion. It is
the study of how the tools of understanding simultaneously create conditions
of freedom and domination.

How does an ambivalent conception of ideology deal with the problem of
self-reference, or Mannheim’s paradox? It accepts the inevitability of self-
reference but argues—consistent with the general conception of ambivalence—
that this feature of our thought does not necessarily make ideological analysis
futile or unhelpful. Quite the contrary: the ability of thought to turn upon
itself is a prerequisite for an adequate analysis of ideological thinking.

The problem of self-reference is unavoidable in ideological analysis because
this analysis must always be performed by somebody or someone. It must be
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performed by a subject constituted by certain tools of understanding and not
others. Ideological analysis always occurs within the forms of cultural under-
standing, not outside of them. Cultural software is necessary for the analyst to
understand the social world, the thought of others, and her own thought. Thus
the analyst’s cultural software is not an impediment to her understanding; it is
a precondition of her understanding."?

In this way, Mannheim’s paradox is transformed when it is stated in terms
of cultural software. The theory of cultural software accepts—indeed insists—
that all discourse about cultural software must involve the use of cultural soft-
ware, that all thought about the tools of understanding must employ the tools
of understanding. Not all such thought is limiting or distorting for the purpose
at hand, however, and not all limitations or distortions are relevant in all con-
texts of judgment. The possibility of self-reference does not raise an insur-
mountable obstacle to ideological analysis, because the tools of understanding
are empowering as well as limiting, enabling as well as distorting. They are
not simply the enemies of comprehension but also the conditions of its pos-
sibility. They are not merely hindrances to autonomy and self-understanding
but also make autonomy and self-understanding possible. Their dual role forms
the essence of the ambivalent conception.

Mannheim’s paradox is thus no paradox at all; rather, it explicates the con-
ditions under which ideological analysis must necessarily proceed: the tools of
social understanding must be used in order to understand social understanding.
Self-reference is not a difficulty that must be neutralized or avoided in order
to sustain a study of ideology. It is not an exceptional or subsidiary feature of
this study. Rather, it is the central predicament of ideological analysis. Like the
story of the tongs mentioned in Pirke Avot, the analysis of cultural software
can proceed only through the use of cultural software. The study of cultural
software is not unavoidably self-referential, it is fundamentally self-referential.

When we employ the tools of our understanding to think about our own
tools of understanding, our thought becomes reflexive and recursive. Human
thought is thinking about itself, considering the conditions of its own possi-
bility, and the forms and limits of its own adequacy. A subject constituted by
cultural software is thinking about the cultural software that constitutes her. It
is important to recognize that this recursion in and of itself involves no con-
tradiction, anomaly, or logical difficulty. Nothing in the nature of cultural soft-
ware prevents us from using it to think about itself. To the contrary, the
reflexiveness or self-applicability of cultural software is one of its most signif-
icant features. Human understanding—hence human understanding about un-
derstanding—is essentially reflexive and self-referential. It can use its own tools
to think about its own tools, and equally important, it does use its own
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tools to think about its own tools. Our examination of our cultural software is
a reflexive study of a phenomenon already reflexive by nature.

Self-Reference and Self-Criticism

This recognition does not make the difficulties of self-reference magically dis-
appear. It may be true that our cultural software is not uniformly distorting or
maladaptive. Nevertheless, our conception of cultural software is ambivalent,
not uniformly positive. If the tools that we employ to understand social reality
are heuristic and have unexpected side effects and limitations, our own under-
standing of cultural software—either our own or that of others—may be af-
fected by these features. Our understanding and our analysis may turn out to
be unacceptably partial, counterproductive, misleading, or unhelpful. More-
over, the positions of the ideological analyst and the analysand are still sym-
metrical. We may still question the analyst’s understanding using the same tools
she applies to the analysand. When we examine the thought of another person,
the tools of understanding we employ may, in the relevant context in which
we use them, be badly suited for the task and may have ideological effects on
our own thought. Thus if we disagree with another person about what is going
on in society, we must recognize that this disagreement may not be due wholly
to ideological effects on her thought but may also be due to ideological effects
on our own.

The symmetry of analyst and analysand means that in an ambivalent con-
ception, the analyst must attempt to examine her own thought along with that
of the person she analyzes. Thus, if a pro-choice feminist discovers that a large
number of blue-collar women in the United States are opposed to abortion,
she must not immediately rush to pronounce the thought of these women as
ideologically deluded. Rather, she must, as a part of the process of ideological
analysis, consider what she might learn from these women about the social
conditions they face. She must consider the insights into social reality that they
might have, and reevaluate her own views in light of them. Without such an
inquiry, she has no way of knowing whether the disagreement between her and
the analysand is due to distortions or limitations in the analysand’s thinking or
in her own.

This obligation flows directly from an ambivalent conception. This con-
ception postulates that the tools of understanding do not uniformly limit and
distort the thought of subjects. If so, this must be true for both analyst and
analysand. If the analyst is empowered and enabled by her cultural software,
she must consider the possibility that the analysand is also enabled and em-
powered by hers, although in different ways and perhaps to a different degree.'*
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Successful ideological analysis is possible because and to the extent that the
analyst’s tools of understanding enable her to understand social conditions well
enough to perform the analysis. For precisely the same reason, however, it is
possible that the analysand has a grasp of social conditions that conflicts with
the analyst’s but is nevertheless equally adequate or even more valid. The anal-
ysand may in fact see something that the analyst does not see as clearly. By
considering how the analysand’s thought might have elements of truth or jus-
tice in it, the analyst can attempt to analyze and modify her own views. By
using the beliefs and opinions of others as a partial check on the analyst’s own,
ideological analysis attempts to improve social understanding not only for the
analysand but for the analyst as well.

I call this dialectical approach to the study of ideology or cultural software
a critical approach. By critical 1 do not mean the discovery of flaws or defects
in the thought of another person but rather a process of self-reflection and
self-discovery that is part and parcel of the ideological analysis of the thought
of other persons. A critical approach is inevitably a self-critical approach.

Although critical examination must always become critical self-examination,
most people find it easier to see ideological effects in others than in themselves.
In fact, they may be able to grasp limitations in their own thought only by
transferring their observations about the limitations of the thought of others
and wondering how analogous effects could occur in their own thinking. Al-
ternatively, they may critically examine their own thought only after they have
been criticized or attacked by others. Once we begin the process of critical
self-examination, our views of the other, and her limitations, may change cor-
respondingly. Thus critical thought returns to the self, although it begins in
the examination of the other. Critical self-examination is not, strictly speaking,
introspection but rather a process of comparative examination between the self
and others. It looks inward by first looking outward.

A critical approach involves critical self-examination, but it is not for this
reason a private or individual practice. It is the result of interaction with others
in the world, an interaction that may be agonistic as well as cooperative. We
may not reexamine our own beliefs until others put them in question. Because
of the fallibility of our own cognitive processes, we must, to a large degree,
depend upon others for the impetus to critical self-examination, just as we often
rely on others for other kinds of knowledge. Thus critical practice is fallible
and dependent on contingent circumstance (for example, who we happen to
interact with) rather than a source of certainty.

A recurring problem with traditional conceptions of ideology has been that
they are unidirectional. They are “critical” only in the sense of taking a pe-
jorative view of the beliefs of others but not in the sense of being self-critical
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and self-reflective. As a result, these approaches fail to acknowledge the sym-
metrical positions of the analyst and the analysand. They project the sources
of disagreement between analyst and analysand onto the mental processes of
the analysand and locate their cause in distortions in the analysand’s thought.
A unidirectional approach conceives ideological analysis as a critique of defects
in the thought of an Other, who is either despised or pitied for them.

Ironically, by failing to understand the views of another as anything other
than a distortion, we fail to understand ourselves. The unidirectional approach
is the loss of a double opportunity. In contrast, a critical approach recognizes
that ideological analysis is not merely the analysis of defects in an Other, in
which the existence of such defects is presumed and preordained,; it is an anal-
ysis of a disagreement with an Other about the nature and justice of social
conditions. The disagreement between analyst and analysand is produced by
the juxtaposition of contending understandings. These understandings are pro-
duced by the use of different tools of understanding or by the use of similar
tools in different contexts of judgment. To understand how the disagreement
arises, we must try to trace the source of these beliefs in cultural software.
Properly performed, the process of ideological analysis must call the analyst’s
beliefs into question and place them on the table for analysis and scrutiny—a
task that can be performed only by using the analyst’s own cultural software.

Ideological analysis asks how a particular disagreement about social con-
ditions between analyst and analysand is produced. The answer to this question
is not necessarily that the analysand was completely wrong and the analyst was
completely right. Rather, the process of understanding how this disagreement
arises may affect the analyst’s own beliefs and opinions.'* It may lead her to a
deeper and richer understanding of the social world. Yet this process cannot
have salutary effects unless the analyst is open to the possibility that her own
views are in need of improvement and that the encounter with the analysand
has something to teach her. Thus ideological analysis, properly performed,
always “risks understanding.”'® To risk understanding is always to risk changes
in one’s own cultural software. Thus ideological analysis, rather than a form
of power or mastery over the analysand, is also a potential source of power
over the analyst.

The critical process is by no means foolproof. The study of the causes of
disagreement between ourselves and the analysand is not a royal road to truth
or an algorithm for intellectual improvement. Indeed, the process of ideological
analysis can produce its own ideological effects. One is the possibility that we
will not put our own ways of thinking in question—this is the danger of uni-
directional analysis, which projects the source of disagreement wholly onto
imagined distortions in the analysand’s thought processes, and thus preserves
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our own thought from ideological scrutiny. Two other types of ideological
effects are equally serious. I call these ideological effects hermeneutic confor-
mation and hermeneutic co-optation.'’

Hermeneutic conformation occurs when we interpret the analysand’s views
in such a way that we believe that she agrees with us. There is no check on
our beliefs because we do not think that there is any serious disagreement.
Hermeneutic conformation is the production of a false consensus between our-
selves and the analysand.

Hermeneutic co-optation arises when we are too eager to assume that the
analysand’s beliefs are true or more justified than our own. If we too readily
assume that disagreements between the analysand and ourselves are due to
inadequacies in our own belief, we may come to believe things that are unjust
or untrue. We may be co-opted into believing things that we should not be-
lieve; our cultural software may be rewritten by this encounter in ways that
produce ideological effects in our thought. Hermeneutic co-optation is the
achievement of a consensus about the wrong things. It is a special case of the
power that understanding can have over a subject.'®

Although these ideological effects are real dangers, they are a necessary
risk. Unless we are willing to reconsider our own beliefs through ideological
analysis, we can never achieve a critical approach. In any case, our refusal to
engage in this process hardly avoids the possibility of ideological effects on our
own thought. Quite the contrary, for as we have noted, such a refusal simply
projects all sources of disagreement onto imagined distortions in the thought
of the analysand; this projection is itself an ideological effect of our own
thought.

Among theorists of ideology, Karl Mannheim was the first to emphasize
the failings of an insufficiently self-critical conception of ideology; his sociology
of knowledge may be viewed as a critical response to the unidirectional analysis
inherent in Marxist theories of ideology. Mannheim claimed that the sociology
of knowledge must inevitably proceed to the questioning of the analyst’s own
beliefs and ways of thinking. He argued that knowledge of society was rela-
tional—the product of a relationship between the subject, her experiences and
position in society, and the object of her knowledge. It follows that the knowl-
edge of the ideological analyst is no less relational. Hence, Mannheim argued,
the analyst must put all beliefs, including her own, into question, and ask how
their content is related to the thinker’s experience and position in society.!?

Nevertheless, Mannheim’s answer to the problem of self-reference was not
fully satisfactory. As John Thompson has pointed out, Mannheim’s concept of
relational knowledge restates the difficulty rather than resolves it.?® Mann-
heim’s other solution argued that the intellectual class would be able to syn-
thesize the competing perspectives of different social groups and hence would
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be able to offer a relatively undistorted view of social reality.?! This solution
was surely unpersuasive when Mannheim first formulated it, and it seems even
less persuasive as time passes. As a class, intellectuals seem to be no less prone
to ideological effects in their thought than any other group. If they have any
special talent in this regard it seems rather to be a special penchant for devel-
oping abstract and high-sounding rationalizations for their beliefs and conduct.

The critical approach to ideological analysis is a helpful step toward dealing
with problems of self-reference. We can try to use the beliefs of others as a
partial check on our own. When we do this, our goal is not necessarily to reach
agreement with others; rather, it is to use the project of explaining disagree-
ment as a means of broadening our understanding of the social world. Nev-
ertheless, this solution is hardly foolproof. It does not make the problem of
self-reference go away, because many kinds of ideological effects are still pos-
sible. Any self-critical practice, no matter how well intentioned, may still be
self-serving and hindered by our ways of thinking.

Indeed, I would argue that any approach to ideological analysis that prom-
ises to eliminate the problem of self-reference is probably suspect for that very
reason. This problem is inherent in the nature of ideological analysis. The best
proof of the ubiquity of the problem is the practice of ideological analysts
themselves. Ideological analysis almost always has significant blind spots and
ideological effects. The history of Marxism is a classic example. By focusing on
questions of social class, Marxist analyses of ideology have often overlooked or
deemphasized the importance of race, ethnicity, and gender in explaining social
injustices. Even Marxist analyses of class relations have often engaged in wishful
thinking about the nature of social conditions, the beliefs and interests of the
working class, and the likely course of historical development.

This realization places ideological analysis in the same situation as much of
our knowledge about the social world. As with all such knowledge, we learn
through interaction with the social world and with others in the world. We
learn through a process of trial and error. In the final analysis there is nothing
special about ideological analysis—directed either at others or at ourselves—
that distinguishes it from many other attempts to understand the social world,
the thought of others, or our own thought. It, too, is a process of grappling
with the world using the tools that lie to hand. Thus we must accept the
fallibility of our knowledge about our mental processes (and those of others)
just as we accept the fallibility of other knowledge about the social world.
Conversely, we must be willing to accept the possibility that our knowledge
can be good enough for the purpose at hand if we are willing to subject it to
critical scrutiny.

Perhaps the single greatest mistake that we can make in offering an account
of ideological analysis is assuming that this form of inquiry (or the form of
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knowledge derived from it) rests on a higher plane or uses tools more pure
and impartial than other forms of cultural understanding. It does not, it need
not, and in any case, it cannot. Ideological critique does not stand above other
forms of knowledge creation or acquisition. It is not a master form of knowing.
It is not the most important or most sure or most perfect form of thinking.
Indeed, there is nothing special about it whatsoever; its most distinctive feature
may be its utter ordinariness. It uses the same basic tools of understanding that
all other social understanding uses. Ideological analysis, and in particular self-
critical analysis, employs the tools of ordinary understanding to think about
themselves. It is not pure but reflexive and recursive. Even its recursion is not
extraordinary, for the tools of understanding are always developed reflexively
and cumulatively.

Here once again we may offer an analogy to computers. When a computer
boots up, one of the first programs it runs is a diagnostic—a program that
checks the adequacy of its informational capacities. The computer can do this
only because the nature of its operations allows such recursion—allows various
aspects of the software, firmware, and hardware to act as checks against them-
selves. Far from being a special sort of program, a diagnostic program is in
some sense the most ordinary example of a computer program.

There are perhaps no metaphors more misleading than those we often
employ to describe the process of self-reflection and self-criticism. These are
metaphors of separation and isolation, removal and ascent: we step back, we
distance ourselves, we place ourselves above the fray, we rise above our prej-
udices, we employ disinterested analysis. Given such descriptions, it is no won-
der that people assume that ideological analysis is a higher, purer form of
thinking. But these metaphors are seriously misleading. Although the study of
ideology is necessarily a self-critical study, it does not involve a special method
of distancing ourselves from the tools of understanding in order to reflect upon
them critically. That is because our tools of understanding are a precondition
to understanding and therefore to any reflection on their own adequacy or
inadequacy. We are always using some tools of understanding to evaluate the
usefulness of others in particular contexts. Our judgments of adaptability and
adequacy are necessarily jerry-built and provisional in the same way that all
bricolage is.

A critical approach uses our understanding to study our understanding. It
tests the adequacy of our tools by the use of our tools. All that we do or can
do in these cases is use some of our tools to understand others, and to fashion
new tools of understanding in the process. Yet there is no point at which we
abandon the tools of understanding so that we might critically reflect upon all
of them. Such an attempt misunderstands what a critical approach entails, and
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the effort would be impossible in any case. One does not get outside of one’s
self to understand oneself. If anything, one gets more inside oneself.

Finally, the practice of self-criticism is not disinterested in the sense of
being impartial. It is partial by dint of its very constitution by particular tools
of understanding. It seeks to be disinterested not in the sense of neutrality but
in the sense of fairness or accuracy; yet its fairness is a fairness judged through
the use of the analyst’s cultural software, and its accuracy is an accuracy
measured through the analyst’s tools of understanding. Nor is self-critique
uninterested or dispassionate; on the contrary, it is a fully motivated under-
standing—motivated to improve the subject’s tools of understanding.

The upshot of this analysis is not a claim that we are not wrong about our
ideological analyses of others or even of ourselves. We are sometimes wrong.
The point is that we are also sometimes right, or right enough to effect some
improvement in our understanding. And we are right not because we somehow
escape our cultural construction but because we put it to good use.

We might contrast this account of ideological self-criticism with Stanley
Fish’s recent attacks on the concept of critical self-consciousness.?? Fish has
argued that the idea of critical self-analysis is both sentimental and conceptually
incoherent, because it postulates the existence of critical self-consciousness.
Fish argues that critical self-consciousness is impossible because it requires one
to get outside the forms of own’s own thinking in order to reflect critically on
what one thinks. Yet one never gets outside the forms of one’s own under-
standing. One is always already understanding oneself using the forms of
thought that one currently possesses.?®

In fact, Fish’s argument does not prove that critical self-consciousness is
impossible. It simply directs us toward a more careful consideration of what a
critical self-consciousness might be. Fish’s argument gains rhetorical force pre-
cisely from the assumption I have been attacking—the notion that critical self-
consciousness is a special form of thought that we must develop specifically for
the purpose of ideological analysis. This assumption is linked to the metaphor
of stepping outside our accustomed ways of thinking in order to reflect on
them, and this metaphor is misleading in turn because it suggests a false notion
of a self that exists separate and apart from its forms of understanding.

But when we reflect on our own thought processes or consider the adequacy
of our own beliefs, we do not need to stand outside ourselves or abandon our
tools of understanding. Fish is quite right that we could not do this even if we
wanted to. Rather, using our cultural software, we think about what we are feel-
ing, consider what we believe, question our own motives, and compare our views
with those of others. We do all these things with the goal of trying to figure out
how we think about the social world and how our thought might be improved.
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Ciritical self-consciousness does not employ any special form of cognition
outside of the ordinary tools of everyday thought. It is a kind of thought that
we are familiar with in everyday life, one that we employ in our most routine
dealings with others. We think about the adequacy of our mental processes
and our beliefs all the time. We ask ourselves questions like “Was I being
polite?”” “Did I understand what she said?” or “Am I upset because I am jeal-
ous?” We often criticize ourselves for such bad habits of thought as rushing
to judgment or forming misleading first impressions. Introspection and self-
criticism are ubiquitous features of our mental life. They are so common that
they even have pathological forms, like obsessive self-doubt and refusal to make
judgments. Yet we do not introspect by standing outside of ourselves and re-
flecting on the thing we stand outside of. Rather, cultural software is reflexive:
the tools of understanding are tools of self-understanding. To be sure, we have
all sorts of mechanisms that are designed to obfuscate and hinder self-
understanding—for example, mechanisms of ego defense. But this does not
mean that self-referential inquiry is not possible. It simply means that it must
take place using the tools available and encountering the forms of ego defense
that currently exist.

The attack on critical self-consciousness might be taken even further than
Fish’s version. It might be read as the claim that we cannot improve our un-
derstanding of the social world through any process of critical self-reflection.
This claim in turn consists of two different assertions. The first is that we
cannot change our ways of thinking through critical self-consciousness because
we are trapped inside the ways of thinking we currently have. The second is
that the idea of improvement seems to refer to a standard of judgment outside
of our own current standards, and this is impossible because we can judge only
from our current perspective.

It is not true that we cannot and do not change our ways of thinking by
thinking about our own thought. The metaphor of software explains why this
is so. Our cultural software is constantly being rewritten. It is rewritten through
acts of understanding, which means that (among other things) it is continually
rewriting itself. Its reflexive features guarantee that it is always the object of its
own manipulation. Moreover, our participation in the economy of cultural soft-
ware described in Chapter 4 presupposes the continual possibility of changes
in our cultural software. We change our minds, and our minds change. We
have new experiences, and we experience things anew. Because we exist in
history, our selves are part of the flux of change, not merely witnesses to it.

We should not offer too sanguine a view of the process of change in our
cultural software. If maturity and growth are possible, so are senescence and
corruption. If we can be educated, we can also be manipulated. Moreover, the
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claim that our cultural software changes over time should not be taken to mean
that it changes wholly in accord with our conscious design. Just as people make
history, but not as they intend, we also fashion new tools of understanding,
but not as we design them. The phrase “critical self-consciousness” may tempt
us to assume that the mechanisms of critical self-consciousness are wholly
within our conscious control. Yet critical self-consciousness is possible only
because a great many of our mental operations remain beyond our deliberate
control. We cannot consciously control all aspects of our consciousness because
the very elements of control must themselves be preconscious. Paradoxically,
then, we might say of critical self-consciousness that it can be critical only if it
is not fully self-conscious.

The second critique of the notion of critical self-consciousness questions
the possibility of improvement. Notons of improvement or regression must
be made by some observer. If the observer is ourselves, we are using the tools
of understanding we currently have to think about the difference between our
past self and the self we are now. Such a notion of improvement is always
internal to the way we currently understand the world; we do not employ a
transhistorical perspective to make this judgment. Yet this does not show that
change does not happen, that people cannot necessarily understand the exis-
tence of this change, or that they cannot make acceptable judgments about it.
They will simply understand it given the tools of understanding they currently
possess. A person who understands Milton better than she did before can also
understand that she understands him better. Conversely, a person who has lost
the ability to speak Spanish can also understand that she has lost this ability.
In other cases, however, the change in our cultural software may blind us to
the nature and extent of change. Indeed, this may be so even in the two cases
just mentioned.

The critique of critical self-consciousness is valuable not because it shows
that ideological analysis is a hopeless endeavor. Rather, it is valuable because
it emphasizes the ordinariness and even the banality of the processes by which
we understand ourselves and the social world around us. Ideological analysis
seems to be special because it is a kind of knowledge about knowledge. Rather
than viewing this reflexivity as special, we should recognize it as commonplace.
Ideological analysis is not a master discipline that can promise to regulate or
direct our understanding of the social world. Rather, it is a form of knowledge
acquisition just like the forms it purports to study and critique. It does not
regulate the process of discovery without forming part of that process. Its re-
flexiveness is proof not of its special nature but its ordinariness. This is perhaps
the most salutary conclusion of the critique of critical self-consciousness. Once
we recognize that ideological analysis is on the same footing as other kinds of
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knowledge acquisition, uses the same tools, and even makes the same kinds of
mistakes, we will have a more appropriate attitude toward its shortcomings and
its possibilities.

Reason as Cultural Heuristic Developed Through History

The theory of cultural software that we have been developing presupposes a
conception of reason. Its basic outlines should by now be familiar: Human
beings have an innate biological capacity both to reason and to incorporate and
develop tools of reasoning, or what I call cultural software. Nevertheless, much
of what we call human reason is a cultural product. It is the development of
skills and capacities that allow us to make judgments about (among other
things) values and social life. The kind of reason we develop through culture
is not merely a formal or instrumental rationality; it is a substantive rationality
that enables us to make judgments about what is reasonable and unreasonable.

The faculty of human reason is a historical artifact, developed through a
collective and cumulative writing and rewriting of cultural software through
history. We might call this part of human reasoning abilities the historical or
cultural component of reason. It is the result of processes that are both co-
operative and agonistic. Through joint effort and struggle human beings strive
to name the good and the bad, the true and the false, and to convince others
or otherwise impose their beliefs upon them.

In his historical writings, Kant claimed that humanity develops its rational
faculties through struggle, a struggle that ends up being cooperative and cu-
mulative without intentionally being so. Kant’s conception anticipates the idea
of the cumulative creation of cultural software through conceptual bricolage.
One should not confuse this process with Kant’s generally optimistic view of
history. Many useful and noble ideas may be perverted or completely wiped
out in the process of cultural change. As we saw in Chapter 2, the development
of human reason is an evolutionary process, which makes use of the ability of
human beings to possess, use, develop, and proliferate idea-programs or cul-
tural software. We do not know, however, whether this historical process is
ultimately a tragedy or a comedy. All that we can say is that it happens.

We have also noted that human beings are partly constituted by their cul-
tural software. Hence what human beings are doing in the historical process
of cultural bricolage is constructing both themselves and reason itself. We con-
struct ourselves because we are composed of cultural software. We construct
reason because reason has a cultural and historical component: part of what we
call “reason”—and indeed, part of what we call “human”—consists of certain
tools of understanding that human beings have collectively created over time
from more primitive reasoning abilities.
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Finally, we have noted that the human capacity for reason is reflexive; that
is to say, it can be turned upon itself to change and develop itself. Hegel’s
anthropomorphism of reason in the form of Spirit can be understood in this
way. We can say, along with him, that reason is a historical product that is
continually interrogating itself.

The theory of cultural software proposes that understanding of the social
world occurs through tools of understanding. We might call these tools heu-
ristics, or aids to understanding. Such an account, of course, must also be a
tool of understanding, and it must also be heuristic. There is nothing self-
contradictory about such an explanation, however. A problem arises only if one
assumes that heuristics are always or necessarily false, that they only or pre-
dominantly hinder understanding rather than serve as aids to understanding.
The same might be said of symbol or metaphor. Our understanding of the
social world occurs through symbol, metaphor, and figural language. Our ac-
count of how this occurs must also be described in symbolic, metaphoric, and
figural terms. Yet this poses a problem only if such accounts are misleading
for the purposes for which they are employed.

The conception of reason that emerges from the theory of cultural software
is a notion of reflexive and recursive reason, where software is applied to its
own operations. Human understanding about understanding is essentially self-
referential. Self-reference can occur with respect to concepts that apply to
themselves (the concepts of metaphor and heuristic, for example) or to theories
about the thought of subjects that apply to the theorist who pronounces them.

Consider, for example, the present discussion of cultural software. In order
to articulate the claims I am making, I have to use heuristics, metaphors, and
figures, not only to convey what I mean to the reader but also to understand
and express my views on the subject. These tools of understanding, however,
are just like all other tools. They are helpful in some contexts and less helpful
in others. They are simultaneously empowering and limiting. Moreover, even
articulating and explaining this feature of cultural software must make use of
heuristics and metaphors. Consider, for example, the figural nature of the terms
empower and limit. To empower is to endow with power or force; to limit is to
impose an endpoint or a boundary. Ironically, the same phenomenon occurs if
we wish to critique the notion of tools of understanding. We might argue that
this is an inadequate metaphor or heuristic to explain what we mean by un-
derstanding. But in explaining why the theory is inadequate, we must make use
of figure and heuristic to express our dissatisfaction. We might say that the
theory fails to “correspond,” “match,” “portray,” “capture,” or “express” what
is really going on.

Thus there is no point in the process of human understanding when one
abandons the tools of understanding in order to describe or critique under-
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standing, to articulate or express how these tools operate or malfunction,
advantage us or disadvantage us. One does not, in other words, articulate some-
thing that is unmediated by tools of understanding and then articulate its re-
lationship to these tools. Rather, one expresses a relation between something
already understood through cultural software and the cultural software that one
uses to understand it. This relation is itself expressed, articulated, and under-
stood through tools of understanding. What one always has is understanding—
which is to say that what one always has is the employment of cultural software.

Nevertheless, I wish specifically to distance myself from the simple assertion
that all thought or all reasoning is “just metaphor” or “just heuristic.” The
problem with such statements is that they too easily devolve into what Ernest
Gellner has called “reason bashing.”?* Such interpretations delight in showing
the limitations of reason without considering why such a sorry faculty would
be sufficiently capable of recognizing its own limitations. By contrast, the the-
ory of cultural software tries to understand how the complex is made from the
simple, how the adequate is manufactured from the inadequate, while never-
theless recognizing the side effects and limitations that such a process of de-
velopment necessarily comprehends.

The terms metaphor and heuristic have traditionally been freighted with pe-
jorative connotations, perhaps especially so in the case of metaphor and the
figural. Before we announce that human thought is just metaphor or just heu-
ristic, we must first understand how it might be possible for thought to involve
just metaphors and just heuristics—that is, metaphors and heuristics that are
apt and appropriate, that enable understanding rather than hindering it.

This brings me to a second difficulty with the simplistic claim that thought
is only metaphor or only heuristic. Although such a claim seems radical and
even dangerous in its pretensions, in fact it is deeply conventional and mired
in the same ways of thinking that it purports fearlessly to reject. The use of
the words only or just is especially telling. This suggests that there is some other
thing that understanding could involve that, unfortunately, poor human reason
fails to match. It implies that there are two kinds of understanding, a good,
nonmetaphorical or nonheuristic understanding, and a decrepit, figural and
heuristic one. It preserves the possibility of a cultural understanding that in-
volves no symbolic intervention but that is direct, unmediated, unalloyed, and
unshaped—an understanding that brings no baggage to the act of conception,
that does nothing but receives everything, that experiences things as they are,
that simply absorbs what is. It preserves the possibility of a reason that uses no
tools or devices, that is not a fashioning and weighing, a judging and making
sense—and, because it uses no tools, escapes all limitation. In short, such claims
dream of an understanding that is not understanding, of a reason that is not
reason. And the great irony of this dream is that it is conducted—from start
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to finish—through understanding and through reasoning, which is to say that
it is conducted through the symbolic and the heuristic, through metaphors like
“direct,” “unalloyed,” “unmediated,” and “unshaped.” The dream of a cultural
understanding without cultural software is the dream of escaping the conditions
of understanding; it is the dream of escaping what understanding is.

We should not say that reason is just heuristic and just metaphor. Rather
we should say that when reason operates well it employs just heuristics and just
metaphors. In the latter sentence the terms beuristic and metaphor are them-
selves heuristics and metaphors that attempt to convey the mechanisms of cul-
tural understanding. One of the most intriguing features of the concepts of
heuristic and metaphor is that they simultaneously convey the notion of being
adequate and inadequate, of being true and false. A heuristic is an aid to un-
derstanding rather than understanding itself; a metaphor is a figural description
rather than an accurate one. A heuristic is most helpful when it simplifies, which
means that under certain conditions it oversimplifies, fails to take into account
all relevant conditions, and therefore misleads. A metaphor is most helpful
when it reveals an important quality through an expression of similarity, which
means that under certain conditions it will emphasize this similarity to the
detriment of important differences and will therefore mislead.

‘The terms metaphor and heuristic are themselves aids to understanding un-
derstanding, figures that illuminate the process of understanding. They are thus
simultaneously adequate to this task in some ways and inadequate in others;
indeed, this characteristic makes them instances of the very kind of things they
purport to articulate. The term beuristic is both good and bad at enabling us
to understand the kinds of things that are both good and bad at enabling
understanding. The term metaphor is both similar and different to what it is
compared to—things that express similarity among what is also different. In-
deed, the key concepts of this book—those of tool, software, meme, virus,
metaphor, and heuristic—all are examples of themselves, and apply both to
themselves and to the ways in which they are used. Hence we might expect
that they are both helpful in some situations and harmful in others, enabling
understanding in some contexts and unduly limiting understanding in different
ones. This realization is part and parcel of an ambivalent conception. The
concept of ambivalence in the theory of ideology is not simply a claim about
good resting on previous evil, or benefits resting on previous harm, and vice
versa. It is also a claim about the simultaneous benefits and problems that arise
from the heuristic and adaptive features of understanding. And not surprisingly,
the ambivalent conception of cultural software—and indeed, the theory of cul-
tural software itself—applies to itself in this way: it has its own benefits and
disadvantages, historically created and linked together.
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The theory of ideology that I have been developing in this book is based
on the principle of ambivalence. Our tools of understanding are partially ad-
equate and partially inadequate to understanding the world and what is just
and unjust within it. Yet this idea presupposes that there are degrees of greater
and lesser adequacy. It assumes that our thought can be “good enough” under
some conditions, even if, in other settings, it seriously misleads us. Similarly, I
have defined ideological effects as those that tend to promote or sustain injus-
tices. This definition presupposes that things can be more or less just.

Nevertheless, our judgments of what is just and unjust themselves depend
on our cultural software, which is a result of memetic evolution. As I argued
in Chapter 1, human values are articulated and refined through culture. Perhaps
the concept of justice, like that of truth, is merely the product of a particular
development of cultural software. If so, the theory of cultural software faces
three serious problems.

First, the process of critical self-reflection would be not only endless but
pointless. For our critical judgments would be the arbitrary product of acci-
dental evolutionary developments. Self-reflection would simply be another ver-
sion of the continuing struggle of different memes to gain ascendancy in our
thought processes.

Second, each culture has its own peculiar memetic development. If the idea
of justice is merely a product of memetic evolution, perhaps each culture has
its own conception of justice or has no conception of justice at all. Ideological
analysis requires that we try to see what is just and unjust in the thought of
the analysand. But if analysands do not have the same conception of justice as
we do, we may not be able to understand their actions properly, for their
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concept of justice may be entirely different from ours. At best we will simply
impose our own standards of justice on others who do not share them. And it
will come as no surprise that, from our perspective, the views of others are
found wanting.

Third, just as there may be no common idea of justice between cultures,
there may be no common idea of justice between persons within the same
culture. No two people share the same cultural software. If “justice” is merely
an evolutionary product—a concatenation of particular memes that we have
assimilated in our heads—perhaps we are simply imposing our personal con-
ception of justice on others when we criticize their thoughts and actions. Per-
haps there is no idea of justice that applies to all human beings—just individual
“justice programs” in conflict with all of the others, trying to spread and take
over as many different minds as possible.

In short, if we take the memetic development of culture seriously, perhaps
justice is an arbitrary mutation, peculiar to each culture’s or even to each in-
dividual’s memetic evolutionary history. Asserting that our judgments of justice
apply to other cultures or other persons merely reflects the power of our own
memes over our own imaginations. Of course, we may insist that others should
look at justice and injustice the same way we do. But that is only because our
memes are attempting to dominate and replace the memes in other people’s
minds. This domination can occur in many ways—by persuasion, by indoctri-
nation, by physical force or economic conquest—but it is at its basis a struggle
of memes for superiority and dominance in the minds of human beings. Even-
tually, perhaps, all human beings may share a common sense of justice, but it
will be only as the result of an effective conquest by certain particularly ag-
gressive and effective memes.

Questions like these are serious problems not only for any theory of ide-
ology but for any conception of human morality and politics. Any theory of
ideology and any theory of moral discourse must confront them. I have phrased
them in the way they arise for the theory of cultural software, but it is clear
that much more is at stake in answering them than the fate of this particular
theory.

Although it is possible to imagine that justice is peculiar to each culture’s
or each person’s memetic development, it is impossible to be morally en-
gaged with others given this assumption. I shall argue that ideological anal-
ysis, and indeed all moral discourse, must presuppose a transcendent value of
justice. Tools of understanding produced by cultures to pursue justice are
articulations of this value. Because the conception of what is just is necessar-
ily related to what is true—for example, with what has happened and what is
happening in society—moral discourse also presupposes a transcendent value

of truth.
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Defining Transcendent Values

The word transcendent has many meanings. For some people it recalls Plato’s
theory of Forms in the Republic: a determinate and universal norm of Justice
by which human institutions can be judged and found wanting. Something is
just to the extent that it follows the formula or resembles the Form of Justice.
But I reject this view, for I do not think that our values of truth and justice
are determinate.

By a transcendent value, I mean:

1. A value that can never be perfectly realized and against which all con-
crete articulations and exemplifications remain imperfect or incomplete.
A transcendent value is also a transcendent ideal.

2. A value that appears to us as a demand or longing. A transcendent value
seems to call out to us to enact it in our culture and institutions. Our sense
of justice seems to demand that we correct injustices when we recognize
them; our value of truth seems to demand that we correct falsehood.

3. A value that is inchoate and indeterminate, which human beings must
articulate through culture but which is never fulfilled. Precisely because
the demand of a transcendent value is inchoate and indeterminate, it can
never be completely satisfied. We attempt to realize and understand a
transcendent value through its articulations in culture: these include the
positive norms of our culture, our technology, and our institutions. But
these articulations are always incomplete and imperfect. Our institutions
and theories of justice always fall short of what justice demands. Hence
there is an ongoing dialectic between transcendent values and their cul-
tural articulations.

4. A value whose existence is presupposed by some essential aspect of hu-
man life or some essential human activity. Thus the argument for the
existence of a transcendent value is transcendental; the existence of the
value must be presupposed given the nature of the activity. Hence we
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