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Abstract: Lane-changing is an important operation of an autonomous vehicle driving on the road.
Safety and comfort are fully considered by excellent drivers in lane-changing operation. However,
only the kinematic and dynamic constraints are taken into account in the traditional path planning
methods, and the path generated by the traditional methods is very different from the actual trajectory
of the vehicle driven by the excellent driver. In this paper, a path planning method for imitating the
lane-changing operation of excellent drivers is proposed. Five experienced drivers are invited to do
the lane-changing test, and the lane-changing trajectories data under different conditions are recorded.
The excellent driver lane-changing model is established based on the genetic algorithm (GA) and
back propagation (BP) neural network trained by the data of the lane-changing tests. The proposed
approach can plan out an optimized lane change path according to the vehicle condition by learning
the excellent drivers’ driving routes. The results of simulations verify that the path generated
by the proposed algorithm is basically same as the track selected by the excellent drivers under
same conditions, which can reflect the characteristics of the operations of the excellent driver. While
applying safe lane-changing to autonomous vehicle, it can improve the ride comfort of the vehicle and
therefore reduce the probability of motion sickness of the passengers caused by improper operation
during lane change.

Keywords: path planning; lane change; excellent driver model; neural networks; autonomous vehicle

1. Introduction

In recent years, with the continuous increase in vehicle ownership, the problem of traffic safety
has been deteriorating. Smart vehicles and unmanned driving that can effectively improve traffic
safety are being vigorously developed and applied. Path planning that generates a driving route
from the initial point to the destination is one of the keys features of unmanned driving technology.
For autonomous vehicles, the constraints of vehicle kinematic and dynamics are important to be
studied in path planning algorithm in addition to the obstacles avoidance.

Path planning methods for autonomous vehicles have been widely studied. There are some
advanced path planning methods for autonomous road vehicles, such as artificial potential field
methods [1,2] and optimal control [3,4]. The obstacles, road structures, and vehicle dynamics are
considered in these proposed methods. However, there is a sudden change in the curvature of the
trajectory generated by these methods, and it is often necessary to smooth the generated path and
increase the workload. Many studies about curvature–continuous path planning methods have
been conducted [5–7]. In these studies, some continuous curves such as Bezier curve are used for
trajectory planning. Choi et al [7] proposed a practical path planning algorithm based on Bezier curves

Appl. Sci. 2018, 8, 814; doi:10.3390/app8050814 www.mdpi.com/journal/applsci1
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for autonomous vehicles operating under waypoints and corridor constraints. The path planning
algorithm combines a set of low-degree of Bezier curve segments smoothly to generate the reference
trajectory. However, since the planned path has difficulty meeting all comfort requirements of different
passengers, it may still increase the probability of the motion sickness. Michael and Brandon [8]
found that the proportion of people with motion sickness riding smart vehicles is much higher than
traditional vehicles. Other studies have proven this conclusion [9,10]. As a result, conventional path
panning algorithm is not sufficient to meet motion comfort requirements in these scenarios. However,
under any condition, an experienced driver is always able to find an optimal path to keep the vehicle
moving steadily. Thus, it is necessary to study the driving paths of experienced drivers.

Lane-changing is an important part of autonomous driving behavior in arterial road traffic [11],
which involves changes in both longitudinal and lateral velocity as well as movement in the presence
of other moving vehicles [12]. Therefore, many studies have been carried out on lane change of
autonomous vehicle [13,14]. Dubins path, the shortest path for a wheel-drive robot consisting of a
set of two circular arcs and line segments [15], is one of the most well-known and widely studied
methods to generate a smooth path [16]. Chop et al [17] presented a path planning method using circle
curve as the lane-changing path for autonomous vehicle. However, the path has a fatal drawback
that the curvature at the joint nodes connecting the lines and arcs is discontinuous.Ren et al [18]
presented a lane-changing trajectory generating method based on the vehicle lateral acceleration
during lane changing meeting the constraints of positive and negative trapezoid. Wang et al. [19]
used the seven-order polynomial as the path expression of the lane-changing path. The location of
lane changing ends is determined according to the average lane changing time assuming that the
longitudinal speed is constant. However, the characteristics of different drivers in the actual lane
changing operation were not considered in these studies.

The artificial neural network is a powerful, nonlinear, and adaptive mathematical model [20].
It has been used extensively and successfully in various fields, including image processing [21], pattern
recognition [22] and voice recognition [23]. It is difficult to describe the characteristics of the actual driver’s
lane-changing operation by accurate mathematical modeling. Thus, the neural network is utilized to
establish the lane-changing path model. In previous studies, by purposely propagating output-layer
errors into hidden-layers, and deriving the optimal weights with gradient descent optimization [24], Back
Propagation (BP) neural network is widely used to minimize errors. However, the further development
and application of BP neural network is limited by the drawback that it easily falls into local optimal
solutions. Many researchers have attempted to use different types of evolutionary algorithms, such as
Genetic Algorithm [25], Particle Swarm Optimization (PSO) [26], and Simulated Annealing (SA) [27],
to optimize the weight and threshold of the BP neural network in training process. Yu and Xu [28]
presented a short-term load forecasting model of natural gas based on Genetic Algorithm and Back
Propagation (GA-BP) neural network. Wang et al. [29] proposed a wind speed forecasting model based
on GA-BP neural network. They found that the accuracy and the learning speed of the BP neural network
can be improved significantly with optimization through the genetic algorithm.

To solve the problem that the traditional path planning methods for lane-changing do not
consider the actual driving characteristic of lane-changing, five excellent drivers were invited to
do lane-changing tests. The trajectories under different modes were recorded. The paths were fitted by
polynomial curve by comparing different curves. The routes of lane-changing considering the feature
of the intermediate state and the final position were obtained. The excellent driver lane-changing
model was established based on GA-BP neural networks trained by the optimal trajectory database
obtained by the experiment. The path planning method for lane-changing based on the excellent driver
lane-changing model was proposed. It can meet the requirements of different types of passengers for
riding comfort and reduce the probability of motion sickness.

The structure of the paper is as follows. Section 2 presents the lane-changing test, and gives an
approach to transform the data of Global Position System (GPS) into geographic coordinate system.
The fitting of driver’s lane-changing path based on six-order polynomial is shown in Section 3.
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In Section 4, the excellent driver model based on GA-BP neural networks is highlighted. Simulation
results are discussed in Section 5. Finally, Section 6 presents some concluding remarks.

2. Acquisition of Ideal Path

2.1. Lane-Changing Test

Lane changing is one of the important operations in driving. The driver will plan out an ideal
path to make the vehicle move smoothly before starting to change lane. To study the characteristics of
the path that the excellent driver planned at the time of lane changing, driving tests with excellent
drivers were carried out. Figure 1 shows the test vehicle used in this experiment. It is equipped with
GPS device to record the travel path and S-Motion biaxial optical speed sensor to obtain the yaw
rate and lateral acceleration of the vehicle. Due to the difference of driving experience and driving
habits, different drivers usually have different driving characteristics. An evaluation questionnaire
about the types of driver was designed. After each experiment, the passenger appraised the ride
experience. Thus, the drivers were divided into three types based on the driving characteristics:
aggressive, intermediate and conservative. To track the difference in lane-changing paths between
different drivers, five experienced drivers were invited to participate in the experiment. Information of
the five drivers is shown in Table 1. During driving, the drivers were required to do the lane-changing
operation to meet the demand of obstacle avoidance or overtaking as well as others operation. In this
experiment, the test was divided into two working conditions: obstacle avoidance lane change and
free lane change. The single lane change test was conducted as the obstacle avoidance condition by
changing the pile position to simulate different obstacle distance. Figure 2 shows the single lane change
test environment.

Figure 1. Test vehicle.

 

Figure 2. Single lane change test.
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Table 1. Information of drivers.

Driver Number Gender Age Driving Age (Years)

Driver 1 Female 55 33
Driver 2 Male 28 10
Driver 3 Male 53 31
Driver 4 Male 46 22
Driver 5 Male 53 21

2.2. Data Processing

Owing to the data recoded by GPS being longitude, latitude and elevation, it is difficult to directly
reflect the vehicle’s actual running path in the geodetic coordinate system. In geographic coordinate
system, the origin of the coordinates lies in the centroid of the carrier, and its Xg axis, Yg axis and Zg

axis are the east, north and sky directions, respectively, of the carrier’s location. To accurately describe
the travel path, it is necessary to transform the coordinates of the geodetic coordinate system into
the geographic coordinate system. However, a direct conversion of coordinates between the geodetic
coordinate system and the geographic coordinate system is hard to process. Therefore, the Earth
Cartesian coordinate system is introduced into the transformation. The relationships between the
geodetic coordinate system, the geographic coordinate system and the Earth Cartesian coordinate
system are shown in Figure 3.

Figure 3. Relationships between the three different coordinate systems.

The coordinates of the point P is (L, λ, h) in geodetic coordinate system. The coordinates of the
point P (xe, ye, ze) in the Cartesian coordinate system can be obtained from Equation (1).⎧⎪⎨⎪⎩

xe = (RN + h) cos L cos λ

ye = (RN + h) cos L sin λ

ze = [RN(1 − e)2 + h] sin L
(1)

where RN is the radius of curvature of the ellipsoid, RN = Re(1 + esin2L). e is eccentricity of ellipsoid,
e = (Re − Rp)/Re. Re is the long radius of the ellipse and Rp is the short radius of the ellipsoid.

The travel path of the vehicle is a spatial curve connected by many spatial points in geodetic
coordinate system. The spatial curve needs to be projected to the xg − yg plane in the geographic
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coordinate system. To facilitate the analysis of the driving path, the coordinate origin of the
geographical coordinate system is set at the initial record point of the driving track. Thus, the
coordinates of each sampling point in the Earth Cartesian coordinate system needs to be transformed
by Equation (2). ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Δx(yz)e1 = x(yz)e1 − x(yz)e1
Δx(yz)e2 = x(yz)e2 − x(yz)e1
Δx(yz)e3 = x(yz)e3 − x(yz)e1
. . . . . .
Δx(yz)en = x(yz)en − x(yz)e1

(2)

Then, the coordinates of the Earth Cartesian coordinate system are transformed into the
coordinates of the geographic coordinate system using Equation (3).

[
xgi ygi zgi

]
=

[
Δxei Δyei Δzei

]⎡⎢⎣ − sin λ cos λ 0
− sin L cos λ − sin L sin λ cos L
cos L cos λ cos L sin λ sin L

⎤⎥⎦ (3)

With the above transformations, the driving path can be shown accurately in two-dimensional
plane of the geographic coordinate system using the coordinate (xg, yg).

3. Fitting of the Test Path

Function fitting refers to search a curve expression by adjusting some undetermined coefficients
in this function to minimize the difference between the function and the known set of coordinate points
(xi, yi). According to above process, the coordinates of the ideal path in the geographical coordinate
system have been obtained. For the convenience of calculation, only the two-dimensional coordinate
(xg, yg) is needed to be fitted without considering the vertical motion. Figure 4 is a schematic diagram
of the lane-changing path.

Figure 4. The schematic diagram of the lane-changing path.

It is necessary to satisfy the requirement of curvature continuity of the path curve to ensure the
vehicle moves smoothly. Once the shape of the curve is known, the curvature–continuous fitting
function should be determined. An easement curve is a curve of continuous curvature, usually set
between a straight line and a circular curve or between two circular curves with different radius. There
will be no mutation of the curvature of the path curve. Therefore, it can improve the comfort and
stability of the vehicle considerably. There are usually two types of transition curves: clothoid and
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cubic parabola. In engineering practice, the swirl curve is obtained by the method of point selection
and lofting. However, it is difficult to accurately fit the swirl curve, as its mathematical equation is too
complicated, which will lead to high computation cost. The expression of polynomial curve is succinct,
and all derivatives are continuous. It can accurately fit the driving path under different operation
conditions by changing the coefficients of each item. In this paper, the polynomial curve is adopted as
the lane-changing path.

Polynomial equations are set as follows:

y = anxn + an−1xn−1 + · · ·+ a1x + a0 (4)

k =
y′′

(1 + y′2)
3
2

(5)

where y′ is the first derivative and y” is the second derivative of the polynomial curve. k is the curvature
of a point on the curve.

The center of the mass of vehicle at the beginning of lane-changing is set as the origin of the
coordinate system for simplifying the system with proposer assumptions. Thus, the polynomial
constant term is zero. According to the analysis of lane changing operation, it is known that, at
the initial and final state of the lane-changing operation, the vehicle’s heading direction should be
parallel to the lane line and the steering angle shall be zero. To make the unmanned vehicle able
to travel straight along the lane, it is required that the steering wheel angular speed be zero when
the lane-changing operation ends. Therefore, the first derivative and the second derivative of the
polynomial curve at the initial point and the final point are zero. The final point of lane-changing is
set as (xf, yf) and yf is the lane width of the current driving road. Thus, the position of the vehicle is
at the middle of the lane when lane-changing is completed. While the initial and final positions of
lane-changing are determined, the trajectory selected by different types of drivers will also be different,
which has impact on the riding comfort of the lane-changing process. Therefore, it is necessary to
consider the intermediate state of the vehicle during lane-changing path planning. It is noticed that
the entire lane-changing process can be divided into three phases: collision avoidance, rotation and
adjustment [30]. It can be seen that the steering wheel angular speed during the obstacle avoidance
and the rotation phase are faster than that during the adjustment phase by analyzing the steering
wheel angular speed during the lane-changing process. Therefore, the vehicle position state (xm, ym)
at the end of the rotation phase is adopted as the intermediate state constraint of the lane-changing
operation. By substituting the state constraint of the initial point, final point and intermediate point
into Equation (4), Equation (6) can be obtained as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

y0 = anxn
0 + · · ·+ a5x5

0 + a4x4
0 + a3x3

0 + a2x2
0 + a1x0

y f = anxn
f + · · ·+ a5x5

f + a4x4
f + a3x3

f + a2x2
f + a1x f

.
y(x0) = nanxn−1

0 + · · ·+ 5a5x4
0 + 4a4x3

0 + 3a3x2
0 + 2a2x0 + a1 = 0

.
y
(

x f

)
= nanxn−1

f + · · ·+ 5a5x4
f + 4a4x3

f + 3a3x2
f + 2a2x f + a1 = 0

..
y(x0) = n·(n − 1)anxn−2

0 + · · ·+ 20a5x3
0 + 12a4x2

0 + 6a3x0 + 2a2 = 0
..
y
(

x f

)
= n·(n − 1)anxn−2

f + · · ·+ 20a5x3
f + 12a4x2

f + 6a3x f + 2a2 = 0

ym = anxn
m + · · ·+ a5x5

m + a4x4
m + a3x3

m + a2x2
m + a1xm

(6)

Substituting x0 = y0 = 0 and yf = D into Equation (6), Equation (7) is as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
D = anxn

f + · · ·+ a5x5
f + a4x4

f + a3x3
f

0 = nanxn−1
f + · · ·+ 5a5x4

f + 4a4x3
f + 3a3x2

f
0 = n·(n − 1)anxn−2

f + · · ·+ 20a5x3
f + 12a4x2

f + 6a3x f
ym = anxn

m + · · ·+ a5x5
m + a4x4

m + a3x3
m

(7)
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From Equation (7), it is known that the number of polynomial coefficients need to be determined
is n − 2, and the number of constraint equation is only4. To determine the unique expression of the
lane-changing path, the equation (8) needs to be satisfied.

n − 2 = 4 (8)

Thus, n = 6. The expression of the lane-changing trajectory is as follows:

y = a6x6 + a5x5 + a4x4 + a3x3 (9)

The expression of the optimal lane-changing path under different conditions can be obtained with
the middle point coordinates and the final distance of lane-changing determined.

4. Path Planning Method Based on Excellent Driver Lane-Changing Model

Lane-changing is an important and complex operation in vehicle driving. Trajectory has great
influence on the comfort of the driverless vehicle. Optimal lane-changing trajectories of several
excellent drivers under different conditions were obtained from previous research. The lane-changing
model of excellent driver was established based on the GA-BP neural network trained and tested by
the testing path data. The path planning method for imitating the lane-changing operation of excellent
drivers is proposed. It can generate an optimal lane-changing trajectory according to the driving
conditions of vehicles and the types selected by the passengers therefore improve the comfort of the
autonomous vehicles. Figure 5 shows the framework of the path planning method for imitating the
lane-changing operation of excellent drivers.

Figure 5. The framework of the path planning method for imitating the lane-changing operation of
excellent drivers.

4.1. GA-BP Neural Networks

BP neural network is a multi-unit feed forward neural network, which can be trained by error
back propagation. The error of the actual output value and the desired output value of the network is
minimized by adjusting the weights and thresholds based on the gradient descent method. There are
three units in the BP neural network: input layers, output layers and hidden layers. In the training
process, there are two stages of forward and back propagation. In the stage of forward propagation,
the input information is transmitted from the input layer through the hidden layer to the output layer.
The state of each layer only affects the next layer state of neurons. The back propagation is introduced

7
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in the case the error is larger than the threshold. The weights of each layer of neurons are modified to
minimize the error.

Genetic algorithm is a global optimization random search algorithm. It can get the individual
with high adaptation degree by simulating the phenomena of selection, crossover and mutation in
the genetic process. To solve the problem that BP neural network algorithm is easy to fall into local
optimal solutions, the GA is used to optimize the initial weights and thresholds of BP neural network.
The population of GA is generated based on the weights and thresholds of BP neural network. With
going through the selection, crossover and mutation process, the optimal individuals are selected as the
initial weights and thresholds of BP neural network. With GA, the convergence speed of the BP neural
network can be improved significantly and the possibility of falling into local optimal solutions can be
reduced. Figure 6 shows the GA-BP neural network algorithm flow chart. The specific algorithm is
as follows:

(1) Initialization of the population

The initial population of scale P, X = (X1, X2, . . . , Xp)T, is randomly generated. The individual
code, Xi = (x1, x2, . . . , xs), utilizes the real number coding method. The length coding is as follows:

s = n × m + m × l + m + l (10)

where m is hidden layer nodes, n is input layer nodes and l is output layer nodes.

(2) Determination of the fitness function

In the GA-BP model, the use of a fitness function F is based on the error of the output layer.
The function F is defined as:

Fi = k·
l

∑
j=1

(oj − yj)
2 (i = 1, 2, 3, · · · , p) (11)

where yj is the expected output. oj is the actual output based on the weights and thresholds generated
in Step 1. k is compensation factor.

(3) Selection operation

This paper uses the roulette method to select the operator. The probability of each individual is
calculated as follows

fi = 1/Fi (12)

pi =
fi

P
∑

j=1
f j

(13)

(4) Crossover operation

The crossover operation between the chromosome k and the chromosome l in the gene j is
as follows {

xkj = xkj·(1 − b) + xlj·b
xlj = xlj·(1 − b) + xkj·b

(14)

where b is a random number in [0, 1].

(5) Mutation operation

The mutation operation of the chromosome i in the gene j is as follows

xij =

{
xij + (xij − xmax)· f (g) r > 0.5
xij + (xmin − xij)· f (g) r ≤ 0.5

(15)

8



Appl. Sci. 2018, 8, 814

f (g) = r2 × (1 − g
Gmax

) (16)

where xmin and xmax are the minimum and maximum values of the xij, respectively. r is a random
number in [0, 1]. r2 is a random number. g represents the current number of iterations and Gmax is the
maximum number of evolutions.

Figure 6. Flow chart of GA-BP neural network algorithm.

4.2. Excellent Driver Lane-Changing Model

The lane-changing trajectories chosen by different drivers under the same working conditions
will be different due to the various driving habits and personalities of each driver. Figure 7 shows
the lane-changing paths of different drivers at the same speed. It can be observed that the driving
characteristic is one of the most important factors that influence the travel route. Through the analysis
of the operating habits of different drivers, the driver types are divided into aggressive, intermediate
and conservative. In this research, 1 represents aggressive type, 0 represents conservative type, and
0.5 means intermediate type. Figure 8 shows the paths of the free lane change and the obstacle
avoidance lane change. In the figure, it is shown that different steering intentions also create a
considerable impact on the vehicle driving path. In this paper, 1 represents the intention of obstacle
avoidance lane change and 0 is for free lane change. In addition, the speed and the distance from
obstacle also have an impact on the choice of the lane-changing path. Figure 9 shown the lane-changing
paths of one driver at different speeds. Therefore, the excellent driver lane-changing model in this
paper has four inputs, namely driver type, steering intention, vehicle speed and distance from obstacle.
According to the above analysis, the optimal lane-changing path under different conditions can be
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obtained when the characteristic point coordinates (xm, ym) and the final distance xf of lane-changing
are determined. Thus, the model proposed in the paper has three outputs: xm, ym, and xf.

Figure 7. The lane-changing paths of different drivers at the same speed.

Figure 8. The lane-changing paths with different intention.

Figure 9. The lane-changing paths of one driver at different speeds.

The experimental data are shown in Table 2. The steering intention is determined based on
distance from obstacle. The distance from obstacle under free lane change condition is set to 100 m.
Therefore, there are 300 experimental data. Ninety percent of the data were selected at random as the
training data, while the remaining are the testing data.

Table 2. Information of experiment data.

Classification Information

Number of drivers 5
Velocity (km/h) 30, 35, 40, 45, 50

Distance from obstacle (m) 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 100 (no obstacle)

10
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The effectiveness of the neutral network was estimated using the GA-BP error. The error is defined
as the difference between the simulation output and experimental output as Equation (17). For the
testing in this research, the error is shown in Figure 10. In the figure, it can be observed that the GA-BP
neural network is with high accuracy.

error = output_simu − output_testing (17)

where output_simu is the output value of the GA-BP neural network and output_testing is the value
of the testing date.

Figure 11 shows the mean square error variation curve of the GA-BP neural networks model. The
mean square error is 0.009 after training, and it can meet the precision requirements.

Figure 10. The testing error of the GA-BP neural network.

Figure 11. The mean square error variation curve of the GA-BP neural networks model.

5. Simulation and Analysis

To study the performance of the path planning algorithm based on the excellent driver model
proposed in the paper, simulation experiments under different working conditions were carried out
in MATLAB environments. The scenarios of obstacle avoidance steering and free lane-changing
steering at the speed of 30 km/h and 40 km/h were simulated. In each simulation test, the aggressive
and conservative types were selected as driver type, respectively. Then, the lane-changing trajectory
generated by the proposed method was compared with the actual driving trajectory under the same
working condition. The effectiveness of the proposed algorithm can be quantitatively evaluated by
calculating the deviation between the actual value and the simulation value. The change of the error is
also presented.

11
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5.1. Obstacle Avoidance Simulation

Obstacle avoidance simulation test conditions: The speed is set to 30 km/h and 40 km/h,
respectively; lane width is 3.75 m; and the distance to obstacle at the beginning of steering is 35 m.

Figures 12 and 13 are the simulation results at the speed of 30 km/h under the obstacle avoidance
conditions. Figure 12a shows the simulation trajectory and actual trajectory of the conservative driver
under the obstacle avoidance conditions. Figure 13a shows the trajectory of the aggressive driver.
The red curve represents the lane-changing track obtained by the lane-changing path generation
algorithm proposed in this paper. The blue curve represents the actual running track recorded in
the real vehicle lane-changing test under the same condition. It can be seen in Figures 12a and 13a
that the trajectory obtained from simulation is basically consistent with the trajectory in real vehicle
testing. It also meets the requirements of vehicle safety obstacle avoidance. Figures 12b and 13b are
the lateral error between the simulated and real trajectories of conservative drivers and aggressive
drivers. The maximum lateral deviations are 0.056 m and 0.17 m, respectively. It means that the
algorithm developed in this paper is with high accuracy and imitate the lane-changing operation of
excellent drivers.

(a)

(b)

Figure 12. The simulation results at the speed of 30 km/h under the obstacle avoidance conditions
of the conservative driver: (a) simulation trajectory and actual trajectory; and (b) lateral deviations
between the simulated and real trajectories.

Figures 14 and 15 are the simulation results at the speed of 40 km/h under the obstacle avoidance
conditions. Figure 14a shows the simulation trajectory and actual trajectory of the conservative driver
under the obstacle avoidance conditions. Figure 15a shows the two paths of the aggressive driver.
Figures 14a and 15a show that the simulation path and the actual path are very close to each other.
It means the simulation trajectory can reflect the characteristics of excellent drivers’ lane-changing
trajectories under the same working conditions. Figures 14b and 15b are the lateral deviation between
the simulated and real trajectories of conservative drivers and aggressive drivers at the speed of
40 km/h. The maximum lateral deviations are 0.087 m and 0.075 m, respectively, which means the
method can keep high accuracy with the increased speed.

12
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(a)

(b)

Figure 13. The simulation results at the speed of 30 km/h under the obstacle avoidance conditions of
the aggressive driver: (a) simulation trajectory and actual trajectory; and (b) lateral deviations between
the simulated and real trajectories.

As can be observed in Figures 12a, 13a, 14a and 15a, the longitudinal distance of the lane-changing
trajectory is increased with the increased speed, and the longitudinal distance of the conservative
driver at the same speed is shorter than that of the aggressive driver at same speed. This is because,
in the process of obstacle avoidance, the conservative drivers usually keep a larger safety distance,
and a larger steering wheel angle will be input at the early stage of the lane-changing. Therefore, the
vehicle will travel to the target lane as soon as possible. Aggressive drivers often choose a smaller
safety distance, so the lane-changing operation is more stable, making the terminal distance of lane
changing longer.

(a)

Figure 14. Cont.
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(b)

Figure 14. The simulation results at the speed of 40 km/h under the obstacle avoidance conditions
of the conservative driver: (a) simulation trajectory and actual trajectory; and (b) lateral deviations
between the simulated and real trajectories.

(a)

(b)

Figure 15. The simulation results at the speed of 30 km/h under the obstacle avoidance conditions of
the aggressive driver: (a) simulation trajectory and actual trajectory; and (b) lateral deviations between
the simulated and real trajectories.

5.2. Free Lane-Changing Simulation

Free lane-changing simulation test conditions: The speed is 30 km/h and 40 km/h, respectively;
lane width is 3.75 m; and there is no obstacle.

Figures 16 and 17 are the simulation results at the speed of 30 km/h under the free lane-changing
conditions. Figure 16a shows the simulation trajectory and actual trajectory of the aggressive driver
under the free lane-changing conditions. Figure 17a shows the two trajectories of the conservative
driver. The red curve represents the lane change track obtained by the lane-changing path generation
algorithm proposed in this paper. The blue curve represents the test trajectory. In Figures 16a and 17a,
it can be seen that the coincidence of the trajectory obtained by the simulation and the actual trajectory
of the test is high. Figures 16b and 17b are the lateral error between the simulation and testing of
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aggressive drivers and conservative drivers, respectively. The maximum lateral deviations are 0.15 m
and 0.074 m. Under the free lane-changing condition, the algorithm in this paper can also imitate the
route of experienced drivers when do lane-changing operation.

(a)

(b)

Figure 16. The simulation results at the speed of 30 km/h under the free lane-changing conditions of
the aggressive driver: (a) simulation trajectory and actual trajectory; and (b) lateral deviations between
the simulated and real trajectories.

Figures 18 and 19 are the simulation results at the speed of 40 km/h under the free lane-changing
conditions. Figure 18a shows the simulation trajectory and actual trajectory of the aggressive driver
under the obstacle avoidance conditions. The two trajectories of the conservative driver at 40 km/h are
presented in Figure 19a. The two diagrams show that the features of the route chosen by experienced
driver can be represented by the simulation path. The lateral error between the simulation and test are
shown in Figures 18b and 19b. The maximum lateral deviations are 0.088 m and 0.16 m, respectively,
which means the algorithm is with high accuracy under the free lane-changing condition.

In Figures 16a, 17a, 18a and 19a, it can be seen the longitudinal distance chosen by the same type
of drivers increases with the speed under the free lane-changing condition. However, the longitudinal
distance chosen by the conservative driver under the free lane-changing condition is significantly
longer than that of aggressive driver. Because a driver conducts the lane-changing operation according
to his own habit when there is no obstacle under free condition, for the conservative driver, to reduce
the lateral acceleration when changing lanes, the input steering wheel angle at the beginning of lane
change will be reduced, which increases the longitudinal distance of the entire lane change, whereas,
for aggressive drivers, they will choose to complete the lane change within shortest possible time,
which requires a large steering wheel angle input, resulting in a smaller longitudinal distance of the
lane-changing path.
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(a)

(b)

Figure 17. The simulation results at the speed of 30 km/h under the free lane-changing conditions
of the conservative driver: (a) simulation trajectory and actual trajectory; and (b) lateral deviations
between the simulated and real trajectories.

(a)
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(b)

Figure 18. The simulation results at the speed of 40 km/h under the free lane-changing conditions of
the aggressive driver: (a) simulation trajectory and actual trajectory; and (b) lateral deviations between
the simulated and real trajectories.
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(a)

(b)

Figure 19. The simulation results at the speed of 40 km/h under the free lane-changing conditions
of the conservative driver: (a) simulation trajectory and actual trajectory; and (b) lateral deviations
between the simulated and real trajectories.

6. Conclusions

A new lane-changing path planning method for unmanned vehicles is proposed in this paper. It is
developed to generate a path that can make the vehicle finish the lane-changing operation smoothly
and safely based on the information of vehicle speed, steering intention, obstacle and driving style.
First, to obtain the lane-changing paths of the excellent drivers under different conditions, many real
vehicle tests were carried out. Then, the final point and intermediate feature point of each lane change
trajectory were extracted, with the expression of each path obtained. Next, the excellent driver model
based on the GA-BP neural network was established and trained with experimental data. Finally, the
path planning algorithm for imitating the lane-changing operation of excellent drivers was developed
and presented.

The path developed in this paper can imitate real excellent driver lane-changing path to meet
the kinematic constraints of the vehicle and avoid the obstacles at the same time. Simulation results
verifies that the path planning method proposed in this research can generate an optimal lane-changing
trajectory according to the vehicle driving condition and the driving styles selected by the passengers,
which is basically the same with the trajectory selected by the excellent driver under the same conditions
and the lateral error between the two trajectories is small. Therefore, the lane-changing path planning
algorithm proposed in this paper can imitate the excellent driver to change the lane, improve the
stability of the unmanned vehicle, improve the riding comfort of passengers, and reduce the probability
of passengers suffering from motion sickness.
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Abstract: Four wheel steering and four wheel drive (4WS4WD) vehicles are over-actuated systems
with superior performance. Considering the control problem caused by the system nonlinearity
and over-actuated characteristics of the 4WS4WD vehicle, this paper presents two methods to
enable a 4WS4WD vehicle to accurately follow a predefined path as well as its reference trajectories
including velocity and acceleration profiles. The methodologies are based on model predictive
control (MPC) and particle swarm optimization (PSO), respectively. The MPC method generates
the virtual inputs in the upper controller and then allocates the actual inputs in the lower controller
using sequential quadratic programming (SQP), whereas the PSO method is proposed as a fully
optimization based method for comparison. Both methods achieve optimization of the steering angles
and wheel forces for each of four independent wheels simultaneously in real time. Simulation results
achieved by two different controllers in following the reference path with varying disturbances are
presented. Discussion about two methodologies is provided based on their theoretical analysis and
simulation results.

Keywords: 4WS4WD vehicle; force control; MPC; PSO; path tracking

1. Introduction

With the development of Autonomous Ground Vehicles (AGVs) in the last few decades,
the demand for accuracy, maneuverability and controllability in vehicle’s navigation is ever increasing.
For example, an AGV may be required to follow a path accurately under unstructured and uneven
terrain conditions, where a significant amount of wheel slip and unpredictable disturbance forces
occur at the vehicle’s wheels. The 4WS4WD vehicle, with four wheels that can be steered and driven
independently, is a revolutionary platform that has great potential to perform high maneuverability
and flexibility in harsh environments.

The main challenge in the control of 4WS4WD control is the number of control inputs (four steering
angles and four drive torques), which results in an over-actuated system, where only three outputs
including its degree of freedom (DOF) in the longitudinal, lateral and angular directions of the vehicle
are concerned. How to allocate all eight control inputs to achieve high path following performance has
not yet been effectively solved. The control allocation is proposed to handle the control problems of
over-actuated systems [1]. Generally, the control allocation can be treated as an optimization problem.

For controller designing, a model of the vehicle under control is generally required to facilitate
the selection of future control inputs. A dynamic model describes the states of the vehicle based
on the forces applied. However, the development of a detailed vehicle dynamic model is always
a challenging task due to the uncertainty of parameters and the complex disturbances from the external
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forces. The majority of existing control methodologies for 4WS4WD vehicles are proposed based on the
linearized dynamic model, which lead to the loss of input degree of freedom [2,3]. Meanwhile,
some other methods use nonlinear dynamic models in the control of 4WS4WD vehicles [4,5],
where control inputs are subjected to some relationship constraints to simplify the controller design.
However, in practice, the four independent wheels may interact with different terrain conditions,
where different slip, wheel forces and terrain disturbances are generated on the corresponding contact
patches. Hence, it is desirable to make four wheels individually controlled, thereby limiting and/or
overcoming different slip and disturbance on different contact patch.

There is an abundance of literature that presents kinematic modelling of ground vehicles [6–8],
in which the vehicles are assumed to operate at low speeds to reduce the dynamic effects. Most vehicle
kinematic models are developed based on the non-integrable kinematic constraints, known as
non-holonomic constraints. As a result, the wheel slip has to be ignored with the assumption of
zero relative velocity between wheels and terrain [9,10]. To utilize the kinematic model’s advantage of
keeping the steering control relatively independent of velocity control [11], it is desirable to incorporate
wheel slip in the vehicle kinematic model so as to facilitate the accurate vehicle control in complex
terrain conditions where the no-slip assumption is not applicable.

To realize force control, a novel type of 4WS4WD vehicle with force sensors at each wheel
has been designed as shown in Figure 1. This vehicle possesses the characteristics of independent
steering and drive control at each wheel and force measurements. In this work, the dynamic model is
partitioned into a hierarchy of three levels to facilitate the incorporation of force sensors and overcome
uncertainties in the model. The force sensors at the drive unit allow the measurement of actual force
data, while models of the drive unit and tire are used for simulation.

Force Sensor

Driving Unit

Steering Unit

Power Unit

Figure 1. The 4WS4WD (four wheel steering and four wheel drive) vehicle.

Model predictive control (MPC) is selected for its ability in handling linear constraints and
time-varying systems as well as its good performance in tracking problems. Particle swarm
optimization (PSO) is also selected for its fast searching speed in global optimization. MPC and
PSO have been successfully applied in the controller design of real-time control systems [12–17]. In this
work, MPC and PSO based control methods are proposed to realize the controlling aim of achieving
good path following performance as well as high motion quality via vehicle steering control and
independent force control at four wheels.

As novel contributions, the MPC methodology is applied to achieve precise path tracking of
4WS4WD vehicle. Based on the MPC theory, an offline control law is proposed to guarantee the
stability of the upper controller. An sequential quadratic programming (SQP) based control allocation
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is developed to control the 4WS4WD vehicle in the lower controller. The inclusion of full independent
force control and steering control on all four wheels enable the maximization of performance. In this
work, comparison of MPC and PSO on the same vehicle model is provided, in which the proposed
PSO control methodology is a further refinement of the PSO methodology presented previously
in [18]. The PSO control methodology in this paper simplifies the derivation and gives an algorithm
in a more general form, which facilitates the comparison with other control methods. In addition,
both methodologies are compared with the kinematic model based method proposed in [19].

The paper is organized as follows: Section 2 describes the 4WS4WD vehicle modelling. The MPC
and PSO control methodologies are presented in Section 3. In Section 4, simulation setup and the
reference path are presented. The result of the two controllers are compared. In Section 5, the discussion
about two methodologies are provided based on their theoretical analysis and simulation results.
Finally, conclusions are provided in Section 6.

2. Vehicle System Modelling

In order to develop suitable control methodology, the 4WS4WD vehicle must be modelled for
controller design and simulation. The model used for this work is a fully dynamic model that consists
of three components, vehicle body dynamics to estimate vehicle body movement, drive unit dynamics
to model the tire force acting on the drive unit in vehicle coordinate frame and a tire dynamic model to
model the force generated by the tire in a wheel coordinate frame. The separation of dynamic model
allows force sensors to be incorporated easily and reduces uncertainties by obtaining actual force
measurements. In the end, an offset error model is proposed for evaluating the tracking performance
and is used in the controller design.

2.1. Vehicle Body Dynamic Model

As shown in Figure 2, the vehicle body dynamic model describes the motion of the vehicle by
representing each drive unit as a pair of forces, with FSl in the longitudinal and FSL in the lateral
direction of the corresponding wheel. The reason for separating the dynamics of the vehicle at the drive
unit boundary is to allow force sensors to be incorporated to measure the forces acting on each wheel,
instead of relying on the tire model to estimate them. To facilitate the notations, the four wheels are
numbered by 1, 2, 3 and 4 in circles. In particular, the force acting at each force sensor is decomposed
into two components (i.e., FSli and FSLi, i = 1, . . . , 4) normal to each other.

The equation of the vehicle body dynamics can be expressed as

acc =

⎡⎢⎣ar

al
γ

⎤⎥⎦ = M−1C

⎡⎢⎢⎢⎣
R1FAS1
R2FAS2
R3FAS3
R4FAS4

⎤⎥⎥⎥⎦ , (1)

where the acceleration vector denoted by acc consists of longitudinal acceleration al , radial acceleration
ar and angular acceleration γ.

The mass matrix is represented by M:

M =

⎡⎢⎣M − 4md 0 0
0 M − 4md 0
0 0 Jz

⎤⎥⎦ , (2)

where M is the mass of the vehicle, Jz is the vehicle body inertia, and md is the mass of the drive unit.
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Figure 2. Vehicle body dynamic model.

The matrix C is decided by vehicle dimension, written as

C =

⎡⎢⎣ 1 0 1 0 1 0 1 0
0 1 0 1 0 1 0 1

−Lh L f Lh L f Lh −Lr −Lh −Lr

⎤⎥⎦ . (3)

The force vectors FASi are defined as

FASi =
[

FSli FSLi

]T
, i = 1, . . . , 4. (4)

The transfer matrices Ri from wheel frame to vehicle local coordinate frame XL − OL − YL are
presented in

Ri =

[
cos δi − sin δi
sin δi cos δi

]
, i = 1, . . . , 4. (5)

The lateral components FSLi are determined by the lateral forces acting on tires, while the
longitudinal components FSli are viewed as intermediate control inputs of vehicle system, which can
be achieved by controlling the torques (i.e., Ti, i = 1, . . . , 4) applied on wheels. To simplify the coupled
issue of left and right wheel steerings, the steering angles are constrained by

δ1 = δ2 = δ f ,

δ3 = δ4 = δr.
(6)

Therefore, the vehicle system in this work considers six control inputs (i.e., δ f , δr and Ti, i = 1, . . . , 4)
in total.

2.2. Driving Unit Dynamic Model

While the force sensors provide measurement of the current forces acting on each wheel, controller
design requires prediction of future values based on control inputs. The drive unit dynamic model as
shown in Figure 3 is described in this section.
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Figure 3. Driving unit dynamic model.

In each driving unit, the force sensor mounted on the wheel hub rotate with the wheel.
Force measurement is in the direction of the steering angle. According to Figure 3, the dynamics of
driving unit can be expressed by

FASi =
[

FSli FSLi

]T
= Fwi −

[
mdawli mdawLi

]T
, (7)

where awli and awLi denote the longitudinal and lateral accelerations of each driving unit i in the wheel
coordinate system (XWi −OWi −YWi), respectively. Using the transfer matrices Ri and the accelerations
al , ar and γ given in vehicle body dynamic model, awli and awLi can be deduced as

[
awl1 awL1

]
=

[
al − Lhγ ar + L f γ

]
R1,[

awl2 awL2

]
=

[
al + Lhγ ar + L f γ

]
R2,[

awl3 awL3

]
=

[
al + Lhγ ar − Lrγ

]
R3,[

awl4 awL4

]
=

[
al − Lhγ ar − Lrγ

]
R4.

(8)

In Equation (7), Fwi represents the force vector acting on each wheel, which is written as

Fwi =
[

Fwli FwLi

]T
. (9)

2.3. Tire Model

The actual generation of wheel forces are from the contact between tires and the ground. The wheel
forces depend on the surface friction, load, and the intrinsic properties of the tire. To analyze the wheel
forces Fwi in Equation (9), the tire model is built as shown in Figure 4.

Considering the generation of wheel forces and external disturbances, Fwi can be expressed as

Fwi =
[

Fwli FwLi

]T
=

[
Fli − Fgli FLi − FgLi

]T
, (10)

where Fli and FLi (i = 1, . . . , 4) are longitudinal and lateral forces caused by wheel slip, respectively.
Fgli and FgLi denote the terrain disturbances corresponding to Fli and FLi.

According to [20], the longitudinal force can be considered proportional to the slip ratio in small
range, which is expressed by

Fli =

⎧⎨⎩ kliFNi
ςi
0.1 , |ςi| ≤ 0.1,

kliFNi, |ςi| > 0.1,
(11)
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where FNi is the weight force on wheel i. In the simulation, the load transfer due to the longitudinal and
lateral accelerations and roll angle are taken into consideration. FNi can be calculated by considering
longitudinal and lateral load transfer according to [21]. The longitudinal slip stiffness kli is determined
by the tire type and terrain condition. ςi is the longitudinal slip ratio of wheel i presented in [22]:

ςi =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Rwωi − vwi
Rwωi

, Rwωi > vwi > 0,

Rwωi − vwi
vwi

, Rwvwi > ωi > 0,

0, Rwvwi = ωi ≥ 0,

(12)

where Rw and ωi denote the tire radius and angular velocity of wheel i as shown in Figure 4b.
vwi represents the actual velocity of the wheel i, which can be calculated by the vehicle geometry as
well as velocities Vl , Vr and Ω shown in Figure 2. Note that the model is proposed only considering the
vehicle is moving forward. Thus, vwi and ωi are set to be nonnegative. As is discussed in Equation (12),
the slip ratio is zero when the vehicle is resting.

Finally, as per Figure 4b, the wheel dynamic equation indicating the relationship between Ti and
Fli can be written as

Ti = (Fli + Fri)Rw + ω̇i Jw, (13)

where Jw represents the wheel inertia, and Fri is the rolling resistance calculated by

Fri = FNi(Kr0 + Kr1V2
l ), (14)

where Kr0 = 0.015 and Kr1 = 7 × 10−6 s2/m2 are the parameters for common car tires [23].

δi

αi

β
i

vi

FLi

vsi

vwi

Fli

Ti

ωi

Rw vwi

Fli

FNi

Fri

XL

YL

XWi

YWi

OL

OWi

(a) (b)

Figure 4. Tire model. (a) Top view of the tire; (b) lateral view of the tire.

The steering motion of wheels result in the lateral slip velocities vsi, which causes the actual
direction of wheel velocity vwi to differ from the wheel center plane by the slip angle αi. According to
the tire lateral characteristic curve [24], a linear model for FLi is given in
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FLi =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−kLiFNi

αi
5 , |αi| ≤ 5◦,

−kLiFNi, αi > 5◦,

kLiFNi, αi < −5◦,

(15)

where kLi is the lateral slip stiffness of the wheel i. Note that, due to the sign conventions in
XWi − OWi − YWi and XL −OL −YL, a negative slip angle causes a positive lateral force and vice versa.

As shown in Figure 4a, the slip angle αi can be calculated by steering angle δi and side slip
angle βi,

αi = βi − δi, (16)

where the expression of βi is available in our previous work presented in [25].

2.4. Offset Model

An offset error model is proposed for the evaluation of the performance of the controllers.
The reference position (RP) of the vehicle on the reference path is defined as the normal projection
of the heading of the vehicle at the centre of gravity on to the reference path, as shown in Figure 5.
The tracking error in vehicle coordinate frame consists of lateral offset error los and heading error θos,
expressed as

p̃os =
[
0 los θos

]T
(17)

al
ar

CG

γ

θ

X

Y
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XL

YL

OL

alR

θp

arR
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arp

alp

RP

PP

θ
~

Vl

Vr
Ω

rR
V

lR
V

lp
V

rp
V

p
Ω os

l

os
θ

Figure 5. Offset model.

The position errors are always in the lateral direction of the vehicle. The longitudinal position
error is set to 0. The heading error can be found by

θos = θ − θre f , (18)
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where θre f is the reference heading direction of the RP, tangential to the reference path.
The velocity error states ṽel is the difference between vehicle velocity vel and reference velocity

states velre f in the vehicle coordinate frame. ṽel can be expressed as

ṽel =
[
Vlerr Vrerr Ωerr

]T
= vel − velre f , (19)

where Vlerr, Vrerr and Ωerr are the errors in longitudinal, lateral, and angular velocity, respectively.
Reference velocity states are defined as

velre f =
[
Vlre f Vrre f Ωre f

]T
, (20)

where reference angular velocity Ωre f is the rate of change of the heading of RP on the reference path.
The reference longitudinal velocity Vlre f and lateral velocity Vrre f in vehicle coordinate frames

can be derived from the reference path coordinate frame by the equations:

Vlre f = Vlp cos(θos)− Vrp sin(θos),

Vrre f = Vlp sin(θos) + Vrp cos(θos),
(21)

where Vlp is the reference longitudinal velocity, taken as tangential to the reference path. Vrp is the
reference radial velocity normal to the reference path at RP.

Finally, the acceleration error states ãcc are written as:

ãcc =
[

alerr arerr γerr

]T
= acc − accre f , (22)

where acc is the difference between vehicle acceleration acc and reference acceleration accre f .
The reference acceleration vector accre f is defined as

accre f =
[

alre f arre f γre f

]T
, (23)

where alre f and arre f are, respectively, the reference longitudinal and lateral acceleration at point
RP, measured in the direction and normal to the vehicle heading, and γre f is the reference angular
acceleration of the point RP.

The reference acceleration in vehicle coordinate frame can be derived from the path coordinate
frame by

alre f = alp cos(θos)− arp sin(θos),

arre f = alp sin(θos) + arp cos(θos),
(24)

where alp and arp are the reference acceleration tangential and normal to the reference path.

3. Control Methodology

Two methods of finding the optimal control inputs for steering angles (i.e., δ f and δr) and drive
forces FSli, (i = 1, ..., 4) are developed. The first method used model predictive control (MPC) with
a sequential quadratic programming (SQP) solver. The second method is particle swarm optimization
(PSO). The objective of the controller is to accurately follow a predetermined path through multiple
terrain types.
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3.1. MPC-SQP Method

3.1.1. Offset Model Linearization

In order to be applied in the MPC controller design, the offset model is linearized by a feedback
linearization method. By defining the state vector x = [x1, x2, x3, x4, x5], as x1 = Vlerr, x2 = los, x3 = l̇os,
x4 = θos and x5 = θ̇os, the offset model can be written in the following form:

ẋ1 =ar − (alp cos x4 − arp sin x4),

ẋ2 =x3,

ẋ3 =ar − (alp sin x4 + arp cos x4),

ẋ4 =x5,

ẋ5 =γ − γre f .

(25)

In this model, ar, al and γ are considered as the inputs while other constants including reference
accelerations and velocities can be obtained from the vehicle states. The nonlinearity of the model
comes from trigonometric terms of x4. For accurate path tracking problems, the yaw error is assumed
to vary smoothly within [−10° 10°]. Then, the model can be linearized by feedback linearization.
Define the input vector u = [ar al γ]T ; then, the new input vector at time tkis obtained as

v(x, t)|t=tk = u −

⎡⎢⎣alp cos x4 − arp sin x4

alp sin x4 + arp cos x4

γre f

⎤⎥⎦
x4=x4(tk)

, (26)

and the offset model is expressed as

ẋ = A · x + v(x, t)|t=tk , (27)

where

A =

⎡⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎦ .

It can be seen that the model is time-varying but can be treated as a linear model at each sampling
step. The output vector is denoted by yc and the equation is written as

yc = Ccx, (28)

where

Cc =

⎡⎢⎢⎢⎢⎢⎣
1 0 0
0 1 0
0 0 0
0 0 1
0 0 0

⎤⎥⎥⎥⎥⎥⎦ .
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3.1.2. Model Predictive Control

To develop the MPC controller, the offset model as given in Equations (27) and (28) needs to be
discretized and its discrete-time state vector form can be written as

xd(k + 1) =Adxd(k) + Bdud(k),

yd(k) =Cdxd(k), (29)

where xd(k), yd(k) and ud(k) are the state vector, output vector and input vector, respectively.
The coefficient matrices Ad, Bd and Cd are updated after discretization.

To eliminate undesirable oscillations, embedded integrator vectors Δxd(k) = xd(k + 1)− xd(k),
Δu(k) = ud(k + 1)− ud(k) are defined, thereby an augmented state-space model can be expressed as

[
Δxd(k + 1)
yd(k + 1)

]
=

[
Ad OT

Cd Ad I

] [
Δxd(k)
yd(k)

]
+

[
Bd

CdBd

]
Δu(k),

yd(k) =
[
O I

] [
Δxd(k)
yd(k)

]
, (30)

where O is a zero matrix, and I represents the identity matrix.
Defining the new state vector x(k) = [Δxd(k)T yd(k)T ]T , the augmented model can be written in

the following matrix form:

x(k + 1) =Ax(k) + BΔu(k),

y(k) =Cx(k), (31)

where

A =

[
Ad OT

Cd Ad I

]
, B =

[
Bd

CdBd

]
, C =

[
OT I

]
.

Theorem 1. Given a discrete time system following the form of Equation (31), the asymptotic stabilization of the
closed-loop system can be realized by substituting the first item of ΔU∗ as the control input Δu(k) , when ΔU∗

is the optimal solution of the following optimization problem:

arg min
ΔU

J = (Rs − Y)T(Rs − Y) + ΔUT R̄ΔU,

s.t. yNp(ΔU) = 0,
(32)

where Y denotes the predicted output sequence, ΔU denotes the future input sequence, and Np is the prediction
horizon. Rs is the sequence of the control target vector. yNp(ΔU) represents the error between the final predicted
output and target.

Proof of Theorem 1. To prove the stability, the Lyapunov function V(xk) is defined equal to the value
of the objective function Jk subjected to its optimal solution, which can be expressed as

V(xk) = min Jk

=
Np

∑
i=1

yT
k+iyk+i +

Np−1

∑
i=0

ΔuT
k+irwΔuk+i,

(33)
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where, Δuk, ..., Δuk+Np−1 are obtained by the optimal solution of future inputs, and yk, ..., yk+Np

represent the corresponding error sequence between future outputs and target. rw is the nonnegative
gain matrix.

According to the definition in Equation (33), the Lyapunov function at the next sample k + 1 is
written as

V(xk+1) =
Np

∑
i=1

yT
k+1+iyk+1+i +

Np−1

∑
i=0

ΔuT
k+1+irwΔuk+1+i. (34)

To facilitate the comparison between two neighboring Lyapunov function values, a intermediate
function V̄ is defined, which is formed by evaluating V(xk+1) with a defined inputs sequence, which is
obtained by shifting the optimal inputs sequence of V(xki) one step forward, and setting its last input
Δuk+Np as zero. It is obvious that the objective function value of non-optimal inputs sequence has to
be no less than V(xki+1), which can be expressed as

V(xk+1) ≤ V̄, (35)

thereby,

V(xk+1)− V(xk) ≤ V̄ − V(xk). (36)

Since V̄ shares the same future inputs sequence and the predictive outputs sequence with V(xk) for
the sample time k + 1, ..., k + Np − 1, it can be easily derived that the difference between these two
functions is

V̄ − V(xk) = yT
k+Np

yk+Np − yT
k+1yk+1 − ΔuT

k rwΔuk. (37)

As is given in Equation (32), the optimization problem is subjected to the constraint yk+Np = 0.
Then, it can be obtained that

V̄ − V(xk) ≤ −yT
k+1yk+1 − ΔuT

k rwΔuk. (38)

Then, the monotonicity of the Lyapunov function can be obtained by

V(xk+1)− V(xk) ≤ −yT
k+1yk+1 − ΔuT

k rwΔuk < 0, (39)

which can prove the asymptotic stability of the system.

The model predictive control algorithm is realized by receding optimization. In order to apply
the MPC efficiently, we assume that the predicted outputs sequence is in a finite prediction horizon Np

and the inputs sequence is in a control horizon Nc, which is less than Np. The sequences mentioned
above can be expressed in the matrix form:

Y =
[
y(k + 1|k) y(k + 2|k) ... y(k + Np|k)

]T
,

ΔU =
[
Δu(k) Δu(k + 1) ... Δu(k + Nc − 1)

]T
,

(40)

where y(k + n|k) denotes the predicted outputs at time k + n based on the states at time k. Based on
Theorem 1 and the assumption above, the corollary about finite-time unconstrained MPC can be
obtained as follows.
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Corollary 1. Given the system without input and output constraints, the prediction and control horizon are
Np and Nc, respectively. Then, the following feedback control law Δu(k) = Kx(k) can asymptotically stabilize
the closed-loop system, where

K =

Nc︷ ︸︸ ︷
[1 0 ... 0]T(−Ξ[Γ − (ΨΞ)−1(CANp + ΨΞΓ)]),

(41)

and,

F =

⎡⎢⎢⎢⎢⎣
CA
CA2

...
CANp

⎤⎥⎥⎥⎥⎦ , Ψ =

⎡⎢⎢⎢⎢⎣
CANp−1B
CANp−2B

...
CANp−Nc B

⎤⎥⎥⎥⎥⎦
T

,

Φ =

⎡⎢⎢⎢⎢⎢⎢⎣
CB 0 · · · 0

CAB CB · · · 0
CA2B CAB · · · 0

...
CANp−1B CANp−2B · · · CANp−Nc B

⎤⎥⎥⎥⎥⎥⎥⎦ ,

Ξ = (ΦTΦ + R̄)−1,

Γ = ΦT F.

(42)

Proof of Corollary 1. According to Equations (31) and (40), the predicted output sequence Y can be
expressed by

Y = Fx(k) + ΦΔU. (43)

Meanwhile, the final item of Y can be expressed as

y(k + Np|k) = CANp x(k) + ΨΔU. (44)

By substituting Equations (43) and (44) into Theorem 1, the optimization problem turns into the
following form:

arg min
ΔU

J = (Rs − Fx(ki)− ΦΔU)T(Rs − Fx(ki)− ΦΔU)

+ ΔUT R̄ΔU,

s.t. ΨΔU + CANp x(ki) = 0,

(45)

where R̄ is a weighting matrix.
Note that in the application of offset model based path tracking, the target vector Rs should

be zero all the time. It can be seen that J meets an equality constrained quadratic programming.
Then, the objective function is expanded by Lagrange expression and simplified by omitting the
constant term,

J = 2ΔUTΦT Fx(k) + ΔUT(ΦTΦ + R̄)ΔU

+ ξT(ΨΔU + CANp x(k)),
(46)

where ξ is the Lagrange multiplier.
According to the Lagrange multiplier method, the optimal control input vector ΔU∗ can be found

by solving the following equation system. The solution is obtained by taking the first partial derivatives
of J with respect to the vectors ΔU and λ, and then equating these derivatives to zero:

∂J
∂ΔU

= ΔUT(ΦTΦ + R̄) + ΦT Fx(k) + ΨTξ = 0,

∂J
∂ξ

= ΨΔU + CANp x(k) = 0.
(47)
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Then, its optimal solution can be obtained:

ΔU∗ = −Ξ[Γ − (ΨΞ)−1(CANp + ΨΞΓ)]x(k), (48)

where
Ξ = (ΦTΦ + R̄)−1,

Γ = ΦT F.

According to the receding horizon control principle, the first increment of ΔU∗ is applied as the
control inputs. Then, the control law in Equation (41) can be obtained.

It can be seen that Corollary 1 gives an offline solution of the MPC algorithm, which significantly
improves its computing efficiency. Based on Corollary 1, the desired accelerations Ã = [ãr, ãl , γ̃]T can
be obtained by integrating the optimal solution Δu(k)∗.

3.1.3. Sequential Quadratic Programming Based Control Allocation

Considering the vehicle body with the mass M and inertia J in this work, the command force
vector τ is defined as

τ =

⎡⎢⎣τl
τr

τγ

⎤⎥⎦ =

⎡⎢⎣M 0 0
0 M 0
0 0 J

⎤⎥⎦ Ã, (49)

where τl , τr and τγ are the longitudinal and lateral forces and the moment about a vertical axis of the
vehicle, respectively.

According to the vehicle body dynamic model given in Equation (1), the actual actuating forces
come from the longitudinal forces FSl and lateral forces FSL on each wheel. Let the command forces τ

produced jointly by the wheel forces and steering angles be expressed as

τ(FSl , FSL, δ) = Bu(δ)FSl + Bw(δ)FSL, (50)

where the i-th column of Bu(δ) and Bw(δ) can be written as

Bi
u(uδi) =

⎡⎢⎣ cos δi
sin δi

−Lyi cos δi + Lxi sin δi

⎤⎥⎦ , Bi
w(uδi) =

⎡⎢⎣ − sin δi
cos δi

Lyi sin δi + Lxi cos δi

⎤⎥⎦ .

(Lxi, Lyi) represents the location of each wheel in a coordinate system with its origin at the centre of
gravity and positive x-axis forward.

On a 4WS4WD vehicle, the drive forces FSl and the steering angles δ are the direct inputs while
the lateral forces FSL obtained from sensors are considered as a measured disturbance. In this work,
the steering angles δ are composed of δ f and δr, which represent the front and rear steering inputs,
respectively. Thus, the control problem is reduced to obtaining the feasible solution of Equation (50).
In order to facilitate the computation, a slack vector s is defined by

s = τ − Bu(δ)FSl + Bw(δ)F̂SL, (51)

which denotes the error between the commanded and actual generalized forces. The slack variable s
guarantees that there always exists a feasible solution in the following optimization [26].
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In order to solve this control allocation problem, the objective function is defined with respect to
FSl , δ and s,

J(FSl , δ, s) = FT
SlQ f FSl + (δ − δ∗)TQδ(δ − δ∗) + sTQss,

s.t. s = τ − Bu(δ)FSl + Bw(δ)F̂SL,

s ∈ Bs,

FSl ∈ BFSl ,

δ ∈ Bδ,

(52)

where Bs, BFSl and Bδ are the search bounds of each variable.
In this function, the first term minimizes the magnitudes of the drive forces; the second term

is used to ensure the steering angle to search around its previous value. By penalizing the slack
variable s in the third term, the actual generalized force vector coincides as much as possible with the
commanded forces τ. The matrix Q f ∈ I4×4, Qδ ∈ I2×2 and Qs ∈ I3×3 are used to tune the objective.
The search bounds of all variables (i.e. FSl , δ and s) are specified by the constraints.

Based on the objective function presented above, the control allocation is converted to a nonlinear
constrained optimization problem. Using the sequential quadratic programming (SQP), the optimal
solution can be computed efficiently and reliably by standard numerical software.

3.2. PSO-Based Method

For the PSO-based method, an objective function including vehicle error states is proposed using
the sliding surfaces. In Sliding Mode Control (SMC), the time-varying sliding surface is normally
defined by the scalar equation s(x; t) = 0, in which s(x; t) is expressed by [27],

s(x; t) = (
d
dt

+ λ)n−1 x̃, (53)

where λ is a positive constant and x̃ is the error state vector.
According to the idea of SMC, the problem of maintaining x̃ = 0 is transformed into keeping s = 0.

In this work, the scalar quantities composed of vehicle error states are introduced into the definition of
objective function. Instead of designing the switching control law in SMC, the optimization is used to
maintain the scalar quantities on the sliding surface s = 0. The vehicle error state vectors including
p̃os, ṽel and ãcc are following the definitions in the offset model. Therefore, to track the trajectories
of the RP, the vector s = [sl , sr, sa] needs to be defined correspondingly. Note that vector s follows
a different definition than that in SQP. It is defined to facilitate the notations in the local boundary part.

For p̃os presented in Equation (17), its first component, which represents the position error in the
longitudinal direction, is always zero. Therefore, according to Equation (53), the longitudinal scalar
quantity sl can be obtained as

sl = alerr + λlVlerr, (54)

where alerr and Vlerr are the longitudinal components of ãcc and ṽel, which are given in Equations (22)
and (19), respectively.

To maintain the vehicle on the RP geometrically, another first order scalar quantity sr is designed as

sr = Vrerr + λrlos, (55)

which aims to minimize the offset errors los and Vrerr.
The angular acceleration error γ̃ is included to consider the effects of forces and yaw movements

of vehicle, and thus a second order scalar quantity is chosen as

sa = γerr + 2λaΩerr + λa
2θos, (56)

where θos, Ωerr and γerr are given in Equations (17), (19) and (22), respectively.
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Then, the problem of following the trajectories of RP is transformed into maintaining s at 0. Using
the linear scalarization, an objective function is defined as

Jmin(FSl , δ) = Cl |sl |+ Cr |sr|+ Ca |sa| , (57)

where Cl , Cr and Ca are the weighting coefficients strictly positive and constrained by

Cl + Cr + Ca = 1. (58)

The variables of objective function in Equation (57) consist of the forces FSli, steering angles δ f
and δr, which can be written as a variable vector,

vobj =
[
δ f δr FSl1 FSl2 FSl3 FSl4.

]T
(59)

First invented by Kennedy and Eberhart (1995), PSO has been successfully applied to solve
problems featuring nonlinearity, non-differentiable, and multiple optima. PSO is found to be capable of
generating high quality solutions with more stable and faster convergence characteristics, and shorter
calculation times than other stochastic methods [17]. For standard PSO at time t, the updating velocity
vi(t) and position xi(t) of the i-th particle are presented in the following equations:

vi(t + 1) = ζvi(t) + φ1η1(pb − xi(t)) + φ2η2(gb − xi(t)),

xi(t + 1) = xi(t) + vi(t + 1),
(60)

where vi(t) and xi(t) are vectors in multi-dimensional space. pb and gb denote the local optimal
position and the global optimal position, respectively. The particle inertia weight is represented by ζ.
The particle cognitive acceleration and social acceleration are denoted by φ1 and φ2, which are defined
as positive constants. η1 and η2 are two stochastic parameters within [0 1].

The search space of PSO in this work is defined as a six-dimensional space corresponding to the
dimension of vobj. Therefore, the particle position vector xi(i) in Equation (60) represents a possible
solution of the objective function in Equation (57).

3.3. Boundary Definition

Given that both methods are reduced to the optimization problems, the definition of the search
space determines the quality of the solution.

3.3.1. Global Boundaries

In this work, the global boundaries can be assigned based on the properties of each actuator,
which is defined as

Bg =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
δmin ≤ δ f ≤ δmax,

δmin ≤ δr ≤ δmax,

Fd min ≤ FSli ≤ Fd max,

(61)

where δmin and δmax are the minimum and maximum steering angles of each wheel. Fd min and Fd max
are the minimum and maximum drive forces provided by the driving unit, which can be calculated by

Fd min = −Tmax

Rw
, Fd max =

Tmax

Rw
, (62)

where Tmax is the maximum torque that can be achieved by the driving unit of the vehicle.
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3.3.2. Local Boundaries

To realize real-time optimization, the computing time obtaining optimal values for variables
[FSl , δ] needs to be constrained within the sample time of controller Ts. According to the properties of
each actuator, the maximum variations of [FSl , δ] within Ts can be obtained. In this work, to improve
the computing efficiency, the local boundaries are also determined by the states of s.

According to ar in Equation (1), when sl < 0, the forces FSli need to be increased, thereby dragging
sl in Equation (54) towards the surface sl = 0. Similarly, when sl > 0, the forces FSli need to be
decreased. Therefore, the local boundaries of FSli can be written as

BP
FSli

=

⎧⎨⎩FSli(t) ≤ FSli(t + Ts) ≤ FSli(t) + ΔFd max, sl < 0,

FSli(t)− ΔFd max ≤ FSli(t + Ts) ≤ FSli(t), sl ≥ 0,
(63)

where ΔFd max is the maximum change of FSli that can be achieved within Ts. At the time t + Ts,
FSli(t + Ts) are the possible optimal solutions.

For the steering angles δ f and δr in vobj, they affect the vehicle lateral and angular motions in a
coupled way. To solve this problem, an allocating method is specified that the vehicle lateral error
determines searching direction of δ f , while δr is related to vehicle angular error. When sr < 0, δ f needs
to be increased to drive sr back to the surface sr = 0, and vice versa. Thus, the local boundary of δ f is
summarized as,

BP
δ f

=

⎧⎨⎩δ f (t) ≤ δ f (t + Ts) ≤ δ f (t) + Δδmax, sr < 0,

δ f (t)− Δδmax ≤ δ f (t + Ts) ≤ δ f (t), sr ≥ 0,
(64)

where Δδmax is the maximum change of steering angle that can be achieved within Ts. At the time
t + Ts, the possible optimal solution of front steering angle is δ f (t + Ts).

Similarly, based on sr, the local boundary of δr is defined as

BP
δr
=

⎧⎨⎩δr(t)− Δδmax ≤ δr(t + Ts) ≤ δr(t), sa < 0,

δr(t) ≤ δr(t + Ts) ≤ δr(t) + Δδmax, sa ≥ 0.
(65)

For the PSO in particular, its particle velocity boundaries define the range of speed that particles
can achieve to search for the optimal solution. To improve search performance in PSO, the absolute
maximum particle velocity is normally set as a certain percentage of particle position range [28].
According to Equations (63)–(65), the particle velocity boundaries can be obtained as

BV
FSli

= σF

[
−ΔFd max ΔFd max,

]
BV

δ f
= σδ f

[
−Δδmax Δδmax,

]
BV

δr
= σδr

[
−Δδmax Δδmax,

] (66)

where σF, σδ f and σδr are the particle velocity coefficients for FSli, δ f and δr, respectively.

4. Simulation

4.1. Simulation Setup

The working process of the vehicle control system is illustrated in Figure 6. The dashed box at
the top shows the operation of the vehicle dynamic model. Based on the actual inputs (i.e., Ti and δi)
as well as the vehicle velocity states vel, the tire model can generate the wheel forces, which is then
used in driving unit model. The driving unit model considers the wheel inertia and gives the actual
forces acting on the vehicle body. The dynamic states of the vehicle such as positions and velocities
are simulated by running the proposed vehicle body dynamic model in Matlab (R2017a, MathWorks,
Natick, MA, United States) using a Runge–Kutta method based solver with a time step of 8.33 μs.
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Figure 6. Flowchart of the vehicle control system.

In the simulation, both external disturbances and state measurement noises are involved in
validating the robustness of the proposed control methodology. The measured states are compared
with the reference profiles to generate the error states. Using the method proposed in Section 3.3,
the search boundaries of the drive forces and steering angles are obtained. Meanwhile, the error states
are transfered to the offset model. Virtual inputs calculated by the MPC algorithm are delivered to the
control allocation modual. Then, the actual control inputs including drive forces and steering angles
are generated and substituted into the dynamic model for the next iteration. The dashed box at the
bottom represents the main controller. PSO controller can be substituted in place of the MPC controller.

The PSO and MPC controllers are applied to drive the simulated vehicle to track the reference
path shown in Figure 7a. In the simulation, the varying terrain conditions are considered to verify the
validity and robustness of each controller. As presented in Figure 7b, the reference path is divided
into ten sections, which have different tire stiffnesses kli and kLi acting on each wheel. To simulate
the terrain disturbances, the disturbances Fgi applied to all four wheels were always in the vehicle
longitudinal direction. As shown in Figure 8, the disturbances are modeled as step signals and their
magnitudes are generated randomly to show the uncertainties.
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As a comparison, a kinematic model based control method is applied to drive the same vehicle.
According to relative kinematic path tracking research [8,19], the side slip is the main disturbance that
leads to the unpredicted tracking errors. Using the dynamic model based observer, the side slip of the
vehicle can be predicted with an error of 10% to 30%. In this simulation, a random side slip velocity
that is less than 10% of its longitudinal velocity is added in the kinematic model.
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4.2. Parameters of Simulation

The first two sections of Table 1 list the parameters of vehicles used in simulation. The common
parameters in the objective functions are listed in the third section of Table 1, in which the vehicle mass
and inertia values used in the objective function are different from actual vehicle values to simulate
parametric uncertainties. This helps to verify the robustness of the vehicle control method in dealing
with variations in the system. In order to run in real time, both optimization methods are limited
to 15 ms of search time per iteration, less than the system sample time Ts = 20 ms. In optimization,
the optimal solution is searched within the boundaries until time reaches TI or the error gradient of
0.001 is achieved by the objective function. The last two sections present the particular parameters for
each method.
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Table 1. Parameters used in the simulation.

Para Value Unit Para Value Unit

Vehicle model
M 200.0 kg md 15.0 kg
L f 0.85 m Lr 0.85 m
Lh 0.5 m Rw 0.25 m
Jz 45.0 kg·m2 Jw 0.8 kg·m2

System constraints
Fd max 250.0 N δmax 40.0 ◦
Fd min −250.0 N δmin −40.0 ◦

ΔFd max 0.8 N Δδmax 0.35 ◦
Common parameters in objective function

Mc 205.0 kg Jzc 40.0 kg·m2

λl 2.0 - λr 1.5 -
λa 2.8 - TI 15 ms

MPC and SQP parameters
R̄ 0.1 × I3×3 - Q f 1e−4 × I4×4 -

Qδ 0.1 × I2×2 - Qs I3×3 -
PSO parameters

SS 24 - ζ 0.9 -
φ1 1.85 - φ2 1.85 -
σF 0.4 - σδ f

0.5 -
σδr 0.5 - Cl 0.35 -
Cr 0.35 - Ca 0.3 -

Ii×i represents the i-th-order identity matrix. MPC: model predictive control; SQP: sequential quadratic
programming; PSO: particle swarm optimization.

4.3. Simulation Results

Figure 9 shows path tracking results by different controllers. The MPC-SQP controller has superior
performance with offset error less than 3.2 cm, and heading error less than 2◦. The PSO controller has
maximum offset error of 6.1 cm and heading error of 3.2◦. Both dynamic model based control methods
perform better than the kinematic model based one in constraining the offset errors.
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The drive torques and steering angles applied on four wheels are presented in Figure 10. At each
cornering, the torques applied at the two outside wheels (i.e., T1 and T4) firstly increase and then
decrease, which are contrary to that of the two inside wheels (i.e., T2 and T3). The difference in torques
is used to compensate the insufficient angular accelerations of vehicle in corners. The steering angles
of MPC-SQP and PSO controller follow the same varying trend in which steering curves of MPC-SQP
show smoother variation. Thus, the MPC-SQP controller can provide more stable steerings compared
with the PSO controller.
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Figure 10. Actual inputs.

In this work, another aim of control is to maintain high vehicle motion quality including its
velocity and acceleration performances. Figure 11a presents the longitudinal velocity curves achieved
by MPC-SQP and PSO controllers. Starting at 0.5 m/s, the two curves reach 3 m/s at 6.5 s and 4.8 s ,
respectively. Thus, the trajectory and error curves of the MPC controller responses are slower than the
PSO controller in Figure 9. Both controllers are capable of maintaining the longitudinal velocity around
3 m/s in the rest process. In Figure 11b, the longitudinal acceleration curve of PSO increases faster
than MPC-SQP and has a peak value of 1 m/s2. The curve of MPC-SQP controller reaches 0.6 m/s2 at
a maximum and has smoother variation during the whole process.

From the offset model, lateral velocity is undesirable as it causes tracking error. As shown in
Figure 11c, both controllers maintain the lateral velocities fluctuating around zero. The MPC-SQP
controller has a maximum lateral velocity of 0.08 m/s, whereas PSO has a maximum value of
0.17 m/s. The lateral velocities are well constrained, which provides higher accuracy of path tracking.
The lateral acceleration curves follow the same varying trend in Figure 11d. It can be seen the PSO
controller causes a lateral acceleration oscillation of 0.6 m/s2 relative to the MPC-SQP. The smoother
change of lateral acceleration achieved by MPC-SQP controller reduces the jerk effect, decreasing the
deviation from the reference path. The angular velocities are demonstrated in Figure 11e, in which the
MPC-SQP has higher accuracy and a smoother manner, compared with that of the PSO. In Figure 11f,
the angular acceleration curves are presented. MPC-SQP and PSO curves vary with oscillations of
12 °/s2 and 20 °/s2, respectively. The undesirable oscillations are eliminated in the process of the
integration, which can be demonstrated in Figure 11e. From all the acceleration plots given in Figure 11,
the MPC-SQP controller performs better in constraining oscillations of accelerations, which provides
better stability in vehicle motion control.

Considering that the optimization based method may lead to an expensive computation,
it is essential to analyze the computing efficiency for each controller. As shown in Figure 12,
the computing efficiency of each controller is compared. Figure 12a shows the computing time
used by the controllers in each sampling time Ts. It can be seen that both controllers achieve finishing
computing within Ts, which validates the feasibility of proposed controllers. In the box plot in
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Figure 12b, both controllers have an average computing time of 8 ms. The PSO controller gives a stable
variation range from 4 ms to 10 ms, as the particle velocity vector is decided by the limitation of the
sampling time, which guarantees relatively high quality solutions within a short time. The computing
time of MPC-SQP controller substantially increases and reaches 15 ms to 20 ms during each cornering
because the control allocation may encounter a complex optimization problem when the lateral forces
start to vary. It indicates that the PSO controller performs better in computing efficiency.
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Figure 11. Acceleration and velocity performances. (a) longitudinal velocity; (b) longitudinal
acceleration; (c) lateral velocity; (d) lateral acceleration; (e) angular velocity; (f) angular acceleration.
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Figure 12. Computing efficiency comparison. (a) computing time; (b) box plot of computing time.

5. Discussion

Based on the theoretical analysis and simulation results provided above, the discussion between
MPC based method and PSO method are given as follows:
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D1 Comparing the simulations, it is obvious that dynamic-based methods proposed in this paper
perform better than kinematic model based methods. In the kinematic model based methods,
it is difficult to measure the side slip directly. The majority of research works are trying to design
observers to predict its side slip. However, this kind of method can only get an approximate
estimate. Thus, it is not feasible to use a kinematic model based controller to completely
eliminate the error due to side slip. Both MPC-SQP and PSO methods are proposed based on
dynamic models and controlled by drive forces. In the dynamic model, the lateral forces can be
obtained easily using force sensors. This kind of method gives a practical way to avoid the side
slip estimation and achieve precise tracking along curved paths.

D2 Both MPC-SQP and PSO methods are proposed partly or completely based on optimizations.
As is compared in the simulation, the PSO controller achieves obtaining the solution with a stable
computing time. The algorithm can optimize the quality of solutions and the calculation times
at the same time, which guarantees the feasibility and capability of the controller. The MPC-SQP
controller may encounter the calculation timeout in the simulation results. This is because the
SQP solver spends more time when calculating a complex Hessian matrix. Thus, it is necessary
to set a sufficient sampling time when applying the MPC-SQP method.

D3 The MPC-SQP method gives a stability proof of the control system while the PSO method
has difficulty with the mathematical proof due to the limitation of intelligent optimization.
The stability analysis of MPC-SQP method provides a possibility to analyze the stable range of
its control parameters and margin of errors.

D4 Both control algorithms are reduced to constrained optimization problems with six input
variables. PSO is a global algorithm that performs better with searching for a global optimal
solution while SQP is a reliable solver but may be held in local optimal solutions. Thus, for each
method, it is important to define a proper search range. In this paper, the boundaries
are calculated based on the vector s, which improves the efficiency and stability of the
optimization process.

6. Conclusions

This paper presented two control methodologies applicable to four wheel steering and four wheel
drive vehicle systems to track paths accurately. The system model is a nonlinear coupled dynamic
model that is over-actuated. The first methodology determines the drive force inputs and steer inputs
using an MPC based method coupled with a control allocation based on SQP. The second methodology
is proposed as a fully optimization based method that is developed by refining a previously proposed
PSO based method. The performance of the MPC-SQP method has been compared with the PSO based
control method and a kinematic model based control method. In the simulation, the path tracking
results have proved the superior performance of the MPC-SQP based controller. In the cases when
computing times are considered, the PSO based controller offers more efficiency and better stability in
computing compared with MPC-SQP based controller.
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Abstract: Cable is one of the most important parts on cable-stayed bridges. Its safety is very
important. The aim of this study is to design an all-wheel-drive climbing robot based on safety
recovery mechanism model for automatic inspection of bridge cables. For this purpose, a model of a
three-wheel-drive climbing robot with high-altitude safety recovery mechanism is constructed and
the basic performances such as climbing ability and anti-skidding properties are analyzed. Secondly,
by employing the finite element method, natural frequency of the robot is calculated and that of
a cable with concentrated masses is obtained through use of the Rayleigh quotient. Based on the
mentioned quantities, the dynamic characteristics of the robot–cable system are further analyzed.
In order to verify the climbing ability of the designed robot, a prototype of the robot is made, a robot
testing platform is established and the climbing & loading experiments of the robot are carried out.
The experiment results illustrated that the robot can carry a payload of 10 kg and safely return along
the cable under the influences of inertial force.

Keywords: climbing robot; safety recovery mechanism; cable detection; dynamic coupling analysis

1. Introduction

A cable-stayed bridge is a common structural form. The cables which are as important bearing
parts of the bridge, need to be inspected regularly due to the influences of extreme conditions, such as
wind- and rain-induced vibration. At present, manual detection methods are widely used. This study
designs a robot to replace workers for cable defect detection tasks.

Robots for cable detection are non-standard automated items of equipment and many researchers
have proposed various innovative mechanisms therein: for example, Cho et al. used a six-wheel
robot for bridge cable inspection [1,2]. Such a robot can adjust its clamping forces according to the
situation encountered on the surface of a cable, so as to adapt to cables of different diameters. Moreover,
they designed a cable visual detection system and took pictures of the cable surface from different
directions with three cameras. The pictures were sent to the ground-based monitoring station in
real-time. Park et al. designed a cable crawling robot [3,4]. The cables are automatically monitored by
using non-destructive testing (NDT) technology. With the development of an eight-channel sensor
for magnetic flux leakage inspection, the measured magnetic field signals were transformed into 3-d
graphics to allow intuitive monitoring. Ho et al. proposed a robot for cable detection [5]. By combining
it with an efficient image-based damage detection system, the damage to the cable surface was
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automatically recognized through image processing and pattern recognition technology. Type-I and
-II robots for cable maintenance are capable of carrying 250 kg payloads and designed by Luo Jun et
al., which have been tested on Xupu Bridge in Shanghai, China for maintenance issues such as the
painting of bridge cables [6].

There are a lot of researches on bar and pipeline climbing robots. For instance, Mahmoud et al.
proposed a 3D CLIMBER bar climbing robot that can climb along a spatial tubular structure [7]. The 3D
CLIMBER can measure position deviations against three different classifications by using a sensor
and then the errors therein are corrected one-by-one. Zhu et al. proposed a method of computing
operational regions for transition in global path searching for biped climbing robots [8]. Furthermore,
Mahmoud et al. designed an oil and gas pipeline climbing robot to detect bent pipelines and T-shaped
oil and gas pipelines [9]. Allan et al. developed a wheeled bar climbing robot which is capable of
climbing along a straight bar with heavy payloads [10]. Li Nan et al. designed a climbing robot that can
move along the bar and rotate around it [11]. In addition, Lam et al. investigated a Treebot climbing
robot with two claws [12]: when the robot climbs a tree, it detects the position of the trunk based on
the information provided by an encoder, a contact sensor and an inclinometer to deduce the optimal
climbing path. Schempf proposed a series of robots for pipeline detection and designed corresponding
NDT methods [13]. Guan proposed the use of a climbing robot with two claws [14]. By using three
sensors (laser range scanner, color camera and ultrasonic ranging module) the deviation of different
poses of the holder at the end is detected and then corrected step-by-step, thus realizing automatic
gripping and grasping. A grasping module of cross-arranged claw is designed for the inspection of
rough stone and concrete wall surfaces, which performs well in grasping vibrating walls with certain
anti-rollover capability [15]. Yanagida et al. designed a shape shifting rolling–crawling–wall-climbing
robot with wall-climbing locomotion abilities [16]. Xu et al. designed a robot for cable inspection with
double wheels on both sides [17,18]. Such a robot can overcome the influences of high-altitude wind
loads and conduct NDT by entering the high-altitude inclined cable environment well beyond human
reach. An energy saving and recovery method based on the theory of counter electromotive force
was proposed to realize the energy-saving recovery of robots at an altitude of hundreds of meters.
The author also analyzed the anti-dynamic ability of the climbing robot based on the claws [19].

Other representative climbing robots for low-altitude operation are described as follows: one is
a robot with claws, designed by Moon, that can span between interlaced bars [20]. The other is a
humanoid wheeled climbing robot designed by Ahmadabadi, that moves under joint control of two
motors and the clamping principle lies between spring-loaded-type and squirmy-type-designs [21].
Such a robot is used for cleaning street lamps on high-speed roads. In addition, for some wall climbing
robots, their adhesion principle provides some inspirations for cable detection robots. For example,
the robot with vacuum suckers designed by Lee [22] and a wheeled robot designed by Espinoza adopt
vacuum adhesion and magnetic adhesion devices [23]. They show simple principles and could be
easily controlled. Furthermore, the robots can move freely on arc-shaped walls and operate in various
environments, such as pipelines and walls of pipelines.

In conclusion, researchers have studied the use of robots for cable inspection, while the dynamic
characteristics of such robots are rarely touched. The reasons for this include the following facts: robot
climbing can change the vibration characteristics of cables themselves and cable vibration influences
the climbing ability of the robot. Therefore, we proposed a new all-wheel-drive climbing robot and
solved the dynamic problems in robot–cable coupling. The research is structured as follows: Section 2
summarizes models of all-wheel-drive climbing robot based on safety recovery mechanism according
to the needs of cable inspection at high altitude. Section 3 covers the analysis of its basic climbing
performance. Coupling dynamic characteristics of the robot–cable system are studied in Section 4.
Section 5 covers the fabrication of the prototype climbing robot and its testing platform, with which
the testing and analysis of climbing performance are conducted. Finally, Section 6 summarizes the
research and outlines the future research work.
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2. Structural Model of the Climbing Robot

Firstly, the mechanical structure including climbing principle and specific driving structure of the
robot was introduced. Secondly, a centrifugal–friction recovery mechanism was introduced and the
key factors influencing braking ability were analyzed through simulation.

2.1. Overall Scheme for the Climbing Robot

The proposed robot involved the clamping of a cable clamped with three wheels. According to the
principle illustrated in Figure 1a, wheels A and C were set on the left and right support plates which
are opposite to each other, while wheel B was set on the left and right swing plates in an opposed
arrangement. Swing plates and support plates were hinged and rotated freely around the hinge, while
the spring mechanism pushed the upper and lower support bars and thus the robot clamping cables.
The shapes of support plates and swing plates are shown in Figure 1b. Motors 1 and 2 directly drove
wheels A and B through the synchronous belt drive and wheel C was driven by motor 1 through
another synchronous belt, thus forming the all-wheel-drive climbing robot (Figure 2).

(a) (b) 

o

Figure 1. The model of climbing robot. 1—Spring mechanism; 2—Wheel B; 3—Swing plate; 4—Wheel
A; 5—Support plate; 6—Wheel C. (a) The principle of the climbing robot; (b) Left view of the robot.
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Figure 2. The structure of the climbing robot. 1—Left swing plate; 2—Left half-wheel B; 3—Motor 2;
4—Right half-wheel B; 5—Right swing plate; 6—Right hinge; 7—Right half-wheel A; 8—Right support
plate; 9—synchronous belts; 10—Synchronous pulley; 11—Right half-wheel C; 12—Left half-wheel C;
13—Lower support bars; 14—stop lever; 15—Left support plate; 16—Left half-wheel A; 17—Left hinge;
18—Spring mechanism; 19—Upper support bars.
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Each of the three rolling wheels were comprised of two half-wheels on the left and right (Figure 2),
which allowed easy adjustment of the distance between the two half-wheels and the clamping force.
All parts of the robot were set between the left and right support plates.

Based on the joint effects of the relative rotation of swing plates and support plates, scaling of
the spring and adjustment of spacing of rolling wheels, the robot clamped the cable. In practical
applications, it is more convenient to adjust clamping forces by adjusting the spacing of the rolling
wheels, so the design allowed for a mass of 11 kg and a length ranging from 370 mm to 400 mm.
Moreover, the width was 236 mm and the height was able to be adjusted within the range from 410 to
440 mm.

2.2. The Safety Recovery Mechanism Model of the Climbing Robot

When electrical failure occurs, the robot freely falls to the ground from high altitude and the
fast rate of descent and impact velocity damages the equipment and even threatens the safety of
workers. In order to avoid fast gliding speed of the robot after electrical failure, a centrifugal–friction
recovery mechanism was designed. The braking force was dynamically adjusted in accordance with
different inclination angles of cables as shown in Figure 3a. The recovery mechanism consisted of
mass blocks, a brake disc, a friction plate, a gearbox and a rotary shaft (Figure 3b–d) and each part
was set on the rotary shaft. The chute was processed on one side of the brake disc and mass blocks
slid in the chute to push the brake disc to overcome the spring force and then move along the rotary
shaft. The brake disc contacted with the friction plate to generate braking torque, while the gearbox
generated an acceleration to increase the braking torque of the friction plate on the robot.

  
(a) (b) 

  
(c) (d) 

Figure 3. Safety recovery structure of the robot. 1—Main case; 2—Brake disc; 3—Mass blocks; 4—Base;
5—Rotary shaft; 6—Spring mechanism; 7—Gearbox; 8—Ball bearing; 9—slideway. (a) Schematic
diagram of recovery mechanism; (b) The inner structure of the recovery device; (c) Breakdown drawing
of recovery mechanism; (d) Centrifugal–friction recovery mechanism.

When the descent speed of the robot is low, the brake disc is separated from the friction plate
under the effects of the spring (Figure 4a). If the robot drops quickly after a power outage, the mass
blocks slide outside under the effects of centripetal forces and the axial component thereof overcomes
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the spring forces, so that the brake disc makes complete contact with the friction plate and braking
forces are dynamically transferred to the robot (Figure 4b).

  
(a) (b) 

Figure 4. Movement state of the recovery mechanism. (a) Low-speed movement of the robot;
(b) High-speed movement of the robot.

With the changes of descent speed of the robot, contact forces between the friction plate and brake
disc changes constantly. In theory, the braking torque can automatically reach a stable value according
to the inclination angle of cables and loads on the robot.

Both sides of mass blocks are designed for a certain inclination angle ϕ so as to transform the
centripetal force into an axial force. The component of this force in the axial direction of the sum of
centripetal forces of six mass blocks can be expressed as:

F = 3 · m · w2 · l1 · cot ϕ (1)

where m, w and l1 represent the mass of mass blocks, the angular velocity of the rotary shaft and
the distance from the center (Point P) of gravity of the mass blocks to the axis of the rotary shaft,
respectively. If small changes in the spring forces of the brake in working are ignored, axial force can
be expressed as: {

F′ = 0 (Ft1 > F)
F′ = F − Ft1 = 3 · m · w2 · l1 · cot ϕ − Ft1 (Ft1 < F)

(2)

where Ft1 denote the spring force. The braking torque thus generated is:

M′ = F′ · μ f · l2 = (3 · m · w2 · l1 · cot ϕ − Ft1) · μ f · l2 (3)

where μ f denote the coefficient of friction. l2 represents the distance from the geometrical center of the
mass blocks to the axis of the rotary shaft. When the robot runs at a high speed, it needs to satisfy the
following equation in order to limit the speed and move more uniformly in a certain range:

i · M′ = M (4)

where i is the gear ratio and M is the driving torque during the descent of the robot, thus giving the
angular speed of the rotary shaft:

w =

√√√√ (
M

μ f l2 · i
+ Ft1)

/
(3 · m · l1 · cot ϕ) (5)

The descent speed of the robot is:

v =
1
i

w · d (6)
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where d represents the diameter of rolling wheels of the robot and the falling torque M can be
expressed as:

M = G · cos β · d (7)

where G indicates the self-weight of the robot and β is the angle of inclination of cables, so the descent
speed of the robot can be rewritten as:

w =

√√√√ (
M

μ f l2 · i
+ Ft1)

/
(3 · m · l1 · cot ϕ) (8)

According to Equation (8), by adjusting gear ratio and spring force, the descent speed of the robot
can be changed. Assuming that the friction coefficient is μ = 0.5, the mass of the sliding block is
m = 0.2 kg, the inclination angle at the both ends of sliding block is ϕ = 10◦, the distance from the
center of gravity of the sliding block to the axis is l1 = (16–20)mm and l2 = (18–22)mm. Furthermore,
all the values of l1 and l2 are changeable in the process of the robot landing. To simplify the process of
calculation, the maximum values are used in the simulation. At last, the relationship linking the gear
ratio, spring force and descent speed is shown in the simulation diagram.

As shown in Figure 5a, the spring force does affect braking ability (although only slightly),
while the influence of the gear ratio is greater. Furthermore, by setting the spring force is 30 N and
setting gear ratio is 10, the effects of the mass of the robot and the inclination angle of cables on the rate
of descent were studied. Let the mass changes between 10 kg and 80 kg and the inclination angle of
cables vary from 0◦ to 80◦, Figure 5b shows the influences of inclination angle of the cables on braking
force is far greater than that of the mass of the robot. Therefore, the designed recovery mechanism has
more obvious effects on cables with larger inclination angles.
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Figure 5. Simulation diagram of descent speed. (a) Relationship of descent speed, gear ratio and spring
force. (b) Relationship of descent speed, robot mass and inclination angle of cables.

3. Analysis of Climbing Performance for the Climbing Robot

This section mainly analyzed the basic conditions for robot climbing and basic mechanical
performance, such as the minimum output torque of the motors and the minimum friction force on the
rolling wheels to prevent skidding. The robot was driven by two motors. In the schematic diagram,
the driving wheels (A and B) are represented by solid circles, while the center of wheel C is indicated
by a hollow circle. Moreover, wheel C is jointly driven by the motor installed on wheel A through
a synchronous belt.

3.1. Analysis of Climbing Ability

The climbing robot utilizes the spring mechanism to provide force to clasp the cable and the
driving wheel is actuated by DC motor to roll along the cable. The friction force must be greater than
the gravity of the robot and payloads, so that it can climb along the cables inclined at any angle. The
climbing principle, coordinate system and external force analysis are shown in Figure 6. For the whole
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robot mechanism, if the motor with enough input torque is used, we can establish the equilibrium
equation: {

Ff a + Ff b + Ff c = Mg cos β

Nb + Nc = Na + Mg sin β
(9)

where Ff a = Naμ, Ff b = Nbμ, Ff c = Ncμ, denote the maximum static friction force of the three wheels.
Na, Nb, Nc represent the supporting force of the three wheels, μ is static friction coefficient. M, g, β

and O represent the mass of the robot including external payloads, the gravitational acceleration, the
inclination angle of the cable and the center of gravity of the robot, respectively.
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Figure 6. Climbing principle.

In this paper, various obstacles on cable surfaces are neglected. Meanwhile, by ignoring small
losses during the drive and regarding the sum of output torques of driving wheels as τ, the following
balance equation can be established:

τ = (Ff a + Ff b + Ff c) · r = Mg · cos β · r (10)

where r represents the equivalent radius of the rolling wheels.
As the two motors drive three groups of rolling wheels, in ideal conditions, the single actual

friction torque t’ of rolling wheels is as follows in ideal conditions:

τ′ = 1
3

Mg · cos β · r (11)

In addition, in order to prevent skid in climbing, the sum Ff of the minimum sliding frictions of
the rolling wheels must satisfy: Ff > Mg · cos β.

Suppose the velocity of the robot is v and the efficiency of the motor is η. In the design process,
we should choose a driving wheel that possesses a rather large friction coefficient with the cable to
reduce the clasped force. Here, ignore the inner friction of the robot, which the required whole power
of DC motor P is:

P = Ff v/η =
Mgv · cos β

η
(12)

3.2. Anti-Skid Analysis in Operating Conditions

Skid results from the lack of friction force between rolling wheels and cables, while friction is
mainly transformed from the force generated by the spring. To study the relationship between spring
force and friction force, some assumptions were made as follows: (1) The robot is climbing on a smooth
cable without any obstacles in a constant velocity. For the wheel with the smallest support force, the
driving torque of the motor equals the torque produced by the tangential friction forces. (2) All the
driving motors are the same, therefore, we suppose the robot reached the maximum load when the
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wheel with smallest support force is in the slipping state. (3) To simply the calculation, the self-weight
of the swing plate is ignored as it has less effect on the robot climbing ability. That is to say, the two
sets of robot swing plates are considered as two two-force bars. (4) All the inner frictions of the robot
mechanism are ignored. According to Figures 6 and 7, which shows the schematic diagram of the
movement of the robot, the balance equations of the three groups of rolling wheels are established.
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Figure 7. Force balance relationships of rolling wheels.

In Figure 7, α and γ indicate the angles of two-force bars with the horizontal direction respectively
and Ft represents the spring force. Na, Nb and Nc are the support force, which denote the constraint
reactions of cables on rolling wheels, while F1a, Fb, F2a and Fc denote forces acting on the bars of the
rolling wheels. According to the nature of two-force bars, it is obvious that F1a = Fb, F2a = Fc:

As presented in Figure 7, the forces on rolling wheels A, B and C are presented, so the force
balance equation for rolling wheel A is⎧⎪⎨⎪⎩

Na + mag sin β = F1a cos α + F2a cos γ

Ff a + F1a sin α = F2a sin γ + mag cos β

τa = Ff ar
(13)

For the rolling wheel B we have⎧⎪⎨⎪⎩
Nb = Fb cos α + mbg sin β

Ff b = Fb sin α + Ft + mbg cos β

τb = Ff br
(14)

Therefore we can get: Nb = Ft−mbg sin βtgα+mbg cos β
μ−tgα , For the rolling wheel C⎧⎪⎨⎪⎩

Nc = Fc cos γ + mcg sin β

Ff c + Ft + Fc sin γ = mcg cos β

τc = Ff cr
(15)

Therefore we can deduce: Nc =
−Ft+mcg sin βtgγ+mcg cos β

μ+tgγ , For the whole robot (Figure 6):⎧⎪⎨⎪⎩
Na + Mg sin β = Nb + Nc

Ff a + Ff b + Ff c ≥ Mg cos β

Ff ar + NbL2 = NcL1 + Ff br + Ff cr
(16)

In the above equations, Ff a, Ff b and Ff c represents the friction force of three rolling wheels
respectively. ma, mb and mc represents the mass of three rolling wheels. τa, τb and τc represents the
torques acted on three rolling wheels. μ denotes the friction coefficient between the rolling wheels and
the cable surface.
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Therefore we can get: Na = Nb + Nc − Mg sin β. Combining Equations (13)–(16), the following
constraint equation is obtained: ⎧⎪⎨⎪⎩

Na = Nb + Nc − Mg sin β

Nb = Ft−mbg sin βtgα+mbg cos β
μ−tgα

Nc =
−Ft+mcg sin βtgγ+mcg cos β

μ+tgγ

(17)

For the three rolling wheels, we conclude the supporting force of the wheel C is the smallest one
from the results the numerical analysis. Therefore, wheel C slides first. For wheel C climbing on the
cable vertical cable (β= 0◦), we suppose it is the critical state when Ff c = Nc · μ. The motor whose
rated torque τc = Ff cr is chosen as the source of power. Because all the driving motors are the same,

that means τ′
a = τ′

b = τ′
c , so Ff a =

τ′a
r , Ff b =

τ′b
r is deduced. Here, τ′

a, τ′
b, τ′

c represents the rated torque
of the driving motors. Therefore, the maximum friction of the robot meet Ff = 3Ff c ≥ Mg · cos β.

To study climbing performance of the robot under the condition of cable vibration, it is assumed
that the robot is affected by inertial force during the vibration and simple harmonic vibration is applied
to the cables with a vibration amplitude and frequency of 0.01 m and 10 Hz. Moreover, α = γ = 45◦,
β= 0◦ and friction coefficient μ = 0.5, ma = mb = mc = 0.5 kg. On this basis, the changes in friction
force provided by the robot under cable vibration are simulated, as shown in Figure 8. The blue
curves represent the maximum static friction force the cable exerted on the wheel, while red curves
(Figure 8a–c) indicate the maximum (critical) friction force the motor exerted on the wheel. From the
figures, the maximum static friction force is larger than the climbing force generated by the motor.
Therefore, all the three wheels did not slide. Figure 8d shows the sum of the three driving force.
The robot can take 15 kg payload besides self-weight. In accordance with Formula (17) and simulation
results, the minimum spring force Ft is 130 N when the wheel C did not slide. To guarantee the robot
climbs in a stable manner on the cable, the suitable scope of spring force is 130 N–150 N.

 
(a) (b) 

 
(c) (d) 

Figure 8. Changes in friction forces on the rolling wheels. (a) Rolling wheel A; (b) Rolling wheel B; (c)
Rolling wheel C; (d) The payload of the robot.
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4. Dynamic Characteristics of the Robot–Cable System

When the robot climbs the cable, once resonance occurs, the safety of the cable is affected.
By using the finite element method, the natural frequency of the robot rack is estimated and then
natural frequency of the cable is obtained with Rayleigh quotient. Finally we analyze the dynamic
characteristics of the robot–cable system.

4.1. Natural Frequency of the Climbing Robot

By modeling the robot rack, the robot includes the following parts, such as an aluminum alloy
rack, steel wheel shafts, rolling wheels and a spring. Owing to the rack contributing most to the
weight of the robot and as the elastic modulus of steel is much larger than that of aluminum alloy, the
aluminum alloy rack is the key component here. The parameters of the robot are illustrated in Table 1.
By removing some holes and slots that slightly affect the overall structure and replacing the motor
with a lumped mass of 0.7 kg, the finite element model of the robot is obtained (Figure 9).

Table 1. The parameters of the robot.

Item Value

Length 370~400 mm
Width 236 mm
Height 410~440 mm

Material Aluminum Alloy
Gravity 11.7 kg

  
(a) (b) 

Figure 9. Finite element analysis of the robot. (a) Finite element model of the robot; (b) Finite
element mesh.

The fixed constraints were applied on wheel shafts and the spring and the model was divided
into grids measuring 10 mm. Through modal analysis, the first five orders of natural frequencies of the
robot rack are 322 Hz, 463 Hz, 606 Hz, 723 Hz and 911 Hz.

4.2. Analysis of the Natural Frequency of the Cable

The string vibration equation is used to describe cable vibration (Figure 10). Owing to the robot
climbing on a long cable, which has certain influences on cable vibration, the robot is regarded as a
point mass to establish a string vibration equation with this lumped mass:{

utt − auxx = 0 x 	= x0

utt − ax0uxx = 0 x = x0
(18)
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where x0, l and u represent the position of the robot, the length of the cable and the normal displacement
of the cable from the initial position, respectively. In addition, a denotes the ratio of tension T of the
cable to the linear density ρ of the cable, namely T

ρ , while ax0 represents the ratio of T to the linear

density ρx0 of the cable at the position of the robot, namely, T
ρx0

.

  
(a) (b) 

0x α
βε

Figure 10. Robot–cable dynamic analysis. (a) Schematic diagram of cable vibration; (b) Force applied
on the robot.

It is difficult to solve string vibration problems when they include a lumped mass. This section
adopts an approximate method, namely, the use of the Rayleigh quotient, which can directly estimate
the natural frequency of the system without solving its vibration equation. The Rayleigh quotient is
expressed in the following form:

R =
Vmax

Tre f
= ω2

n (19)

Vmax and Tre f represent the maximum potential energy and kinetic energy for reference of the
cable respectively, which indicate quantities relating to potential energy and kinetic energy. ωn denotes
the nth-order natural frequency. Vmax and Tre f can be written as:{

Vmax = 1
2

∫ l
0 T(W ′

n(x))2dx
Tre f =

1
2

∫ l
0 ρW2

n(x)dx
(20)

Wn(x) denotes the nth-order vibration mode function relating to x.
Free vibration of a tensile string is a linear combination of infinite multi-order vibrations.

In general, the higher the order is, the smaller the influence on the spectrum, so it is important
to study the first-order vibration. Experience shows that the first-order vibration mode of the cable is
similar to static deformation under inertial loads. The first-order natural frequency can represent the
frequency of the cable, so it is selected as the static deformation of the cable under the self-weight of
the robot.

Figure 10b shows that the following equation can be established through the force balance and
geometric relationships:

cos(arctan
x0

ε
) + cos(arctan

l − x0

ε
) =

F
T

(21)

where F and ε represent the component of the self-weight of the robot in the vertical direction of the
cable and the maximum static deformation, respectively. Because the distance from the position of
maximum deformation to the end on the cable changes linearly, the vibration mode function can be
obtained as long as ε is known from the following equation:

W(x) =

{
ε x

x0
, 0 < x < x0

ε l−x
l−x0

, x0 < x < l
(22)
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Therefore, the relationship between x0 and ε is established according to Equation (21).

cos(arctan
x0

ε
) + cos(arctan

115 − x0

ε
) =

1
45, 300

(23)

Based on this, an expression describing the deformation ε through the position of the robot is
established, which is to say, ε = f (x0). Through data fitting, the samples are obtained such that
x0 = [0, 20, 40, 60, 80, 100, 115]. At two ends (0 m and 115 m), the deformation is zero. In view of the
sample point being in the middle, the dichotomy is utilized for calculation purposes. In accordance
with the zero point theorem, the search interval always shrunk. In this way, the root of the equation
can be approached as close as possible. The flowchart of this dichotomy is shown in Figure 11. It is
assumed that the self-weight of the robot, tensile force, length and linear density of the cable are
G − 200N (including loads), T = 4530 kN, l = 115 m and ρ = 65.6 kg/m, respectively.

Figure 11. Flow chart of the dichotomy.

The search interval is set to [0.0001, 0.01]. It is assumed that f (ε) = 45, 300[cos(arctan x0
ε ) +

cos(arctan 115−x0
ε )]− 1 and f (ε) is the continuous elementary function in the interval. Moreover, for

x0 = [20, 40, 60, 80, 100], there exists f (0.0001) < 0 and f (0.001) > 0. According to the zero point
theorem, there are solutions in the interval.

Through calculation, the solutions correspond to x0 = [20, 40, 60, 80, 100] are
[0.0003653, 0.0005755, 0.0006336, 0.0005381, 0.0002879]. Therefore, it is obvious that the weight
of the robot affects the cable, albeit only slightly.

As shown in Figure 12a, the distribution of sample points is parabolic. We can get the following
equation with quadratic polynomial fitting technique:

ε = 10−4(−0.0019x2
0 + 0.2208x0 + 0.0008) (24)

Combining the above equation with Equations (22) and (23), the vibration mode function of the
robot is:

W(x) =

{
10−4(−0.0019x2

0 + 0.2208x0 + 0.0008) x
x0

, 0 < x < x0

10−4(−0.0019x2
0 + 0.2208x0 + 0.0008) l−x

l−x0
, x0 < x < l

(25)

The first-order frequency is calculated according to Equations (19) and (20). For the cable with its
lumped mass, the kinetic energy for reference is obtained:

Tre f =
1
2

∫ l

0
ρW2(x)dx +

1
2

m[W(x0)]
2 (26)
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where m represents the mass of the robot.
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Figure 12. Simulation results: cable deformation and frequency. (a) The relationship between the
position of the robot and the maximum deformation; (b) The change in fundamental frequency of
the cable.

As illustrated in Figure 12b, the range of changes in the fundamental frequency of the cable is
always less than 90 Hz, showing large differences across the first five fundamental frequencies of the
robot rack, so resonance does not occur.

5. Climbing Experiment of the Robot Prototype

To verify the climbing ability of the robot, we fabricated a prototype of the robot, set-up a test
platform for the robot and completed climbing & loading experiment of the robot.

5.1. Preparation of the Robot Prototype

According to the structural model of the robot described in Section 2, a prototype of the climbing
robot was designed (Figure 13). A current (DC) motor system with high volume and torque was
selected as power producer, which include a DC motor, a reducer and a rotary encoder. Based on
the model in Figure 1, multiple synchronous pulleys and two synchronous belts were added. Motor
1 drove rolling wheels A and C through synchronous pulleys and belts, while rolling wheel B was
driven by motor 2 through synchronous pulleys and belts, to form the all-wheel-drive mechanism
climbing along the cable.

Figure 13. Three-wheel climbing robot.

Through the relative rotation of the swing plates and support plates, scaling of spring and
adjustment of spacing between the left and right rolling wheels, the robot could fit around cables of
different diameters.
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5.2. Vibration Test Platform

By establishing a set of rigid and flexible hybrid robot test platforms, climbing tests using the
robot in static and vibration environments was simulated. The vibration test platform is comprised of
a simulated cable, fixtures, a vibration table, a lower rigidly-fixed fixture and an upper flexibly-fixed
fixture (Figure 14). A hard plastic tube with a diameter of 90 mm was selected to replace the cable and
the surface friction coefficient of the tube is similar to that of a typical cable.

   
(a) (b) (c) 

Figure 14. Vibration test platform. (a) Electromagnetic vibrator; (b) Lower rigidly-fixed fixture;
(c) Upper flexibly-fixed fixture.

The lower rigidly-fixed fixture was mounted on the vibration table and connected to the lower
end of the cable with a fixed hinge, which accurately transferred vibration and adjusted the inclination
angle of the cable according to the need. A flexible connection was applied to the upper end of the
cable and the upper fixture and ropes and spring were used for fixing. The cable and the upper fixture
did not make complete contact and vibrated (within a fixed range of amplitudes) to simulate the
vibration of real bridge cables.

By using an electromagnetic absorption type of vibration table to drive the cable vibration,
the actual vibration of a cable on a bridge was simulated. The vibration table can bear 100 kg and the
maximum vibration amplitude was 5 mm. Moreover, the frequency was adjustable in the range from 1
Hz to 400 Hz. The parameters of the electromagnetic vibrator are shown in Table 2.

Table 2. Parameters of the electromagnetic vibrators.

Maximum load: 100 kg Power: 0.75 KW~2.2 KW
Maximum acceleration: <20 g The vibration direction: X + Y + Z
Maximum amplitude: 0~5 mm Precision: 0.01 HZ

Frequency range: 1~400 HZ Frequency sweep: 1~400 HZ

By setting the low and high frequencies used, as well as the low and high vibration intensities of
the vibrator, the frequency and amplitude of the cable, as well as the dead time at various frequencies
and amplitudes, could be controlled. The main steps involved are as follows:

(1) First, the regions on the cable where the robot can stably grasp onto were explored and marked.
The positions of the robot were adjusted so that all the wheels can stably grasp the cable under
the influence of the driving forces.

(2) Then, the high-speed camera system and the vibrator were started and debugged.
(3) Main test started. The high-speed camera was used to record various parameters (output

frequency and amplitude of the vibrators) and the output frequency and intensity of the test
platform when the robot is climbing on the cable, before and after imposing the driving forces.
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5.3. Testing Experiment

According to the analysis in Section 3 and for the given diameter of the cable together with those
parameters, such as the clamping force of the robot, spacing of the rolling wheels and pre-tightening
force of the spring were adjusted. The space between the left and right half-wheels was adjusted to be
42 mm.

As shown in Figure 15, a climbing test was conducted on the robot. Although the surface was
smooth and there were obstacles (less than 10 mm in height), the robot could climb in a stable manner.
By selecting heavy objects (mass, 10 kg), the climbing ability of the robot with loads was verified.
The robot could still climb normally under such loads. The test proved that the climbing speed of the
robot met the required performance for cable inspection. The following conclusions were drawn by
combining simulation and test, data:

(1) When masses of 10 kg were added to the robot, the robot could still climb along cables with
inclination angle between 20◦ to 90◦.

(2) The robot could be installed and maintained by only one worker.
(3) The climbing speed could be adjusted within the range from 0 m/s to 0.164 m/s.
(4) The robot could pass across obstacles over a maximum length of 10 mm.

   
(a) (b) (c) 

Figure 15. Climbing test of the robot. (a) Climbing on the smooth surface; (b) Climbing on the surface
with obstacles; (c) Load test.

The climbing ability of the robot under the low-frequency and high-frequency vibration was
further investigated and parameters, such as vibration direction, frequency and intensity of the
vibration table could be adjusted through a controller. Based on the combined vibration in horizontal
and vertical directions, the test was conducted using the combination of frequencies of 10 Hz and
100 Hz and vibration intensities of 20%, 40% and 60% (namely, 1 mm, 2 mm and 3 mm) of the maximum
amplitude. The test shows that the robot could climb normally and its driving wheels did not skid.
As a result, it did not leave the cable under the influence of inertial force during the vibration testing.
Meanwhile, when the vibration table worked at a low frequency, the whole test system vibrated
strongly, which exceeded the bearing limit of the floor of the building and limited the applicable test
range. This should be addressed before in the future research.

6. Conclusions

In view of automatic inspection demands for bridge cables at high altitude, the all-wheel-drive
climbing robot based on safety recovery mechanism model was developed. On this basis, this work
analyzed the climbing performance and fabricated a prototype on which verification testing was
conducted. The main conclusions are as follows:
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(1) In order to limit the excessive speed of the robot when it is in electrical fault,
the centrifugal–friction recovery mechanism model of the all-wheel-drive climbing robot
is designed.

(2) The climbing performances of the robot are analyzed, including basic climbing conditions under
minimum output motor torque and minimum friction force on the rolling wheels.

(3) By using the finite element method, the natural frequency of the robot was found and the first five
modal frequencies were 322 Hz, 463 Hz, 606 Hz, 723 Hz and 911 Hz. Furthermore, the natural
frequency of the cable was obtained by using the Rayleigh quotient. The results show that the
change in fundamental frequency of the cable was always less than 90 Hz, showing significant
differences with the first five modal frequencies of the robot, so resonance did not occur, thus
ensuring the safety of the robot–cable system.

(4) The prototype of the robot is made and complete climbing & loading testing experiments is
conducted. The testing results proved that the robot can carry a payload of 10 kg and safely return
the cable under the influences of inertial force and vibration at the combination of frequencies of
10 Hz and 100 Hz and intensities accounting for 20%, 40% and 60% (namely, 1 mm, 2 mm and
3 mm) of the maximum vibration amplitude. This proved the feasibility of the robot.

In future research, it is necessary to optimize the mechanical structure of the robot, propose more
accurate control methods and study inspection methods which are better suited for detection of defects
in different cables.
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Abstract: The present paper describes step-climbing tactics using a wheeled robot and a hand cart
that has a hand brake. The robot has two arms that are used to hold or push the handle of the cart
and a lower extendable wheel mechanism that can push against the bottom of the cart. Some of the
manipulator joints are controlled passively when moving over the step. To lift the front wheels of the
cart, the robot holds the handle steady and pushes against the bottom of the cart using the extendable
wheel mechanism. This action is similar to that performed by a human. The robot then pushes the
entire cart forward so that the front wheels of the cart are above the step. When the rear wheels of the
cart have climbed the step, the upper-arm links of the manipulators are pressed against the robot
chest to allow the robot to push the cart. When the cart has fully climbed the step, the robot then uses
the cart to climb the step. The present paper describes the details of the robot system, and theoretical
analyses were performed to determine the requirement of masses and the centers of gravity of both
vehicles to lift the cart. Experiments were also carried out in which the robot was controlled using an
intranet connection, and the results demonstrated the effectiveness of the proposed method.

Keywords: cart; robot; step climbing; transportation; stopper

1. Introduction

Hand carts and shopping carts are used all over the world to help people convey baggage.
In recent years, several robotic carts have been investigated, including an autonomous cart that
follows the user [1,2], a robotic cart that helps the operator when transporting heavy baggage [3],
and transportation using a cart connected to an omnidirectional mobile robot [4,5]. Iwanuma et al.
studied two shopping assistant robots that can be used in supermarkets [6]. They proposed not only
a cart robot, which has a shopping basket attached to the robot body for transportation of an item,
but also a humanoid with dual manipulators, which can bring the shopping basket. If the partner robot
can operate a cart freely, the possibilities of transportation using a cart for improvement are endless.
Research on such carts that can be manipulated by a partner robot has been carried out. Ohno proposed
a method of transportation of a hand cart using ASIMO (HONDA Co., Ltd., Tokyo, Japan), a legged
locomotion robot with dual manipulators [7]. Similarly, Inaba et al. studied the locomotion of a
wheelchair, rather than a cart, using a legged locomotion robot [8]. However, they showed how to
push and transport a wheelchair using a personal robot with dual manipulators.

A hand cart has a wheel mechanism that it uses to move. Excellent energy efficiency is one
of the advantages of a wheel mechanism. It is easy for people to move a hand cart on a flat
road. However, it is difficult for a vehicle that has a wheel mechanism to move up and down
steps. Numerous research programs aimed at improving the mobility of wheel mechanisms on steps
have been conducted, based on the following strategies: additional legs [9,10], multiple wheels and
variable wheelbases [11], and a combination of an adjustable center of gravity (COG) and multiple
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wheels [12]. Reports of multiple vehicles cooperating for crossing irregular terrain include those of
Asama et al. [13], who considered a forklift system. Transporting a cart using a mobile robot that
has numerous manipulators, similar to the human arm, is not an easy task. When the cart is heavier
than the robot, controlling a robot to push or pull the cart is very difficult because the reaction force
from the cart strongly influences the robot. In particular, one weakness for a wheeled vehicle is step
climbing [14]. In transporting heavy baggage using a push-cart, it is very difficult to control the cart at
a step because the incline of the vehicle is always changing, and the reaction force from the cart is also
changing. As such, there have been no studies of a cart climbing a step using a partner robot.

The research group of the present study has achieved cooperative step climbing using a wheelchair
and a partner robot with manipulators [15] and have proposed a cooperative step-climbing system
using a hand cart and a robot [16]. In the present paper, we intend to describe in detail the concept of
step climbing of a hand cart and present the results of both theoretical analysis and experiments.

The proposed step-climbing method uses the difference in velocity between connected vehicles,
which considers not only the robot driving force, but also the wheelchair driving force. However, since
a typical hand cart does not generate a driving force, the step-climbing method that we have proposed
for a wheelchair cannot be applied to a hand cart. The present paper proposes a step-climbing method
for a hand cart and a partner robot that uses an action that is similar to that performed by a human.

Based on preliminary measurements of friction coefficients using the vehicles in wet and dry
conditions on asphalt, concrete, wood, and interior flooring, the ground surface considered in the
present study was assumed to have a friction coefficient in the range 0.6 to 0.9, which satisfies all of
the above conditions. The heights of steps at the entrances of typical buildings and other structures
were measured, and the target step height was set to 120 mm, which accounts for more than 80% of
the observed heights.

The remainder of the present paper is organized as follows. Section 2 describes the step-climbing
system using a robot and a hand cart. Section 3 describes the process of climbing a step. Section 4
provides a theoretical analysis. Section 5 presents the experimental results. Section 6 concludes
the paper.

2. Hand Cart and Robot

This system consists of a wheeled robot and a hand cart (Figure 1). The robot used in the present
study was the wheeled “Tateyama”, which was developed in our laboratory. This robot has three sets
of wheels (front, middle, and rear) paired on the left and right. The front pair of wheels are casters,
and the middle and rear pairs of wheels are driving wheels. The rear pair of wheels can be shifted in
position, and this mechanism is used by the robot to climb steps (Figure 2, see Section 3). The hand
cart and robot are deployed in a forward-and-aft configuration (Figure 3). The specifications of the
robot and the hand cart are shown in Tables A1 and A2 (Appendix A).

Robot (Tateyama) Hand truck

Figure 1. Photograph of the robot and the hand cart.
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Figure 2. Robot rear wheel mechanism.
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Figure 3. Model of the robot and the hand cart.

Figure 4 shows the process in which a human moves a hand cart over a step. Most people push
the rear bottom of the cart with their foot when lifting the front wheels of the hand cart during step
climbing. When some people push and lift the rear wheels of a heavy cart, they limit the passive
rotation about the shoulder joints as the upper arms are pushed into their chest. In the present paper,
this motion is performed using the front-wheel mechanism of the robot (Figures 5 and 6) and the robot
stopper (Figure 7).

Figure 4. Human method of pushing a hand cart up a step.
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Figure 5. Extendable robot front-wheel mechanism.

Figure 6. Robot pushing against the bottom of a hand cart using the front-wheel mechanism.
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Figure 7. Stopper on the robot and manipulator joints.

The robot has manipulators attached to the left and right sides of its upper half. In addition to the
five degrees of freedom (DOFs) of the arm, the hand has one DOF, for a total of six DOFs (Figure 7).
The manipulator joint angles are −90 [deg] ≤ φ2 ≤ +90 [deg] and 0 [deg] ≤ φ4 ≤ +100 [deg]. The robot
has a stopper mounted on the front of its body (Figure 7). First, the upper links of the manipulators are
located behind the stopper when the front wheels of the cart are lifted (Figure 8). As described below
(Section 3), the manipulators are pulled when lifting the front wheels of the cart so that the front-wheel
mechanism of the robot can reach the rear bottom of the cart when lifting the front wheels of the cart.

The manipulators are pulled by the cart when the front wheels of the cart ascend the step, and the
stopper limits the passive rotational travel around the shoulder axes of the manipulators (Figure 9,
Section 3). After climbing of the front wheels of the cart, the upper links of the manipulators are located
in the front of the stopper (Figure 10). When the rear wheels of the cart climb a step, the manipulators
of the robot are pushed by the force from the cart. However, the stopper of the robot limits the passive
rotational travel of the manipulator (Figure 10, Section 3). This enables the robot to imitate a human
pushing an object by limiting the passive rotation about the shoulder joints as the upper arms are
pushed into the chest (Figure 4).
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Manipulator

Robot stopperManipulator

Figure 8. Locations of manipulators for lifting the front wheels of the cart.

Stopper

Figure 9. Limit of manipulator rotation when the robot is being pulled.

Stopper

Figure 10. Limit of manipulator rotation when the robot is being pushed.

The hand cart (PLA250-DB, Kanatsu, Chiyoda-ku, Tokyo, Japan) used in the present study is
a commercially available hand cart (Figure 1, Table A2). The cart has a hand brake mechanism,
which was remodeled to allow grasping (Figure 11). This hand brake mechanism has two shafts to
allow holding, which are used to apply or release the cart brakes. When the robot hand grasps the
hand brake system, the brake system is releases and the cart is able to move. When the robot hand
releases the hand brake system, the brake is applied and the cart is not able to move. The robot and the
cart are connected by the robot hands throughout the step-climbing process. Releasing or applying the
hand brake is controlled by the angle of the forearm links of the manipulators because the hands have
spaces between fingers (Figure 11). When the angle of forearm links is small, the brake is released,
and when the angle of the forearm links is large, the brake is applied.

This cart also has a stopper that is composed of front and rear bars (Figure 12), and the stopper
is mounted on the rear side. The stopper is not used for cart climbing, but rather for robot climbing
(Figure 13). The details of the use of the cart stopper are presented in Section 3.

Figure 14 is a system configuration diagram. The robot has a notebook PC ( OS: Windows Xp,
msi U100, New Taipei City, Taiwan) on its body. The motors, encoders, and touch sensors were connected
to motion controllers (MCDC3006-S, MCDC3003-S, Faulhaber Co. Ltd, Baden-Wuerttemberg, Germany).
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These motion controllers were connected to the notebook PC of the robot. The motors were controlled
via commands issued using the Motion Manager 4 software package (Faulhaber). The robot used a
camera built into the PC, and moving images from the camera and the Motion Manager 4 operating
window were displayed on the notebook PC mounted on the robot. The screen of this notebook PC
used Real VNC software (version 4.1.2) and was transmitted as-is over an intranet to the display of
a PC used by an operator at a different location. The operator of the robot was able to control the
robot by operating Motion Manager 4 from their PC. Commands for Motion Manager 4 were issued
using “JoyToKey” software. The keyboard commands, which were activated by pushing the buttons
of a “Joypad” (PL-USGP12, Planex Communications Inc., Shibuya-ku, Tokyo, Japan), corresponded to
manipulation of the controller to operate the robot. The controller is a commercially available game
pad. The operator controls the robot by watching moving images returned from the camera on the
robot. In the present study, the robot was operated at a constant speed (0.76 [km/h]).

Brake mechanism

Rear bar

Rear bar Front
bar

Robot Hand

Brake mechanism

Applying the brakeReleasing the brake

Figure 11. Brake mechanism on the hand cart.

Front bar

Rear bars Rear bars Forearm links

Figure 12. Stopper on the hand cart.

Figure 13. Robot lifting its front wheels.
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Robot

Robot operator

Computer
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Figure 14. Block diagram of the robot system.

3. Process of Step Climbing

In the proposed step-climbing method, the hand cart first climbs a step, and then the robot climbs
the step. In the present study, Stages 1 and 2, respectively, describe the processes by which the front
and rear wheels of the cart ascend the step. Stage 3 describes the process by which the front wheels of
the robot ascend the step. Stage 4 describes the processes in which the middle and rear wheels of the
robot ascend the step. Numbers (1)–(16) in Figures 15 and 16 correspond to the states described below.

stage 1(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

stage 2

Figure 15. Step-climbing process of the hand cart.
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stage 3
(9)

(10)

(11)

(12)

(13)

(14)

(15)

(16)

stage 4

Figure 16. Step-climbing process of the robot.

[Stage 1]

(1) The upper links of manipulators are located behind the robot stopper (Figures 8 and 9). Joints 2,
4, and 6 are allowed to rotate passively until the ascent of the cart has been completed (Figure 7).

(2) The robot stops and pushes against the rear bottom part of the cart using the robot front-wheel
mechanism (Figure 6). The front wheels of the cart start to be lifted.

(3) The robot continues to push the rear bottom part of the cart, and the cart tilt increases. The action
for lifting the front wheels of the cart exerts forces on the manipulators, causing passive rotation
about Joint 2. However, the upper arm link of the manipulator comes into contact with the robot
stopper, limiting the extent of rotation (Figure 9).

(4) The robot moves forward and the front wheels of the cart are positioned over the edge of the step.
As the operator closes the robot front-wheel mechanism, the incline of the cart becomes small.
The front wheels of the cart are located on the upper level of the step.

[Stage 2]

(5) First, the sides of the robot manipulators are opened, and the upper links of the manipulators
are located in front of the robot stopper (Figure 10). This limits the passive rotational travel of
the manipulators when the robot is pushed. The robot then moves forward, pushing the cart
from behind.

(6) The rear wheels of the cart come into contact with the step.
(7) The robot pushes the cart, and the rear wheels of the cart begin to climb the step. The robot

imitates the operation of a human pushing an heavy object by limiting the passive rotation about
the shoulder joints as the upper arms are pushed into the chest (Figure 4).

(8) Once the rear wheels of the cart have reached the upper level of the step, the robot stops.

[Stage 3]

(9) The sides of the robot are opened, and the two manipulators are inserted into the stopper of
the cart (Figure 12). The rear wheels of the robot are folded upward (Figure 13). The robot
moves forward and the manipulator forearm links come into contact with the stopper of the
cart. The hand brake is applied. The cart maintains its position (Figure 11).

(10) The robot continues to push on the cart, and the front wheels of the robot are lifted (Figure 13).
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(11) When the location of the robot center of mass shifts behind the contact point between the robot
middle wheels and the ground as the robot tilt increases, the robot begins to tip over backward.
However, the robot is supported by the middle and rear wheels, and the rotational travel of the
manipulators are stopped by the rear bars of cart’s stopper. The brake of cart is then released
(Figure 11).

(12) The robot moves forward using the middle and rear wheels, and the front wheels of the robot
are placed on the upper level of the step.

[Stage 4]

(13) The robot drives and both vehicles move forward.
(14) The middle wheels of the robot come into contact with the step.
(15) The middle wheels of the robot continue to drive, and both vehicles continue to move forward.

The rear-wheel mechanism of the robot is lowered and pushes up the robot body. The middle
wheels of the robot start to climb the step.

(16) The middle wheels of the robot are able to climb the step. After the middle wheels of the robot
have reached the upper level of the step, the vehicles are stopped. The rear-wheel mechanism of
the robot is then folded upward.

4. Theoretical Analysis

The proposed step-climbing method is sensitive to the relationship between the masses of the
connected vehicles. In this section, we discuss the requirement for lifting the front wheels of the hand
cart. The vehicles slowly climb a step and maintain their balance in the proposed method, which is
analyzed by considering statics.

The basic coordinate system of the robot if denoted ΣB, where contact point B between the robot
middle (driving) wheels and the ground is the origin (Figure 17). In Stage 1, the inclination of the robot
is zero (φ0 = 0). In Figure 3, the position vectors for these joints in system ΣB are expressed as

B p2i = [x2i z2i]
T (i = 1 − 3), (1)

where
B p2 = [x2 z2]

T = [lLB RB + hLB]
T (2)

B p4 = [x4 z4]
T = [lLB + l2 cos φ2 RB + hLB + l2 sin φ2]

T (3)

B p6 = [x6 z6]
T = [lLB + l2 cos φ2 + l4c cos(φ2 + φ4) RB + hLB + l2 sin φ2 + l4c sin(φ2 + φ4)]

T (4)

In the same way, the position vectors for the contact points between the robot front and rear
wheels and the ground are expressed as

B p f wb = [WBf 0]T (5)

and
B prwB = [−WBr 0]T (6)

The position vectors for the contact points between the robot front-wheel mechanism and the rear
of the hand cart are expressed as

B p f p = [xpB zpB]
T . (7)

The body of the robot, neglecting the manipulators, is Link 0 with mass m0. If the centers of
gravity of the robot body and each manipulator link (Links 2, 4, and 6) are denoted by

B pgj = [xg2j zg2j]
T (j = 0 − 3) (8)
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the vector of the driving force for the robot middle wheels and the resistance force from the ground
surface is given by

fm = [ f1x f2z]
T . (9)

In addition, the resistance force vector at the robot front wheels is

f f wB = [0 f3z]
T (10)

and that at the rear wheels is
frwB = [ f4x f5z]

T . (11)

The reaction force vector from the linked cart is

fL = [ fl cos(φ2 + φ4) fl sin(φ2 + φ4)]
T (12)

and the reaction force vector from the cart to the robot front-wheel mechanism is given by

f ′p = [− fp 0]T . (13)

The coordinate system fixed at the point of contact, A, between the cart rear wheels and the ground
is given by ΣA. The incline of the cart body with respect to the road surface is φ2 + φ4 + φ6 = φ246

(in Stages 1 and 2, the robot incline is zero φ0 = 0). In ΣA, the center of gravity of the cart is located at

A pGA = [xGA zGA]
T = [lrA cos φ246 − hmA sin φ246 lrA sin φ246 + hmA cos φ246 + RA]

T (14)

and the push handle location (which is held by the robot hand), Pc (P6), is

A pc = [xc zc]
T = [−lLA cos φ246 − hLA sin φ246 − lLA sin φ246 + hLA cos φ246 + RA]

T . (15)

The contact position between the body of cart and the robot front-wheel mechanism is located at

A p f p = [−lpA cos φ246 − hpA sin φ246 RA − lpA sin φ246 + hpA cos φ246]. (16)

The resistance force vector of the rear wheels of the cart from the ground surface is

frwA = [0 f6z]
T . (17)

In addition, the reaction force from the linked robot is given by

f ′L = [− fl cos(φ2 + φ4) − fl sin(φ2 + φ4)]
T . (18)

The reaction force vector from the robot front-wheel mechanism to the cart is given by

fp = [ fp 0]T . (19)

In moving statically, the equilibrium of the robot along the x and z axes is given by the following
equation:

fΣB + MBg = 0, (20)

where fΣB ∈ R2 is the sum of forces on the robot due to the driving force and the resistances of the
ground surface and the linked cart, and is given as

fΣB = [ f1x + f4x + fl cos(φ2 + φ4)− fp f2z + f3z + f5z + fl sin(φ2 + φ4)]
T (21)
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and
g = [0 − g]T (22)

is the gravitational acceleration vector.
The following equation is obtained from the equilibrium of moments about the point of contact

between the robot middle wheels and the ground:

B pGB × MBg + B p4 × fL +
B p f wB × f f wB +B prwB × frwB +B p f p × f ′p = 0. (23)

Equation (24) is obtained from Equation (23), as follows:

− xGB · MBg + x4 · fl sin(φ2 + φ4)− z4 · fl cos(φ2 + φ4) + WBf · f3z − WBr · f5z + zpB · fp = 0. (24)

Summing the total forces on the hand cart exerted by the ground surface and the linked robot for
fΣA ∈ R2, we find that

fΣA = [ fp − fl cos(φ2 + φ4) f6z − fl sin(φ2 + φ4)]
T (25)

When the linked vehicles move together in static equilibrium, the equilibrium for both the x and
z axes yields

fΣA + MAg = 0, (26)

whereas the equilibrium of moments about the point of contact between the rear wheels of the hand
cart and the ground yields

A pGA × MAg +A pc × f ′L +A p f p × fp = 0. (27)

We obtain the following equation from Equation (26):

fp = fl cos(φ2 + φ4). (28)

The requirement for lifting the front wheels of the hand cart is obtained from Equation (27)
as follows:

− xGA · MAg − xc · fl sin(φ2 + φ4) + zc · fl cos(φ2 + φ4)− zpA · fp > 0. (29)

Substituting Equation (28) for Equation (29), we obtain

xGA · MAg + fl · {xc sin(φ2 + φ4) + (zpA − zc) cos(φ2 + φ4)} < 0, (30)

and substituting Equation (28) for Equation (24), we obtain

fl =
xGB · MBg − WBf · f3z − WBr · f5z

x4 sin(φ2 + φ4) + (zpB − z4) cos(φ2 + φ4)
. (31)

We assume the most difficult situation is to lift the cart’s front wheels, in which the robot does
not use its rear wheels (Figure 17, f5z = 0) and the robot is pushed by the reaction force from the
hand cart and the normal force of the front wheels of the robot ( f3z = 0). In this case, by substituting
Equation (31) for Equation (30), we obtain the requirement for lifting the front wheels of the hand cart
as follows:

MA
MB

<
(zpA − zc) cos(φ2 + φ4) + xc sin(φ2 + φ4)

(z4 − zpB) cos(φ2 + φ4)− x4 sin(φ2 + φ4)
· xGB

xGA
. (32)

When Equation (32) is satisfied, the front wheels of the hand cart can be lifted by the robot.
Tables A1 and A2 indicate that the robot is able to lift the hand cart in theory. In the next section,
we present the results of the experiment.
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Figure 17. Model showing lifting of the front wheels of the hand cart.

5. Experiment

Experiments were carried out under an environment with a step of 120 mm in height, and the
mass of the hand cart was 75 kg (body of the cart: 25 kg, baggage: 50 kg).

The speed of the robot was constant (0.76 km/h), and the friction coefficient between the tires and
the road surface was μ = 0.72 (Figure 18). The robot and the hand cart were located on one floor of the
National Institute of Technology of Toyama College, and the operator of the robot (adult male) was
located on another floor. The robot operator performed his task over an intranet while observing the
video from the camera on the robot.

In Stage 1, the robot operator was able to lift the front wheels of the cart and position them on the
step by watching video captured by the robot camera. After climbing of the front wheels of the hand
cart, the operator was able to change the manipulators’ upper link positions from behind the robot
stopper to in front of the robot stopper (Section 3, Figures 9 and 10). However, the operator needed
approximately 90 s to change these positions. In the present paper, the robot and the hand cart are
connected, and the trajectories of these vehicles are limited. Teleoperation of the robot using a game
pad controller when the positions of the manipulators change was difficult, indicating that the robot
should have an autonomous system for positioning the manipulators.

In Stage 2, it was possible for the rear wheels of the hand cart to climb the step with ease.
In Stages 3 and 4, the step-climbing process of the robot was performed. Although the robot was

able to climb the step, it was difficult to operate the robot while viewing video captured by the camera
on the robot because the robot is inclined during Stages 3 and 4 and the operator was not able to view
the state of the vehicles. Another experiment was carried out using an additional camera on the chest
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of the robot (same operator), and the operability of robot was improved. The climbing task was also
performed successfully by another operator (adult male).

The results of these experiments clarified that the proposed step-climbing method is useful and
can be improved by adding an autonomous system to change the manipulator position.

Figure 18. Step-climbing experiment using the robot and the hand cart.

6. Conclusions

The present paper describes the proposed step-climbing method of the hand cart using a partner
robot that imitates human motion when operating a hand cart. The system, which consists of a mobile
robot and a hand cart, was constructed. Numerical calculations clarified the requirements of masses
and centers of gravity for both vehicles to lift the cart. Experiments were carried out incorporating
teleoperation of the robot over an intranet, in which the robot operator controlled the robot while
viewing video captured by the robot camera.

The results of the experiment are listed below.

(1) The teleoperated robot and the hand cart are able to climb a step using the proposed method.
(2) The operator requires some time (approximately 90 s) to change the position of the manipulators

(after Stage 1). Both vehicles have individually driven wheels and are connected, and thus the
trajectories of the vehicles are limited. Moreover, the teleoperated robot was controlled using a
game pad, making operation of the robot difficult and indicating that system for changing the
positions of the manipulators should be autonomous.

(3) The camera on the robot cannot capture the entire situation of the vehicles. However, the additional
camera on the robot chest was able to improve operability. The climbing task was also performed
successfully by another operator.

Nevertheless, a mobile robot with manipulators can make a heavy hand cart climb a step.
The proposed method is relatively simple and can be applied to other partner robots, thereby improving
their abilities.

In the future, we intend to improve the maneuverability of the proposed step-climbing method
and evaluate the operability of the system. We are going to construct an autonomous system for
positioning the manipulators.
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Appendix A

Table A1. Specifications of the robot.

Overall length 230–800 mm
Overall height 747 mm
Radius of front wheels (rB f ) 25 mm
Radius of center wheels (RB) 145 mm
Radius of rear wheels (rBr) 19 mm
Length of the front-wheel mechanism (lpB) 250–750 mm
Height of the front-wheel mechanism (hpB) 250–70 mm (when the incline of the cart is 0)
Wheelbase (WBf ) 190–440 mm
Wheelbase (WBr) 270 mm
Mass position from the rear axis (lrB) 93 mm
Height of the mass from the rear axis (hmB) 286 mm
Position of Joint 2 from the rear axis (lLB) 90 mm
Height of Joint 2 from the rear axis (hLB) 532 mm
Mass of the robot’s body 56.2 kg
Mass of Link 2 (from Joint 2 to Joint 4) 2.55 × 2 kg
Mass of Link 4 (form Joint 4 to the human hand) 0.8 × 2 kg
Length of Link 2 (l2) 330 mm
Length of Link 4 (l4) 300 mm
Length of the hand (l6) 105 mm
Length from Joint 4 to the connecting position (l4c) 370 mm
Mass position of Link 2 (L2) 67 mm
Mass position of Link 4 (L4) 169 mm
Mass position of Link 6 (L6) 35 mm

Table A2. Specifications of the hand cart.

Overall length 1020 mm
Overall height 900 mm
Radius of the front and rear wheels (RA) 65 mm
Wheelbase (lA) 470 mm
Connecting height (hLA) 695 mm
Connecting position (lLA) 270 mm
Stopper position (front bar) from the axis of the rear wheels 210 mm
Stopper position (rear bars) from the axis of the rear wheels 360 mm
Stopper Height from the axis of the rear wheels 500 mm
Length of contact position (lpA) 160 mm
Height of contact position (hpA) 150 mm
Mass position (lrA) 235 mm
Mass height (hmA) 350 mm
Mass (MA) 75 kg
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Abstract: This work presents a novel approach and paradigm for the coupling of human and robot
dynamics with respect to control. We present an adaptive system based on Reservoir Computing
and Recurrent Neural Networks able to couple control signals and robotic behaviours. A supervised
method is utilised for the training of the network together with an unsupervised method for the
adaptation of the reservoir. The proposed method is tested and analysed using a public dataset, a set
of dynamic gestures and a group of users under a scenario of robot navigation. First, the architecture
is benchmarked and placed among the state of the art. Second, based on our dataset we provide
an analysis for key properties of the architecture. We test and provide analysis on the variability
of the lengths of the trained patterns, propagation of geometrical properties of the input signal,
handling of transitions by the architecture and recognition of partial input signals. Based on the user
testing scenarios, we test how the architecture responds to real scenarios and users. In conclusion,
the synergistic approach that we follow shows a way forward towards human in-the-loop systems
and the evidence provided establish its competitiveness with available methods, while the key
properties analysed the merits of the approach to the commonly used ones. Finally, reflective remarks
on the applicability and usage in other fields are discussed.

Keywords: dynamic neural networks; mobile robot navigation; gesture recognition; behaviour
dynamics; real-time action recognition

1. Introduction

Coupling the dynamics of humans’ movements and the dynamics of a machine in order to control
and direct the machine dynamics is a complex task. Mapping signals from one to the other in a
continuous manner, in such a way that human users find intuitive and capable of expressing their
own wishes and intentions, implies both detection and recognition of the input signals, as well as the
full exploitation of their temporal aspects. Moreover, such detection and classification of sequences
should be performed on the fly, in order to make the user in full control of the machine, therefore,
a computational system that performs both tasks in real-time is of crucial importance in the field of
human machine interaction.

Whether the machine is a computer, a robot, or an integrated system in which both human’s
and machine’s autonomy are involved (i.e., a self-driving car), being able to provide a direct and
natural way of interaction between the human to the machines which are in control can ease the
usage of such systems, and also bring them ‘closer’ to the operator. ‘Closer’ in the sense that users
do not perceive the machine as an external entity, but a continuation and expansion of their own
body. At the same time, the emergence of adaptive computational techniques allows for systems
that seamlessly adapt to user preferences. Indeed, being able to connect humans and machines in
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such a way that the machine adapts to the user willing and intentions, rather than forcing the user
to learn how to use and forcefully direct a given machine, has the potential to produce an easier,
more comfortable and, above all, “natural” usage of the system [1,2]. Therefore, the approach towards
a system that can adapt to the users, in order to detect and classify their actions, has an unquestioned
importance in the advancement of action recognition systems, and ultimately in human-machine and
human-robot interaction.

Adaptation towards the user is important [3], as it allows for personalised patterns of
communication between the user and the machine. Indeed, it is shown to improve the user experience,
personalised controls can also enhance the usability of the system itself, making its usage easier and
more intuitive [3]. At the same time, to provide a natural way of communication between the user and
the machine, the system must be able to recognise a specific sequence in a timely manner from a stream
of data, effectively placing the human user in the interaction loop. The latter enables coupling the user
with the robot (i.e., performing regression), rather than working under the more typical paradigm
of classification.

Imagine the action of driving a car: Not only a consistency and accuracy in recognising the driving
commands is needed from the on-board mechanics and electronics of the car, but also the driver’s
ability to perform adjustments on the steering wheel—the input for the car control system—based on
the car’s behaviour is equally important. Likewise, when a human and a robot are coupled in their
actions and behaviour, the extent at which the user performs an input command depends on how the
robot implements the corresponding behaviour. Modulating the behaviour of the robot requires that
the corresponding user behaviour is effectively recognised and propagated to the control system of
the robot. In the particular case of continuous interaction, being able to inform the robot of the input
magnitude or intensity is also fundamental. Thus, having user and robot behaviours coupled requires
the following characteristics: (i) partial input observations to yield partial output results; (ii) the input
signal’s intensity to be propagated to the output; and (iii) smooth transitions in the recognition of
different input signals.

Another important aspect of such interaction is time. Specifically, the time required for the
computations of the recognition model and for handling the dynamics of the input signals. In this
context, three are the main aspects that require attention: (i) the recognition model should be able to
accommodate input patterns of different lengths; (ii) it should be trained and able to adapt to different
users needs and preferences in a short time, so that the user does not disengage; (iii) the recognition
should be implemented with a low complexity of computation [3].

Adaptive methodologies that present useful features like the ones above have only started to
appear, most of them working under a classification paradigm [4,5]. In this context, the challenges
presented are mainly two: (a) detecting that a sequence is actually present in the data stream
received from the input and (b) correctly classifying it. Most research features these two aspects
with independent mechanisms [6–10], however, having a unified mechanism for the two tasks,
saves computational resources overall and, at the same time, the recognition process becomes faster.

Moreover, the task of dynamic sequence recognition becomes especially complicated when
working with real and continuous streams of data and the complexity increases when the sequences
have different lengths. Methods used for the classification span from distance measures (e.g., Dynamic
Time Warping) [11,12] and statistical models (e.g., Hidden Markov Models) [13,14], to artificial neural
architectures (e.g., Recurrent Neural Networks) [15–19] and hybrid solutions [20]. These methods vary
in complexity and adaptability, with Recurrent Neural Networks being one of the most promising
direction in the field [21]. Adaptation of RNNs though, is known to have high computational
complexity. In addition, the training procedure is shown to have difficulties in finding good solutions,
usually referred to as a gradient vanish problem [22–24].

Given the inner complexity of the recognition task itself, working in real world environments
is particularly difficult and demanding for adaptive models. Performance degrades rapidly when
working directly with noisy user data taken from real input devices, making most methods not

77



Appl. Sci. 2019, 9, 1300

applicable in real world situations. Cleaning and pre-processing input data, as it is often required
for model to work, is not a viable option when the fundamental demand is for a method that should
be readily available to the user and work reliably in real-time. The task becomes even more difficult
when the input is sampled in real time and is treated continuously. Not having the ability to segment
the input data, i.e., not having a starting and stopping point, makes the usage of recurrent methods
necessary, as they can integrate the signal continuously in time. On the other hand, training such
models requires clean data to perform well, making them difficult to train with data obtained from
real users. A potential solution in this case is a computational model that is able to capture the internal
dynamics of a behaviour, such as an action performed by the user on a given input device, and thus
provide a robust recognition [3].

A recurrent architecture that is shown to work well with noisy data under the restrictions
mentioned above is the Echo State Network approach. ESNs seems to perform surprisingly well
with noisy data directly taken from a user actions and can also adapt rapidly, making their usage for
user oriented systems particularly appealing [19,25–29]. In the present paper, since we are interested in
behaviour recognition, data comes directly from the user manipulations of an input device. Data can be
noisy and the user repetition is not always perfect, resulting to training sets of data with high degrees
of noise and variation between samples (e.g., gestures, behaviours). The ESN approach followed here
provides a stable and robust mapping of the input commands for user behaviour recognition.

For the investigation and validation of the method, we have followed a methodology that
encompasses three stages. Firstly, we establish the validity of the proposed setup and neural
architecture by benchmarking and reporting its accuracy on the recognition of actions obtained
from a publicly available dataset. This allows to compare the proposed neural architecture against
alternative state-of-the-art methods and also against baseline methods. Secondly, we investigate the
properties of the architecture on a dataset of sequences created in house with actions recorded by the
experimenter with a Leap Motion device and made on purpose to better resemble the real ones that
might be obtained by casual users. The intention is to get more detailed information about the property
of the system on realistic sequences before exposing it to real users. Finally, we perform a user testing
of the system on a small group of people, asking them to control a simulated robot. Characteristics
of the neural architecture employed, as well as methodology and results of such investigations are
described in the following sections.

2. Material and Methods

2.1. Echo State Network

Echo State Networks (ESN), as seen in Figure 1, provide an architecture for efficient training of
Recurrent Neural Networks (RNN) in a supervised manner [30,31]. One can distinguish two main
components in an ESN. Firstly, the Dynamic Reservoir (DR), a large, random, recurrent neural network
with fixed weights. These weights get initialised once and are not adapted through the training
procedure. The DR is activated by the input and the feedback from the output providing a non-linear
response to the input signal. The neurons of the DR usually have sigmoidal activation functions,
with hyperbolic tangents to be the prevailing choice. The second part of the ESN is the output, resulting
from a linear combination of the reservoir’s activations. Only these weights connecting the reservoir
with the output are adapted through the training procedure.

78



Appl. Sci. 2019, 9, 1300

Figure 1. The Echo State Network architecture [32].

For an ESN to function properly, the echo state property (ESP) is essential. ESP states that the
dynamics of the DR will asymptotically washout, from the initial conditions. It has been observed,
that this can be achieved by scaling the spectral radius of the DR weights W to be less than unity [33].
That is the largest eigenvalue of the weight matrix for the DR weights should be less that unity.
This condition states that the dynamics of the ESN is uniquely controlled by the input, and the effect of
the initial states vanishes.

The setting of spectral radius is also associated with the memory of the DR [33,34]. That is the
time steps it takes for the dynamics of the reservoir to washout and thus the past time steps for which
information is incorporated to produce the output.

Echo State Network’s Dynamics Formalisation

Assuming an ESN consisting of N units in the DR, K input units and L output units. A matrix Win
of size [K × N] connecting the input to the DR, a matrix W of size [N × N] describing the connections
amongst the DR units and a matrix Wout of size [N × L] connecting the DR to the output, and finally a
matrix WoutFb of size [L × N] connecting the output to the DR establishing the feedback connections
from the output to the DR.

Assuming time n, the input signal driving the reservoir is u(n) = [u1(n) · · · uK(n)], the state of
the DR neurons is x(n) = [x1(n) · · · xN(n)] and the output signal is y(n) = [y1(n) · · · yL(n)]. The state
of the reservoir is updated according to

x(n + 1) = (1 − α)x(n)+

α f (Wx(n) + Winu(n + 1) + WoutFby(n))
(1)

where f is a sigmoid function usually the logistic sigmoid or the tanh function, in our case selected to
be a hyperbolic tangent. The parameter α (referred to as leaking rate) regulates the percentage of the
contribution of the state’s previous time step to the current one. For small α continuous time dynamics
can be approximated [35]. Setting the leaking rate to small values forces the reservoir’s dynamics
to a slower adaptation, in cases increasing the short term memory of the reservoir. Generally the α

parameter can be understood as the speed of the reservoir’s update dynamics discretised in time.
Thus, it provides an approximation of the time interval between to consecutive -discrete- samples
in the continuous -real- world. In our case the leaking rate allows for and explicit control over the
memory of the reservoir, by effectively re-sampling part of the reservoir’s state x every time step.

The extended system state z(n + 1) = [x(n + 1); u(n + 1)] at time n is the concatenation of
the reservoir and input states. The extended system state, depending on the particulars of the
implementation can also include the output of the reservoir, if the output connections of the reservoir
are recurrent. Here there is no recurrency in the output and thus the extended system state is as
shown above.

The output signal is obtained from the network, given the extended system state by,

y(n + 1) = g(Woutz(n + 1)) , (2)

79



Appl. Sci. 2019, 9, 1300

where g is an output activation function typically the identity or a sigmoid, in our case the identity.

2.2. Training Procedure

During training the only weights adapted are the ones connecting the DR to the output,
Wout. Let us assume a driving signal u = [u(1), . . . , u(nmax)] and a desired output signal d =

[d(1), . . . , d(nmax)]. The training procedure of the ESN involves two stages: (a) sampling and (b)
weight computation.

Sampling

In this stage the output is ‘written’ in output units, a procedure referred to as teacher forcing,
and the input is provided through the input units. The network is initialised using a zero initial state x.

The network is driven by the input and output signals for n times n = 0, · · · nmax, at each time
step having as input u(n) and teacher signal d(n − 1), this since there exists the feedback from the
output. For the first time step where d does not exist, it is set to zero.

For each time step, after the washout period, the extended system states z(n) and the teacher
signal d(n) are collected. The washout period includes those time steps just after the presentation of
an input signal to the network where the systems extended states are discarded and not used in the
training. This is to wait for the network to settle and the internal dynamics to stabilise and the network
to settle to the input provided.

The extended states are collected in a matrix S of size [nmax × (N + K)] and the desired outputs
d(n) in a matrix D of size [nmax × L].

Now, the desired output weights Wout can be calculated as follows. First, the correlation matrix of
the extended system states is calculated, R = S′S. Then, the cross-correlation matrix of the extended
states against the desired outputs d, P = S′D. Finally, the calculation of the output weights of the
network Wout is done by calculating the pseudoinverse of S, S†,

Wout = (S†D)′ (3)

2.3. Intrinsic Plasticity

Selecting the spectral radius of the reservoirs weight matrix is one of the most important
parameters while using dynamic reservoirs. Intrinsic Plasticity (IP) provides an unsupervised method
for the adaptation of the Dynamical Reservoir [36,37]. The idea is that the activation functions of the
neurons are adapted to fire under a certain, usually exponential, distribution. This results to sparse
activations of the reservoir neurons, with each one capturing only important features of the input
signal. The IP rule is local in space and time and aims at maximizing input to output information
transmission for each neuron.

In our case, where the training data is noisy, IP is show to alleviate the overall performance
helping in the decorrelation of the noisy input signals in the training procedure.

Using a hyperbolic tangent as an activation function for the reservoir’s neurons, the intrinsic
parametrisation can be derived by adding a gain a and a bias b, to the activation function f ′(x) =

f (ax + b) and now working with f’ as the activation function of the reservoir’s neurons. Then,
the online adaptation rule of IP according to [38] is derived to be,

Δb = −ζ(−μσ−2 + yσ−2(2σ2 + 1 − y2 + μy)) (4)

Δa = ζa−1 + xΔb (5)

where ζ is the learning rate for the IP, μ the mean of desired activation distribution and σ2 it’s variance.
All signals, x, y and parameters a, b are of the same time step n.

80



Appl. Sci. 2019, 9, 1300

2.4. Parametrisation of the System

The matrices Win and WoutFb have 10% connectivity and are initialised in ranges [−0.9, 0.9] and
[−10−4, 10−4] respectively. The DR matrix W has a 20% connectivity and is adapted through the IP
rule, needing no explicit spectral radius setting. The parameter α in state calculation is set to 0.5 for both
training and usage of the network. The size of the DR was chosen to be N = 128.

For the IP learning rule, the learning rate is ζ = 0.0001, the mean μ = 0.0 and the variance
σ2 = 0.8. The gain parameter a is initialised to unity, while the bias parameter b to zero.

For the adaptation of the ESN the training sequence is presented to the network and the IP rule
is applied according to Equations (4) and (5). Then the sequence is presented once more and the
collection matrices S and D are created and the output weights Wout are calculated as described above
in Equation (3).

The optimal configuration was achieved by repeated experiments, although there exist methods
for automatic or semi-automatic fixing of the parameters. The autonomous adaptation of the reservoir
through the IP rule allows for a variability in the setting of the parameters, since the reservoir neurons
are adjusted to have a maximal information transfer for the given input signal.

3. Experimental Setup

3.1. Technical Details

For the testing of the system a Leap Motion sensor was used, as seen in Figure 2. The system is
initialised as described above for the input device. The ESN architecture described above was coded in
Python using Theano [39]. A client-server model was implemented to provide the connection between
the input device and the learning algorithm (i.e., ESN).

Figure 2. The Leap Motion input device used in the experimental setup.

3.2. Input Signal

The Leap Motion device is a sensory device providing tracking and skeleton data for hand
and fingers positions in space. Using the JavaScript library provided by the manufacturer, and the
client-server setup described above, we recorded six, 6, values to describe the hand position at each
frame. The values recorded represent the 3 rotational and 3 translational DoF of the centre of the palm
of the hand. The setup allows us to stream the input signal through the network at the sampling rate
of the device i.e., >30 fps. A frame rate as high as 100 fps was able to be produced, just for testing
purposes of the setup.

There is no sub-sampling performed, nor for the training set acquisition nor for the testing phase.
The device is sampled at each time step, and the sample is directed to the server side where it is fed to
the ESN. The ESN provides an output for each time step, recorded and used for the analysis of the
performance of the system in the results section.
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3.3. Testing Cases

For the testing of the proposed system we have worked as follows:

• We tested the validity of the proposed method on a publicly available dataset, the Cornell Activity
Dataset (CAD-120) [40]. This, in order to assess the quality of the work presented and to provide
evidence of the generalisation capability and flexibility of the proposed method. Although CAD is
rather distant to the application field of the proposed method, it allows for the comparison of our
method against a baseline, while also shows the applicability of the setup regardless the type of
input signal. The results of our method are reported and compared to alternative state-of-the-art
computational methods.

• In order to investigate the system in more detail, an extra set of sequences was recorded by the
experimenter using the Leap Motion as input device. This has produced a new dataset on which
the proposed system has been further tested, labelled in this work as (Dataset Testing). I this way,
we are able to test the system with input sequences more applicable to our specific interest of
robot control and also highlight general characteristics of the system.

• A small number of users were asked to control a simulated robot, visible on the screen of a
computer, using the proposed system and the Leap Motion as input device. We refer to this test
within this work as User Testing. In this phase of the testing, the users were asked to perform
gestures using the Leap Motion device, in relation to behaviours of the simulated robot shown by
the experimenter on the computer screen. It is important to mention here that the users were not
instructed on the kind of gestures they should use in order to control the robot, allowing them to
freely manipulate the input device at their own preferences. This resulted to different gestures
being used by the users in relation to the same robot behaviour shown to them. This fact indicates
the flexibility of the proposed system in personalising the control sequences and the associations
between the user’s gestures and the robot behaviours. Since the gestures performed by the users
were different for each one of them, based on their preference, only the accuracy of the system is
reported under this setup. Once the ESN was trained with the gestures performed by the users,
they were asked to control the robot using their own provided gestures.

3.3.1. CAD-120 Testing

The CAD-120 is a publicly available dataset with the recording of skeleton data of 10 daily
activities: making cereal, taking medicine, stacking objects, unstacking objects, microwaving food, picking
objects, cleaning objects, taking food, arranging objects, having a meal. These activities are performed by
4 different people and each is repeated 3 or 4 times. For each person and repetition, a time series
of the skeleton data is used as input for the network. Although the dataset offers a confidence
value for the skeletal data at any point, all have been used regardless, since ESN are known to work
well with noisy data. For the reporting of the accuracy of the method on the CAD-120 dataset,
a leave-one-person-out cross-validation scheme is used as found in the literature [40,41]. Given the
application domain—iterative robot control—from the dataset only the skeletal data were used as input
(i.e., avoiding ground truth labels and objects in the scene), including erroneous entries. The accuracy
is reported as the mean of the respective accuracies for each person. Following the accuracy reporting
scheme found in literature, for each activity presented to the network the readouts were averaged for
the whole length of the sequence.

3.3.2. Dataset Testing

In order to test the system in a setup more similar to its intended functionality the Dataset Testing
was created in house by the experimenter. This dataset consists of 7 generic dynamic hand gestures
performed using the Leap Motion device. In this case a different measure is used to calculate the
accuracy, in order to highlight the mapping paradigm under which the method is used. We report
the percentage of time the network output is indicating the correct input sequence presented, since
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we assume no segmentation of any sort of the input sequences, neither logical (e.g., by performing
a moving average of the output), nor physical (e.g., by removing the hand from the Leap Motion’s
recording area before and after the performance of the gesture). The Leap Motion was selected for the
testing as its larger input size is more demanding for the system. Each input gesture was repeated
3 times, the system was trained using two sequences out of the three and tested on the third, unseen,
one. Thus, the accuracy is reported based on a 3-fold cross validation methodology. Each gesture of
the training set includes the preparation, the nucleus, and the retraction of the gesture without tagging
any of those moments [42,43]. That is, each gesture includes the positioning of the hand within the
device’s receptive field and its removal. There was no care whether each execution of gestures was
starting from the same point, nor that it had the same time span, nor that it was performed in the same
manner, so to follow the exact same shape every time (e.g., performing a clockwise rotation of the
same radius for the 3 times). This has been done in order to account for spatial and time variability
between the input sequences.

The actions performed by the experimenter with the right hand within the range of the Leap
Motion are the following:

Push The hand moves forward from the centre of the receptive field in the horizontal plane;
Pull The hand moves backwards from the centre of the receptive field in the horizontal plane;
Swipe-right Repeated swipe movements from the centre to the right of the receptive field in the

horizontal plane;
Swipe-left Repeated swipe movements from the centre to the left of the receptive field in the

horizontal plane;
Clockwise Circle the hand moves repeatedly clockwise in a circle within the receptive field in the

vertical plane;
Anti-Clockwise Circle the hand moves repeatedly anticlockwise in a circle within the receptive field

in the vertical plane;
Up-Down the hand moves up and down within the receptive field in the vertical plane.

It is important to note that sequences varies in length, as seen in Table 1, which presents the
7 gestures recorded for the testing together with their length. Furthermore, it is also interesting to
note that for the system to be able to discriminate between sequences 4, 5, and 6 it should be able to
follow their ongoing dynamics. In fact, the higher and lower hand position in gesture 6 can also be
found in gesture 4 and 5, as they are part of the circle described by the hand on the vertical plane.
Similarly, gestures 2 and 3 share some of the hand positions with gestures 4 and 5, since the leftmost
and rightmost points also belong to the circle described by the hand on the latter gestures.

Table 1. The 7 gestures recorded for testing. Their description is provided in the text. The sequence
length is given in frames captured by the input device.

Description ID Sequence Length

Push 0 150
Pull 1 195
Swipe right 2 144
Swipe left 3 129
Clockwise Circle 4 225
Anti-Clockwise Circle 5 147
Up-Down 6 147

3.3.3. User Testing

In this final stage of the testing, eight participants were asked to perform gestures that they
would deem appropriate in order to control 4 simple robotic behaviours shown to them with a
simulated mobile robot. The robot selected for this test was a simple 2 D.o.F. differential drive mobile
robot. That is, 2 drive wheels are mounted on a common axis and each wheel can independently be
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driven either forward or backward. A set of 4 behaviours were implemented on the robot: Forward,
backward, clockwise rotation and anticlockwise rotation. The users were asked to perform their own
set of input signals for these behaviours and then control the robot in a continuous fashion using
their own generated signals. The system does not require that the users segment their input gestures,
with transition between the input sequences being handled by the network’s dynamics autonomously.
The recording of the gestures was done in the same fashion as described in the previous section.
The only relevant difference was that each gesture was performed only once for the training of the
ESN. The participants were also asked, at the end of the testing, whether they realised any lags in the
executions of the commands they sent to the robot.

In all cases where the system was used, each time point of a gesture performed is recorded,
placed in a bucket and labelled with an index at the allowed frame rate of the Leap Motion. Once all
gestures are performed, the network is trained, following the procedure described in Section 2.2. The
machine used for the training and testing of the system, in both test cases, was a mid-range laptop
with an Intel Core i5-3340M CPU @ 2.70GHz × 4 (2 cores, 4 threads), with 3.7GB of RAM and without
the use of any GPU acceleration methods. The training procedure took less than a second <1 s in all
cases, even for the larger testing set.

4. Results

Results are split in three sections for the three test cases used. First the results from the CAD-120
Testing are reported, followed by the Dataset Testing and finally the results from the User Testing.

4.1. CAD-120 Testing

In Table 2 the accuracy of the proposed method is reported. The skeletal recordings for each
activity are used as input, while at the same time, all the available data regardless of their corresponding
confidence value are used. The confidence value is available in the dataset and reports whether
the given skeletal pose at a given frame is valid or not. For comparison the best results found in
bibliography are reported for which the same input was used, that is, skeletal data without ground
truth labels, or objects in the scene.

Table 2. Accuracy of the method on the Cornell Activity Dataset (CAD-120). * Koppula et.al reports on
results with information about the objects in a scene.

Method Accuracy (%)

[44] 70.2
[40] * 75.0
ESN 73.5

Although not many research reports classification results excluding objects in the scene, we can
observe that the method presented here is able to achieve comparable performance.

At the same time, results show how the ESN architecture is able to handle the vastly different
lengths of the recorded activities in the CAD-120, which varies from 150 to 900 frames.

In addition, the unsupervised adaptation of the reservoir through the IP rule, allows for a
parametrisation of the network specific to the input sequences. Indeed, we observe that, because of the
IP rule, a much smaller reservoir of only 128 neurons can be used, compared to the 300 units reservoir
reported in [41]. We believe this is possible thanks to the IP rule, by which the activation function for
each neuron is adjusted to maximise the information transfer. Furthermore, locality in time and space
makes the adaptation computationally efficient [37].

4.2. Dataset Testing

After running the ESN according to the training procedure described, the system was always able
in every case to converge and to find the right set of output weights for the task. Once the system is
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trained, sequences are then presented in random order to test the accuracy of the training. The network
provides a response (output) for each time step an input is provided. Comparing the output with the
gesture performed, we measured an accuracy of 87.8% for all the gestures performed. That is, 87.8% of
the time steps an output was generated, it was indicating the correct gesture. It is worth to note here
that this measure cannot reach 100% accuracy, since the ESN needs some time to stabilise its output for
the input signal. For a more stable measure, the output of the network should have been segmented
and observed only after the stabilisation. However, since we do not want to use any arbitrary set of
parameters to judge the stabilisation point, we proceed with this holistic measure in the reporting of
the results. Comparable performances, using less gestures, have been reported by Weber [45]. It is to
be noted, however, that in Weber’s work gestures have a starting and ending points, that we have not
included in our work, to avoid any arbitrary interpretation of the gestures.

In Table 3 a more detailed representation of individual results obtained for each sequence are
presented. During testing, each gesture is recognised during the exhibition. What we present in table is
the average of correct recognitions for all time steps each pattern is presented to the network. Since the
system is meant to provide a continuous output for every point of the sequence provided in input,
we measure the percentage of correct recognition in time, as the input sequence is presented to the
ESN. It can be seen as a measure of the correct mapping between input and output in time.

Table 3. Training and testing accuracy scores for the 7 gestures. Score is measured as the mean of
recognised time steps for each gesture.

Description Training Testing

Push 0.99 0.99
Pull 0.99 0.99
Swipe right 0.99 0.98
Swipe left 0.99 0.72
Clockwise Circle 0.99 0.89
Anti-Clockwise Circle 0.99 0.70
Up-Down 0.96 0.88

Mean 0.98 0.87

4.3. User Testing

As a final step of the testing phase, the system was finally exposed to users. That is, eight
people were asked to use the system and control the simulated wheeled robot without a specific task.
Their only goal was to control the robot in the way they wanted.

Results in this case are very similar to the ones observed with the Dataset Testing condition.
The ESN was able to find the right set of output weights for all sequences provided by all height users
every time. Although the input sequences recorded by the users where completely arbitrary and very
different in terms of overall length and gesture patterns, the proposed architecture was able to cope
with the incoming signal and mapping it to the output. Notably, the overall training performance was
significantly increased with respect to the previous testing, since the network had only to distinguish
between four input patterns, i.e., the four gestures associated to the four pre-coded movement of
the robot.

Table 4 shows the lengths of the 4 recorded input patterns (gestures) from the participants.
From the table we can observe the high variability of the gestures in term of length of the input and to
also, therefore, highlight the capability of the setup to deal with different lengths. The input device
was sampled at the maximum allowed frame rate (i.e., 100 fps) with the length of each sequence being
the number of frames recorded from the user.
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Table 4. The length of each of the 4 gestures used by each participant are presented. The table displays
the variability of the length of the gestures. Fluctuations of the gesture lengths are observed between
participants and between gestures. We can clearly observe that there is no particular tendency in terms
of the lengths of the selected input sequences. The length is measured by the frames recorded for each
sequence, with the average frame rate of the device being 100 frames per second.

Participant G1 G2 G3 G4

P1 2613 841 975 1142
P2 210 180 192 121
P3 721 619 360 701
P4 205 409 384 602
P5 187 155 68 101
P6 207 128 203 266
P7 604 614 436 596
P8 241 521 522 492

Furthermore, in order to provide a qualitative appreciation of the variability observed between
user gestures, Figure 3 shows the training set (i.e., the recorded sequences made by the Leap Motion
device) of 3 users depicted within the 3 respective graphs. Each figure shows 6 lines representing the
6 D.o.F of the input device during the recording of the user. Those recorded values are then fed to the
ESN as input. In each figure, the separation of the four sequences, representing the four gestures made
by the user, is indicated above the graphs with the label G1, G2, G3, and G4 respectively, referring to
the forward, backward, clockwise, and anticlockwise movements of the robot. By visually comparing
the patterns for the three users it is possible to appreciate their differences, both within the same user
and between users. As already seen in Table 4, the differences in length of the sequences are noticeable.
Moreover, it is also possible to appreciate the difference in which users have decided to associate their
gestures to the four robot behaviours. Some users preferred periodic movements for all their input
sequences (e.g., P6), while others chose more stable and non-periodic movements (e.g., P8). At the
same time, as shown in P7, the system was also able to handle cases were periodic and non-periodic
input behaviours were mixed by the user.

After the test, each user was asked to respond to a questionnaire, in order to investigate the
quality of the interaction and the feasibility of the methodology proposed. It is to be noted, in fact,
that given the characteristic of the task presented the subjects, it is not possible to disentangle the
input sequences performed by the users at run-time with the corresponding output and isolate the
single gestures recorded during the training phase by the users itself, in order to make a comparison.
This makes impossible to assess the accuracy of the network in the same way as it was done for the
Dataset Testing condition. This is also the reason behind the creation of the Dataset Test, i.e., to have
tangible and quantitative proof of the actual works of the ESN.

Besides the specific analysis of the responses, which is not central for this work, all of the users
did not report any delay in the systems response. Seven subjects out of the eight reported that they
felt in control of the robot by using the Leap Motion device. This indicates that the ESN was able to
map their input signals in the corresponding robot behaviours, as they were expecting. Also, all users
reported that the network’s training time was short, most of them having not noticed it, and the
training procedure short enough, having to perform only one repetition for each control signal.

86



Appl. Sci. 2019, 9, 1300

Figure 3. Three examples of four gestures, input behaviours, from participants P6, P7, and P8 used for
the training of the Echo State Networks (ESN). The four different gestures are labelled with G1, G2,
G3 and G4 at the top of each figure. Lines represent the 6 dimensions of the input signal of the Leap
Motion device, plotted against time. It is possible to appreciate: (a) the visible differences in the quality
of the input sequences and (b) the different lengths in time. That is, the different span along the x-axis.

5. Properties of the Echo-State Network and Human-Machine Interface

During the running of the ESN and the tests that have been performed, a number of observations
have led to a more detailed investigation of some aspects that represents particularly interesting
features for the field of human-machine and human-robot interaction. Such interesting features that
the proposed ESN shows regards the way in which it solves problems concerning the variability of
the length of the patterns to be classified, the complexity posed by the real-time processing of the
input streams and the huge amount of noise, which is typical of the raw data that we use as input for
the system.

From the same perspective, the next sections present some of the properties that we have
discovered by analysing the trained ESN. Those properties, together with the above features, we believe
can have an interesting impact in the way in which a system like the one presented here can shed new
lights on the construction of flexible interfaces between human and machines.

5.1. Variability in Pattern Length

As mentioned in Section 4 the training patterns varied in length. This is a characteristic of all
actions and behaviours performed by humans in real life and is also evident both in the CAD-120
dataset and in the dataset created by ourselves. Therefore, this is a fundamental problem that a
human-machine interface has to face. Indeed, not confining the patterns to be of equal time scales,
which will be artificial, allows for greater freedom for the user and enhances the robustness of a system
trained on raw user data. The immediate benefit is that there is no need for explaining to the user the
way in which the interface works. At the same time, the user will be free to behave in natural and
intuitive way.

The high degree of recurrency within the DR allows for temporal dynamics of different time scales
to be recorded and retained, without any explicit specification on the duration of the patterns. Both the
number of neurons and the spectral radius of their connecting weights accounts for the memory size of
the DR. In this work we have shown that it is possible to adapt those parameters in an unsupervised
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manner using the IP rule, allowing for the DR to adapt to the input behaviours. In this way we can
obtain at the same time a general architecture capable of recognising sequences of different lengths
and a specific adaptation towards a specific training set provided by the user.

5.2. Continuous Mapping from the Raw Data Input

Dynamic actions, such as hand gestures, generally contain three phases that overlaps in times:
Preparation, nucleus, and retraction [42,43], of which the nucleus is the most discriminative. The setup
proposed is able to capture the discriminative part of a gesture without any explicit instructions
about its location within the overall gesture performance. Thanks to this feature, transitions between
gestures can be handled autonomously by the ESN. In turn, user input sequences do not need to be
artificially and purposefully segmented, allowing for the continuity and natural flowing of the input
to be preserved in the ESN output. It is this property of the setup that allows for the user to be placed
in the loop of the controlled machine, or robot in the case of this work.

5.3. Geometrical Properties of the Input

Figure 4 shows a detail of three patterns from the condition Dataset Testing correctly recognised by
the ESN:CW, which stands for a clockwise circle pattern performed by the user, ACW an anticlockwise
circle pattern, and Up − Down, an up and down movement of the hand of the user, as recorded by the
Leap Motion device. By observing the first segment of the graph and delimited by the first vertical line
in the figure around Time100, we can see that the network correctly recognises a CW gesture in input
(the Value of CW in the figure reaches 1.0). Interestingly, the ACW gesture at the same time shows a
negative value. This observation can be explained by the fact that the ACW pattern is ‘opposite’ to the
CW patter. Therefore, it suggests that geometrical properties of the input are retained and the spatial
relationship between the two signals is captured and embedded from the network in its output signals.
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Figure 4. Usage of a trained ESN. The plot highlights how the geometrical properties of the input
sequences are retained on the output of the network. The antagonistic behaviour between Clockwise
(CW) and Anticlockwise (ACW) behaviours is shown, while the Up-Down motion recognition remains
unaffected. In the graph the output of the network is depicted, with each colour and line style
representing a pattern recognised in the input. All values are plotted against time.

Similarly, in the next section the input behaviour changes from CW to a mixture of both CW
and Up − Down, and ultimately to just Up − Down around Time 130. This transition is also reflected
to the output of the network, but, besides the two behaviours being mixed, ACW remains always
negative and opposing the values of CW. This observation indicates that, although it is possible to mix
behaviours, it remains impossible to do so with geometrically opposite ones. This is an interesting
feature that, to our knowledge, cannot be found in other models. Similar dynamics can also be
observed in the following section of the pattern, where the Up − Down recognition settles around 0,
the user is performing a ACW gesture and, as expected, the opposite CW pattern is negative.
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Such observation indicates that geometrical properties of the input are propagated to the output.
In our example, indeed, the clockwise and an anti-clockwise motion inhibit each other. By assuming
that the network has been trained to control a moving robots, it is possible to grasp the importance
of this feature. For example, lets assume the CW motion is mapped to the robot moving forward
and the ACW backwards. Having opposite behaviours being interpreted as ‘opposite’ by the system,
it provides the network with an ‘insight’: The user cannot perform two opposite behaviours at the same
time, but it can perform the Up − Down gesture in combination with any of the above. At the same
time, the fact that the two behaviours are opposite is also maintained in the output. Assuming that
the robot behaviours are combined in a linear fashion based on the network outputs, the recognition
of ‘move forwards’ implicitly means for the system that ‘move backwards’ will hold opposite values
(and negative in the specific implementation presented here).

5.4. Recognition Before the End of the Sequence

An important feature of the system presented in this work is that it provides the correct
classification before the input sequence is completed. Given the feedback from the output is fed
to the reservoir, the network is able to stabilise its dynamics and recognise a given pattern at an early
stage of its presentation. This feature allows the system to have a fast response to the sequence in
input, making it appealing for real time control cases.

Figure 5 shows an example of the recognition of the pull (ID 1) sequence of the dataset.
Similar behaviour is also shown by the network for the other sequences as well. That is, the network is
able to classify the sequences before their completion. The time steps required for the network to settle
to a sequence can vary. This is expected as the sequences do not share the same length.
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Figure 5. The figure shows the recognition of the pull (ID 1) input sequence from the initial presentation
until the stabilisation of the network’s output. In the graph the output of the network is depicted,
with each colour and line style representing a pattern recognised in the input. All values are plotted
against time.

For a more comprehensive way of how the proposed architecture captures the dynamics of the
input sequence, we tested the recognition with partial input sequences. Each input sequence was used
to artificially create four new sequences, each one having 25%, 50%, 75% and 100% of the original
sequence. Each sequence resulted from the initial one having the same starting point but a shorter
time span, by omitting the remaining elements of the sequence. In this way, a set of 28 sequences were
used for testing. The accuracy of the network is measured in the same fashion as before, reporting the
percentage of time the network output indicates the correct input. Each sequence was presented to the
network independently, resetting the network in between the sequences presented. At the same time,
sequences were shuffled so as to eliminate any of their dynamics to be retained in the ESN’s reservoir.
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Figure 6 shows the results obtained by the test. From the bar chart it is possible to observe that
the network produces the correct answer even from the initial 25% of some sequences (i.e., IDs1
and 2). At the same time, for most sequences it reaches a good performance with only half (50%) of
the sequence being presented. When the 75% of the input sequence is presented the network is able
to recognise all input patterns with a high level of accuracy, with the exception of pattern 3, which
is the only one that reaches its maximum recognition rate only when the entire 100% of the pattern
is presented.
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Figure 6. Accuracy of the ESN for partially observed inputs. Each colour represents an input sequence.
The bars are grouped in four categories, each one representing the percentage of the signal presented
to the network.

Given the unified structure for the detection and recognition provided by the ESN, input patterns
are detected before their completion. This allows for fast responses from the system, a feature necessary
for real time control. It is shown that humans are very sensitive to the response time of user interfaces,
with lags greater than 100ms perceived as annoying [46,47]. Being able to provide feedback within
the time span of a given input sequence, that is, during the execution of a gesture, is a challenge
that ESN can achieve given the simplicity of the computations performed, which allows for very fast
computation in comparison with other methods. Indeed, more complex classification systems perform
even more costly computations with similar performances [15].

6. Conclusions

In this paper an echo-state neural architecture for the recognition of continuous time signals
is presented, together with a methodology for fast and efficient training. The proposed system is
tested under two different paradigms. One to analyse its properties and one to test its real world
applications. Through the testing useful properties are highlighted, analysed and their potentials are
discussed. Under the scope of human-robot and human-machine interaction the system’s applicability
is discussed. At the same time the properties of the architecture are discussed independently, in order
to allow and encourage usage of the method in other fields.

The findings of this paper show that pattern recognition in continuous time signals is
possible without the computational or algorithmic complexity of methods used so far in the field.
The particular time signals considered here are coming from the manipulation of input devices within
a human-machine interaction framework. The mapping that the proposed architecture provides was
tested under a robot navigation task. In the field of robotics such an adaptive mechanism is shown
to provide a just-in-time solution for a user centric system, capable of coupling the user’s and robot
dynamics in real time.

In the field of assistive robotics, ESN can provide a fast and reliable way of adapting the system
to the users preferences. This may accommodate cases of increased of decreased mobility and the
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usage of unorthodox input devices. Being able to capture, train and recognise user behaviours from
their preferred input method can be alleviating for use cases that cannot be taken into account in the
design procedure.
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Abstract: Previous machine learning algorithms use a given base action set designed by hand or
enable locomotion for a complicated task through trial and error processes with a sophisticated
reward function. These generated actions are designed for a specific task, which makes it difficult to
apply them to other tasks. This paper proposes an algorithm to obtain a base action set that does not
depend on specific tasks and that is usable universally. The proposed algorithm enables as much
interoperability among multiple tasks and machine learning methods as possible. A base action set
that effectively changes the external environment was chosen as a candidate. The algorithm obtains
this base action set on the basis of the hypothesis that an action to effectively change the external
environment can be found by observing events to find undiscovered sensor values. The process
of obtaining a base action set was validated through a simulation experiment with a differential
wheeled robot.

Keywords: action generation; robot motion; undiscovered sensor values; differential wheeled robot

1. Introduction

Previous machine learning algorithms [1,2] such as Q-learning use a given base action set
and choose an action from the set repeatedly [3–7]. Pre-defined action sets are commonly used
in reinforcement learning, where a robot will choose one action from the set and then use it to execute
one action. An action sequence of the robot is generated by repeating this cycle [8,9]. Conventional
reinforcement learning methods use a pre-defined action set or acquire actions that depend on the
specific task through trial and error processes. Pre-defined actions are designed by hand and there is
no clear evidence that these actions are the optimal ones for robots.

Neural networks have been used to obtain actions for achieving specific tasks [10–12]. With this
approach, neural networks are given an evaluation function and they decide actions in accordance with
this function when a correct teacher signal is unknown. A base action set is also given in such cases.

The base action set and their elements are designed by hand. However, many actuators are used
in constructing robots, so its possible actions can become more complicated, which makes it difficult to
determine and split ino a suitable number of actions. For these reasons, we propose an algorithm to
obtain an action set suitable for the external environment and the robot body. The proposed algorithm
obtains a base action set that does not depend on specific tasks and is usable universally. It enables as
much interoperability among multiple tasks and machine learning methods as possible and obtains
a base action set that effectively changes the external environment.

Appl. Sci. 2019, 9, 161; doi:10.3390/app9010161 www.mdpi.com/journal/applsci94
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Many methods to enable locomotion for a complicated task through trial and error processes using
reinforcement learning have been proposed [13–19]. Also, a modular self-reconfigurable robot that
learns actions for its current configuration and a specific task using multi-agent reinforcement learning
method has been reported [20]. The reward function required sophisticated design and acquired
actions were only for the specific tasks in these cases, so the aims of this study to get a universal base
action set were different.

Although some deep learning methods for complicated tasks have been reported in recent years,
the fundamental mechanisms underlying them, such as neural networks and reinforcement learning
methods, are still the same. Specifically, these behaviors use a pre-defined action set or acquire actions
depending only on specific tasks [21–23].

Emotional behavior generation has also been effective in variation of robot action [24–27]. Several
studies have demonstrated richness in variation and mutually independent actions corresponding
to human responses. However, they focused on emotional behavior and not on generating effective
actions to change the external environment.

The purpose of our research is to develop an action generation algorithm that does not depend
on the specific task and to clarify the characteristics of the parameters used in the algorithm.
Also, we identify which parameter values are suitable for robot action generation before applying the
proposed algorithm to a real robot.

We hypothesize that an action to effectively change the external environment can be found by
observing events to find undiscovered sensor values. Thus, we developed an algorithm to obtain
a base action set to change the external environment capably.

2. Base Action Set Generation Algorithm Focusing on Undiscovered Sensor Values

2.1. Definition of an Action Fragment

Our intent was to construct an algorithm to acquire a robot’s base action set that does not
depend on a specific task. Also, we wanted to make this base action set usable in many situations
(i.e., universal). We chose a base action set that effectively causes changes in the external environment
as a candidate. We hypothesized that an action to effectively change the external environment can
be observed indirectly through events to find undiscovered sensor values. Discovering sensor values
means situations that have never happened before occurred in the external environment. In other
words, a robot can be considered to have caused some changes to it.

On the basis of the above, our intent is to generate effective actions that cause changes in the
external environment dynamically by generating actuator output signals without using pre-defined
actions. Therefore, we define a unit that combines sensor input signals and actuator output signals for
analyzing relationships between them. The “action fragment” is defined as a set of sensor input and
actuator output signals for a specific period of time.

The number of sensors and actuators are denoted as m and n, respectively. The action fragment
of m sensors and n actuators is denoted as F and the data length of the action fragment F is denoted
as l. F contains each of the sensor input values and actuator output signals. The ith sensor input
signal is denoted as si, and the jth actuator output signal is denoted as aj. These are expressed as
Equations (1)–(3).

F = [s1, · · · , sm|a1, · · · , an]
T (1)

si = [si(0), si(1), · · · , si(t), · · · , si(l − 1)] (2)

aj =
[
aj(0), aj(1), · · · , ai(t), · · · , aj(l − 1)

]
(3)

The action fragment is designed as a part of the robot’s behavior. Thus, the actuator output
signals are generated first, and the robot moves according to the signals when we use the action
fragment. Then, the robot’s sensor input signals are recorded, and they are combined with the actuator
output signals as an action fragment. For example, if we use a differential wheeled robot equipped
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with two speed-controllable wheels and a forward distance sensor, two actuator output signals are
generated and input to the wheels. Then, the sensor input signals are recorded and combined to form
the action fragment.

2.2. Action Fragment Operations

Here, we define the union of action fragments. Action fragment FA is defined as
Equations (4), (6) and (7) and action fragment FB is defined as Equations (5), (8) and (9). Then, action
fragment FC, constructed by combining FA and FB, is defined as Equations (10)–(12), where lA and lB
are the data length of FA and FB, respectively. The number of actuators and sensors of FA and FB is the
same.

FA = [sA1, · · · , sAm|aA1, · · · , aAn]
T (4)

FB = [sB1, · · · , sBm|aB1, · · · , aBn]
T (5)

sAi = [sAi(0), sAi(1), · · · , sAi(lA − 1)] (6)

aAj =
[
aAj(0), aAj(1), · · · , aAj(lA − 1)

]
(7)

sBi = [sBi(0), sBi(1), · · · , sBi(lB − 1)] (8)

aBj =
[
aBj(0), aBj(1), · · · , aBj(lB − 1)

]
(9)

FC = FA + FB (10)

sCi = [sAi(0), sAi(1), · · · , sAi(lA − 1),

sBi(0), sBi(1), · · · , sBi(lB − 1)]
(11)

aCj = [aAj(0), aAj(1), · · · , aAj(lA − 1),

aBj(0), aBj(1), · · · , aBj(lB − 1)]
(12)

Also, the extracted part of action fragment F from t = ts to t = te is defined as a sub action
fragment and denoted as Equation (13).

F [ts : te] (13)

2.3. Random Motion Generation Algorithm for Comparison

We define a random motion generation algorithm for comparison before explaining the proposed
algorithm. The use of a simple random number as actuator output signals does not work for robot
motion in most cases. Therefore, we use a Fourier series to generate random actuator output signals by
determining the Fourier coefficients using uniform random numbers. A variety of waves are generated
in this way. The jth actuator output signal is determined as Equation (14).

aj(t) = b(j) +
nk

∑
k=1

(
c(j)

k cos(kt) + d(j)
k sin(kt)

)
(14)

The operation to generate a random action fragment of length l using this method is denoted as
frnd(l). Coefficients b(j), c(j)

k , d(j)
k are reset using uniform random numbers each time frnd(l) is used.

The random motion generation algorithm for comparison is referred to as “Algorithm Random”
in this paper, and Algorithm Random uses frnd(l) multiple times to generate actuator output signals
of necessary length (Figure 1).
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Figure 1. Overview of random motion generation.

2.4. Base Action Set Generation Algorithm to Extract Actions That Cause Changes Effectively in the External
Environment and to Combine Those Actions

We developed a base action set generation algorithm focusing on finding processes of
undiscovered sensor values.

First, when a robot finds undiscovered sensor values, we assume that some of the actions that
effectively change the external environment are generated around that time. Then, the algorithm
extracts a part of the actuator output signals before the undiscovered sensor values are found.
These extracted parts are used to generate new actuator output signals by combining them. The newly
generated signals should effectively change the external environment and enable finding undiscovered
sensor values.

A discovery of new sensor values is defined as follows. First, we divide the m-dimensional
sensor space of a robot that has m sensors into several parts and assume each part as a bin of
a histogram. This histogram is denoted as Dm. Each bin of the m-dimensional histogram Dm is denoted
as b(i1, i2, ..., im), and the number of data in each bin is denoted as nb(i1, i2, ..., im). The m-dimensional
histogram Dm at time t is denoted as Dm(t). The sensor value at time t s(t) is allocated to the
corresponding bin. We assume that the corresponding bin of sensor value s(t) is b(i1, i2, ..., im).
If nb(i1, i2, ..., im) = 0 in Dm(t − 1), the sensor value s(t) is an undiscovered sensor value.

Next, we explain the operations to extract the part of the actuator output signals that have
contributed to finding undiscovered sensor values. When a sensor value at time t s(t) is an
undiscovered sensor value, this operation extracts a part of the actuator output signals from time
t − lu to time t as a contributed part to find new sensor values. This part is constructed as a sub action
fragment of F that records all actuator output signals from time t = 0. This sub action fragment Ii is
defined as Ii = F[t − lu : t] (Figure 2a). Ii is added to extracted action fragment set UI . The part of
the actuator output signals that contributed to finding undiscovered sensor values is extracted and
maintained using these operations and used to generate new actuator output signals.

This algorithm uses elements of extracted action fragment set UI when an actuator output signal
is newly generated. Now, we describe generating action fragment Fp of length l. Fp is generated
according to Equation (15)–(17), where n(UI) is the number of elements of extracted action fragment
set UI and lg is a uniform random number in [lmin : lmax].

F ′
p = ∑

j
g(j) (15)

Fp = F ′
p[0 : l] (16)

g(j) =

⎧⎨⎩Ik

(
Ik ∈ UI , probability (1−rr)

n(UI)

)
frnd(lg) (probability rr)

(17)
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Therefore, this algorithm generates random actuator output signals according to probability rr,
chooses an extracted action fragment according to probability 1 − rr, and combines these parts to
generate new actuator output signals. The details are shown in Figure 2b.

(a) (b)

Figure 2. Motion extraction and motion generation. (a) Method to extract effective motion for finding
undiscovered sensor values; (b) Motion generation using extracted effective motion.

2.5. Discard of Extracted Action Fragments

The length of used Ii is denoted as ui and the length of the contributed parts of Ii to find the
undiscovered sensor values is denoted as vi among all the generated actuator output signals. The parts
of Ii that contributed to finding the undiscovered sensor values are the parts of Ii between time t − lu
to time t, where the new sensor value is found at time t. Therefore, vi is equal to the summation length
of the contained parts of action fragment Ii among all the generated action fragments.

Here, we introduce a mechanism that evaluates each action fragment Ii to identify and discard
any fragment that has not contributed to finding new sensor values. We define discard criterion wi for
action fragment Ii as

wi =
vi
ui

(18)

Action fragment Ii that satisfies wi < w is discarded from extracted action fragment set UI ,
where constant w is a discard criterion threshold.

The meaning of this operation is explained as follows. Discard criterion wi can be transformed
as Equation (19)

wi =
vi
ui

=
vi
l′
ui
l′

=
P(Ii ∩ A)

P(Ii)
= P(A|Ii), (19)

where l′ is a length of the whole generated actuator output signals. These probabilistic formulations
have the following meanings.

• P(Ii) : probability to use action fragment Ii in a process of actuator output signal generation.
• P(Ii ∩ A) : probability that a robot both uses Ii in a process of actuator output signal generation

and finds undiscovered sensor values.
• P(A|Ii) : probability that a robot finds undiscovered sensor values when it uses action fragment

Ii in a process of actuator output signal generation.

Hence, wi expresses the probability that a robot finds undiscovered sensor values when it uses
action fragment Ii in a process of actuator output signal generation. This operation discards actions
fragments when the probability P(A|Ii) is below the discard criteria threshold w.

A flowchart of the proposed algorithm is shown in Figure 3.
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Figure 3. Flowchart of proposed algorithm.

3. Validation of Base Action Set Generation Process Using the Proposed Algorithm through
Experiments with a Differential Wheeled Robot

3.1. Experiment Using a Differential Wheeled Robot

We validated the process of base action set generation using the algorithm in a simulation
experiment with a differential wheeled robot. The experimental environment is shown in Figure 4a.
The experimental field of 10 m × 10 m was surrounded by four walls, and the robot was placed in
the center. It had two drive wheels and one caster wheel. The robot weighed 10 kg, and each drive
wheel could generate 10 Nm torque at maximum. Boxes of 1 kg were placed around it. The boxes were
moved by robot locomotion. The field was divided into the nine spaces shown in Figure 4b, and the
regions in which each box was present were calculated. The robot received this information as a sensor
input value. For example, it received sensor value s(t) = {4, 7, 2} at time t when Box 1, 2, and 3 were
present in regions 4, 7, and 2, respectively. The corresponding bin of s(t) was b(4, 7, 2) and s(t) was
an undiscovered sensor value if nb(4, 7, 2) = 0 at time t − 1. The idea here is to have the algorithm
determine which actions will change the external environment and then use them repeatedly to find
undiscovered sensor values. A screenshot of the simulation experiment is shown in Figure 5.
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(a) (b)

Figure 4. Experiment settings. (a) Experimental environment (Unit: meters); (b) Sensor division area
of boxes.

Figure 5. Screenshot of experiment.

1 step of the physics simulation was 0.02 s in this experiment. It is too difficult for the robot
to maneuver when boxes are near a wall, so the positions of the boxes and robot were reset to their
initial ones every 50,000 step = 50,000 * 0.02 s = 1000 s. Each trial in this experiment was conducted
until 200 position resets. We compared three algorithms: A random motion generation algorithm
(Algorithm Random), our proposed algorithm(Algorithm A) and Algorithm A without the mechanism
for discarding action fragments defined in Section 2.5 (Algorithm A’). Ten trials were executed for each
algorithm. In this case, Algorithm Random was the same as Algorithm A without the action fragment
extraction and combination mechanism; in other words, Algorithm A maintained its initial state.
A three dimensional histogram was prepared for sensor values in Algorithm A and A’. Each dimension
of this histogram was divided into nine regions, as shown in Figure 4b, and each sensor value was
allocated to a corresponding bin. Thus, this histogram had 93 = 729 bins.
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3.2. Viewpoints of the Experiment

We focused on the sensor cover rate and distribution of the robot’s motion vectors in
this experiment.

3.2.1. Sensor Cover Rate

The sensor cover rate was defined to observe how many variations in sensor value were
discovered. The number of bins satisfying nb(i1, i2, ..., im) > 0 in m-dimensional histogram Dm of sensor
values was denoted as nd, and the number of all bins of Dm was denoted as nbin. Then, sensor cover
rate rs was defined as Equation (20).

rs =
nd

nbin
(20)

The time shift of sensor cover rate rs was observed in this experiment.

3.2.2. Distribution of the Robot’s Motion Vectors

The motion vectors of the robot at time t �q(t) were calculated from its position �p(t), �p(t − t′),
�p(t − 2t′) at regular time interval t′ as shown in Figure 6.

�q(t) = �p(t)− �p(t − t′) (21)

A magnitude of �q(t) and an angle θ(t) between �q(t) and �q(t − t′) were calculated, and the
distribution of these values was expressed as a heat map. We determined the actual motion patterns
that the robot generated using these results.

Figure 6. Motion vectors of a robot.

3.3. Parameters Settings

The parameter values used in these experiments are enumerated in Table 1.

Table 1. Experiment parameters.

Action fragment extraction length lu = 50
Action generation random rate rr = 0.3

Discard criterion threshold w = 0
Time interval of motion vectors t′ = 50

Minimum length of random motion generation lmin = 10
Maximum length of random motion generation lmax = 50
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4. Experimental Results

First, we show our comparison of the time shift of sensor cover rate for each algorithm.
The experimental results are shown in Figure 7. Figure 7 shows the average results of ten trials.
The sensor cover rate is

AlgorithmA > A′ > Random (22)

for the entire time and differences among algorithms increased over time. In particular, the difference
between Algorithm A and Algorithm Random at the last time (Time = 200(103 s)) was 0.092 = 9.2%.
The number of all possible sensor value patterns was 93 = 729, so Algorithm A found 0.092 ∗ 729 � 67
more patterns than Algorithm Random.

Figure 7. Sensor cover rate of each algorithm

The standard deviations of the final sensor cover rate for each algorithm are listed in Table 2.
The maximum standard deviation is seen in the results of Algorithm A’, which did not discard
the extracted action fragment, and the minimum standard deviation is seen in the results of
Algorithm Random.

Table 2. Final standard deviation of each algorithm.

Algorithm Standard Deviation

Algorithm A 0.0261
Algorithm A’ 0.1443

Algorithm Random 0.0102

4.1. Visualization of Robot’s Motion Vectors

Next, we enumerated heat maps of the robot’s motion vectors at a regular time interval for each
algorithm. The motion vectors were calculated once every 50 steps; in other words, 50 * 0.02 s = 1 s.
The horizontal axis in these maps denotes the relative angle θ(t) and the vertical axis denotes the
magnitude |�q(t)|. The results of Algorithms A, A’, and Random are shown in Figure 8. These results
show all the vectors of ten trials for each algorithm.
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(a) (b)

(c)

Figure 8. Motion vector heat map of each algorithm. (a) Algorithm A; (b) Algorithm A’; (c) Algorithm Random.

In the results for Algorithm A (Figure 8a), strong responses were shown in four sections:
“Go forward” (1 in Figure 8a), “Go backward” (2 in Figure 8a), “Turn 90 degrees right” (3 in Figure 8a),
and “Turn 90 degrees left” (4 in Figure 8a). This means the robot used these four locomotions frequently.
These locomotion selections were comparable to typical wheeled robot locomotions. However, strong
responses were observed evenly from turning 90 degrees right to 90 degrees left except for “Go
forward” and “Go backward” (6 in Figure 8c) in the results of Algorithm Random (5 in Figure 8c).
This means that the robot could only find about 10% fewer box allocation patterns even though
Algorithm Random made more locomotion patterns than Algorithm A. All the heat maps of the ten
trials for each algorithm are shown in Figure 9. The distributions of the ten trials were almost the same
in Algorithms A and Random. However, the distributions were unstable and variable in Algorithm A’.
These results show that discarding action fragments was executed correctly in Algorithm A. Therefore,
Algorithm A could determine effective base actions to find undiscovered sensor values. Moreover,
Algorithm A discarded actions that did not contribute to finding new sensor values correctly and
stabilized its performance.

Next, we divided experiment time tmax(=200(103 s)) into four parts and enumerated heat maps of
the robot’s motion vectors at each part. The four heat maps of Algorithm A with rr = 0.3, which are
the results of ten trials, are shown in Figure 10.
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As shown in Figure 10, a heat map in the early phase ([0, tmax/4]) showed strong responses
only near the “Go forward” and “Go backward” areas. However, strong responses near “Turn right
90 degrees” and “Turn left 90 degrees” appeared from the second part ([tmax/4, tmax/2]) and remained
almost the same from the third part ([tmax/2, 3tmax/4]). These results mean that actions of strong
responses in the heat maps were used repeatedly. Therefore, Algorithm A finished extracting the
appropriate action fragments until ([tmax/2, 3tmax/4]) and then maintained.

(a) (b)

(c)

Figure 9. Motion Vector heat map of each trial. (a) Algorithm A; (b) Algorithm A’; (c) Algorithm Random.

Figure 10. Motion vector heat map of each time section of Algorithm A with rr = 0.3.

Next, we changed the action generation random rate rr and evaluated its effect on acquiring the
appropriate action set in Algorithm A. Average sensor cover rates of Algorithm A with various rr are
given in Figure 11, which includes the average results of ten trials. Average sensor cover rate increased
for the entire time in accordance with the decrease of rr from 0.7 to 0.3. In contrast, they remained
almost the same when rr decreased from 0.3 to 0.1. Heat maps of the robot’s motion vectors for each rr

value are shown in Figure 12. Here, as the action generation random rate increases, the results show
distributions similar to the result of Algorithm Random (rr = 1.0) that distributed between angle
θ = −π/2 to θ = π/2 uniformly. However, the heat maps of rr = 0.1 and 0.3 are almost the same and
showed strong responses in all four areas, as in Figure 8a.

Finally, we changed the interval time t′ of the robot’s motion vectors and show the heat maps
of each case in Figure 13. All motion vectors of ten trials by Algorithm A with rr = 0.3 are shown in
Figure 13. The result of t′ = 50 was the same as the result in Figure 8a and all four areas showed strong
responses. However, distributions were located on the specific area and distributed uniformly inside
the area when t′ = 20, 100, and 150. Thus, no specific strong response was observed in those cases.
This is because the action fragment extraction length was lu = 50, and generated action sequences
have meaning only when lu = t′.
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Figure 11. Sensor cover rate of various rr values.

Figure 12. Motion vector heat map of various rr values.

Figure 13. Motion vector heat map of various time intervals.

4.2. Discussion

We found that our proposed algorithm, which features action extraction and combination
mechanisms of contributed action fragments, can find more undiscovered sensor values than a random
action generation algorithm that is equal to the initial state of the proposed algorithm. Also, appropriate
extraction of action fragments in Algorithm A was observed from the results of Figure 10. Four actions
showing strong responses were repeatedly used and maintained in Figure 10, and the sensor cover
rate of Algorithm A was the highest in Figure 7. Therefore, undiscovered sensor values were found by
using those four extracted actions repeatedly, i.e., they were not discarded.

Thus, the action discarding mechanism is effective for removing action fragments that do not
contribute to finding undiscovered sensor values and helps stabilize the performance. Algorithm A
with the smaller action generation random rate rr had a better sensor cover rate in Figure 11. This result
demonstrates that undiscovered sensor values could be found effectively by using the action generation
method that combines extracted action fragments in Algorithm A. However, sensor cover rates were
almost the same when rr ≤ 0.3 and its effectiveness in finding undiscovered sensor values peaked
around rr = 0.3. Thus, rr should be around 0.3 when we use this algorithm. The robot found
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undiscovered sensor values effectively, meaning the extracted actions the robot used repeatedly
changed the external environment capably and generated new situations. Four types of actions—“Go
forward”, “Go backward”, “Turn right 90 degrees”, and “Turn left 90 degrees”—were extracted and
used frequently as the base actions of a differential wheeled robot in this experiment. These base actions
differ depending on changes in the environment and the robot body. Base actions can easily be set by
hand if both the environment and robot body are simple—like they were in this experiment. However,
this would not be possible for a complicated robot body and/or a constantly changing environment.
In such cases, the algorithm can obtain a base action set to change the external environment capably.

Finally, from the results of Figure 13, generated actions depending on action fragment extraction
length lu and biased distribution of robot action could be observed when t′ = lu. This means that lu
should be larger if longer action is needed. Thus, if the robot needs actions of various time scales,
lu should be changed in accordance with the situation. This issue will be addressed in future work.

5. Conclusions

We demonstrated that the proposed algorithm is capable of effectively obtaining a base action
set to change the external environment, and that the actions in the base action set contribute to
finding undiscovered sensor values. Also, we showed that the algorithm stabilizes its performance
by discarding actions that do not contribute to finding undiscovered sensor values. We examined
the effects and characteristics of the parameters in the proposed algorithm and clarified the suitable
value range of parameters for robot applications. Applying a flexible time scale for extracting action
fragments is left for future work. We also intend to investigate the effect of using the action set
acquired by the proposed algorithm in conventional learning methods as a base action set. We assume
that an action set acquired by the proposed algorithm is both universal and effective. Thus, we will
investigate whether the action set acquired by the proposed algorithm can improve the performance
of conventional machine learning methods such as reinforcement learning. Also, we will construct
a method to share learning data among different tasks by using the universal action set acquired by
the proposed algorithm in such cases.
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Abstract: This paper proposes a chasing controller to enable a pursuer to chase a high-speed evader
such that the relative distance between the evader and the pursuer monotonically decreases as time
passes. Our controller is designed to assure that the angular rate of Line-of-Sight joining the pair
(the pursuer and the evader) is exactly zero at all time indexes. Assuming that the pursuee can readily
observe optical flow, but only poorly detect looming, this pursuer’s movement is hardly detected by
the pursuee. Consider the terminal phase when the pursuer is sufficiently close to the evader. As we
slow down the relative speed of the pursuer with respect to the evader, we can reduce the probability
of missing the high-speed evader. Thus, our strategy is to make the pursuer decrease its speed in the
terminal phase, while ensuring that the distance between the evader and the pursuer monotonically
decreases as time passes. The performance of our controller is verified utilizing MATLAB simulations.

Keywords: LOS; motion camouflage control; parallel navigation; missile control system; target
tracking; variable speed; high-speed target

1. Introduction

This paper proposes a chasing controller so that a pursuer can chase and capture a maneuvering
evader which moves at high speed. This problem is related to the challenging missile guidance
problem of intercepting a high-speed missile [1–6]. The pursuer must move at high speed to capture
a high-speed evader. Consider the terminal phase when the pursuer is sufficiently close to the
high-speed evader. The accurate control of the pursuer in the terminal phase is crucial, since it is hard
to capture a high-speed evader if the pursuer misses the evader in the terminal phase.

Our strategy in the terminal phase is to slow down the pursuer’s speed. As we slow down the
relative speed of the pursuer with respect to the evader, we can decrease the probability of missing
the high-speed evader. (Consider the case where two spaceships dock each other. It is desirable to
slow down the relative speed for safe and accurate docking). Thus, our strategy is to make the pursuer
decrease its speed in the terminal phase, while ensuring that the distance between the evader and
the pursuer monotonically decreases as time passes. As far as we know, no paper in the literature on
chasing targets considered changing the pursuer’s speed so as to capture a maneuvering evader in
a provably complete manner.

Our controller is designed to assure that the angular rate of Line-of-sight joining the pair
(the pursuer and the evader) is exactly zero at all time indexes. This type of movement is called
the motion camouflage with respect to a fixed point at infinity [7–9].

This motion camouflage is employed by various visual insects and animals to achieve prey
capture, mating, or territorial combat [8,10–12]. This movement is a time-optimal solution to capture
a pursuee moving with a constant velocity (speed and heading) [10]. In addition [10], argued that this
motion minimizes time-to-capture of an unpredictably moving pursuee. Assuming that the pursuee
can readily observe optical flow, but only poorly detect looming, this pursuer’s movement is hardly
detected by the prey [8].

Appl. Sci. 2018, 8, 1976; doi:10.3390/app8101976 www.mdpi.com/journal/applsci108



Appl. Sci. 2018, 8, 1976

This paper introduces a chasing controller to enable a pursuer to chase a maneuvering evader
while not rotating the LOS joining the pair (the evader and the pursuer). We make the pursuer decrease
its speed in the terminal phase, while ensuring that the distance between the evader and the pursuer
monotonically decreases as time passes.

The literature is abundant with papers on planning path of robots [8,13–27]. Kim [28] developed
a path planning algorithm for an underwater robot approaching a static target while not being detected
by the target. The path was planned to reduce both the time required to meet the target and the robot’s
sound measured by the static target.

The authors of [29–31] presented the autonomous tracking and following of a marine vessel by
an Unmanned Surface Vehicle (USV) in the presence of dynamic obstacles. In [29,30], the path planning
for the USV with International Regulations for Preventing Collisions at Sea (COLREGS) rules was
achieved. The authors of [31] presented a trajectory planning and tracking approach for following
a differentially constrained target vehicle operating in an obstacle field. Svec [31] predicted the target
state several time steps forward in time and generated a collision-free trajectory to allow the USV
to safely reach the predicted target state. As far as we know, no paper on chasing targets handled
changing the pursuer’s speed so as to capture a maneuvering evader in a provably complete manner.

Many controllers have been developed to mimic motion camouflage in nature. To capture an
evader [7–9,32] presented a chasing controller based on biologically plausible sensing. Galloway and
Raju [9,32] developed a motion camouflage controller in noisy environments. Note that [7–9] only
considered a pursuer which moves with a constant speed.

As missile controllers, Proportional Navigation Guidance (PNG) controls and their variations
were widely used to let the pursuer capture the evader [1,3–6]. PNG laws enable the pursuer to capture
the evader by driving the angular rate of LOS near zero as time passes [4]. But, PNG laws do not
make the angular rate of LOS stay at zero at every time index. Note that PNG laws only considered
a pursuer which moves with a constant speed.

This paper proves that utilizing our chasing controller, the distance between the evader and the
pursuer monotonically decreases, regardless of evader’s maneuver or acceleration, if the following
assumptions are satisfied: (1) the pursuer speed is bigger than the evader speed; (2) the pursuer can
predict the evader’s location within two time steps in the future.

Our controller works as follows. The locations of both the pursuer and the evader are accessed
at every time index. Considering a robot control system, the location of the pursuer is estimated
in real time, since a robot (pursuer) can access the movement of itself utilizing Inertial Navigation
Sensor (INS) or Global Positioning System (GPS). The pursuer uses sensor measurements, such as
radar, to measure the evader’s location in real time.

Based on the accessed evader locations, the pursuer predicts the evader’s location two steps
forward in time. We acknowledge that sensor measurement noise exists as the pursuer measures the
evader’s location in real time. Moreover, predicted evader location is related to evader maneuvers and
is not easy to conjecture in an accurate manner. The effect of prediction error on the performance of
our motion camouflage controller is analyzed in Section 4.2.

Since the maximum acceleration of the evader is bounded, we can assume that the evader’s
motions are smooth, so the evader’s trajectory curves are derivative. Under this assumption, Section 4
presents a fitting method to predict the evader’s location two steps forward in time.

After predicting the evader’s location two steps forward in time, the pursuer calculates its velocity
command, while ensuring that the LOS does not rotate at the next time index. Using deduction,
the angular rate of LOS is zero at every time index. In Section 5, the effectiveness of our chasing
controller is demonstrated utilizing MATLAB simulations.

This paper is organized as follows. Section 2 presents several definitions and assumptions before
presenting our main results. Section 3 presents our chasing controller. Section 4 presents a method
to predict the evader location two steps forward in time considering noisy environments. Section 5
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introduces MATLAB simulation results to demonstrate the performance of our chasing controller.
Section 6 provides Conclusions.

2. The Assumptions and Definitions

2.1. Definitions

Several definitions and assumptions are introduced before presenting our main results. ∠(v1, v2)

is the angle formed by two vectors v1 and v2. Mathematically, ∠(v1, v2) = arccos( v1·v2
‖v1‖‖v2‖ ).

Here, ∠(v1, v2) exists between 0 and π. T is the sampling interval of our chasing controller in
discrete-time systems.

re
k is the evader’s location at time index k. r

p
k is the pursuer’s location at time index k. The pursuer

is in the motion camouflage state at time index k + 1 in the case where ∠(rp
k+1 − re

k+1, r
p
k − re

k) = 0.
vp

k is the pursuer’s speed at time index k. ve
k is the evader’s speed at time index k. The subscript k

implies the time index k.
The pursuer’s motion model is

r
p
k+1 = r

p
k + Tvp

k uk. (1)

Here, uk is a unit vector and indicates the pursuer’s heading at time index k. uk is determined at
every time index k so that the pursuer is in the motion camouflage state at time index k.

In addition, the evader’s motion model is

re
k+1 = re

k + Tve
k. (2)

Here, ve
k indicates the evader’s velocity vector at time index k.

In order to capture the evader, it is necessary that the evader’s speed is slower than the pursuer’s
speed ([1,2] introduced a variation of PNG controls to capture evaders that are of higher speeds than
the pursuer. But, considering a high-speed evader which moves away from a slowly moving pursuer,
it is impossible to capture the evader). We control the pursuer’s speed so that it is always bigger than
that of the evader. This implies that ve

k < vp
k at every time index k.

Let am denote the pursuer’s maximum acceleration. In addition, let ε > 0 denote a small constant.
The required time interval to decrease the pursuer’s speed from vp

k to ve
k + ε is

Tr = (vp
k − ve

k − ε)/am. (3)

The traversal distance of the pursuer as it decreases its speed from vp
k to ve

k + ε is

Dk = vp
k ∗ Tr − 0.5 ∗ am ∗ Tr ∗ Tr. (4)

We say that the pursuer is in the terminal phase in the case where

‖re
k − r

p
k‖ < Dk. (5)

is met.
Lk is the infinite line (LOS) intersecting both r

p
k and re

k. We draw one infinite line (LOS) L̄k+1
intersecting re

k+1, such that L̄k+1 is parallel to Lk. Note that there exists only one infinite line intersecting
re

k+1, such that the line is parallel to Lk.
ck is the point on L̄k+1, which is the closest to r

p
k . Let dc

k = ‖r
p
k − ck‖, and let χe

k = ∠(re
k − r

p
k , re

k+1 −
re

k). Let dk = ‖r
p
k − re

k‖. See Figure 1 for an illustration of these concepts.
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L̄k+1

rek+1

rek

Lk
hk = rpk+1

vpkT

χe
k

dk

dk+1

vekT

dck

Figure 1. dc
k ≤ ve

kT, and dc
k < vp

k T.

As depicted in Figure 1, dc
k = ve

kT sin(χe
k) ≤ ve

kT. Since ve
k < vp

k , we have

dc
k < vp

k T. (6)

Utilizing (6), we define δk > 0 as follows.

δk =
√
(vp

k T)2 − (dc
k)

2. (7)

We also define the heading point hk as follows:

hk = ck +
re

k − r
p
k

‖re
k − r

p
k‖

δk. (8)

Here, δk satisfies that ‖hk − r
p
k‖ is vp

k T. See Figure 1.
At every time index k, the pursuer heads towards the heading point hk. Consider a circle centered

at r
p
k , whose radius is vp

k T. Due to (6), L̄k+1 intersects this circle at two points. Between these two
points, the heading point hk is the point which is the closest to re

k+1. This way, the pursuer maneuvers
to decrease the distance between the pursuer and the evader, while not rotating the LOS.

Let us draw both x-axis and y-axis satisfying the following conditions:

• Both x-axis and y-axis are normal to each other, and they intersect at ck. ck is set as the origin.
• the coordinate of r

p
k+1 = hk is (δk, 0).

• The coordinate of r
p
k is (0, dc

k).

First, we handle the case where χe
k > π/2. This case, the evader maneuvers to decrease the

distance between the pursuer and the evader. Utilizing the geometry in Figure 1, the coordinate
of re

k+1 is

co1(r
e
k+1) = (dk − αk, 0). (9)

Here, αk =
√
(ve

kT)2 − (dc
k)

2 is positive.
Next, we handle the case where χe

k ≤ π/2. This case, the evader maneuvers to increase the
distance between the pursuer and the evader. Utilizing the geometry in Figure 2, the coordinate
of re

k+1 is

co2(r
e
k+1) = (dk + αk, 0). (10)
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Figure 2. χe
k ≤ π/2.

2.2. Assumptions

In this paper, we assume that the pursuer’s location is estimated in real time. In addition,
the pursuer can estimate the evader’s location at every time index. Therefore, the pursuer can access
Lk at every time index k. Since the maximum acceleration of the evader is bounded, we assume that
the evader’s motions are smooth, so the evader’s trajectory curves are derivative. We further assume
that the pursuer can predict the evader’s location two steps forward in time, which implies that the
pursuer at time index k can estimate the evader’s velocities ve

k and ve
k+1.

3. Control Law

We introduce how to control the pursuer’s speed. We assumed that the pursuer at time index k
can estimate the evader speed ve

k. vp
k can change with respect to k as long as

vp
k > ve

k (11)

is met at each time step k.
Our strategy in the terminal phase is to slow down the pursuer’s speed as long as (11) is met.

This implies that in the terminal phase, we update the pursuer’s speed using

vp
k+1 = max(vp

k − amT, ve
k+1 + ε). (12)

Here, ε > 0 is a small constant. Note that ve
k+1 is available, since the pursuer at time index k can

estimate the evader’s velocities ve
k and ve

k+1. (12) implies that (11) is met at each time step.
We next introduce the heading control uk to achieve motion camouflage. uk is chosen so that the

pursuer moves to hk. At every time index k, the heading controller is given as follows. At every time

index k, the pursuer selects the new heading command uk as hk−rp
k

‖hk−rp
k ‖

.

Consider the situation where the distance between r
p
k and re

k+1 is less than vp
k T. In this situation,

the pursuer moves towards re
k+1 directly, while not using uk =

hk−r
p
k

‖hk−r
p
k ‖

. In this way, the evader is

captured at time index k + 1.
In practice, the pursuer cannot turn with infinite acceleration. Suppose that the maximum turn

rate of the pursuer is q radians per second. In the case where the angle formed by uk−1 and the new

heading command, hk−r
p
k

‖hk−r
p
k ‖

, is bigger than qT radians, then the heading command hk−r
p
k

‖hk−r
p
k ‖

cannot be

achieved within one sampling interval. This case, we select uk using the following method.
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Let u1
k = R(qT)uk−1, where R(qT) =

(
cos(qT) sin(qT)
−sin(qT) cos(qT)

)
. In addition, let u2

k =

R(−qT)uk−1. If ‖ hk−r
p
k

‖hk−r
p
k ‖

− u1
k‖ < ‖ hk−r

p
k

‖hk−r
p
k ‖

− u2
k‖, then we set uk = u1

k . Otherwise, we set uk = u2
k .

In this manner, the heading command uk can be achieved within one sampling interval.
In the following sections associated with analysis (Sections 3.1, 3.2, and 4), it is assumed that

q = inf. This implies that we analyze the performance of our chasing controller, not considering the
maximum turn rate of the pursuer. In the Simulation section, we set q = π/6 radians per second.

3.1. Stability Analysis

Next, the stability of our chasing controller is analyzed. It is derived that ∠(rp
k+1 − re

k+1, r
p
k − re

k) =

0 at every time index k > 1 under our chasing controller. This implies that the motion camouflage state
is achieved at every time index k > 1.

Theorem 1. Under our heading controller uk, ∠(rp
k+1 − re

k+1, rp
k − re

k) = 0 at every time index k > 1.

Proof. At every time index k, the pursuer sets uk as hk−r
p
k

‖hk−r
p
k ‖

. Utilizing the pursuer’s motion model

in (1), we further get

r
p
k+1 = r

p
k +

hk − r
p
k

‖hk − r
p
k‖

vp
k T. (13)

The heading point hk is set utilizing (8). In (8), δk satisfies that ‖hk − r
p
k ‖ is vp

k T. By substituting
‖hk − r

p
k‖ in (13) for vp

k T, we obtain

r
p
k+1 = hk. (14)

Here, hk is on L̄k+1 by its definition. Since r
p
k+1 is on L̄k+1 which is parallel to Lk, we obtain

∠(rp
k+1 − re

k+1, r
p
k − re

k) = 0.

3.2. Capturability Analysis

Besides achieving motion camouflage, the pursuer must capture the evader in finite time. We prove
that the distance between the evader and the pursuer monotonically decreases as time passes.

Theorem 2. Under our chasing controller, the distance between the evader and the pursuer monotonically
decreases until the evader is captured.

Proof. Before proving the capturability of our chasing controller, the relationship between dk and dk+1
is introduced.

First, we handle the case where χe
k > π/2. This case, the evader at time index k maneuvers to

decrease the distance between the evader and the pursuer. See Figure 1 for an illustration of dk and
dk+1. Since Lk is parallel to L̄k+1, the geometry in Figure 1 leads to

dk+1 = dk − αk − δk. (15)

This results in

dk+1 < dk. (16)
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Next, we handle the case where χe
k ≤ π/2. This case, the evader at time index k maneuvers to

increase the distance between the evader and the pursuer. See Figure 2 for an illustration of dk and
dk+1. Since Lk is parallel to L̄k+1, we get

dk+1 = dk + αk − δk. (17)

Since vp
k > ve

k, αk − δk in (17) is negative. Hence, Ref. (16) is obtained.
Utilizing (16), dk monotonically decreases as k increases. Therefore, there exists a time index

k′ such that dk′ > 0 and that dk′+1 < 0. We next prove that the distance between r
p
k′ and re

k′+1 is
less than vp

k T.
First, handle the case where χe

k′ > π/2. Utilizing both dk′+1 < 0 and (15), the following equation
is derived.

dk′ − αk′ < δk′ . (18)

vp
k > ve

k leads to

αk′ − δk′ < 0. (19)

Since dk′ is positive, Ref. (19) further results in

dk′ − αk′ > −δk′ . (20)

Utilizing (18) and (20),

(dk′ − αk′)
2 < (δk′)

2 (21)

is derived.
Utilizing (9), the distance between r

p
k′ and re

k′+1 is calculated as

‖r
p
k′ − re

k′+1‖ = ‖(dk′ − αk′ ,−dc
k′)‖. (22)

Utilizing (7), (22) and (21),

‖r
p
k′ − re

k′+1‖ < vp
k T (23)

is calculated.
Next, we handle the case where χe

k′ ≤ π/2. Utilizing both dk′+1 < 0 and (17), we obtain

dk′ + αk′ < δk′ . (24)

Since dk′ + αk′ is positive,

(dk′ + αk′)
2 < (δk′)

2 (25)

is calculated.
Utilizing (10), the distance between r

p
k′ and re

k′+1 is calculated as

‖r
p
k′ − re

k′+1‖ = ‖(dk′ + αk′ ,−dc
k′)‖. (26)

Utilizing (7), (26), and (25),

‖r
p
k′ − re

k′+1‖ < vp
k T (27)
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is derived.
We proved that the distance between r

p
k′ and re

k′+1 is less than vp
k T. At time index k′, the pursuer

heads towards the evader directly. Thereafter, the pursuer captures the evader at time index k′ + 1.

4. Predict the Evader Position Two Steps Forward in Time Considering Noisy Environments

The pursuer utilizes sensor measurements to estimate the evader’s location. To implement our
chasing controller, the pursuer at time index k must estimate re

k, re
k+1, and re

k+2. Let r̂e
k denote an

estimate of re
k.

4.1. Estimate re
k and re

k+1

We discuss how to estimate re
k, re

k+1, and re
k+2. Let (x(k), y(k)) denote the evader’s location

measured at time index k.
Recall we assumed that the evader’s motions are smooth, so the evader’s trajectory curves

are derivative. Curve fitting methods are used to predict the target’s position within two steps in
the future. We utilize curve fitting methods for recent measurements: (x(k − K + 1), y(k − K + 1)),
(x(k − K + 2), y(k − K + 2)), ..., (x(k), y(k)). Here, K > 2. This implies that we require more
than two measurements.

Recent x coordinate measurements are as follows. x(k − K + 1), x(k − K + 2), ..., x(k). We fit
x(k − K + 1), x(k − K + 2), ..., x(k) using the second order polynomials x(n) = ax ∗ n2 + bx ∗ n + cx.
This second order polynomials represent the x coordinate trajectory of the evader within the recent K
time indexes. (Similarly, we can use higher order (3 or more) polynomials to represent the x coordinate
trajectory of the evader within the recent K time indexes. But, using higher order polynomials does
not assure accurate prediction of the evader’s position).

To solve this fitting problem, we utilize the following matrix form.

A ∗ S = B. (28)

Here, A =

⎛⎜⎜⎜⎝
(k − K + 1)2 k − K + 1 1
(k − K + 2)2 k − K + 2 1

... ... ...
k2 k 1

⎞⎟⎟⎟⎠, B =
(

xk−K+1 xk−K+2 ... xk

)T
, and S =

(
ax bx cx

)T
. We solve for S using pseudo-inverse methods.

S = (AT ∗ A)−1 ∗ A ∗ B. (29)

Let r̂e
k[i] denote the ith element in r̂e

k. We estimate the x coordinate of re
k.

r̂e
k[1] = Q1 ∗ S (30)

where Q1 =
(

k2 k 1
)

. In addition, we estimate the x coordinate of re
k+w where w ≤ 2.

r̂e
k+w[1] = Q2 ∗ S (31)

where Q2 =
(

(k + w)2 k + w 1
)

.
Similarly, we estimate the y coordinates of re

k, re
k+1, and re

k+2 using the second order polynomials
y(n) = ay ∗ n2 + by ∗ n + cy. Recall that this curve fitting method requires that we have more than
two measurements, i.e., K > 2.

If we have only one measurement, then we set

r̂e
1 = r̂e

2 = (x(1), y(1)). (32)
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If we have only two measurements, then we set

r̂e
2 = (x(2), y(2)). (33)

In addition, we set

r̂e
3 = (2 ∗ x(2)− x(1), 2 ∗ y(2)− y(1)). (34)

Ref. (34) implies that we fit two measurements using the first order polynomials.

4.2. The Relationship Between the Estimate Error and the Controller Performance

We next show the relationship between the estimate error and the performance of our chasing
controller. Usually, locations can be measured rather accurately. Hence, we assume that re

k ≈ r̂e
k in

this subsection.
In this subsection, we assume that q = inf. This implies that we analyze the relationship between

the estimate error and the performance of our chasing controller, not considering the maximum turn
rate of the pursuer.

Due to the estimate error, motion camouflage state (∠(rp
k − re

k, r
p
k+1 − re

k+1) is zero) cannot
be achieved at every time index. We derive the equation for ∠(rp

k − re
k, r

p
k+1 − re

k+1) under our
chasing controller.

Theorem 3. The pursuer moves by applying uk at every time index k. Consider the case where the pursuer at
time index k cannot access re

k+1 accurately. Let r̂e
k+1 denote an estimate of re

k+1. nk+1 = re
k+1 − r̂e

k+1 is the error
in the estimate. Let μk+1 denote ∠(r̂e

k+1 − re
k+1, rp

k+1 − r̂e
k+1) for convenience. sin(∠(rp

k − re
k, rp

k+1 − re
k+1)) =

sin(μk+1)‖nk+1‖
dk+1

. Here, dk+1 is ‖rp
k+1 − re

k+1‖.

Proof. See Figure 3 for an illustration of μk+1. Utilizing the geometry in this figure, we derive

sin(∠(rp
k+1 − r̂e

k+1, r
p
k+1 − re

k+1)) =
sin(μk+1)‖nk+1‖

dk+1
. (35)

Since the pursuer at time index k can only access r̂e
k+1 instead of re

k+1, we draw L̄k+1 intersecting
r̂e

k+1 such that L̄k+1 is parallel to Lk. See Figure 3 for an illustration. Utilizing our chasing controller uk,
r

p
k+1 is the heading point on L̄k+1. Utilizing the same argument as in Theorem 1, we obtain

∠(rp
k+1 − r̂e

k+1, r
p
k − re

k) = 0. (36)

Utilizing (35) and (36), we derive

sin(∠(rp
k − re

k, r
p
k+1 − re

k+1)) =
sin(μk+1)‖nk+1‖

dk+1
. (37)

Theorem 3 depicts that in the case where dk+1 is too small compared to sin(μk+1)‖nk+1‖, ∠(rp
k+1 −

re
k+1, r

p
k − re

k) is large. In other words, the rotation rate of LOS is large. This implies that the pursuer
may leave the motion camouflage state as the distance between the evader and the pursuer is too small.
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rek+1

rpk+1 r̂ek+1

μk+1

rpk rekLk

L̄k+1

Figure 3. An illustration of μk+1.

5. MATLAB Simulation Results

In this section, we demonstrate the effectiveness of our chasing controller utilizing simulations.
(x(k), y(k)) − re

k represents sensor measurement noise and is a vector with two elements.
Each element in this vector has a Gaussian distribution with mean 0 and covariance 0.01. To predict
the evader’s location two steps forward in time, we utilize recent K = 5 measurements.

Initially, the evader is at (0, 5000), and the pursuer is at the origin. T = 2 s. In addition, the initial
speed of the pursuer is 150 m/s. In the terminal phase, vp

k decreases with respect to k until vp
k converges

to 110 m/s. The pursuer’s maximum acceleration is am = 10 m/s2.
Initially, the pursuer’s heading is u0 = (1, 0). In the simulations, we set the maximum turn rate of

the pursuer as q = π/6 radians per second.
MATLAB simulation runs for finite time, at the end of which the distance between the pursuer

and the evader is less than 100 m. Recall that the evader’s motion model is presented in (2).
The authors of [8] introduced Frenet-Serret frames [33] to model the movement of an evader.

re
k+1 = re

k + T ∗ ve
k ∗ xe

k
xe

k+1 = xe
k + T ∗ ve

k ∗ ue
k ∗ ye

k
yt

k+1 = ye
k − T ∗ ve

k ∗ ue
k ∗ xe

k, (38)

where ue
k is the steering (i.e., curvature) control of the evader at time index k, and ve

k is the speed of
the evader at time index k. Recall that re

k is the location of the evader at time index k. Moreover, xe
k is

the unit tangent vector to the trajectory of the evader at time index k, and ye
k is the corresponding unit

normal vector at time index k. We utilize (38) to simulate the motion of the evader.
As the first scenario, we set the evader’s speed as ve

k = 100 in m/s. In addition, the evader does
not maneuver, i.e., ue

k = 0. Figure 4 shows pursuer and evader trajectories. In this figure, the pursuer
is depicted with red points, and the evader is depicted with blue points. Initially, the pursuer turns
towards the evader with the maximum turn rate q. Thereafter, the pursuer converges to the motion
camouflage state.
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Figure 4. The system behavior for a constant velocity evader with ue
k = 0 and ve

k = 100.
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In Figure 5, l = re−rp

‖re−rp‖ is plotted. UnitX − proj and UnitY − proj indicate the projection of
l on the x-axis and y-axis respectively. The change of these values with respect to time indicates the
rotation rate of LOS at every time index. For a pursuit-evasion system in the motion camouflage state,
l converges. Hence, UnitX − proj and UnitY − proj also converge.

Figure 5 depicts that a pursuit-evasion system converges to the motion camouflage state.
The chasing controller is designed to converge to the motion camouflage state at time index 0. But,
we set q = π/6 radians per second in the simulation. Due to the constraint on the maximum turn rate,
the pursuer cannot converge to the motion camouflage state at time index 0. The pursuer turns with
the maximum turn rate until reaching the motion camouflage state. As the pursuer reaches the motion
camouflage state, it stays in the state.
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Figure 5. Plot of l for a constant velocity evader.

The top figure in Figure 6 depicts the pursuer’s speed with respect to time. See that in the terminal
phase, the pursuer adjusts its speed so that it can capture the evader with low speed. Since the
relative speed of the evader with respect to the pursuer is low, the probability to the evader is also low.
The bottom figure in Figure 6 depicts the distance between the evader and the pursuer with respect
to time. Even though the pursuer slows down in the terminal phase, the distance monotonically
decreases as time passes.
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Figure 6. The (top) figure depicts the pursuer’s speed with respect to time. The (bottom) figure depicts
the distance between the evader and the pursuer with respect to time (constant velocity evader).
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As the second scenario, we set the evader’s speed as ve
k = 70 + 30 × sin(T × k × 0.01)

in m/s. This implies that the evader changes its speed. In addition, the evader maneuvers using
ue

k = 0.005 × sin(T × k/100). Figure 7 shows pursuer and evader trajectories.
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Figure 7. We set the evader’s speed as ve
k = 70 + 30 × sin(T × k × 0.01) in m/s. In addition, the evader

maneuvers using ue
k = 0.005 × sin(T × k/100).

In Figure 8, l = re−rp

‖re−rp‖ is plotted. UnitX − proj and UnitY − proj indicate the projection of l on
the x-axis and y-axis respectively. In the motion camouflage state, l converges. Hence, UnitX − proj
and UnitY − proj also converge. Figure 8 depicts that a pursuit-evasion system converges to the
motion camouflage state. But, the pursuer leaves the motion camouflage state as the distance between
the evader and the pursuer is too small. This phenomenon can be explained using Theorem 3.
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Figure 8. Plot of l for a maneuvering evader.
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The top figure in Figure 9 depicts the pursuer’s speed with respect to time. See that in the terminal
phase, the pursuer adjusts its speed so that it can capture the evader with low speed. The bottom figure
in Figure 9 depicts the distance between the evader and the pursuer with respect to time. Even though
the pursuer slows down in the terminal phase, the distance monotonically decreases as time passes.
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Figure 9. The (top) figure depicts the pursuer’s speed with respect to time. The (bottom) figure depicts
the distance between the evader and the pursuer with respect to time (maneuvering evader).

Analysis

We analyze the computational load of our control law. To compute the pursuer’s heading vector
uk at each time index k, it takes 0.03 s. This is negligible compared to the sampling time interval
T = 2 s. Hence, we can argue that latency due to the computational load is negligible.

Next, we run simulations while varying the initial heading angle of the pursuer. We set the
evader’s speed as ve

k = 100 in m/s. In addition, the evader does not maneuver, i.e., ue
k = 0.

We introduce two metrics, Tf and Ef . Tf = k f T is the spent time(seconds) to capture the evader.

Here, k f is the time index when the pursuer captures the evader. Ef = ∑
k f
k=1 ‖vp

k∠(uk, uk−1)/T‖. Here,
∠(uk, uk−1)/T is the pursuer’s angular acceleration at time index k. Ef can be regarded as the energy
(acceleration sum in m/s2) required to capture the evader.

The pursuer’s initial location is the origin. We calculate both Tf and Ef while changing the initial
heading angle, say H = atan2([0, 1] × u0, [1, 0] × u0), of the pursuer from 0 to 180 degrees. Here,
the initial heading angle is measured counter-clockwise from the x-axis. Table 1 shows Tf and Ef while
changing H. See that the evader is captured regardless of the initial heading angle of the pursuer.

Table 1. Results.

H (degrees) Tf (s) E f (m/s2)

0 47 238
30 49 321
60 49 242
90 49 164

120 49 242
150 49 321
180 51 405
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6. Conclusions

This paper introduces a chasing controller to capture a high-speed evader with variable velocity.
We handle the case where the pursuer moves with a variable speed and the angular acceleration of the
pursuer is controllable. In the terminal phase, we slow down the pursuer’s speed, while assuring that
the distance between the evader and the pursuer monotonically decreases as time passes. By slowing
down the relative speed of the pursuer with respect to the evader, we can reduce the probability of
missing the high-speed evader. We demonstrate the performance of our chasing controller utilizing
simulations. As our future works, we will verify the performance of our controller using experiments
with mobile robots.

In this paper, we handled motion camouflage with respect to a fixed point at infinity. As our
future works, we will develop control laws to handle motion camouflage with respect to a fixed point
which is not at infinity. Assuming that the evader can readily observe optical flow, but only poorly
detect looming, this pursuer’s movement is hardly detected by the evader.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: The harmonic potential field of an incompressible nonviscous fluid governed by the
Laplace’s Equation has shown its potential for being beneficial to autonomous unmanned vehicles
to generate smooth, natural-looking, and predictable paths for obstacle avoidance. The streamlines
generated by the boundary value problem of the Laplace’s Equation have explicit, easily computable,
or analytic vector fields as the path tangent or robot heading specification without the waypoints
and higher order path characteristics. We implemented an obstacle avoidance approach with
a focus on curvature constraint for a non-holonomic mobile robot regarded as a particle using
curvature-constrained streamlines and streamline changing via pure pursuit. First, we use the
potential flow field around a circle to derive three primitive curvature-constrained paths to avoid
single obstacles. Furthermore, the pure pursuit controller is implemented to achieve a smooth
transition between the streamline paths in the environment with multiple obstacles. In addition to
comparative simulations, a proof of concept experiment implemented on a two-wheel driving mobile
robot with range sensors validates the practical usefulness of the integrated system that is able to
navigate smoothly and safely among multiple cylinder obstacles. The computational requirement of
the obstacle avoidance system takes advantage of an a priori selection of fast computing primitive
streamline paths, thus, making the system able to generate online a feasible path with a lower
maximum curvature that does not violate the curvature constraint.

Keywords: obstacle avoidance system; harmonic potential field; curvature constraint; non-holonomic
mobile robot

1. Introduction

Due to advances in sensing, actuation, communication, computing, storage, and AI technologies
with affordable costs, increasing deployment and applications of intelligent autonomous mobile robots
or ground vehicles for long-term operation are prevalent. The integrated platforms at our disposal are
intended for missions such as SAR (search and rescue), autonomous driver-less driving, manufacturing,
and surveillance in cluttered environments [1–40]. Along with an increasingly heavy interaction
between human and robots, update-to-date but cost-effective implementation or prototyping of
intelligent mobile robot systems to accomplish missions autonomously employing recent advances
in localization, mapping, and navigation have been the focus of some endeavors put into the robotic
systems, as shown, for instance, in References [39,41–43].

Obstacle avoidance and motion planning [2–4,31] are essential for the completion of missions in a
smooth and optimal manner. A variety of obstacle avoidance algorithms are designed and implemented
for navigating a mobile robot to avoid static and dynamic obstacles in open space or in narrow passages.
The artificial potential field (APF) approach is one of the most well-known reactive online obstacle
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avoidance methods applicable in known or unknown environments [5]. The goal position of the robot
is assigned as an artificial attractive potential and obstacles are applied as artificial repulsive forces.
Then, the collision avoidance path is derived by using the gradient of the linear superposition of each
potential. However, by following the gradient path of APF, navigation routes generated by APFs
suffer from the local minima due to the presence of obstacles, i.e., the set of trap positions where the
gradient of APF vanishes so that the robot gets stuck there, thus preventing the robot from reaching
the target or lower the navigation efficiency. The number of obstacles affects the number of local
minima significantly [44]. In general, it is desired that no other local minima except the goal exist
in APF so that the navigation is efficient. For this purpose, hydrodynamic or harmonic (or velocity)
potential functions (HPFs) (see References [7,9,15,17]) derived from the velocity potential of the solution
to the boundary value problem of Laplace’s Equation with appropriate boundary conditions in a
computational domain are proposed as an appealing class of APFs for navigation. The properties of
HPFs such as min-max principle and superposition in the context of path planning were proved in
the foundation work [7,15,17]. To ensure the repulsion of the flow from the obstacles, one effective
way is to impose two types of boundary conditions on the obstacle and domain boundaries for the
solution to the Laplace’s Equation in a computational domain: Dirichlet type (the potentials on the
boundaries of obstacles and domain are assigned a constant high value, i.e., the fluid motion on the
obstacle boundary is along the normal direction of the obstacle boundary/wall) and Neumann type
(i.e., the flow cannot pass through the boundary, or the fluid motion on the obstacle boundary and
wall is parallel to the tangential direction of the obstacle boundary since the normal component is null).
For path planning, the HPF has the property of the min-max principle, so that no local minima other
than the goal in the interior of cluttered or bounded environments with state constraints of a point
robot are defined by Dirichlet boundary conditions or Neumann boundary conditions on the borders
of the obstacles and computational domain.

Motion planning based on hydrodynamic potential applies (1) different fundamental elements
such as a point sink (representing the goal), a point source (representing the robot location), or a
uniform flow (defined as a flow with constant speed in a prespecified direction) plus a doublet
(representing the obstacle), and their superposition, or (2) velocity potential solution to the Laplace’s
Equation with appropriate boundary conditions, to create a new HPF. The gradient of the HPF or
the streamline that defines the vector field of the path at every point can be computed efficiently;
analytically for a simple obstacle shape such as a circle or numerically. There are a few simulations
showing that a vehicle modeled as a point (fluid) particle could smoothly navigate without collision
with the (circular, elliptical, rectangle, or arbitrary-shaped) obstacles [6,8,11–18,26,30] by following
streamlines from a variety of start points in an environment composed of multiple obstacles. To build
an APF via hydrodynamics potential, Reference [15] proposed a panel method by first approximating
an arbitrarily shaped obstacle by an enclosing polygon (set of panels). Each obstacle panel is treated as a
source/sink with the strength adjusted to make the obstacle a repelling potential function by summing
the HPF of each panel, i.e., with nonzero outer normal velocity at the obstacle panel representative
point. Wang et al. [16] introduced a reactivity parameter to adjust the amplitude of the path’s deflection
around an obstacle and an optimal 3D path is obtained by a genetic algorithm. For path planning on
an unstructured terrain consisting of meshes of different size and geometry of computational domain
discretized by finite element, Reference [25] proposed to use a graph search to generate an initial path
from the start to the goal, then used streamlines to smooth the initial path.

Planning and optimization of state and input trajectories for stabilizing non-holonomic mobile
robots studied in this paper or more general non-holonomic systems such as a car with trailers [33]
in multiple obstacles environment subject to bounded state constraints (such as the environment
constraint and path and its derivative constraints) and input constraints is challenging. The motion
planners have to plan in the full state space (the space of position, heading, speed, curvature,
and/or curvature derivative) and deal simultaneously with constraints of collision avoidance
and non-holonomic constraint and admissible input (such as the computation of the invariant
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set or reachable set of the system [31]). Approaches that can either achieve the optimal or
near-optimal position and heading and velocity or higher order derivatives simultaneously or
sequentially are proposed for non-holonomic mobile robots. A dipolar potential field is combined with
discontinuous state feedback for navigating a non-holonomic mobile robot in the presence of obstacles
in Reference [32]. Pontryagin Maximum Principle in variational form was employed in Reference [33]
to obtain a convergent sequence of controls for optimal motions of general non-holonomic systems with
state and input constraints. New methods to non-holonomic path planning are given in Reference [34],
which proposed to steer the non-holonomic mobile robot without additional constraints via rotation
and linear translation using trigonometric switch inputs, a generic APF-based method via deforming
a feasible path of non-holonomic systems (e.g., a mobile robot with trailers) without the violating
non-holonomic constraint [35], and the ones based on partial differential equations other than the
Laplace’s Equation coined by References [7,24], which applied a parabolic partial differential equation,
and Reference [29], which used the Navier–Stokes equation of viscous flow for path planning. It is
noted that HPF is interpreted in heat conduction, instead of hydrodynamics, in a recent work [28] with
a demonstration of a real-time mobile robot navigation experiment.

To produce a feasible path that avoids obstacles in a cluttered environment, waypoint navigation
method has been a viable approach used to generate a sequence of waypoints connected via a path
primitive [36,37] for reactive trajectory generation, while the entire path satisfies the smoothness
requirement or some other criterion and respects the kinodynamic constraints imposed on the
vehicle motion such as the constraints on the instantaneous velocities that can be achieved [2,22].
However, the path primitives have to be recomputed whenever some of the waypoints built between
the start and the goal are changed. Furthermore, the entire path could be lengthy because of
many detours. HPF-based non-holonomic path planning for a mobile robot subject to kinodynamic
constraints [17,22,26] takes advantages of features of streamlines that are very appropriate for building
a directional navigation system:

(i) Streamlines are rich, thus, enabling the selection of appropriate paths for the planner. The desired
state trajectory to be followed by a robot is determined only by the input defined by HPFs, i.e.,
along a streamline-based trajectory compatible with the kinodynamic constraints of the motion,
even in high-speed motion [12].

(ii) In many applications, the smoothness of trajectories is essential. Trajectories generated by HPF
approaches are the integral curves of the gradient vector field of HPF. The trajectories that are
smooth are readily executable.

(iii) Streamlines can be computed offline systematically based on prior obstacle information
(distribution, i.e., shape, size, location, and number) without the waypoints and path primitives,
thus, being more predictable.

(iv) Notably, the HPF-based path planner is a complete [7] and anytime algorithm [10], in which the
streamlines generated cover the free regions of the workspace.

Lau et al. [18] provide a streamline-based kinodynamic motion planning approach to avoid
elliptical obstacles, guaranteeing that both velocity and curvature are within limits by adjusting the
strength of a source and a sink if a portion of the 3D trajectory violates the kinematic constraints.
Recent work [26] used the gradient of HPF as an additional input to alter the motion pattern of a
two-wheeled drive mobile robot based on the stabilizing controller design using an invariant manifold
to avoid the obstacles, thus, extending the guidance method of Reference [22] based on the HPF
only. Along this line of HPF-based non-holonomic path planning work, this work starts with the
point that the curvature constraint, viewed as a constrained input to (1), significantly restricts the
selection or generation of allowable paths to be followed in a cluttered environment. We elaborate
on demonstrating the potential of the hydrodynamics-based motion planning approach of (1) subject
to the curvature constraint. An obstacle avoidance system using three primitive streamline-based
paths and a path selection strategy that makes the avoidance of small obstacle easier is proposed.
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For avoiding multiple obstacles, a pure pursuit algorithm [20,21] is implemented in this paper for
the purpose of enabling a smooth and safe transition using streamline changing between obstacles
without violating the curvature constraint. The experiment is conducted for a constant speed circular
non-holonomic mobile robot to navigate smoothly in real-world partially unknown environments
cluttered with cylinder-shaped obstacles. The Dr. Robot X80 robot (Dr Robot Inc. in Markham, ON,
Canada), which was equipped with a low-cost sonar and infrared sensors to detect obstacles during
motion, is used as the navigation platform.

The paper is organized as follows. Section 2 gives a brief introduction of a mobile robot with
two independently driven wheels for the experiment. Section 3 mentions the harmonic potential
field approach for avoiding cylindrical obstacles. Then, we propose three primitive paths based on
streamlines and a distance-based path selection strategy of a primitive path for obstacle avoidance of
curvature-constrained non-holonomic mobile robots. In Section 4, we propose a new real-time obstacle
avoidance system using primitive paths and streamline-changing via the pure pursuit algorithm.
Comparisons and the proof of concept experimental result in a simple cluttered environment are
presented in Section 5. Section 6 ends with the conclusions of the paper.

2. The Mobile Robot with Range Sensors

2.1. Wheeled Mobile Robot System

We implemented our real-time hydrodynamics-based obstacle avoidance algorithm on Dr. robot
X80, a wireless two-wheeled drive mobile robot platform. Figure 1 shows the configuration and the
front view of the mobile robot. The X80 mobile robot is an integrated electronic and software robotic
system. It can be designed through a set of ActiveX control components (SDK) developed for C/C++.
A DUR5200 Ultrasonic Sensor and GP2Y0A21YK Sharp Infrared Sensor are equipped on the mobile
robot. The robot platform is further modified to be equipped with a laser scanner, Kinect, and a laptop.
The navigation algorithm runs directly on the remote PC through wireless communication.

Figure 1. The outline of the circular non-holonomic mobile robot Dr. Robot X80 used for the experiment.

2.2. Kinematic Model

Figure 2 illustrates the kinematic model of the differential-drive circular mobile robot with radius
rRobot. The mobile robot is modeled as a representative point of the circular mobile robot so that its
non-holonomic constraint of rolling without the slipping of wheels is described by the kinematics of
the non-holonomic unicycle (1).

.
x = U cos θ
.
y = U sin θ
.
θ = ω

(1)

126



Appl. Sci. 2018, 8, 2144

where (x, y) denotes the coordinates and θ denotes the orientation (heading), U and ω denote the
velocity and angular velocity, respectively. As long as the velocity vector is tangent to the path the
unicycle follows, the non-holonomic constraint (1) is automatically satisfied. The non-holonomic
constraint (1) limits the maneuverability of the vehicle motion so that no instantaneous lateral motion
is allowed. The mobile robot is controlled by the low level velocity control of two wheels driven by
DC motors independently. The velocities of the mobile robot are determined by the actuated wheel
velocities via the one-to-one correspondence given by[

U
ω

]
=

[
r
2

− r
d

r
2
r
d

][
wL
wR

]

where wL and wR denote the left and right wheel velocity, respectively; r is the wheel radius; d is the
distance between the two wheels.

Figure 2. The mobile robot’s kinematic model with the curvature constraint, where a positive
curvature denotes a right (clockwise) turn. The robot is assumed as a circle. The robot velocity
U and its x-component vx, y-component vy, the radial acceleration aR, and tangential acceleration aT,
are shown. The O-XY coordinate system is the global coordinate frame and a local frame is attached to
a representative point (the center) of the circular mobile robot.

2.3. Obstacle Detector

Obstacle avoidance relies on the detection of obstacles for the real-time operation of mobile robots.
The sensor configuration is shown in Figure 3. A DUR5200 Ultrasonic Sensor and GP2Y0A21YK Sharp
Infrared Sensor are equipped on the mobile robot. There are three sonars (Sonar 1, Sonar 2, and Sonar
3) and four infrared sensors (IR 1, IR 2, IR 3, and IR 4) on the mobile robot, where θ1 equals 12◦, θ2

equals 18◦, and θ3 equals 15◦. The detecting range of an ultrasonic sensor is from 4 to 255 cm, while
the detecting distance range of the IR sensor is between 10 and 80 cm. The sensors’ update rate are
both 10 Hz. We assume the obstacle is located in the direction of the sensor if only a single sensor
detects an obstacle. Otherwise, when two sensors detect an obstacle at the same time, we assume that
the obstacle lies on the bisector of these two sensors’ directions. Figure 4 shows the detection of an
obstacle. For instance, if Sonar 2 detects an obstacle, the obstacle is located in front of the robot with
an azimuth angle 0◦. Likewise, Sonar 1, Sonar 3, IR 1, IR 2, IR 3, and IR 4 detect the obstacle with
azimuths of 45◦, –45◦, –30◦, –12◦, 12◦, and 30◦, respectively. If both Sonar 2 and IR 3 detect an obstacle,
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then the obstacle’s direction will be 6◦, which is between Sonar 2 and IR 3. The estimated obstacle
location is transformed into the global frame for the motion planner. The estimation and localization
errors are accommodated by a safety distance rSafe in the practical implementation of the navigation
system, as in our experiment presented in Section 5.

Figure 3. The configuration of the sonar and infrared sensors and their sensing ranges in Dr. Robot X80.

Figure 4. The scenarios of obstacle detection. The ray of each sensor is presented as a dashed line.
As the rays intersect with an obstacle, the nearest intersection point is retained. (a) An obstacle is in
front of the robot. Sonar 2 detects an obstacle with distance less than 150 cm, the robot knows the
obstacle is located in front of the robot with azimuth angle 0◦. (b) Both Sonar 2 and IR 3 detect the
obstacle, and the obstacle’s direction will be 6 ◦, which is between Sonar 2 and IR 3. The distance of the
obstacle is the average of the data received from the two sensors.

3. Obstacle Avoidance Model by Harmonic Potential Field with Curvature Constraint

Extracting the topologically different candidate trajectories from a set of trajectories based on
the equivalence relations and optimization schemes is a means of efficient online local trajectory
optimization [44]. To provide a collision-free path rapidly to the planner, it is beneficial to extract a
priori the streamlines that specify the essential motion pattern details of desired navigation trajectories
such as curvature constraint and free of multiple local minima. In this section, we briefly summarize
the C2 smooth path produced by the streamlines of the harmonic potential field. Then we present a
mobile robot navigation system based on the streamlines of HPF that satisfy the curvature constraint.
The system is based on three primitive paths extracted from the streamlines and pure pursuit algorithm
for streamline-changing.

3.1. Harmonic Potential Function and Streamlines

Harmonic potential functions are solutions to Laplace’s Equation, so functions generated by
Laplace’s Equation do not exhibit local minima [7]. In a two-dimensional computational domain D of
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Euclidean space, the velocity potential φ ∈ C2(D) is a solution of Laplace’s Equation ∇2φ = 0 with
the given boundary conditions that govern the flow of the non-viscous, incompressible, irrotational
fluid particle motion at every point of the domain. Laplace’s Equation can be solved analytically
in simple cases or by numerical methods in a general situation. For numerical methods, Laplace’s
Equation in a computational domain D could be discretized using both the finite difference method or
the finite element method, resulting in a system of linear equations for the solution of the potential
value in a grid or mesh environment. The Jacobi iteration, Gauss-Seidel iteration, and SOR (successive
over-relaxation) iteration methods in a grid environment can be employed to solve the linear equations
with an efficient accuracy. A log-space algorithm with GPU acceleration was proposed to fix the
numerical precision problem of the numerical solution of a linear system of linear equations at the
grid points that have nearly vanishing gradients resulting from discretized Laplace’s Equation via
the finite difference methods [10]. A streamline indicates the local flow direction: its tangent at every
point (vector field) is in the direction of the local fluid velocity associated with the flow defined in
Equation (2).

u = ∇φ(x, y) (2)

That is, the gradient of the obtained potential values gives the streamline or the direction of
velocity at each grid [7], offering an explicit specification of the heading of a smooth, natural-looking
path for navigation. Higher order path characteristics such as curvature can also be obtained for
streamlines, thus, being more predictable.

Consider a mobile robot at x = [x y]T modeled as a fluid particle moving with velocity
[
vx, vy

]T in
the Cartesian space. It moves in the +x-axis direction with a forward/longitudinal speed U to avoid a
circular obstacle of radius rObstacle (or an enlarged rObs for safety) located at the origin. The velocity
potential field φ(x, y) can be represented as the superposition of a uniform rectilinear flow and a
doublet [19] as

φ(x, y) = U +
A

x2 + y2 x (3)

where A = Ur2. According to [19], the robot’s velocity
[
vx, vy

]T := [u, v]T in the Cartesian coordinate
is determined by the gradient ∇φ(x, y)

u =
∂φ(x, y)

∂x
= U − 2Ax2

(x2 + y2)
2 +

A
x2 + y2 , v =

∂φ(x, y)
∂y

= − 2Axy

(x2 + y2)
2 (4)

In practice (and in our experiment in Section 5), we assume that the linear speed U =
√

u2 + v2 is
normalized to unity while its direction of motion is preserved. Then, the normalized velocity and the
corresponding acceleration of each point on the streamline in the uniform flow are given by (5) and (6).

uN =
u
U

, vN =
v
U

, (5)

ax = δuN
δx uN + δuN

δy vN , ay = δvN
δx uN + δvN

δy vN (6)

Furthermore, curvature and deviation of curvature can be derived by velocity and acceleration as

κ =
uN ay−vN ax

(uN 2+vN 2)
3/2

= −2Ay
√

A2 + 2AU(−x2 + y2) + U2(x2 + y2)
2

× [A2+2AU(x2+y2)+U2(−3x4−2x2y2+y4)]

(x2+y2)
[

A2+2AU(−x2+y2)+U2(x2+y2)
2
]2

(7)
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.
κ = δκ

δx
dx
dt +

δκ
δy

dy
dt = δκ

δx uN + δκ
δy vN

=

24AUxy

⎡⎢⎣ A4(x2 − y2)4 − U4(x2 − y2)(x2 + y2)
−2A3U

(
x2 + y2)2

+ 2AU3(x2 + y2)4

⎤⎥⎦
(x2+y2)

2
[

A2+2AU(−x2+y2)+U2(x2+y2)
2
]3

From the above equations, given a start position and a circle with a known radius at the origin,
a streamline (integral curve) can be derived by numerical integration of the velocity vector field that
specifies the tangent of the path or the robot heading at each point. In addition, the higher order path
characteristics such as curvature are easily computable as well, making the path to be followed more
predictable. That is, the velocity vector field of streamlines serves as a vector field for the guidance of
the robot’s motion everywhere in the obstacle-free region. Therefore, in path planning applications,
streamlines provide a pool of systematic paths that have an explicit or analytic vector field for the
tangent to the path as the path specification, and their higher order path properties such as curvature
could be easily computed as well. However, there are several drawbacks for robots to purely follow
streamline paths. First of all, we assume that the curvature of unicycle kinematics (1) is constrained by
its upper bound. The curvature of streamline it follows has a larger curvature as the distance to the
obstacle gets closer. For example, Figure 5 depicts that streamline starting from (−5, 0.2) exhibits the
maximum curvature. Second, the paths with a smaller curvature are longer and keep an unnecessary
distance with the obstacle. Moreover, for paths with an initial position further than the radius of the
obstacle in the direction of the x-axis, it is not necessary to follow a streamline path because a robot can
pass the obstacle straightly, such as the paths with a start position further than the radius of obstacle
with the x-axis in Figure 5. Therefore, we provide an improved streamline-based approach in the
following section.

Figure 5. The streamline paths (upper plot) with different start positions and their curvatures (lower plot)
for a uniform flow around a circular obstacle. The path to avoid an obstacle is similar to the streamline of
the fluid flow around a cylinder. The very large turning radii of some of the paths closer to the obstacle
may become infeasible when the curvature constraint imposed on the vehicle motion is accounted for.

3.2. Three Primitive Paths with Curvature Constraint

In Figure 6 we show a scenario of three alternative options in which another obstacle is encountered
immediately after circumventing one obstacle. Therefore, the robot has to turn sharply to prevent an
imminent collision, as shown in Figure 6a. On the other hand, passing the first obstacle with a low
curvature streamline allows the robot to pass these two obstacles from the same side while there is not
enough space to pass through between the two obstacles using a streamline and complying with the
curvature constraint, as shown in Figure 6b. The third way shown in Figure 6c is passing the obstacle from
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the farther side by a sharp turn. The example demonstrates that the different timings for applying these
two strategies are related to the upcoming obstacle’s position after passing the first obstacle.

 
(a)                                                 (b)                                                    (c) 

Figure 6. Sequential obstacle avoidance via sharp turn and low-curvature turn in the situation of
different obstacle configurations (a) From the space between two obstacles; (b) From the same side of
both obstacles; (c) From farther side.

There are two strategies for local obstacle avoidance based on streamlines. For local obstacle avoidance,
a point robot could circumvent an obstacle from its left or its right side. Alternatively, it could also pass
an obstacle with maximum curvature via a sharp turn. We first describe the three primitive paths for the
avoidance of a single circular obstacle. For multiple obstacles, the same strategy is employed sequentially
for every detected obstacle that is to be avoided. The following are the details and procedures of a sharp
turn and low curvature turn for avoiding the obstacle by using streamline paths. Three collision-free
primitive paths most aligned to the current robot’s heading that achieve compliance with the curvature
constraint of the mobile robot are proposed by exploiting the richness of the streamlines that cover the
computational domain of Laplace’s Equation and the rather intuitive property that the deflection and
curvature of a streamline become smaller as it is farther from the obstacle. For simplicity of illustration,
we refer to Figure 7. It is assumed that the robot is moving in the +x-direction and a circular obstacle of
radius robs is located at the origin so that the maximum curvature of streamline occurs at the y-axis.

(A) Continuous-curvature sharp left or right turn

Consider the avoidance of the nearest obstacle within the sensing range in front of the robot.
Two curvature-constrained streamline-based left or right turn paths could be used as two primitive
paths to ensure the safe navigation from the left or right side of the obstacle based on the obstacle’s
radius. In particular, we look for the two streamlines corresponding to the left turn and right turn
with a curvature maximum equal to the maximum curvature κmax. The desired streamline is obtained
by shifting the selected streamline in a parallel way until its curvature maximum point grazes the
obstacle boundary.

Figure 7 illustrates an example of a hydrodynamic streamline path with different curvature
constraints. From the curvatures of flow depicted in Figure 7a (similar to the scenario of Figure 5), if the
initial y-position is further away from the center of the obstacle, a collision-free path is a nearly straight
streamline with a smaller curvature. In addition, we identify that the points with local maximum
curvature on a streamline are located at the y-axis, assuming that for simplicity the robot is moving
forward in the x-direction. In order to verify the curvature constraint for a streamline path, the points
of maximum curvature of a streamline have to be found so that it is sufficient to search over the
streamlines that satisfy the curvature constraint. In the scenario depicted in Figure 7, the maximum
curvature of a streamline path is smaller when further from the obstacle, and there are two points with
a local maximum curvature in a single path. They lie on the y-axis and are identified first by a binary
search presented in Algorithm 1. Algorithm 1 starts with a point (0, yLow_max) with curvature (7)
not larger than the maximum

κ(0, yLow_max) ≤ κmax (8)

131



Appl. Sci. 2018, 8, 2144

This point yLow_max with the largest magnitude |yLow| is identified by increasing the
y coordinate from the upper-most border point (0, a) of the obstacle centered at (0, 0) with
radius a. Then, Algorithm 1 of binary search is used to locate the point (0, yLow_min) between
(0, yLow_max − a) and (0, yLow_max) with a curvature κ equal to the maximum allowed curvature
κmax. Then, the streamline path is generated with a velocity U in (5) by numerical integration initialized
with (0, yLow_min). In this way, we can find two streamlines S1, S2 with a given maximum curvature
with starts at a different location from the current robot position. The streamlines in the region between
S1, S2 do not comply with the curvature constraints. The modified streamlines obtained by pulling the
streamlines S1, S2 back to the current robot position are the paths, as shown in Figure 7b.

 

(a) 

 

(b) 

Figure 7. The concept of sharp turn streamline paths to circumvent a circular obstacle with the
center placed at the origin in the x-y plane. (a) Streamline paths with different maximum curvatures.
The curvature of the streamline is larger as it is closer to the circle. (b) Feasible paths compatible with
different curvature constraints are pulled back to graze the obstacle border.
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Algorithm 1. Bisection for searching yLow_max, yLow_min

Input: Maximum allowed curvature κmax, a circular obstacle with center (0,0) and radius a
Output: Maximum curvature point y in the y-axis and its curvature κ

//First find (i) yLow_max whose curvature is not larger than κmax, then find (ii) yLow_min whose curvature
is κmax.
While κ(0, yLow) > κmax//κ(x, y)
yLow = yLow + a
endwhile

yHigh = yLow − a
//Curvature maximum point is found by binary search on the interval [yHigh,yLow]

While κ(0, yHigh)− κ(0, yLow) < ε //ε: tolerance
y = (yLow + yHigh)/2

If κ(0, y) > κmax, then yLow = y
Else yHigh = y
end if

end while

return y

(B) Continuous-curvature low curvature turn

Among the possible streamlines that can pass a given obstacle in front of the mobile robot,
a feasible path with a low curvature using Algorithm 1can be found. This is done by using Algorithm
1 for searching the unique streamline passing (0, yLow_max) with the largest |yLow| satisfying
Equation (9). This streamline is called the low curvature turn path. A low-curvature collision-free path
is found by Algorithm 1, a lateral displacement vertical to the moving direction (as Figure 8 shows,
along ±y direction) is used to pull the low curvature streamline path back to the current robot position.
Figure 8 shows the concept of the low curvature path.

Figure 8. The concept of the low curvature path.

Given an obstacle’s radius and the robot’s maximum allowed curvature, we can derive three
primitive paths which satisfy the curvature constraints as described above. For all three primitive
paths, the robot needs to keep a sufficient longitudinal distance with the obstacle to achieve the pursuit
of the primitive paths with a stricter curvature constraint, i.e., a lower maximum curvature. In addition,
while the maximum curvature constraint decreases, it is more difficult to achieve primitive paths.
Excessively restrictive curvature constraint causes no feasible path is found. Moreover, the lateral
distance to the obstacle will influence the ability to find a feasible path. Figure 9 demonstrates
primitive paths correspond to various initial positions (or relative distance to the obstacle) and
curvature constraints.
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Figure 9. The single obstacle avoidance path for different start positions and the curvature maximum
constraint in the x-y plane. The radius of the obstacle is 0.5 m. The robot forward moving direction is
the positive x-axis (toward the right).

3.3. Distance-Based Obstacle-Avoiding Path Selecting Strategy

The selecting strategy of quickly computing three primitive streamlines has to identify the situation
the robot encounters, depending on the reaction distance to the upcoming obstacle position or lateral
displacement relative to the size of the obstacle. The strategy is illustrated in the scenario of Figure 10.
The robot is initially located at x = −2 with a different lateral distance y related to a cylindrical obstacle
at the origin. Let b+ and b− be the points which two sharp turn paths intersect with the line x = −2.
The interval [−r, r], denoted by [d−, d+] in Figure 10 at the vertical line x = −2 is partitioned into intervals
B+~B− by the labeled points d− to d+ according to the start points of the primitive paths, symmetrically
with respect to the current robot position. We define Lsharp as the distance between points c+ (the start point
with a right sharp turn path) and c− (the start point with a low curvature path).

Figure 10. The illustration of the primitive path selecting strategy. The range [−robs, robs] according
to the obstacle size is partitioned manually into three intervals from far to near to reflect the reaction
distance. Robots with different lateral displacements related to an obstacle will pursue different
primitive streamline paths aligned with the current robot heading. Path 1 and Path 2 tangentially
traverse the enlarged circular obstacle boundary.
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Specifically, given a current robot configuration and an obstacle of known size and location in
front of the robot forward route, we propose the following rules⎧⎪⎨⎪⎩

dlat ∈ A + A− → Path 1
dlat ∈ B + B− → Path 2

dlat ∈ special cases → Path 3
(9)

The strategy is according to the relative lateral distance dlat ≤ robs measured from the center of the
obstacle (xobs,yobs) in front of the robot, where the current robot location is at a fixed longitudinal distance.
The range [−robs,robs] according to the obstacle size is partitioned manually into three intervals from far
to near to reflect the reaction distance as Figure 10 shows. Once an obstacle is sensed by the obstacle
detector, the motion planner determines the proper primitive path via Equation (9) for the mobile robot
to follow to circumvent the obstacle. This strategy is designed to use a low curvature turn in Intervals
A+ and A−, while it pursues a sharp left turn in Interval B+ and a sharp right turn in Interval B− as the
obstacle is closer. In addition, this strategy makes the avoidance of a small obstacle easier (with smaller
rObstacle). Note that for obstacles with the same radius, the paths generated by streamlines of Laplace’s
Equation according to the same position are identical. Hence, a set of streamline paths can be a priori
computed for circular obstacles with different radii and stored and maintained in the dataset. The path
obtained by transforming a sample path computed for an obstacle located at the origin to the estimated or
true obstacle position could then be re-used to online plan or re-plan the collision-free movement with a
reduced time-complexity. In practice, the localization error requires the motion planner to online update
the primitive path according to a proposed lateral distance-based path selection strategy.

4. Real-Time Streamline-Based Obstacle Avoidance Strategy

4.1. Overview of the Obstacle Avoidance System

Figure 11 depicts the building blocks of the obstacle avoidance system. The real-time obstacle
avoidance system is built by three subsystems, which are the obstacle detector, the motion planner that
incorporates the curvature constraint, and the pure pursuit controller used to control the robot to follow
the specific primitive path with an allowable angular velocity satisfying the curvature constraint. For the
part of the robot’s hardware, we used the robot’s kinematic model to estimate the robot’s own kinematics
and the sensors to detect the surrounding environment. The obstacle’s global location is estimated by the
range data received from sonar and infrared sensors. Our motion planner initially selects a streamline
starting from the robot’s start position, which is generated based on an a priori known obstacle distribution.
The obstacle’s location is updated based on new sensor data during the robot’s forward motion, and the
motion planner will decide whether to enable local re-planning based on a path selection strategy or to
retain the original path for the robot to follow. Local re-planning is performed by generating and updating
a local subgoal that is on a new primitive collision-free path and the smooth transition between streamlines
is enabled via pure pursuit.

 

Figure 11. The flowchart of the online obstacle avoidance system for a curvature constrained
non-holonomic mobile robot based on the primitive streamline paths, a path selection strategy, and a
pure pursuit algorithm for streamline changing.
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4.2. Pure Pursuit Controller for Mobile Robots

We assume that an initial streamline is chosen based on the initial robot configuration and an
a priori known obstacle distribution, taking into consideration the curvature constraint. This initial
path may collide with obstacles. To ensure the safe and smooth navigation, one subsystem of our
obstacle avoidance system in Figure 11 is to make the robot redirect from following one streamline to
an alternative streamline at a look-ahead distance via a local, online pure pursuit algorithm without
violating curvature constraint. Figure 12 shows the plots of a streamline-changing circular path for
redirecting the mobile robot from its current pose to a subgoal on another streamline via pure pursuit.
The details are as follows.

Figure 12. The smooth transition for redirecting the mobile robot from its current pose on current the
streamline to a subgoal on the target streamline via pure pursuit.

Pure pursuit is a path tracking method by calculating the curvature of a new circular path for a
vehicle to pursuit a subgoal position ahead of the vehicle by leaving the initially planned path from
its current position [20,21], where the orientation of the subgoal is not concerned. Due to the fact
that non-holonomic mobile robots cannot directly move in the lateral direction, a robot pursues a
subgoal position ahead of the robot to redirect from its current position along an arc of curvature κ

via pure pursuit. Since the obstacle avoidance path can be computed analytically according to the
relative position of the robot and obstacle and shape and size of the obstacle, this method has an
implementation advantage.

Once a streamline is selected for streamline-changing, the next step is to find a subgoal point
Xg which is located after the closest point in the global coordinate. Let a local coordinate system be
attached to the robot with its origin set as the rotation center of the robot and the +x-axis of the local
frame aligned with the forward motion direction. Then transform a subgoal point Xg in the global
coordinate to xg,Robot = [xg yg]T in the local frame with xg and yg denoting the longitudinal and the
lateral displacements, respectively:

xg,Robot = R(θ)(Xg − XRobot), R(θ) =

[
cos(θ) sin(θ)
− sin(θ) cos(θ)

]
(10)

where XRobot is the current robot position in the global frame, and θ is the heading angle of the robot
in the global frame. The subgoal point xg,Robot in the vehicle coordinates can be represented with
curvature κ and α by geometry:

xg = rc(cos(α)− 1) = cos(α)−1
κ

yg = rc sin(α) = sin(α)
κ

(11)

where α is the angle of the arc between the vehicle and the subgoal (see Figure 12). The subgoal point

to pursue keeps a specific look-ahead distance L =
√

xg,Robot
2 + yg,Robot

2, since non-holonomic robots
cannot correct errors directly with respect to the nearest point on the path.
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Now the equations of the pure-pursuit curvature control law are derived. The curvature κ of
the vehicle is defined as the inverse of the distance rc, also called the radius of curvature, between
the vehicle’s frame origin and its instantaneous CoR (center of rotation). Second, the curvature also
represents the instantaneous change of the vehicle heading angle dθ with respect to the traveled
distance ds. Hence, curvature is formally defined as follows:

κ =
1
rc

=
dθ

ds
(12)

In implementation, curvature can be defined as the instantaneous change of the heading angle
Δθ with respect to the travel distance U·Δt in one sampling time Δt. Curvature then could be further
related to the robot’s velocity and angular velocity. Therefore, the angular velocity of a robot moves
along a path at a constant forward speed U could be computed from the path curvature via the
following relation (Equation (12)):

κ =
1
rc

=
ω

U
=

Δθ

U·Δt
(13)

where κ = yg,Robot/L2 [20]. To satisfy the maximum allowable curvature, we regularize the signed
curvature as

κconstraints = Sign(κ) · κmax i f κ > κmax (14)

Thus, the motion in the local frame of the robot can be applied to command the motion controller
via the inverse kinematics of Equation (1). The displacement ΔXg in the global frame can be derived
by exploiting the displacement ΔxRobot in the local frame

ΔXg = R(θ + Δθ)ΔxRobot

ΔXg =

[
− sin(Δθ)

cos(Δθ)

]
U·Δt,

(15)

A pure pursuit algorithm summarizing this subsection is shown in Algorithm 2.

Algorithm 2. The pure pursuit streamline path.

Input: robot initial pose, target streamline path, look-ahead distance, maximum allowable curvature
Output: status, pursuit path

While (not timeout or status) do

let R(θ) represent the transformation to robot coordinate
pClosest← {(x, y)|min{|(x, y)–poseRobot|} and (x, y) in

pursuitpath}
Xg← {(x, y) | min{|(x, y) − pClosest|} and (x, y) in pursuit path

after pClosest}
xg,Robot ← R(θ)(Xg − XRobot) (9)
Calculate the curvature κ←yg,Robot/L2

Regularize the curvature constraints (Equation (14))
Set the steering angle of the robot (Equation (13))
Update robot’s heading direction, poseRobot

if poseRobot and curvature == streamline path do

status←TRUE

store path into pathArray
if collide with obstacle do

status←FALSE

end while
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4.3. Setting Lookahead Distance

Look-ahead distance is the only parameter in the pure pursuit algorithm, and the reason for
the look-ahead distance is that non-holonomic robots cannot correct errors directly with respect
to the nearest point on the path [20]. The pure pursuit procedure is summarized in Algorithm
2. The common practice for setting look-ahead distance takes into consideration its effect on path
geometry and tracking performance. A longer look-ahead distance results in smoother paths but a
worse tracking accuracy. In contrast, a shorter look-ahead can reduce tracking errors more quickly.
Yet, due to the curvature constraint, the pure pursuit controller may not be able to follow steering
commands, and the robot motion becomes unstable. Therefore, a suitable look-ahead is needed for
both stability and tracking performance.

Figure 13 illustrates that the pure pursuit path is sensitive to the setting of look-ahead distance.
In this example, there is an angle between the x-axis and the line connecting the point robot and the
obstacle center. The path with a look-ahead of 0.5 m has an effective and efficient tracking ability.
However, the path with too large of a look-ahead distance, 1 m, for example, is smoother but unable
to track the path accurately. On the contrary, the path with a shorter look-ahead 0.1 m responds to
tracking errors quickly, but the robot’s motion is unstable and overdamping because of the curvature
constraint. Both paths obtained with a look-ahead of 1 m and 0.1 m lead to a collision with the obstacle.

Figure 13. Replanning via pure pursuit paths starting at a fixed position with a set of subgoals determined
by different look-ahead distances. The pursuit paths with look-ahead distance 0.1 and 1 intersect with the
obstacle, while the pure pursuit path with a look-ahead distance of 0.5 is collision-free.

4.4. Multiple Obstacles Avoidance Strategies

In an environment composed of multiple obstacles, previous researchers provided several different
methods to create a guidance vector field. The weighted superposition of a single obstacle is the most
commonly used method for multiple obstacles (e.g., Reference [6,8,11,12,15,18]). Though the sum
of HPFs is also HPF (hence, free of local minima), the superposition has no guarantee to satisfy the
curvature constraint. Hence, we propose a new avoidance strategy for multiple obstacles.

(1) Superposition of multiple obstacles

A weighted velocity field of each obstacle vector field not only guarantees no local equilibria in the
workspace, but also satisfies the zero Neumann boundary condition on every boundary of an obstacle.
In multiple obstacles, the path tangent or vector field at each point corresponds to the streamline of the
flow with velocity defined by the weighted superposition of velocity which is induced by an individual
obstacle. The total influence of all obstacles in an environment with N obstacles on the velocity field
Vtotal can be expressed as the weighted sum of N velocity fields of V1, . . . , VN for each obstacle

VtotalVtotal =
N

∑
i=1

wiVi (16)
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where wi is the position-dependent weighting function for obstacle i. One can design wi = ∏N
j 	=i

di
di+dj

with di denoting the shortest distance between the robot and the obstacle i. This design makes the
closest obstacle have the largest weight. In real-time applications, Equation (16) is calculated for only
all of the obstacles detected within the sensing range or a user-defined safety zone.

(2) The proposed strategy

We identify three primitive paths once the robot’s initial pose, maximum allowable curvature,
obstacle’s position, and radius are given. Figure 14 summarized the discussions so far as a flowchart
of hydrodynamic path planning in combination with pure pursuit in a multiple obstacles situation.
In the multiple obstacles situation, we initialize a queue called poseRobotArray to store the robot’s initial
pose. While the queue is not empty, we assign the first element of poseRobotArray to poseRobot and
pop the first element of the queue. Then, we move the robot forward to the target to check whether
the path is collision-free. If no obstacles are detected on the path, we store the path into pathArray.
Otherwise, we generate three primitive paths to avoid the detected obstacle. For each generated path,
we check if it collides with any other obstacle. If it is still collision-free, we store the robot’s final pose
into poseRobotArray. On the other hand, we check if the collision happened before or after passing the
first obstacle. If the collision happened before the first obstacle, we generate three primitive paths to
avoid the new obstacle from the robot’s initial pose. In contrast, we set the location of the closest point
on the path to the original obstacle as poseRobot and then avoid the new obstacle. Finally, we select the
optimized path from pathArray.

 

Figure 14. The flowchart of sequential obstacle avoidance by the hydrodynamic path planning with
pure pursuit in the multiple obstacles situation.

5. Comparisons and Experiment

In this section, we demonstrate the proposed algorithm for navigation within multiple circular
obstacles via comparisons with other methods to show the planner’s performance in a cluttered
environment and a proof of concept experiment to show the feasibility. The speed of the robots was set
as 1 m/s for all scenarios and the initial heading direction is aligned in the positive x-axis defined as
the forward direction. Two different cases are discussed.
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- Pure pursuit method vs. lane hopping method
- Multiple obstacles environment

5.1. Comparison of the Pure Pursuit Method and Lane Hopping Method

In order to leave an initially planned streamline and change to another one, lane hopping
(streamline changing) [14] is enabled in case the mobile robot (1) is too close to the obstacle (risk
of imminent collision) or the current streamline the robot follows violates the curvature constraint.
Lane hopping requires that the x coordinate in the two streamline paths before and after hopping
is almost the same. In the lane-hopping method, a 2 × 2 filter matrix K f ilter is used to generate the
lane-hopping paths. In contrast to the filter matrix, the pure pursuit strategy is easier in application,
for only a single value of the look-ahead distance is needed to be tuned. Thus, it is easier to find
feasible paths by pure pursuit. Furthermore, the pure pursuit method is also designed to satisfy the
curvature constraint for the part of the streamline-changing path, in addition to smoothness. Figure 15
presents that the pursuit of a target path both by pure pursuit and lane hopping. Both the filter matrix
K f ilter = 0.1I with I the 2 × 2 identity matrix in lane-hopping, and look-ahead distance L = 0.5 m in
pure pursuit are selected manually so that the pursuit paths can achieve their respective subgoal on the
selected new streamline to be followed. The maximum curvature of lane hopping (about 10 (1/m)) is
remarkably larger than that of pure pursuit (1(1/m)) at the beginning of streamline changing, and the
lane-hopping path can achieve the target streamline earlier.

Figure 15. The comparison of pure pursuit and lane hopping: path (upper plot) and curvature (lower
plot). Horizontal axis is the forward +x direction.

5.2. Multi-Obstacles Environment

5.2.1. Comparison with Streamline Path by Weighting Velocity of Each Single Obstacle

In Figure 16, the proposed method is compared with the streamline path obtained via the
weighting method. The maximum curvature of the pure pursuit path and streamline path are 0.50 (1/m)
and 1.44 (1/m), respectively. The maximum curvature of the pure pursuit path is smaller than the
streamline path.
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Figure 16. The two obstacle environment. Comparison of the pure pursuit path and weighting streamline path.

5.2.2. Clutter Case: Comparison with Lau’s Approach

In this example, we compare our methods with a fluid motion planner provided by Lau et al. [18]
in Figure 17. In the clutter case, there are two feasible paths with curvature constraints of 0.3 (1/m)
and 0.8 (1/m), respectively, by our proposed method. On the other hand, the streamline path with
curvature constraints 1 (1/m) collides with an obstacle and fails due to a late response. In sum,
our proposed method performed well and can have a higher probability to get feasible paths with a
small maximum curvature.

Figure 17. A cluttered environment: upper plot = the paths, lower plots = the curvature. Black dashed
path denotes the path generated by the method of superposition that collides with the obstacle.

5.3. Proof of Concept Experiment and Discussion

In the performed indoor experiment, three aspects related to the feasibility of trajectory generation
are presented, which are (1) curvature constraint, (2) arrangement of obstacles, and (3) sensor detection
error. First, while the maximum curvature constraint decreases, it is more difficult for robots to achieve
primitive paths. Second, a robot needs to keep enough clearance from the obstacle to ensure the pursuit
of all the three primitive paths possible. Third, we rely on low-cost sonar and infrared sensors to
estimate the obstacle location. Furthermore, in order to guarantee obstacle avoidance, the obstacles
are arranged so that only one obstacle is detected within a pre-specified look-ahead distance of the
mobile robot’s current location at a time. Table 1 lists the parameters of the robot platform related to
the experiment.
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Table 1. The parameters of the mobile robot Dr. Robot X80 (Figure 1) used for the experiment.

Wheel’s radius r 12.5 (cm)
Distance between two wheels d 25 (cm)

Robot radius rRobot 20 (cm)
Height 25.5 (cm)
Weight 3.5 (kg)

Operating (U)/Max.speed (Vmax) 0.5/1 (m/s)
Cycle time 200 (ms)

Safety distance rSafe 0.1 (m)
Curvature constraint κmax 1.5 (1/m)

5.3.1. Experimental Setting

The robot and the obstacle are modeled as a circle defined by its radius rRobot = 0.2 m (Table 1),
rObstacle = 0.1 m, respectively. The mobile robot is initially located at the origin of the global coordinate
system and its initial forward moving direction is the + x-axis. The mobile robot is modeled as a
kinematic unicycle (1) with curvature as a constrained input bounded by the maximum curvature
(Figure 2) while the tangential speed is held constant with vx = U = 0.5 m/s. The robot pose is
obtained by numerically integrating Equation (1), which is directly controlled by the path curvature
or angular velocity with the maximum allowable curvature for the mobile robot set as 1.5 (1/m),
as shown in Table 1. Thus, the angular speed is upper bounded by ω ≤ κmaxU = 1.5 ∗ 0.5 = 0.75 rad/s.
The pure pursuit command rate is 10 Hz, and the safety distance is rSafe = 0.1 m, which is the robot
displacement in a period to allow a sharp turn in case of an imminent collision. Given a safety distance
rSafe between a robot and a detected obstacle, the radius of the obstacle is enlarged to account for the
robot radius as rObs = rObstacle + rRobot + rSafe = 0.4 m for guaranteed local obstacle avoidance. In our
experiment, the look-ahead distance is equal to the robot radius L = rRobot = 0.2 m. Note that if different
subgoals between the obstacles are selected online for streamline changing from the current robot pose,
we obtain topologically different paths with different curvatures for sequential obstacle avoidance in
an environment with multiple obstacles. This is seen in the experiment in the following.

The distance between the robot’s center and the obstacle’s center is D = DSensor + rObstacle + rRobot,
where DSensor is the range value measured by the sensor. In the case of a circular robot and a circular
obstacle, which is the case studied in this paper, the collision-free criterion for safe navigation is that
the distance D between the point robot (robot center) and the obstacle center is larger than rObs, i.e.,
D > 0.4. In the experiment reported here, a left/right turn is the default action and must maintain at
least 0.4 m to a detected obstacle to be avoided. A narrow passage is not considered in this proof of
concept experiment, since this default action may cause navigation difficulty, if not an impossibility in
such a situation.

5.3.2. Online static cylinder obstacles avoidance

The experimental setup for the task of avoidance of multiple obstacles is operating a mobile robot
Dr. Robot X80 in a cluttered indoor environment. Similar to Reference [11], there are four cylinder
obstacles, all assumed to be identical cylinders with radius rObstacle = 0.1 m, placed at (1, 0), (1.8, −0.6),
(2.6, 0) and (2.6, −1.2) in meters, which are distributed around the forward motion route. The velocity
field generated by the gradient of the HPF solution to Laplace’s Equation for this map is depicted in
Figure 18. We assume the following:

(i) We do not consider the navigation between very tight spaces, thus, the obstacles are arranged
far apart to avoid the difficulty of APF-based navigation within a narrow passage. We arrange
the clearance between any two adjacent obstacles smaller than the sensing range of the sensors
but large enough to allow the pure pursuit algorithm to generate a local collision-free path for
navigation. Specifically, the minimum distance between two obstacles’ centers is 2rObs = 0.8 m,
wide enough for the robot to pass between two obstacles.
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(ii) The projection of all obstacles onto the ground plane is an identical circle, but the number of static
obstacles and their locations are unknown.

The navigation trajectories generated in the experiment are depicted in Figure 19, along with
Figure 20 showing the corresponding velocities and the path curvature profiles of two navigation paths
with nearly the same starting point at the origin. The velocity field covers the free space and does not
pass through the obstacles as desired. For the experiment shown here in Figure 19, the robot starts
at the origin and initially follows a straight streamline trajectory with a speed of 0.5 m/s along the
+x-axis. Then it confronts the detected obstacles in the front, and two feasible smooth navigation paths
are generated for online safe and smooth navigation via the proposed HPF-based planner during the
experiment. Different paths are obtained due to the slight variation in the initial position and heading
of the mobile robot. It is noted that the portion of the two smooth paths is between two obstacles, thus
no collision is guaranteed, and the maximum curvature of either path does not violate the maximum
curvature. As remarked in Reference [28], the smoothness of the trajectory and its gradient is generic
due to the physical characteristics of the continuously differentiable velocity potential solution to
Laplace’s Equation mentioned in Section 3. The map of the environment is created by Hector SLAM,
an open source SLAM algorithm available in ROS [23] based on the laser range data processed after
the experiment. The robot can autonomously localize itself once new sensor readings are available
(within 1 ms). The location of the detected obstacle fluctuates because of sensor noise and detection
error. In this scenario, the primitive paths can be computed within 0.2 ms in our implementation.
The obstacle avoidance system based on a priori selection of fast computing primitive streamline paths
is computationally efficient, and the reaction time is able to handle the situation as obstacles in the
front are detected, thus, making the system real-time. We remark that other options of a wide range of
more involved trajectories such as B-spline [45] are applicable for the proposed obstacle avoidance
system depicted in Figure 11, not only pertinent to streamlines. The main computational requirement
is that the trajectories employed as primitive paths compatible with curvature constraint are a priori
computed and could be online selected based on some rules, thus, preventing the generation of
infeasible paths.

Figure 18. The smooth velocity field generated by Laplace’s Equation with Dirichlet boundary
conditions in the experiment scenario depicted in Figure 19, assuming a bounded rectangular domain
with circular obstacles sufficiently apart.

 

Figure 19. Cont.
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Figure 19. The experimental setup for operating a mobile robot in a cluttered environment (upper: the
photo, lower: the mapping) and two resulting obstacle-avoiding navigation paths generated online by
the streamline-based approach.

Figure 20. The linear and angular velocities, speeds of the left and right wheels and curvature profiles
of the two directional navigation paths depicted in Figure 19, where vx = 0.5 is the desired constant
reference longitudinal/forward/tangential speed and vy is the lateral speed of the robot.

6. Conclusions

Recent developments on navigation methodologies for autonomous unmanned vehicles show
that the HPF-based navigation algorithm is an example of the unifying view or framework of a
vector field or dynamical systems based vehicle navigation pattern generators inspired from the scalar
function of APFs (e.g., Reference [38]). The streamlines provide a pool of systematic, predictable
smooth primitive paths that are integral curves of explicit and easily computable vector fields useful
for the specification of the path tangent for directional navigation guidance and higher order path
characteristics such as the curvature at each point of the path followed by autonomous vehicles.
We demonstrate the practical usefulness of an HPF-based method to generate smooth paths for
non-holonomic mobile robots to avoid obstacles via an obstacle avoidance system based on streamlines
with a curvature constraint in this paper. First, streamlines extracted from the harmonic potential
field are used to design three primitive smooth paths satisfying the curvature constraint for a single
obstacle avoidance along with their application situations according to a lateral distance relative to
obstacle size. Second, the pure pursuit algorithm is implemented to pursuit streamline-changing paths
satisfying the curvature constraint for local multiple-obstacle avoidance situations. The simulation
results show that pure pursuit paths in combination with initially planned streamlines can find feasible
paths with smaller curvature constraints compared to previous hydrodynamics-based approaches.
Furthermore, a proof of concept experiment was conducted to validate that the obstacle avoidance
system based on the a priori selection of fast computing primitive streamline paths is computationally
efficient and that the reaction time is able to handle the situation of an obstacle being detected in front
of it online. Future work is planned to focus on the extension to 3D space, and toward safe navigation
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in environments of increasing size and complexity such as moving obstacles and multiple vehicles
scenarios with the complete real-time HPF-based path planner. Additionally, it is also interesting to
see the navigation performance under different sensor qualities such as the RGB-D sensor.
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Abstract: Recently, the number of alpine ski junior players in Japan has drastically decreased.
The causes include a decrease in ski areas and instructors, along with difficulty of early childhood
alpine ski guidance. The alpine ski competition is not simply a glide on a slope. It requires
understanding of ski deflection and skier posture mechanics. Therefore, a passive ski robot without
an actuator was developed for junior racers of the alpine ski competition to facilitate understanding
of the turn mechanism. Using this robot can elucidate factors affecting ski turns, such as the position
of the center of gravity (COG) and the ski shape. Furthermore, a mechanism for changing the COG
height, the edge angle and the ski deflection is added to the passive turn type ski robot. The developed
ski robot can freely control the turn by changing those parameters during sliding.

Keywords: actuatorless; alpine ski; human–robot interaction; mechanism; passive skiing turn;
skiing robot

1. Introduction

Since the establishment of sports engineering as a research field, the role of engineering in sports
has grown. For example, by considering physical properties such as mechanical properties, sports
equipment might be designed and developed to, to improve the performance of all athletes or a single
athlete [1,2]. In recent years, it has become possible to analyze motion three-dimensionally from
an image captured using a high-speed video camera and to pursue an ideal form in a competition.
Engineering has become indispensable for the development of sports. The study of all sports has
been pursued vigorously. Regarding skiing, the turn mechanism can be elucidated from various
viewpoints such as skier motion analysis, dynamic model simulation and experimentation using
robots [3]. During skier motion analysis, difficulties of coupling with skis and difficulties of biological
loads are addressed using multiple CCD cameras and force sensors. Moreover, the effects of various
elements such as mechanical properties of the ski and snow surface on the turn can be examined [4–7].
Simplified simulation of the skier turn position has also been performed; highly reliable simulation
methods and skier models have been proposed [8–12]. Furthermore, in studies using ski robots [13–17],
a mechanical turn is clarified by having the robot reproduce a turn using the human turn position as
code. Nevertheless, because many approximations are used in the dynamic models of turns derived in
these studies and because nonlinear differential equations are solved, the actual turns of skiers have
not been elucidated sufficiently. It is difficult to apply the study results directly to skiers.

Therefore, for this study, to examine the competition form of alpine skiing, a simple passive-turn
type ski robot was fabricated particularly emphasizing the turn position. This ski robot is suitable for
examining basic operations required for the turn because the ski robot can repeat the turn continuously,
simply by the gravitational movement of its center of gravity (COG) without using the power of a
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motor or other device. Because the COG movement timing during turning can be assessed visually,
it is easy for junior athletes to understand its results. Future development and strengthening of the
athlete can be expected. As described in this paper, the effects of different ski shapes and the COG
position of the ski during the turn are examined experimentally using a passive turn type ski robot.
Their efficient operation in alpine ski turns is clarified. Also, mechanisms for changing the COG height,
the ski edge angle and the ski deflection are added to the passive turn type ski robot to develop a robot
that can freely control the turn by changing them during sliding.

2. Alpine Ski Turning

Alpine ski turns are used by carving turns: turning is done while tilting the upper body to make
an angle between the snow surface and the ski. For this reason, the ski has a concave shape called a side
curve [18], the ski edge is made to stand on the snow surface to make use of this side curve (the angle
formed by the snow surface and the ski at this time is called the edge angle). While maintaining the
speed using the centrifugal force generated from the sliding speed, the ski is turned using the arc
track generated by the ski. Heretofore, skitting turns have been performed using lateral deviation
by turning a leg portion of a straight-shaped ski plate with the outer leg of the turn facing inward.
Whereas carving turns performed by alpine skiers, who compete for velocity, can make a sharp turn
greater than the arc of the side curve, the skitting turn using the turning motion of the legs has no left
or right leg pointing in the same direction. Therefore, the turn is accompanied by lateral deviation,
thereby suppressing the speed.

Figure 1 shows a carving turn in an actual competition. Figure 1a shows the first-ranked junior
high school girl competitor in Akita Prefecture. Figure 1b shows a fourth-grade elementary school
student during the first year of the competition. Assuming that the starting point (yellow mark) is the
point at which the lumbar center position changes from the left foot side to the right foot side, the top
point is the point at which the ski faces almost rightward below. The finishing point is the point at
which the lumbar center position changes from the right foot side to the left foot side. The player
depicted in Figure 1a reaches the top point beside the flag gate, whereas the player in Figure 1b reaches
the top point after passage through the flag gate. The finish point is delayed because of the effect. It is
also readily apparent that the player in Figure 1a turns at an angle between the snow surface and the
board while flexing the ski.

Figure 1. Turn used in alpine skiing.
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3. Passive Turn Type of Ski Robot

3.1. Composition of Ski Robot

Next, we examine a carving turn. To do so, we produced a passive-turn type of ski robot [19,20]
that can use some angle between the snow surface and the skis by shifting its COG. Using it, we can
verify experimentally how much of an effect is attributable to ski turning by the ski shape and by the
COG position. The passive-turn type of ski robot presented in Figure 2 is made entirely of ABS resin.
It weighs 50 g with skis attached. The robot is structured such that its legs and body are connected by
hinges, with its left and right legs separated stably using a support bar attached at the body part.

 

Figure 2. Structure of passive turn type ski robot (50 g).

The connections are made using hinges. Therefore, the body part can move freely only in a
sideways direction. We set the gap separating the left and right skis using a support bar such that
the edge angle can be as great as ±35 deg. A ski is connected firmly to each robot leg so that each
leg is always perpendicular to each associated ski surface in its width direction, thereby enabling
determination of a ski edge angle. Stainless steel tape was adhered to the lower surfaces of the skis to
facilitate sliding. Six white markers are attached to the robot, each at a different location. They are
used for motion analyses.

3.2. Profiles of Skis

Figure 3 shows two kinds of skis, each of which is made of ABS resin. They are 1 mm thick,
170 mm long and 35 mm wide at the front end and back end, with respective side curve radii R of
400 mm and 800 mm. Because the ski robot we use for this experiment cannot bend the skis similarly to
a real skier, we created and used two pairs of skis, each with a different side curve radius R, by which
we were able to assume that the skis were bent.

Figure 3. Ski design.
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3.3. Passive-Turn Mechanism

To conceptualize the turn mechanism of the ski robot, a ski slope was assumed as portrayed in
Figure 4. As viewed from directly above, the locus of a skiing turn locus was assumed as a circle.

Figure 4. Simple assumption of the skiing robot turn.

Figure 5 was made to show perspectives from directly above a ski slope and directly from the
side, devoting attention to the body, a left leg and a right leg. Conditions for depiction were assumed
as follows.

• A 35 deg edge angle was used with a 25 deg ski slope.
• Side curve radii R of the skis are 400 mm.
• Speed at the turn is constant.
• Leg width is 80 mm.
• Body height is 40 mm.
• The COG is the body center.

Figure 5. Simple assumption of turn of the skiing robot.

Results show the skiing robot turn motion as the following. Here, the angles in Figure 5 show
the ski angle direction as ω. The slope along the Y-axis has ω = 0◦. As portrayed in Figure 5, first,
the right foot in the upper part of the ski slope changes as a turn progresses to become different at the
bottom of the ski slope. At about ω = 30◦, the body support changes from the left foot to support by
the right foot: the angle of leaning of the body changes. The skiing robot is turning continuously while
repeating this motion in alternate directions.
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3.4. Experimental Method

For experiment using the passive-turn type of ski robot, we took measurements using three CCD
cameras and performed three-dimensional motion analyses. Figure 6 shows the experiment setup.
The X-, Y- and Z-axes are also presented in Figure 6. We placed one camera at the front part of the
ski slope. The other two were placed respectively at 45 deg left and 45 deg right from the front part.
The slope angle was set to 25 deg.

We chose to use a carpet (0.9 m × 1.8 m) as a ski slope, with its fluff height sufficient for the skis to
retain contact when a ski edge was angled (fluff height > t in Figure 1). Stainless steel tape was placed
on the lower surfaces of the skis to facilitate sliding. Figure 5 shows that the ski angle of direction ω

was set.
During the experiments, the ski trajectory, the ski speed and the COG shift timing were observed.

The data were verified by making the ski robot turn one direction after another continually while
trying to use body heights of 40 mm or 50 mm and its skis with side curve radii R of 400 mm or 800 mm.
Initially, the skis were oriented to ω = 0◦. The results obtained experimentally using the ski robot were
based on averages of five trials.

Figure 6. Experimental setup.

3.5. Body Height Difference Effects on Turning

For these experiments, robots of two types with lumbar heights of 40 mm and 50 mm were slid at
an initial velocity of 0 m/s. Then the trajectories of the respective turns were analyzed.

With the start of the left ski running as the origin 0, the X-axis coordinate (positive) is taken in
the left direction; the Y-axis coordinate (positive) is taken in the down direction as viewed from the
front. The coordinates of the trajectory of the left ski are represented numerically. The results are
presented in Figure 7. ω in Figure 7 represents the azimuth angle of the robot: is the angle between the
ski orientation and the straight line in the downward slope direction. The radius of the arc formed by
connecting the three points of the start point, the top point and the finish point of the turn of the ski
robots did not differ significantly. However, results demonstrated that the point at which the robot
starts to switch the turn to the opposite side is slower and that the cycle of the turn is larger as the
lumbar region is positioned higher. The “cycle of the turn” means the duration of a continuous turn in
the left or right direction.
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Figure 7. Experimental results related to the difference of the body height.

4. Ski Robot Using Variable Height Mechanism of COG

4.1. Composition of Ski Robot Incorporating a Variable Height Mechanism

During sliding of the passive turn type ski robot, the cycle of the turn also differed depending on
the leg length difference. Therefore, attention is devoted to the influence of the turn because of the
difference in the COG height. Results verified whether the robot ski turn can be controlled by changing
the COG height during sliding. For moving the COG to the right and left, which is the basic operation
of the ski robot, a passive turn ski robot is applied. We used a four-node link that operates only by
gravity, as shown in Figure 8. A mechanism was added to change the leg length to control the robot’s
ski turn with the change in the COG height during sliding. This mechanism is a small servomotor
(S3156; Futaba Corp., Chiba, Japan). The leg length changes as the two plates of the leg portion slide,
as shown in Figure 9. Its operation combines batteries (NR5U50; Futaba Corp.) and transceivers (T6EX,
R6004F; Futaba Corp.) to enable wireless radio-controlled radio. A link for moving the COG to the left
and right and a mechanism for expanding and contracting the leg are provided. Therefore, a universal
joint is used for the rotation axis of the mechanism to expand and contract the leg.
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Figure 8. Rectangular linkage for center of gravity shift.

Figure 9. Variable height mechanism of the foot length.

Figure 10 shows a ski robot with an additional variable COG height mechanism. The robot leg
length was a minimum of 50 mm; the length of extension of the legs was a maximum of 15 mm.
The width of both legs was 110 mm. The side curve radius of the ski was 400 mm. The edge angle
range was −35◦ to 35◦. The total weight was 263 g.

Figure 10. Ski robot with variable height mechanism.

4.2. Servomotor Response Characteristics

Servomotors and transmitters/receivers are used as robot mechanisms. The legs are extended
and contracted by operation of the radio controller. Therefore, a delay occurs between the transmitter
operation and the servomotor operation. To assess this delay, the respective operations of the
transmitter and the servomotor were photographed using a high-speed camera (420 fps) using the
S3156 servomotor and the T6EX and R6004F transceivers used for the robot. Then the reaction time of
the servomotor was measured from the video. Dartfish software (Dartfish Japan Co., Ltd.) was used
for the measurement. Results confirmed that a lag of about 0.06 s occurred between the transmitter
and servomotor operations.

4.3. Switching Time in the COG Height

When the robot changes the COG height, it takes some time from the operation of the servomotor
until the COG height changes. Therefore, change time for the case where the leg length was increased
from 50 mm to 65 mm and for the case where the leg length was decreased from 65 mm to 50 mm
ware examined. Similar to the servomotor response characteristics, the state of the change in the COG
was photographed using a high-speed camera (420 fps); it was also measured using Dartfish software.
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Measurement results confirmed that about 0.29 s was necessary for the leg length to change from
50 mm to 65 mm; about 0.21 s was necessary for the leg length to change from 65 mm to 50 mm.

4.4. Experimental Method

Measurement fields such as the measurement range and the slope angle are the same as those
shown in Figure 6. As an experiment method, the position at which the distance from the origin in the
Y-axis direction is 1500 mm distance is marked. This mark is used as a point for changing the COG
height of the robot. We assessed sliding at an initial velocity of 0 m/s from the leg lengths of 65 mm
and 50 mm and change of the leg length as it passes by the point. The legs were operated to have
lengths of 65 mm to 50 mm and 50 mm to 65 mm, respectively. The cycle of the turn was compared in
cases where the COG height was not operated. The results obtained experimentally using the ski robot
were based on averages of five trials.

4.5. Experimental Results

Figure 11 shows the trajectory of both skis during the turn. The red lines in Figure 11b,d
respectively show the points at which the COG changes. Results show that the trajectory of the
turn thereafter also changes when the COG position is lowered from a high state to a low state.
Moreover, the cycle of the turn is more reduced than in the case in which the COG height is not
changed. In the case in which the position of the COG is raised from the low state to the high state,
similarly, the subsequent trajectory changes; the cycle of the turn increases.

Figure 11. Trajectories of ski robot with variable gravitational center height mechanism.
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However, no significant difference was found in the radius of curvature of the turns before
and after the change in the COG in either case. The experimentally obtained results confirmed that
the switching point of the turn, which is the movement of the COG in the left and right direction,
was changed by changing the timing of raising and lowering the COG height.

5. Ski Robot Using Variable Edge Angle Mechanism

5.1. Composition of Ski Robot Using Variable Edge Angle Mechanism

In actual skiing, there is a difference in the position of the senior and the lower in turning. One of
them is the difference in edge angle and the senior person performs the turn while making the edge
large at the time of the turn. Therefore, attention is paid to the influence of the turn due to the difference
in the edge angle and it is verified whether or not the ski turn of the robot can be controlled by changing
the edge angle during the sliding.

For moving the center of gravity to the left and right, which is the basic operation of the ski robot,
a four-node link capable of operating only by gravity is used, as in a passive turn type ski robot having
a center of gravity variable mechanism. In addition, a mechanism that can change the edge angle
has been added to control the robot’s ski pattern by changing the edge angle during sliding. In this
mechanism, a small servomotor (S3156; Futaba Electronics Industry) is installed on both leg portions
and the edge angle is changed by rotating a small rod supporting the lumbar up and down as shown
in Figure 12. Also, batteries (NR-4QC; Futaba Electronics) and transceivers (T6EX, R6004F; Futaba
Electronics) can be combined to enable wireless-controlled operation.

 

Figure 12. Variable mechanism of the edge angle.

The servomotors of both leg portions are connected to the two-forked cord. Therefore, they are
mutually interlocked to perform the same degree of angulation on the left and right sides. Figure 13
shows a ski robot with an added edge angle variation mechanism. The edge angle can be varied from
±30◦ to ±35◦. The robot leg length was 55 mm. The width of both legs was 110 mm. The side curve
radius of the ski was 400 mm. Its total weight was 238 g.

Figure 13. Ski robot with variable mechanism of the edge angle.

5.2. Switching Time in the Edge Angle

When the robot changes the edge angle, it takes some time from the operation of the servomotor
until the edge angle changes. Therefore, the change times in the cases of increasing the edge angle
30◦ to 35◦ and of decreasing the edge angle from 35◦ to 30◦ were examined. The edge angle change
was photographed using a high-speed camera (420 fps) and was measured using Dartfish software.
Results confirmed that 0.14 s was necessary for the edge angle to change from 30◦ to 35◦; about 0.16 s
was necessary for the edge angle to change from 35◦ to 30◦.

156



Appl. Sci. 2018, 8, 2643

5.3. Experimental Method

Experiments were conducted to determine whether the cycle of the turn could be controlled by
changing the edge angle during the sliding. The measurement fields such as the measurement range
and the angle of the slope are the same as those shown in Figure 6.

As an experimental method, the position at which the distance from the origin in the Y-axis
direction is the 1500 mm distance is marked. This mark is used as a point at which the edge angle of
the robot is changed. The edge angles were operated to be 35◦ to 30◦ and 30◦ to 35◦, respectively and
the cycles of the turns were compared with those in the case where the edge angles were not operated.

5.4. Experimental Results

Figure 14 shows the trajectories of both skis during the turn. The red lines in Figure 14b,d
represent points that change the edge angle. In Figure 14c,d, the “start, top and finish point” markers
move from left side because the turn cycle is shorter than those shown in Figure 14a,b. The turn
posture at 1500 mm of the switching point is not the same. When the edge angle is reduced from
35 deg to 30 deg, the trajectories of the subsequent turns are also changed. Results demonstrate
that the radius of curvature of the turns is greater than in the case in which the edge angle is not
changed. Similarly, when the edge angle is increased from 30◦ to 35◦, the subsequent trajectory changes.
The radius of curvature of the turn decreases. The experimentally obtained results confirmed that the
magnitude of the curve of the turn was altered by changing, increasing or decreasing, the edge angle.
The experimentally obtained results for the ski robot were based on the averages of five trials.

Figure 14. Trajectories of ski robot with variable edge angle mechanism.
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6. Ski Robot Using Variable Mechanism of Ski Flexure

6.1. Ski Robot Incorporating a Mechanism of Variable Ski Flexure

For turns during skiing, the ski deflection is a major factor affecting motion. If the ski itself is
straight and does not flex, then it cannot be turned well by raising the edge. The skier intentionally
loads the ski plate surface when turning and turns while flexing the ski to create a curved surface.
Therefore, attention must be devoted to the influence of the turn because of the presence or absence of
ski deflection. Results verified whether the ski turn of the robot can be controlled by deflecting the ski
during sliding. The ski has a side curve. Therefore, it is possible to turn the ski even in a state in which
the ski is not bent.

For moving the COG to the left and right, which is the basic operation of the ski robot, a four-node
link capable of operating solely by gravity is used as in a passive turn type ski robot with a variable
mechanism of the COG (edge angle). In addition, a mechanism has been added to flex the plate
to control the robot’s ski turn by flexing the plate during sliding. This mechanism is powered by
two small servomotors (S3156; Futaba Corp.). The ski can be flexed by simultaneously rotating the
two plates and pulling both ends of the ski up with yarn, as portrayed in Figure 15. Its operation
combines batteries (NR5U50; Futaba Corp.) and transceivers (T6EX, R6004F; Futaba Corp.) to enable
wireless radio-controlled radio. The two servomotors are interlocked because they are connected to
the two-forked cord. A link for moving the COG to the left and right and a mechanism for deflecting
the ski are provided. Therefore, a universal joint is used for the rotation axis of the mechanism for
deflecting the ski.

Figure 15. Variable mechanism of the ski flexure.

Figure 16 shows a ski robot with an additional variable ski deflection mechanism. The ski changes
from a flat state to a deflected state. The robot leg length was 55 mm. The width of both legs was
110 mm. The side curve radius of the ski was 400 mm. The edge angle range was −35◦ to 35◦. The total
weight was 318 g.

Figure 16. Variable mechanism of the ski flexure.

6.2. Switching Time in the Ski Flexure

When the robot deflects the ski, it takes some time after the servomotor operates until the plate
deflects. Therefore, the change time in the case where the ski was bent from the flat state and in
the case where it was returned from the bent state to the flat state was examined. The ski changes
are photographed with a high-speed camera (420 fps) and measured by Dartfish software. From the
measurement results, it can be confirmed that about 0.13 s is required for the ski to deflect from the flat
state and about 0.10 s is required for the ski to return from the bent state to the flat state.
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6.3. Experimental Method

Experiments were conducted to ascertain whether the cycle of turn can be controlled by varying
the ski deflection during sliding. Measurement fields such as the measurement range and the slope
angle are the same as those shown in Figure 6.

With the start of sliding of the left ski as the origin 0, the X-axis coordinate (positive) is taken in
the left direction, the Y-axis coordinate (positive) is taken in the down direction as viewed from the
front and the coordinates of the trajectories of the left ski and the right ski are represented numerically.
As an experiment method, the position at which the distance from the origin in the Y-axis direction is
the 1500 mm distance is marked. This mark is used as a point for changing the deflection of the ski of
the robot. Sliding of the ski from flexed and flat at an initial velocity of 0 m/s is done to change the ski
deflection as it passes by the point. The ski was manipulated from a deflected state to a flat state and
from a flat state to a deflected state, respectively. The cycle of the turn was compared with the case in
which the plate deflection was not manipulated. The results obtained experimentally using the ski
robot were based on averages of five trials.

6.4. Experimental Results

Figure 17 shows the trajectory of both skis during the turn as the ski robot slid. The red lines in
Figure 17b,d show points that change the deflection of the ski plate. When the ski is made to slide while
bent, the radius of curvature of the turn is smaller. Also, the turn is deeper than when the ski is made
to slide in a flat state. For the turn in which the ski plate deflection was changed in the middle of the
sliding, although the curvature radius after the change could not be calculated because the number of turns
within the measurement range was small, the change of the turn trajectory in both cases can be confirmed.
Experiment results suggest that a turn with a flexed ski can be done with a smaller radius of curvature
and that the subsequent trajectory can also be changed by changing the flexion of the ski during sliding.
Therefore, the curvature of the turn can be changed by deflecting the plate during turning.

Figure 17. Trajectories of ski robot with variable ski flexure mechanism.
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7. Conclusions

For this study, a passive turn ski robot was developed to improve the competitive ability of alpine
skiers. Subsequently, experiments were conducted to ascertain whether mechanisms for varying the
COG height, edge angle and ski deflection could be added to the passive turn type ski robot to control
turns solely by these changes. The results of the respective investigations are summarized below.

1. A simple passive-turn type ski robot was fabricated to assess effects of differences of the robot
construction and COG height on turning. The use of a hinge to connect the lumbar and leg
allows the robot to repeat adduction and abductor movements of the hip joint using gravity
exerted during sliding and to turning the hip joints continuously. In addition, when comparing
the sliding trajectories of robots having different COG heights, the higher the COG is, the later
the timing of switching to the opposite side turn becomes. For that reason, the cycle of the turn
becomes larger.

2. To clarify the importance of the timing of changing the COG height in the turn by noting
the influence on the turn caused by the COG height difference, a mechanism for varying the
COG height was added to the passive turn ski robot. For turns in which the COG height was
manipulated during running, the radius of curvature was almost identical. Only the cycle of the
turn changed. Results show that the timing of raising and lowering the COG height changed the
switching point of the turn, which is the movement of the COG in the left and right directions.

3. To clarify the importance of the edge angle in the turn by noting the influence on the turn by
the difference in the edge angle, which is one factor affecting the turn, a mechanism for varying
the edge angle was added to the passive turn type ski robot. Results show that the radius of
curvature of the turn was changed during turning in which the edge angle was manipulated
during sliding. Moreover, the depth of the arc of the turn was altered by the timing of the edge
angle increase or decrease.

4. A mechanism for varying the ski deflection was added to the passive turn ski robot to clarify the
importance of the ski deflection during turning by elucidating the influence on turning of the ski
deflection the skier exerts during turning. Results demonstrated that the turn can be performed
with a small curvature by deflecting the ski and show that the turn trajectory was altered by the
plate deflection during sliding.

5. No consideration of friction exists in this study. Therefore, we would like to defer to future work
our planned comparison of the running experiment results and a theoretical model incorporating
the contact area of the snow in an alpine ski model.
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Ángel Rodriguez López 3

1 Department of Robotics, Faculty of Mechanical Engineering, VŠB-Technical University of Ostrava,
70833 Ostrava, Czech Republic; jan@babjak.cz (J.B.); zdenek.konecny@vsb.cz (Z.K.)

2 Instytut Podstaw Konstrukcji Maszyn, Konarskiego 18A, 44-100 Gliwice, Poland;
wojciech.moczulski@polsl.pl

3 Department of Systems Engineering and Automation, Universidad Carlos III de Madrid, 28911 Madrid,
Spain; angrodri@ing.uc3m.es

* Correspondence: petr.novak@vsb.cz (P.N.); tomas.kot@vsb.cz (T.K.)

Received: 18 October 2018; Accepted: 13 November 2018; Published: 19 November 2018

Featured Application: The mobile robot described in the article is used for reconnaissance and

inspection of underground coal mines after a catastrophic event. Knowledge from the article can

be used as guidelines and aid for design of a mechatronic system with explosion safety for Group

I (underground mines), Category M1 (presence of an explosive atmosphere).

Abstract: The article focuses on specific challenges of the design of a reconnaissance mobile robotic
system aimed for inspection in underground coal mine areas after a catastrophic event. Systems that
are designated for these conditions must meet specific standards and regulations. In this paper is
discussed primarily the main conception of meeting explosion safety regulations of European Union
2014/34/EU (also called ATEX—from French “Appareils destinés à être utilisés en ATmosphères
Explosives”) for Group I (equipment intended for use in underground mines) and Category M1
(equipment designed for operation in the presence of an explosive atmosphere). An example of a
practical solution is described on main subsystems of the mobile robot TeleRescuer—a teleoperated
robot with autonomy functions, a sensory subsystem with multiple cameras, three-dimensional
(3D) mapping and sensors for measurement of gas concentration, airflow, relative humidity, and
temperatures. Explosion safety is ensured according to the Technical Report CLC/TR 60079-33 “s”
by two main independent protections—mechanical protection (flameproof enclosure) and electrical
protection (automatic methane detector that disconnects power when methane breaches the enclosure
and gets inside the robot body).

Keywords: mobile robot; coalmine; exploration; robotics; ATEX; safety; methane

1. Introduction

Despite the constant improvement of mining technology and ever more comprehensive
knowledge of the geological composition of coal resources, there are still catastrophes that happen to
underground coal mines. Thousands of miners die from mining accidents each year, especially from
underground coal mining [1,2]. Underground coal mining is considered to be much more hazardous
than hard rock mining due to flat-lying rock strata, the presence of methane gas, and coal dust.

The focus of the project “System of the mobile robot TeleRescuer for inspecting coal mine areas
affected by catastrophic events” (supported by European Commission research fund Coal and Steel)
was the development and realization of a system for virtual teleportation (virtual immersion) of
rescuers to the underground areas of a coal mine that have been closed due to a catastrophic event
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within them [3]. It was an international project managed by a consortium composed of the Silesian
University of Technology (Gliwice, Poland), the VSB—Technical University of Ostrava (Ostrava,
Czech Republic), the Universidad Carlos III de Madrid (Madrid, Spain), COPEX (Katowice, Poland),
Simmersion GmbH (Groß-Siegharts, Austria), and Skytech Research (Gliwice, Poland) during years
2014–2017. All authors of this article are members of the consortium team.

The inspection with use of a mobile robot should take place primarily in situations and places
where the presence of a rescue team is absolutely precluded (e.g., after a decision to withdraw the
team). In some situations, the robot could for a long time (e.g., a few or dozen days) remain in the
danger zone as a remote measurement observatory. It seems to be recommended that the robot could
be remotely controlled from a safe room (rescue base). It should be equipped with a set of cameras and
a set of sensors for the analysis and recording of physical parameters of the mine and composition of
the mine atmosphere. One should also consider the possibility of using a robot vehicle as a means of
transport to provide e.g., a specialized equipment to/from the rescue base to/from the rescue team
present in the danger zone (going to the zone or returning) or to the crew waiting for help.

A mobile robot that is designed for harsh conditions must be able to properly operate in
such conditions [4]. This includes not only a heavy-duty construction and good driving abilities,
but primarily the robot must not make the situation even worse by, for example, causing a
methane explosion. To secure this, most countries adopted certain regulations and standards for
all devices that are intended for areas with potential risk of explosion, and these regulations must be
indispensably followed.

This article describes a practical application of said regulations for the mobile robot TeleRescuer.
After the initial overview of the related legislation in the main world regions and analysis of
existing mobile robots for similar tasks, TeleRescuer is introduced by a brief description of individual
subsystems. Then follows the main part of the article—implementation of explosion safety regulations
that begins by selecting the overall concept of protection, which is then described in detail (separation
of electrical components into galvanic isolated subsystems; flameproof enclosure with an example of
the performed stress analyses; automatic safety gas detector; and, other protections).

2. State of Art

2.1. Legislation Overview

When designing the robot in the underground coal mine environment, it is necessary to take into
account the requirements for safety in potentially explosive atmospheres, based on the standards in
force in the country of use.

In the European Union, the legislation is based on the European Commission Directive
2014/34/EU (also called ATEX), which sets requirements for manufacturers and operators of
equipment that is designed to work in potentially explosive atmospheres [5]. The requirements
in this document result from national standards adopted by individual countries. In the EU, these
national standards are harmonized with the IEC 60079 Series Explosive Atmosphere Standards [6].

In China, the GB standard—Guobiao system is applied (Chinese national standards issued by
the Standardization Administration of China), together with standards GB3836, which are identical to
IEC 60079 [7].

In the United States of America, this issue is addressed by the legislation of Hazardous Locations
(abbreviated to HazLoc), which aims to control the risks that are related to the explosion in certain
environments [8].

In the Russian Federation and several neighbouring countries, the document “Technical
Regulations CU TR 012/2011 on the safety of equipment in explosion hazardous environments” [9] is
in use.
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In Australia, this is solved by the NSW Coal Mine Health and Safety Regulation [10]. In Brazil,
the INMETRO Regulation “Portaria 83:2006” states the requirements for electrical equipment for use
in explosive atmospheres of vapours and gases [11].

It should be mentioned that all of the above-mentioned documents approach the problem more
or less equally—they classify environments into several levels of risk and for each level offer specific
ways to achieve the required safety.

2.2. Existing Mobile Robots

There are a number of projects related to problems of mobile robots in underground coal
mines [12–14]. One of the most important differences between these robots when compared to the
“normal” field mobile robots should be the ability to work in the potentially dangerous environment
of coal mines by fulfilling the corresponding directives.

An example of a mobile robot that is designed for usage in coal mines is the Mine Rescue Robot
(MINBOT) [15]. Its second generation—MINBOT-II—is developed based on the experiences learnt
from the applications and experiments of the first generation (MINBOT-I) shown in Figure 1. The robot
is controlled remotely by the operator via optical fibre. Unlike the previous version, MINBOT-II
has its own power supply. The most interesting information—compliance with explosion safety
regulations—is not mentioned.

The mobile robot Numbat (CSIRO—Division of Exploration and Mining, Kenmore, Australia)
shown in Figure 1 is a mine reconnaissance robot designed in the 1990s by the Australian
Commonwealth Scientific and Industrial Research Organization. The Numbat is an eight-wheeled
mobile platform with an onboard gas analysis package to provide information on the environmental
conditions within the mine [16].

 
Figure 1. Minibot-II robotic platform (left), Robot Numbat (right).

Another example of a mobile robot for underground mines is Wolverine, as developed by
Remotec (Oak Ridge, TN, USA)—Figure 2. Originally a military robot, which used to serve as a
traditional bomb squad robot, has been made mine permissible [17]. It weighs over 550 kg and it is
driven by explosion-proof motors and rubber tracks. It is equipped with navigation and surveillance
cameras, lighting, atmospheric detectors, night vision capability, two-way voice communication, and
a manipulator arm. The robot is operated remotely from a safe location and has the capability of
exploring up to 1.5 km, communicating vital information about the conditions in the mine over a
fibre optic cable. The operator can see real-time information, including video and concentrations of
combustible and toxic gasses.
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Figure 2. Wolverine V-2 robot developed by Remotec (left) and Gemini-Scout (right).

The Gemini-Scout (Sandia National Laboratories, Albuquerque, NM, USA)—Figure 2 is fully
equipped with cameras and sensors, enabling it to provide feedback on environmental and structural
conditions and can serve as a two-way communications device with trapped miners, providing
critical life-saving information. The weight of the robot is about 90 kg. Explosion safety is solved as
explosion-proof housing (thus the robot cannot work when methane is present—it has only the M2
category implemented.) [18].

A similar conception of the chassis and the method of explosion safety as Gemini-Scout robot is
used on the MPI robot by Emag-Piap consortium (Warsaw, Poland)—Figure 3. The robot is aimed at
support for the teams of mine rescuers [19]. The robot is supposed to be certified for Group 1, category
M1 (protection by explosion-proof housing plus protection of overpressure), but this combination is
arguable. It weighs about 1100 kg, maximal velocity 0.7 m/s, distance range 1 km, length 240 cm,
width 115 cm, height 180 cm, supply 42 VDC. It is not possible to move the robot through the 80 cm
diameter hole in dams.

Figure 3. MPI robot by Emag-Piap consortium (Poland).

The mobile robots for coal mines described above have some weaknesses like their large size
(cannot go through the fire-dam tube), teleoperation only (no autonomy), no ability to create a
three-dimensional (3D) map of the surroundings and—most probably—problems with meeting the
actual explosion safety directive requirements. Other serious problems include: communication
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distance is shorter than required, ability to overcome obstacles is low, and autonomous movement
ability is weak or non-existent. Some tracked robots are not suitable for crossing rough surfaces that
are caused by an explosion in a coal mine.

The goal of the TeleRescuer project was to deal with all of these problems and design a mobile
robot that would be fully applicable and useful in the mentioned situations.

2.3. Requirements for the Robot

Required functionality and parameters of the robot TeleRescuer were specified based on the
analysis of existing robots and a survey made in the Central Mine Rescue Station (Bytom, Poland).

The proposed unmanned vehicle should have a compact structure, small size, and high stability
and mobility. Its dimensions cannot exclude the possibility of transport through a fire-dam tube (Ø
800 mm) in an anti-explosion dam. The device should also have as low weight as possible in order to
enable manual handling (additional transport handles would be useful). Uncomplicated control shall
be performed remotely—from the rescue base. Instrumentation (sensors, cameras) should be protected
from possible damage.

The main obstacles and hindrances which the robot can encounter during the inspection and
which should be dealt with include:

• significant reduction or total lack of visibility,
• high temperature (up to 60 degrees Celsius) and humidity (up to 100%),
• difficult terrain, i.e., significant excavation slope, uneven ground, water spills of different depths,
• reduced cross-sectional area of mining working,
• numerous obstacles specific to cave-ins and related to stored improperly or scattered material, and
• technological obstacles: structures of conveyors, conveyor drives, excavation protection structures

and their intersections, hydraulic or wood racks, railroad tracks, turnouts, loading ramps, winches,
transformers, switchgear or single switches, pumps, hoses, drainage, sheet, elements of concrete,
machine constructions and their fixing—beam, struts, chains, wire ropes, tubes, pipes, cables,
ventilation fans, and lutes.

As far as the sensory system is concerned, the device should be able to measure temperature,
relative humidity and the four major gases (O2, methane—CH4, CO, CO2). Beneficial could also be the
ability to measure the air velocity and temperature of selected elements of the robot body. The exact
scope and frequency of measurement should always be programmed after consultation with the head
of the rescue operation. There also must be equipment for recording and transferring images to the
operator (colour cameras operating in the visible light spectrum supported with additional lighting
and infrared cameras), together with a 3D mapping functionality (not critical).

The respondents considered that the optimum working time for the robot would be:

• about 3–4 h of work, and
• from several hours to several days in idle mode.

3. Description of the Mobile Robot Telerescuer

The TeleRescuer robot (Figure 4) consists of the main chassis with four independent tracked
arms (eight motors, gears, motor controllers, batteries, and the main control system are placed in a
flameproof housing), a sensory arm with a sensory head, a 3D laser scanner unit, and a mote deploying
subsystem (motes are small Wi-Fi repeater modules) [20,21]. Every subsystem has its own independent
power supply.
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Figure 4. TeleRescuer—main subsystems.

3.1. Main Robot Chassis and Control System

The main robot chassis contains the motion subsystem, the main control system (MCS), the
communication subsystem and power supply. The motion subsystem is based on four identical
independent flipper arms with tracks; each of the arms contains two brushless DC motors.

The MCS is responsible for motion control, management of communication between all
subsystems, autonomous behaviour, 3D map building, collision prevention, etc. This requires high
computational power while keeping low power consumption, it was thus decided to use the IPC
(Industrial PC) architecture [22,23].

The control system software is based on the Robotic Operating System (ROS). The system is
modularly divided into several parts (ROS nodes) that are responsible for individual logical tasks
(motion, sensors, autonomy, communication, 3D map building, etc.). The software architecture and
implementation does not affect explosion safety, thus it is not described in detail here. More information
can be found in [22].

3.2. Sensors, 3D Mapping and Autonomy

A very important part of the mobile robot is the sensory head located on the top of the tiltable
sensory arm (see Figure 5). The sensory head contains five cameras (two for stereoscopic view, one
with a wide field of view, one for rear view and one thermal camera), LED lighting, various gas
sensors, and an inertial measurement unit. Elevation and rotation of the sensory head and lifting of
the additional methane arm (this arm is part of the main sensory arm) are realized by only one DC
motor with four electromagnetic clutches for selection of the type of movement. Detail description is
beyond the scope of this paper.

The mapping subsystem is intended for 3D map building during robot movement in a coal
mine [24]. This system contains a Sick LMS111 two-dimensional (2D) laser scanner mounted on a
rotating axis adding the third dimension to scanning. Using a special visualization part of the operator
control system [25–27], the rescuers can inspect the mine and plan their intervention. Mapping can
also be used for regular inspections of coal mine areas—the system compares the actual map with the
previous one and can report unexpected changes in the tunnel shape (a part of the tunnel is starting to
collapse, etc.).

The second use of this subsystem is to provide real-time information about robot surroundings
for the autonomy control. Autonomy is used for the automatic return of the robot in the case of losing
communication with operator. An example of autonomous navigation control can be found in [28].
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Figure 5. TeleRescuer—cameras and lights on the sensory head.

3.3. Operator—Robot Communication

A reliable system has been designed for communication between the operator and the robot.
The main communication channel is based on an optical fibre cable. In case the cable is broken,
a backup wireless communication system is activated automatically. The wireless network is built
during robot motion by units called motes that act as repeaters to achieve hundreds of meters wirelessly.
The motes are located on the rear part of the robot and they are automatically dropped depending on
the intensity of the wireless signal.

3.4. Technical Data

The most important technical data of the mobile robot TeleRescuer include:

• weight: 590 kg,
• width: 741 mm,
• length: 2100 mm (tracks horizontally), 1540 mm (tracks vertically),
• height: 500 mm (minimal height, tracks horizontally), 920 mm (standing on tracks), additional

+780 mm with arm in the top-most position,
• ability to drive through a tube with inner diameter 800 mm,
• driving speed: 0.5 m/s (software limited),
• battery capacity: approx. 2 h of operation,
• communication cable length: 2000 m, and
• pulling force: 1200 N (measured during tests).

4. Implementation of IEC 60079 for TeleRescuer

The robotic system TeleRescuer is intended for use in European countries, so the design was made
according to the European Commission Directive 2014/34/EU [5] and the IEC 60079 Series Explosive
Atmosphere Standards.

4.1. Classification

IEC 60079 classifies devices into two groups:

168



Appl. Sci. 2018, 8, 2300

• Group I—equipment intended for use in underground mines and parts of surface installations of
such mines, liable to be endangered by the explosion of methane and/or coal dust. Group I is
further divided into Categories M1 and M2.

• Group II—equipment intended for use in other industries exposed to explosive atmospheres
(further divided into Categories 1, 2, and 3).

The above-mentioned categories of devices define the required levels of security, namely in the
underground mining area:

• Category M1—equipment designed so that it can safely operate in the presence of an explosive
atmosphere. This is achieved through the use of integrated explosion protection measures selected,
so that in the event of a failure of one of them, at least the second measure provides an adequate
level of protection (two protections based on different principles); or, in case of two independent
failures, an adequate level of protection is still assured (triple protection).

• Category M2—equipment designed to ensure a high level of safety under normal conditions, and
in the case of severe operating conditions, resulting e.g., due to careless handling of the device or
changing of environmental conditions.

One of the key requirements for the TeleRescuer system was that it should be approved for Group I,
Category M1. This is the highest possible level and that poses a big challenge for the implementation
of the robot.

4.2. Achieving ATEX Group I, Category M1

Proving the compliance with the essential safety requirements set out in the Directive is usually
done by meeting the requirements of relevant ATEX standards. However, the high relative power
used by drives, and the desire of using as many “common of the shelf” (COTS) components as
possible, preclude the implementation of one of the protection modes (Ex ia I or Ex ma I) that would
allow for achieving Category M1 directly; allowing only the use of those that give Category M2.
But, for the Category M2, National Mining Regulations have the requirement to switch off power
when the CH4 concentration in the surrounding atmosphere exceeds some limit, usually between 1%
and 2.5% v/v, using automatic meters. However, this is not acceptable for the intended TeleRescuer
operational circumstances.

Directive 2014/34/EU offers two alternatives in this case (Annex I 1.1.a, Annex II 2.0.1): Either
to apply two independent protection means, or to justify thoroughly that the required safety level
is achieved. Some guidance on how to achieve this goal can be found in Technical Report CLC/TR
60079-33 “s” [29]; an IEC standard that was adopted by the EU as Technical Report or Recommendation.
In Art 10.2.5 and 10.4. is open to the possibility of using a recognised (per standards) protection mode
complemented by additional means of protection, which can be “innovative”.

4.3. The Selected Solution for TeleRescuer

In TeleRescuer, the approach is using a recognised protection method (Flameproof, Ex d), which
will give Category M2, combined with an automatic safety gas detector capable of tripping power to
all non-Ex ia electric devices in each Ex d enclosure. This solution is based on the Technical Report
CLC/TR 60079-33 “s” mentioned above.

The innovation consists in placing the safety gas detector (with a trigger setpoint of 0.5% CH4 v/v)
inside the enclosure, which is made gas-tight using ad-hoc gaskets. In this way, under both normal
and abnormal circumstances, even if CH4 is present in the outer atmosphere, no gas would ingress
into the enclosure, and the system will stay operational.

Only in the case of a failure in the sealing system, such ingress will happen, and power would be
disabled. Setting a very low (0.5% v/v) trip point allows for avoiding the possibility of the inflammation
of the inner atmosphere by the possible sparks that are generated when switching off power to
internal devices.
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Problematic is the 3D LIDAR used on the mobile robot. It uses the Sick LMS111 device, which has
IP67 Ingress Protection but no level of explosion safety and no other laser scanner commercially
available provides a sufficient protection. Thus, the 3D LIDAR module must be completely
disconnected from power in environments with explosion risk. The 3D mapping functionality is
not a crucial part of the whole system, so this solution is acceptable.

4.4. Separation of Subsystems

For increased safety, the mobile robot is divided into several galvanic isolated parts (depicted as
grey boxes in Figure 6). Each of these subsystems has its own batteries and a safety methane detector
(described in further chapters). The subsystems communicate over the optic fibre serial line (RS232) or
Ethernet with galvanic isolated transformers.

Figure 6. Separation of TeleRescuer subsystems.

4.5. Flameproof Enclosure

The requirements resulting from the standards place big demands on the design of the covers of the
individual components of the robot. The most important is the encapsulation of the robot body, which
houses eight robot motors, a battery subsystem, and the main control system. The design requirements
are based on standard EN 60079-1—Explosive atmospheres—Part 1: Equipment protection by
flameproof enclosure “d” [30], which specifies requirements for wall thickness, strength and resistance
to the potential explosion of methane within the robot, contact surfaces of detachable parts, etc.

In designing the shape of the robot encapsulation, strength analyses of individual parts were
performed continuously to achieve the optimal shape, strength, and weight ratio with respect to the
potential pressure that could cause methane explosion inside the robot body. These analyzes were
performed in the PTC Creo Simulate 3.0 CAD system, more details about the methodology can be
found in [31]. The following example will demonstrate inspection and optimization of the top cover
under which the robot control system is located inside the body (Figures 4 and 7).

In order to verify and optimize the top cover, it was necessary to create a computational model.
The model contains a simplified assembly of the frame and the cover, with a contact between them.
The frame is fixed and the cover is connected by screws, which are simulated as idealized Fastener
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elements (Figure 8). Based on the specification, the material “Stainless Steel 1.4462” was used for
calculations (tensile strength Rm = 950 MPa, proof stress Re = 500 MPa).

Figure 7. Main robot body with the top cover.

Figure 8. Computational model of the top cover assembly.

A pressure of 3 MPa was applied on the inner surfaces of the cover. This value simulates the
explosion of methane inside the robot body and it is based on experiments from [32,33], increased by a
safety factor. Results of the analysis are shown in the following figures.

Figure 9 shows the stress distribution on the cover. The red areas represent stress peaks reaching
up to 1900 MPa, which means that the cover could be seriously damaged by the explosion and the
flameproof enclosure protection could be broken. It was thus necessary to modify the design on the
cover to lower the stress peaks.

Figure 9. Stress distribution during an explosion simulation (initial design).

The final modified design of the cover is shown in Figure 10. The stress peaks are between 580
and 650 MPa, which does not exceed Rm and the cover would not be destroyed.
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Figure 10. Stress distribution during an explosion simulation (final design).

Another very important test is for any possible gaps between individual parts of the enclosure
caused by the inner explosion. The maximum gap size is controlled by EN 60079-1 ([29]: table
“Minimum width of joint and maximum gap for enclosures of Groups I, IIA and IIB”), which in
the case of a planar gap with the length bigger than 25 mm (the actual gap length is 30 mm, see
Figure 11) and inner volume larger than 2000 cm3 (the actual volume is approx. 40,000 cm3) allows for
a maximum width of the gap 0.5 mm for Group I.

The simulation results show that the contact surface between the top cover and the bottom frame
deforms during the explosion and a gap appears. The width of this gap is different on the inner and
outer edge of the cover and changes with the position along the edge (Figures 11 and 12), but it never
exceeds the allowed limit (the maximum is 0.474 mm, which is less than 0.5 mm).

Figure 11. Top cover deformation.

Figure 12. Gap width (for the inner and outer edge) in relation to a position along the edge (the local
maxima correspond to ribs on the cover).
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4.6. Automatic Safety Gas Detector

Even with the presence of methane in the atmosphere around the robot, methane should not
get through the flameproof enclosure into the robot body. If, however, the enclosure is damaged, the
second level of protection—automatic safety gas detector—prevents an explosion by turning the power
of the whole robot off (except for the gas detector itself, which is designed with intrinsic safety) [34].

The design of the safety gas detector has a high safety level. It is purely hardware based (no
microcontrollers and software), starting with an ATEX M1, SIL1, 0–5% v/v CH4 sensor from Dynament.
The output of the sensor is per the British Mining Standards, 0.4–2 V. Two independent under-voltage
and over-voltage comparators are connected to sensor output through high-value resistors, to avoid
crossed-comparator fails—see Figure 13. Each comparator energises a relay, and the contacts of these
relays are connected in series. Under-voltage (V < 0.4 V) is interpreted as sensor failure. Over-voltage is
interpreted as CH4 > 0.5%. In both cases, power is disconnected by relays. Even if one comparator fails,
the other will open the circuit. Intrinsically safe power supplies with appropriate voltage levels are
included in the design of the safety gas monitor. The design is intentionally non-self-resetting. If the
relays trip, it will remain de-energized until the arming (or re-arming) switch is operated. This feature
is also used for avoiding draining the battery during long-term storage.

Figure 13. Implementation of safety gas detector into the robot subsystems—simplified diagram.

The detector also provides a logical signal for the main control system, which acts as a warning
about an imminent power-down because of increased methane concentration. This allows for the
control system to switch off in a controlled manner and primarily to disable DC motor drives to
lower the currents for safer power-off switching. After a short delay, the logical signal is followed by
power-down of the whole system.

The same automatic safety gas detector is installed separately in the main robot body, in the
sensory arm and the sensory head; and a similar system is implemented also in the 3D LIDAR.
The‘safety gas sensor is a part of the power management system, which distributes power from the
batteries. The command for switching power off can come from several sources:
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• manual control of the power of the whole system (the main power on/off button),
• manual activation of the safety central stop button,
• command from the operator control system (safety central stop button on the operator panel),
• the dangerous concentration of methane detected inside the subsystem, and
• activation of an independent watchdog monitoring the embedded control system.

The methane detector was tested in atmosphere that contained methane and other gases in
well-known amounts in a special gas chamber. A calibrated gas sensor Draeger X-am 5000 (reference)
and the methane detector were closed inside the chamber with gas entry for methane mixture and a
small hole for cable harness and to allow a small airflow. Figure 14 shows one of the graphs that were
obtained during the testing after calibration, where the measured values closely match values from the
reference sensor.

Figure 14. Safety methane detector testing (CH4 concentration [%] over time [s] in a testing chamber).

4.7. Other Protections

The two main independent protections mentioned above (mechanical protection—flameproof
enclosure; electrical protection—automatic methane detector) are supplemented by many different
partial protections.

All electronic components of the main control system are sealed with a compound according to
IEC 60079-18 (Explosive atmospheres—Part 18: Equipment protection by encapsulation “m”) [35].
All cables leading outside of the flameproof enclosure are going through certified flameproof
enclosure bushings.

In critical parts of the robotic system are installed thermometers that continuously monitor
temperatures and allow for the control system to turn the robot off in case of unexpected overheating
of some components.

The regulations also preclude the use of some types of materials for construction of the robot—for
example, all light metal alloys (aluminium, titanium . . . ). Plastic components pose a threat because of
static charge and are thus allowed only with special precautions—the maximal continuous surface
area of plastic without grounding is limited. All mechanical parts of the mobile robot TeleRescuer are
made from steel, rubber (tracks), and glass (camera lenses covers).

5. Conclusions

A completely functional prototype of the reconnaissance mobile robotic system TeleRescuer has
been built and thoroughly tested in various simulated and real conditions, including a training coal
mine Queen Luiza in Zabrze, Poland—Figure 15. Tested were driving abilities (on various terrain
material and quality, over obstacles of various sizes and shapes—perpendicular and at an angle,
slalom, incline surfaces etc.), power abilities (pulling/pushing an obstacle), sensors accuracy, cameras
placement, and image quality, etc. The tests showed some minor problems that should be improved
in the following versions of the robot, for example, insufficient traction between the tracks and the
ground, and complicated maneuverability in tight spaces during remote control based only on camera
images. A detailed report from the tests is available in [36].
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Figure 15. TeleRescuer—testing in a training coal mine Queen Luiza (March 2018).

Explosion safety is ensured by two independent protections according to Technical Report
CLC/TR 60079-33 “s”. The first protection is a flameproof enclosure that prevents methane from getting
inside the body of the mobile robot. If this protection is damaged and a dangerous concentration of
methane forms inside the body, the second protection (automatic gas detector) disconnects power from
all electronic systems. This combination is valid for Group I, Category M1 because the whole system is
fully operational even in environments with methane concentration and turns off only when the first
protection is breached.

The proposed solution of explosion safety was evaluated by a specialized certification authority
(OBAC Institute for Research and Certification Ltd., Gliwice, Poland) and several minor modifications
were recommended in the evaluation report, but the overall concept was approved. The outcome of
this process was, however, only a qualified opinion, the robot was not officially certified for explosion
safety yet (the certification is very expensive and getting a full certification was not one of the goals of
the project). Physical destructive tests of the flameproof enclosure (Section 4.3) were not performed at
this stage.

The process of designing such a complex system (a reconnaissance mobile robot) in conformity
with the very strict regulations that are related to explosion safety proved to be very difficult and
demanding. It is highly recommended to discuss partial steps and decisions regularly during the
process with a specialized authority.

Future work on the system will include implementation of the proposed minor modifications and
improvements of construction of the robot, control system algorithms, and user interface regarding
observations and feedback achieved during the final tests.
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Featured Application: Robotic Drilling.

Abstract: A robotic drilling end-effector is designed and modeled, and a sliding mode variable
structure control architecture based on the reaching law is proposed for its normal adjustment
dynamic control. By using a third-order nonlinear integration chain differentiator for obtaining the
unmeasurable speed and acceleration signals from the position signals, this sliding mode control
scheme is developed with good dynamic quality. The new control law ensures global stability of the
entire system and achieves both stabilization and tracking within a desired accuracy. A real-time
control experiment platform is established in xPC target environment based on MATLAB Real-Time
Workshop (RTW) to verify the proposed control scheme and simulation results. Simulations and
experiments performed on the designed robotic end-effector illustrate and clarify that the proposed
control scheme is effective.

Keywords: dynamical model; nonlinear differentiator; robotic drilling; sliding mode control;
drilling end-effector

1. Introduction

Robots have undoubtedly demonstrated their value in the automotive industry, they have been
regarded suitable for aerospace applications such as drilling and fastening due to the obvious low
investment costs compared to bespoke industrial solutions [1]. The traditional application areas for
industrial robots involve highly repetitive operations such as drilling. Robotic drilling system has made
extensive application in both industry and research field. In the aircraft industry, where the drilling
of many thousands of holes per aircraft is needed, the usually adopted solution is to stack the parts
in a joint position and drill them in a single operation [2,3]. The use of industrial robots for drilling
is gaining an increasing interest due to their flexibility and the comparatively low cost of industrial
robot systems [4,5]. DeVlieg et al. [6] and Atkinson et al. [7] developed a drilling system for the skin to
substructure joint on the F/A-18E/F Super Hornet wing trailing edge flaps (TEF) and for 737 Aileron,
which utilizes a mass produced, high capacity industrial robot such as Kuka KR350/2 and KR360-2 as
the motion platform for an automated drilling, countersinking, and hole inspection machine.

In general, a servo-controlled robotic drilling end-effector is coupled with an industrial robot
to complete the drilling process. Webb et al. [8] developed a compact and innovative end-effector
which is capable of performing drilling, countersinking, sealing and riveting operations and also
contains a significant amount of process monitoring sensors to enable automated in-process checks
and quality measurement. Hempstead et al. [9] developed an end-effector for use on a Kuka KR350
robot. The end-effector pushes up on a wing panel with programmable pressure, drills a hole with

Appl. Sci. 2018, 8, 1892; doi:10.3390/app8101892 www.mdpi.com/journal/applsci178



Appl. Sci. 2018, 8, 1892

a servo drill, inspects the hole with a servo ball-type hole gauge and then drives a pin-tail style
lock bolt into the hole. Liang et al. [10] further designed a drilling end-effector to use for industrial
robots. The real-time force feedback can detect dull or broken bits, drill to breakthrough, and plot
thrust force while drilling. Devlieg [11] also developed a single process end-effector that performs
all required functions, including one-sided pressure application, touch probing, barcode scanning,
drilling/countersinking, measurement of hole diameter and countersink depth, and face milling.
Automatic drilling requires the drilling bit to be perpendicular to the curved surface of fuselage.
However, most of these references focus exclusively on all-in-one end-effector structure design and
functions such as drilling, countersinking, inspecting or monitoring, and fastening [12], and a few
on the normal adjustment dynamical model and control. The development of these robotic drilling
systems has created a research need for the dynamical models and control of the normal adjustment of
robotic drilling end-effector.

The dynamic performance of the normal adjustment of the robotic drilling end-effector will affect
the drilling quality and productivity. Olsson [13] presented methods and systems for force-controlled
robot drilling, based on active suppression of drill sliding through a model-based force control scheme.
Tian et al. [14] proposed a novel approach based on the detection system to detect the normal vector to
product surface in real time for the robotic precision drilling system in aircraft component assembly.
Mei et al. [15] proposed a novel in-process robot base frame calibration method with a 2D vision
system to measure and compensate the position errors of drilled fastener holes. Frommknecht [16]
presented a multi-sensor measurement system for robotic drilling. The system enables a robot to
measure its 6D pose with respect to the work piece and to establish a reference coordinate system for
drilling. Shi et al. [5] developed a normal adjustment cell (NAC) in aero-robotic drilling by using an
intelligent double-eccentric disk normal adjustment mechanism (2-EDNA), a spherical plain bearing,
and a floating compress module with sensors to improve the quality of vertical drilling. Qin et al. [17]
presented an approach for the acquisition of vibration signals of the end-effector in robotic drilling.
With the aid of the rigid body kinematics, the vibration signals of the end-effector can be obtained
and analyzed. Garnier et al. [18] proposed two robotic drilling models, in which the cutting process
and the stiffness of the robot hand are taken into account, respectively. However, these efforts focus
basically on kinematics analysis and static accuracy insurance, depending quite a bit on sensors.
Though Zhang et al. [19] proposed an intelligent surface-normal adjustment system to deal with the
normal adjustment that focused on calculating surface-normal vector to regulate the feed direction
of the drilling bit in real-time, this works didn’t involve the dynamic characteristics of the normal
adjustment of the end-effector.

This paper develops a robotic drilling end-effector for industrial robot. Based on the dynamics
modeling and analysis, a sliding mode variable structure control architecture with the constant plus
exponential rate reaching law is proposed for the normal adjustment dynamic control. By using
a third-order nonlinear integration chain differentiator for obtaining the unmeasurable speed and
acceleration signals from the position signals with the minimum noise, this sliding mode control
scheme is developed with good dynamic quality. The new control law ensures global stability of the
entire system and achieves both stabilization and tracking within a desired precision. A real-time
control experiment platform is established in xPC target environment based on MATLAB Real-Time
Workshop (RTW) to verify the proposed control scheme and simulation results. Simulations and
experiments performed on the designed robotic end-effector illustrate and clarify that the controller is
effective and robust.

2. Dynamical Model for the Robotic Drilling End-Effector

2.1. The Structure of the Robotic Drilling End-Effector

The main functions of the designed robotic drilling end-effector include: measuring and
calculating the outward normal of the fuselage surface at drilling point, adjusting spindle axis to
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coincide with the normal and drilling after the surface is reliably compressed. A diagram and a
photograph of the designed robotic drilling end-effector are shown in Figure 1. Figure 1a shows a
diagram of the end-effector structure, Figure 1b shows the specifics of the internal structure of the
end-effector, and Figure 1c shows the prototype of the end-effector, in which the spindle and feed
units fulfill spindle driving and feeding. The compressing unit compresses the surface to diminish
the vibration during the drilling process. It also helps to eliminate the clearances between the layers
of material in order to avoid chips going into layers and causing stress concentration. There are four
displacement sensors arranged evenly in the compressing unit around the spindle for measuring four
space coordinates on the surface around drilling area. Thus, by the proposed method of measuring
and calculating the normal of curved surface [19], the outward normal of fuselage surface at drilling
point is obtained. The normal adjusting unit is fixed on the frame, and two mutually perpendicular
axes (Joints 1 and 2) are installed in a plane normal to the spindle. The spindle can rotate about these
two axes, thus fulfilling the function of adjusting the spindle to normal of the surface. The frame links
and supports above parts, and connects the end-effector to robot.

 
(a) (b) 

 
(c) 

Figure 1. Structure and prototype of the designed end-effector: (a) the diagram of the end-effector
structure; (b) the specific of the internal structure of the end-effector; and (c) the prototype of
the end-effector.

2.2. Motion Equations of the Robotic Drilling End-Effector

The coordinate system of the designed robotic drilling end-effector is shown as Figure 2.
The kinematic model is established using Denavit-Hartenberg (D-H) method. The base coordinate
system is placed in rotating Joint 1 and concentric exactly with joint coordinate {1}. Because the normal
adjustment unit of the end-effector consists of Joints 1 and 2, the world frame {0} is placed at the center
of the Joint 1 and is concentric with the frame {1} for the sake of analysis.
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Figure 2. Coordination definition of the end-effector.

The transform matrixes in the coordinate system are calculated as:

0
1T =

⎡⎢⎢⎢⎣
cos θ1 − sin θ1 0 0
sin θ1 cos θ1 0 0

0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎦ (1)

1
2T =

⎡⎢⎢⎢⎣
− sin θ2 − cos θ2 0 0

0 0 1 0
− cos θ2 sin θ2 0 0

0 0 0 1

⎤⎥⎥⎥⎦ (2)

2
3T =

⎡⎢⎢⎢⎣
0 −1 0 0
0 0 −1 d3

1 0 0 0
0 0 0 1

⎤⎥⎥⎥⎦. (3)

Both spindle feeding unit and pressing unit will not move in the normal adjusting process of the
end-effector. Thus, both their acceleration and velocity are 0.

A 3 × 3-order positive definite inertial matrix is calculated as:

D(q) =

⎡⎢⎣ D11 D12 D13

D21 D22 D23

D31 D32 D33

⎤⎥⎦ (4)

with
q =

[
θ1 θ2 d3

]T
(5)

D11 = Izz1 + Iyy2 + Izz3 + Ia1 +
(

Ixx2 − Iyy2 + Iyy3 −Izz3 − 2m3d3cz3 + m3d2
3
)

cos2(θ2)

+
(

Ixy2 + Iyz3 − m3d3cy3
)

sin(2θ2)
(6)

D12 =
(−Iyz2 + Ixz3 − m3d3cx3

)
sin(θ2) +

(
Ixz3 − Ixy3

)
cos(θ2) (7)

D13 = m3cx3 cos(θ2) (8)

D21 =
(−Iyz2 + Ixz3 − m3d3cx3

)
sin(θ2) +

(
Ixz2 − Ixy3

)
cos(θ2) (9)

D22 = Izz2 + Ixx3 − 2m3d3cz3 + m3d2
3 + Ia2 (10)

D23 = −m3cy3 (11)

D31 = m3cx3 cos(θ2) (12)

D32 = −m3cy3 (13)
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D33 = m3 + Ia3 (14)

where θ1 and θ2 denote the rotation angles of the Joints 1 and 2, respectively, and d3 denotes the linear
displacement of the prismatic Joint 3. Iabi is the product of inertia of Joint i with respect to a pair of
orthogonal axes a and b, a, b denote x, y, or z; mi is the mass of Joint i. cai is the centroid coordinate of
Joint i on axis a, a denote x, y, or z.

A 3 × 1-order vector of centrifugal and Coriolis force is calculated, regarding that
.
q3 =

.
d3 = 0,

the result is:
H

(
q,

.
q
)
=

[
h1 h2 h3

]T
(15)

with

h1 =
[(−Ixx2 + Iyy2 − Iyy3 + Izz3 − m3d2

3 + 2m3d3cz3
)

sin(2θ2) +2
(

Ixy2 + Iyz3 − m3d3cy3
)

cos(2θ2)
] .
θ1

.
θ2

+
[(−Ixz2 + Ixy3

)
sin(θ2) +

(−Iyz2 + Ixz3 − m3d3cx3
)

cos(θ2)
] .
θ

2
2

(16)

h2 =

[
1
2

(
Ixx2 − Iyy2 + Iyy3 − Izz3 − 2m3d3cz3 + m3d2

3

)
sin(2θ2) +

(−Ixy2 − Iyz3 + m3d3cy3
)

cos(2θ2)
] .
θ

2
1 (17)

h3 = m3 cos(θ2)
[
cy3 sin(θ2) + (cz3 − d3) cos(θ2)

] .
θ

2
1 + m3(cz3 − d3)

.
θ

2
2. (18)

A 3 × 1-order gravity vector is calculated as:

G(q) =
[

G1 G2 G3

]
(19)

with

G1 =
[
m1cx1 sin(θ1) +

(
m1cy1 + m2cz2 + m3cx3

)
cos(θ1) +

(−m2cx2 + m3cy3
)

sin(θ1) sin(θ2)

+
(−m2cy2 + m3cz3 − m3d3

)
sin(θ1) cos(θ2)

]
g

(20)

G2 =
[(−m2cy2 + m3cz3 − m3d3

)
sin(θ2) +

(
m2cx2 − m3cy3

)
cos(θ2)

]
g cos(θ1) (21)

G3 = m3g cos(θ1) cos(θ2). (22)

According to Lagrange’s equation, the dynamical equation of the end-effector is derived as:

D(q)
..
q + H

(
q,

.
q
)
+ G(q) = τ (23)

or ⎡⎢⎣ D11 D12 D13

D21 D22 D23

D31 D32 D33

⎤⎥⎦
⎡⎢⎣

..
θ1..
θ2..
d3

⎤⎥⎦+

⎡⎢⎣ h1

h2

h3

⎤⎥⎦+

⎡⎢⎣ G1

G2

G3

⎤⎥⎦ =

⎡⎢⎣ τ1

τ2

f3

⎤⎥⎦ (24)

where τ1 and τ2 denote the torque acting on Joints 1 and 2, respectively, f 3 denotes the force acting on
prismatic Joint 3.

The joint parameters of the end-effector calculated by the model are listed in Table 1.
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Table 1. Joint parameters of the end-effector.

Parameters i = 1 i = 2 i = 3

Ixxi (m4) 0.03 0.04 0.03
Ixyi (m4) 0 0.01 0
Ixzi (m4) 0 −0.01 0
Iyxi (m4) 0 0.01 0
Iyyi (m4) 0.09 0.11 0.04
Iyzi (m4) 0 0 0
Izxi (m4) 0 −0.11 0
Izyi (m4) 0 0 0
Izzi (m4) 0.06 0.11 0.01
mi (kg) 5.8 7.6 8.6
cxi (m) 0.05 0.02 0
cyi (m) 0 0.02 0
czi (m) 0 −0.01 0.14

3. Sliding Mode Controller Design

3.1. Friction Compensation

In order to research dynamical characteristic of the end-effector during normal orientation
adjusting, considering that feed unit and compressing unit maintain resting state during the normal
adjusting process, Equation (23) is rewritten as:

D(Θ)
..
Θ + H

(
Θ,

.
Θ

)
+ G(Θ) = τ (25)

where Θ =
[

θ1 θ2

]T
and τ =

[
τ1 τ2

]T
.

Equation (25) is an ideal dynamical model, because it didn’t take into account the effects of friction
torque and disturbing torque on the joints. Friction is a phenomenon with obvious nonlinearity that
remains ubiquitous in mechanical systems. It always causes untoward consequences such as system
steady-state error, limit cycle, static-slip and oscillation. Therefore, the friction torque and disturbing
torque should be considered to obtain comparative control quality. The dynamical model needs to be
modified as:

D(Θ)
..
Θ + H

(
Θ,

.
Θ

)
+ G(Θ) + F

(
Θ,

.
Θ,

..
Θ

)
+ τd = τ (26)

where F
(

Θ,
.

Θ,
..
Θ

)
denotes friction torque while τd denotes disturbing torque.

Therefore, in order to compensate the friction torque, it is necessary to establish a friction model
to estimate the friction torque. Stribeck model is a classical friction model which has components that
are either linear in velocity or constant and describes the mechanical characteristics of various friction
stages. The resulting friction force Ff can be expressed as [20]:

Ff =

⎧⎪⎨⎪⎩
F(v) if v 	= 0
Fe if v = 0 and |Fe| < Fs

Fssgn(Fe) other
(27)

F(v) = Fc + (Fs − Fc)e−|v/vs |2 + Fvv (28)

where v is motion velocity; vs is named Stribeck velocity; Fe denotes driving force; Fs denotes maximum
static friction force; Fc denotes Coulomb friction force; Fv denotes viscous frictional torque coefficient.
It is easy to identify the expression for Ff by measuring friction force in condition of uniform motion.
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3.2. Sliding Mode Control Based on Model

Utilizing controller decomposition, a dynamic control law combining the linearized feedback of
joints’ parameters and servo compensator is investigated. The feedback linearization method which is
often called computed torque method is a kind of design method based on system dynamical model.
Define the driving torque as Equation (29).

τ = αu +β (29)

with
α = D(Θ)

β = H
(

Θ,
.

Θ
)
+ G(Θ) + F

(
Θ,

.
Θ,

..
Θ

)
+ τd

(30)

where u denotes control quality.
Substituting Equations (29) and (30) into Equation (26), we can obtain that:

..
Θ = u (31)

A sliding mode control based on reaching law is designed according to the dynamical model.
The switch function is taken as:

S = Ce +
.
e (32)

where C = diag(c1, c2), c1 > 0, c2 > 0, and e = diag(e1, e2) is the position tracking error matrix,
e1 and e2 are the tracking error of the Joints 1 and 2, respectively. Because S = 0 denotes the sliding
mode surface and the state of the phase trajectory moving along the sliding mode surface, only S 	= 0

is considered.
To demonstrate the stability of the designed controller, a Liapunov’s function is made as:

V =
1

2
STS > 0. (33)

The first-order derivative of Equation (32) is calculated as:

.
V = ST

.
S. (34)

Using switch law can ensure the dynamic quality of the phase trajectory during reaching segment
by designing the change rate function of the switch function of reaching segment. This method makes
the system reach the sliding surface quickly according to the dynamical characteristic of the change
rate function

.
s.

The constant plus exponential rate reaching law combines the advantages of both constant rate
reaching law and exponential rate reaching law and has good dynamic characteristics that make the
system reach the sliding surface quickly and eliminate system chattering effectively. The constant plus
exponential rate reaching law is expressed as [21]:

.
S =− εsgn(S)− KS (35)

with
ε = diag(ε1, ε2), ε1 > 0, ε2 > 0

K = diag(k1, k2), k1 > 0, k2 > 0.
(36)

By derivation of Equation (32) and then substituting Equation (31) into it, the change rate function
can be acquired as:

.
S = C

.
e +

..
Θd − u. (37)
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By correlating Equations (35) and (37), the controlling quantity can be calculated as:

u = C
.
e +

..
Θd + εsgn(S) + KS. (38)

Substituting Equations (32) and (35) into Equation (34), we can obtain that:

.
V < 0. (39)

Thus, the stability of the control law is verified. Through the aforementioned method of
calculation, it is obvious that the control law expressed by Equation (38) is in accord with Liapunov
stability theorem. The control block diagram of the sliding mode variable structure control based on
the model with friction compensation and gravity compensation is shown as Figure 3. The output
control quality u of a servo compensator with the sliding mode variable structure acts as the input of
the linearizing compensator. The final output torque τ of the controller can be deduced by substituting
Equation (38) into Equation (29) as:

τ = D(Θ) · u + H
(

Θ,
.

Θ
)
+ G(Θ) + F

(
Θ,

.
Θ,

..
Θ

)
+ τd. (40)

d

Figure 3. The sliding mode variable structure control block diagram.

3.3. Nonlinear Integration Chain Tracking-Differentiator

In order to realize the control law expressed by Equation (38), the position error change ratio of the
joints, the speed error, and the acceleration of the joints must be known. In general, the photoelectrical
encoders installed in the joints are displacement sensor. Theoretically, the speed signal can be obtained
only by taking the first-order derivative of the displacement signal, and the acceleration signal by
the second-order derivative. But only the signal expressed by analytic formula can be used for
mathematically calculating its first or higher orders derivatives. The signal measured by sensor cannot
be mathematically taking the derivatives because it has no analytic formula. In engineering, difference
method is often used to approximate the derivatives of signal. Because the signal measured by sensor
usually contains disturbances which will be further amplified after difference, the approximated
first derivative signal usually intermingles with strong disturbances, and the approximated second
derivative signal even can be submerged by disturbances. Much of the disturbances can be eliminated
with digital filter such as Butterworth, Chebyshev, and Bessel et al. after difference, but this method
unfortunately has obvious drawbacks such as time delay and nonlinear phase shift which will impact
the control accuracy and even bring up system distortion or disability. The optimal estimation of
the system state can be obtained from the observation equations using Kalman filter or other state
observation methods such as time delay system observer [22], discrete-time system observer [23],
sliding mode observer [24], and so on, but the observation equations are based on the object model,
which limits its application. Extracting the derivatives of real-time signals is a common problem.
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For the signals that are encountered in practical applications, developing the differentiator to take
derivative is a realistic option [25]. The general structure of the differentiator is expressed as:{ .

x1 = x2
.
x2 = f (x1 − v(t), x2)

. (41)

Under the condition of existence of the solution of Equation (41), make x1 converges to input
signal v(t) and x2 converges to desired derivative

.
v(t).

To solve the engineering questions, researchers proposed many practical differentiators such
as linear high gain differentiator [26], sliding mode differentiator [27], hybrid differentiator [28],
nonlinear integration chain differentiator [29], and so on. Adopted in this experiment is a third-order
nonlinear integration chain differentiator which has multiple integration structure and high disturbance
suppression performance and its form is expressed as Equation (42) [30].⎧⎪⎪⎨⎪⎪⎩

.
x1 = x2
.
x2 = x3
.
x3 = − 1

ε3

[
a1sig(x1 − v(t))α1 + a2sig

(
ε1x2

)α2 +a3sig
(
ε2x3

)α3
] (42)

where x =
[

x1 x2 x3

]T
are the system state variables, and sig(x)α = |x|αsgn(x). In the following

experiments, x1, x2, and x3 correspond to joint positions, velocities, and accelerations, respectively.
In the simulink model of the designed third-order nonlinear integration chain differentiator

expressed by Equation (42), the parameters are set as a1 = 10, a2 = 10, a3 = 10, α1 = 1, α2 = 1, α3 = 1,
and ε = 0.01. A first order low pass filter 1/(0.02s + 1 ) is added after the second derivative output to
eliminate the excessive amount of disturbances.

4. Simulations and Experiments Results and Discussion

4.1. Simulations Results and Discussion

The parameters of the sliding mode controller (SMC) are selected as C = diag(20, 30),
ε = diag(10, 20), and K = diag(20, 60). Set the disturbing torques of Joints 1 and 2, respectively,
as τd1 = 0.5 sin(10πt) and τd2 = 0.5 cos(10πt).

The parameters of the Stribeck friction model are selected as listed in Table 2.

Table 2. Parameters of the Stribeck friction model.

α 0.01
a1 1
Fs1 0.1 N·m
Fs2 0.05 N·m
Fc1 0.04 N·m
Fc2 0.02 N·m
Kv1 0.02
Kv2 0.01

The simulation results of the control law of sliding mode controller expressed by Equation (38)
with the above parameters on step input are shown in Figures 4 and 5 and on sinusoid input are shown
in Figures 6 and 7. A classical PID (proportional-integral-derivative) controller was also designed for
comparison. The values of proportional, integral, and derivative gains of Joint 1 were P1 = 102, I1 = 1.2,
and D1 = 21.5, and the control parameters of Joint 2 were P2 = 87, I2 = 0.7, and D2 = 15. These values
have been optimally tuned using a modified Ziegler–Nichols’ (Z-N) tuning methods [31].

Figure 4 shows the step responses of Joint 1 with the proposed SMC and the PID controller.
Figure 4a shows the position tracking with PID controller and the SMC. Figure 4b shows the phase
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trajectory diagram of the SMC. Figure 4c,d shows the tracking error with PID controller and the SMC,
respectively. Figure 5 shows the step responses of Joint 2.

For step input, the adjusting times of both joints with the proposed SMC and the PID controller
are only 0.2 s. However, the position steady state error of each joint with the SMC is far less than
that with the PID controller. As shown in Figures 4c,d and 5c,d, the tracking errors generated by the
PID controller oscillate more intensely than that by the SMC. This phenomenon implies that the SMC
possess better control accuracy and stronger robustness under disturbances than the PID. The phase
trajectory of the SMC rapidly reaches the sliding mode surface from the initial point and quickly
converges along the sliding mode surface to the equilibrium point. This illustrates that the designed
SMC has good dynamic quality and uniform stability.
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Figure 4. Simulation of step response of Joint 1: (a) Position tracking; (b) Phases trajectory diagram
of SMC; (c) Tracking error of PID (proportional-integral-derivative); and (d) Tracking error of SMC
(sliding mode controller).
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Figure 5. Simulation of step response of Joint 2: (a) Position tracking; (b) Phases trajectory diagram of
SMC; (c) Tracking error of PID; and (d) Tracking error of SMC.

Figure 6 shows the sinusoidal responses of Joint 1 with the proposed SMC and the PID controller.
Figure 6a shows the position tracking with PID controller and the SMC. Figure 6b shows the phase
trajectory diagram of the SMC. Figure 6c,d shows the tracking error with PID controller and the SMC,
respectively. Figure 7 shows the sinusoidal responses of Joint 2.
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For sinusoidal input, as show in Figures 6 and 7, an obvious lag or steady error is presented in the
trajectory produced by the PID controller, which suffers from some difficulties in obtaining accurate
tracking. The position tracking error of each joint with the PID controller oscillates more greatly than
that with the SMC. The existence of this phenomenon suggests again that the SMC has better dynamic
and static characteristic than the PID, and has high accuracy and stronger robustness. As shown in
Figures 6b and 7b, the phase trajectory rapidly reaches the sliding mode surface and quickly tends
along the sliding mode surface to a tiny stable limit cycles around the equilibrium point. This illustrates
that the designed sliding mode variable control has bounded stability. And the existence of the limit
cycle implicates that the system has small steady state error.
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Figure 6. Simulation of sinusoidal response of Joint 1: (a) Position tracking; (b) Phases trajectory
diagram of SMC; (c) Tracking error of PID; and (d) Tracking error of SMC.
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Figure 7. Simulation of sinusoidal response of Joint 2: (a) Position tracking; (b) Phases trajectory
diagram of SMC; (c) Tracking error of PID; and (d) Tracking error of SMC.

The simulation results show that the influences of the friction torque and disturbances of the load
torque and inertia are effectively suppressed by sliding mode variable structure control which has a
strong adaptive ability to input signals.
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4.2. Establishment of Real-Time Experiment Platform

The key to validation of the dynamical model and the designed controller is to establish a reliable
real time control system which has the characteristics of rapid response speed, flexibility, and
low hardware cost. MATLAB provides a real-time development environment to achieve system
simulation and product rapid-prototype by adopting the RTW (Real-Time Workshop) toolbox. RTW can
automatically transform the model into dynamic system model code running on the hardware to
realize real-time simulation and control.

xPC target environment adopts the Host-Target pattern. The Host is used for running Simulink
model, compiling and generating executable code and then downloading it to the Target, it can also
monitor and control the Target. The target is used for running executable code by installing highly
optimized real-time kernel of 32-bit protected mode. The Host communicates with the Target using
RS232 serial port or ethernet [32,33]. The real-time control experiment platform based on RTW xPC
target environment is shown in Figure 8.

Figure 8. Real-Time Workshop (RT W) xPC target real-time control platform principle diagram.

In the experiment, an Advantech PCL-726 analog output card is used for output of the control
signal, and an MCX312 motion control card is used for collecting the position signal from the encoder.
PLC-726 can be directly driven by the corresponding module in the I/O module library of xPC target.
MCX312 isn’t included in the module library and its driver must be written. In the target system,
the device driver must be written using C MEX S function which is a kind of S function written using
C. Figure 9 shows the display of the RTW real-time experiment platform.

Figure 9. The display of the RTW real-time experiment platform.

4.3. Experiments Results and Discussion

The symbolic function in the variable structure control expressed by Equation (38) is replaced by
the saturation function to design quasi-sliding mode controller for reducing the chattering which is
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brought naturally by the sliding mode variable structure control in the experimental system. The new
control law is expressed as:

u = C
.
e +

..
qd + εsat(S) + KS (43)

with

sat(s) =

⎧⎪⎨⎪⎩
1 s > Δ
ks |s| ≤ Δ k = 1

Δ
−1 s < −Δ

(44)

where Δ is the boundary layer, and Δ = 0.05.
Experiments are carried out with the PID and the SMC controller respectively by applying

a five-degree step input and a sinusoid input r = 5sin(0.5πt) to both of the Joints 1 and 2 in the same
time. Figures 10 and 11 show the step responses of the Joints 1 and 2, respectively. Figures 12 and 13
show the sinusoid responses of the Joints 1 and 2, respectively.
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Figure 10. Experiment of step response of Joint 1: (a) Position tracking; (b) Phases trajectory diagram
of SMC; (c) Tracking error of PID; and (d) Tracking error of SMC.
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Figure 11. Experiment of step response of Joint 2: (a) Position tracking; (b) Phases trajectory diagram
of SMC; (c) Tracking error of PID; and (d) Tracking error of SMC.
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For step input, as shown in Figures 10a and 11a, the adjusting times of both joints with the
proposed SMC and the PID controller are almost the same. However, the position steady state error of
each joint with the SMC is far less than that with the PID controller, which is similar to the simulation
results. As shown in Figure 10c,d, and Figure 11c,d, the tracking errors produced by the PID controller
has higher oscillation amplitude than that by the SMC. This means that the SMC is more robust and
accurate than the PID. As show in Figures 10b and 11b, both of the phase trajectories of the SMC
converge to stable limit cycles, this implicates that the system yields bounded stability based on sliding
mode variable structure control. In order to accelerate the trajectory reaching to the sliding mode
surface and improve the system dynamic quality during the experiment, the values of the parameter C

of the switch function and the proportional gain K are set bigger. This causes in initial response that
the phase trajectory generates obvious chatter along the sliding mode surface.
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Figure 12. Experiment of sinusoidal response of Joint 1: (a) Position tracking; (b) Phases trajectory
diagram of SMC; (c) Tracking error of PID; and (d) Tracking error of SMC.
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Figure 13. Experiment of sinusoidal response of Joint 2: (a) Position tracking; (b) Phases trajectory
diagram of SMC; (c) Tracking error of PID; and (d) Tracking error of SMC.
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For sinusoid input, as show in Figures 12 and 13, the position tracking experiment results of both of
the Joints 1 and 2 with PID controller have obvious lag in contrast to that with the SMC, which suggests
that the system with the SMC has higher tracking accuracy than that with the PID controller.

As shown in Figures 12b and 13b, both of the phase trajectories converge to limit cycles around
the equilibrium point, this implicates that the system based on the SMC gains bounded stability and
has certain steady state errors. For the reason, the x-axis and y-axis have different coordinate ranges,
both of the limit cycles look tabular. Actually, if the x-axis and y-axis have the same ranges, both of
the limit cycles will appear more slim, which implicates that the speed errors are larger than the
position errors.

5. Conclusions

In robotic control systems, nonlinearity and disturbances such as friction and differential signal
may severely limit the performance of control. In this paper, a sliding mode variable structure control
architecture is proposed for the normal adjustment of a designed robotic drilling end-effector. By using
computation torque control and by adopting a third-order nonlinear integration chain differentiator
for obtaining the speed and acceleration signals from the position signals, this sliding mode control
scheme is developed with good dynamic quality. The new control law ensures global stability of the
entire system and achieves both stabilization and tracking within a desired precision. A real-time
control experiment platform is developed in xPC target environment based on MATLAB RTW to
verify the proposed control scheme and simulation results. The experimental results prove that the
proposed sliding mode control strategy is effective and robust with regard to external disturbances.
The proposed controller is successfully tested on the normal adjustment of the robotic drilling
end-effector. This research provides a solution for the more accurate control of robotic drilling on the
curved surface of an airplane.
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Abbreviations

The abbreviations and symbols adopted throughout the paper are listed:
SMC Sliding mode controller
PID Proportional-Integral-Derivative
D Positive definite symmetric inertia matrix
H Centrifugal and Coriolis force vector
G Gravity vector
θ1 Rotation angle of joint 1
θ2 Rotation angle of joint 2
d3 Linear displacement of prismatic joint 3
Iabi Product of inertia in respect to a pair of orthogonal axes a and b, a, b denote x, y or z, i denotes

joint number
mi Mass of Joint i
cai Centroid coordinate on axis a, a denotes x, y or z, i denotes joint number
τ1 acts on joint 1
τ2 Torque acts on joint 2
f 3 Force acts on prismatic joint 3
τd Disturbance torque vector
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τ Computation torque vector
v Motion velocity during friction
vs Stribeck velocity
Ff Friction force
Fe Driving force
Fs Maximum static friction force
Fc Coulomb friction force
Fv Viscous frictional torque coefficient
u Controlled quantity vector
V Liapunov’s function
S Switch function
C Proportional coefficient matrix in switch function
e Position tracking error matrix
ε Exponent matrix in reaching law
K Proportional coefficient matrix in reaching law
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Featured Application: A novel chameleon-like astronaut robot that is designed to assist, or even

substitute, an astronaut in a space station to complete dangerous and prolonged work.

Abstract: This paper proposes a novel chameleon-like astronaut robot that is designed to assist,
or even substitute, a human astronauts in a space station to complete dangerous and prolonged work,
such as maintenance of solar panels, and so on. The robot can move outside the space station freely
via the hundreds of aluminum handrails, which are provided to help astronauts move. The robot
weighs 30 kilograms, and consists of a torso, three identical 4-degree of freedom (DOF) arms, three
end effectors, and three monocular vision system on each end effector. Via multi-arm associated
motion, the robot can realize three kinds of motion modes: walking, rolling, and sliding. Numerous
experiments have been conducted in a simulation environment and a ground verification platform.
Experimental results reveal that this robot has excellent motion performance.

Keywords: space robot; hybrid bionic robot; chameleon; end effector

1. Introduction

With the development of space technology, a space station is a vital approach for human beings to
study and research space, but its construction and maintenance require extravehicular activity (EVA)
carried out by astronauts [1]. Since the space environment has the characteristics of high vacuum, large
temperature differences, high radiation, and microgravity, which result in the failure of continuous
working time and inefficiency, humans in space require a large and a complex life support system, an
environmental control system, and life-saving system, and requires a lot of uninterrupted material
supply [2]. Under such conditions, space operations of astronauts are not only dangerous but also
costly. Therefore robots are used as assistants or replacements more and more frequently to reduce the
risk and cost. In addition, space robots do better in load capacity, accurate positioning, adaption to
environments, and durable work. Space robots can install precise devices, maintain the space station,
and perform experiments in space without health concerns [3].

So far, a few robotic arms have been applied in the International Space Station which is being
assembled in low Earth orbit, for example Canadarm2 [4] and Robonaut [5]. Canadarm2 was designed by
the Canadian Space Agency and it is used mainly for payload handling, EVA support, and the international
space station’s assembly [6]. The Special Purpose Dexterous Manipulator (SPDM) is the third Canadian
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robotic arm used on the International Space Station (ISS), preceded by the Space Shuttle's Canadarm and
the large Canadarm2 [7]. It is an extremely advanced, highly dexterous, dual-armed robot which can carry
out delicate maintenance and servicing tasks on the ISS. Robonaut is a humanoid robot designed by the
Robotic Systems Technology Branch at NASA’s Johnson Space Center. Robonaut can reduce the burden of
EVA on astronauts and also serve in rapid response capacities.

Canadarm2 and Robonaut are all well designed, but they can be considered as too complicated,
and are designed only for specific activities, so they cannot work in all of the places outside the space
station. There are many operational tasks in space, so the robot needs the ability of moving in a wide
range and the ability of precise work. Moreover, the power supply on the space station is limited,
so the path planning of the space robot should be power-saving [8,9].

Astronauts are weightless and floating in space. Thus, there are hundreds of aluminum handrails
and poles on the extravehicular surface of the space station (as shown in Figure 1) for astronauts to get
themselves to the expected position during spacewalks and operations. Most importantly, astronauts
are fixed by these handrails so that they will not float away.

Figure 1. Handrails on extravehicular surface with appearance and dimensions.

A chameleon is a kind of arboreal reptile with a simple physical structure, but can move stably [10].
The conditions of the extravehicular surface are kind of similar to the structure of tree crown. Thus,
referring to the simple physical structure and stable motion pattern, a new pattern of a hybrid bionic
robot, called the Beijing Astronaut Robot, prototype is design is developed and performance tests are
presented in this paper.

2. The Mechanical Structure and Test System Design of the Robot

2.1. Design Indicators

It is very difficult to transport large volume or heavy weight objects from the ground to a space
station. The design of the space robot needs to meet the requirements of the operations on the space
station and, at the same time, the mass and the volume should be as small as possible [11]. Parameters
and functional indicators of the Beijing Astronaut Robot are as follows:

• The total mass of the robot is less than 30 kg;
• The total degrees of freedom (DOF) of the robot is no less than 12;
• The robot has at least three arms, each arm has no less than 4-DOF;
• The robot arm length is not more than 700 mm.

According to the structural environment outside the space station and the characteristics of the
robot itself, the robot has three kinds of motion modes: walking, rolling and sliding. The motion index
in each motion mode is as follows:

• Walking mode, the stride of the robot is not less than 30 cm, the robot movement speed is not less
than 0.1 m/s;
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• Rolling mode, the robot's stride is not less than 60 cm, the robot movement speed of not less than
0.2 m/s; and

• Sliding mode, the moving speed of the robot is not less than 0.5 m/s.

When the robot performs the motion and operation tasks outside the space station, the robot’s
visual measurement, end positioning and force control are supposed to have high precision.
The specific indicators are as follows:

• Visual measurement accuracy not less than 1 mm in the range of 200 mm;
• End effector’s positioning accuracy within 2 mm;
• End effector’s force control accuracy within 2 N.

2.2. Structural Design and Key Technologies

The Beijing Astronaut Robot consists of three identical 4-DOF arms, three end effectors, and a torso,
as shown in Figure 2.

Figure 2. Overall structure of the robot.

The robot mimics the grasping of a chameleon, and its motion and operation mechanism is
composed of three identical arms with end effectors, and has 15 degrees of freedom in total. Each arm
consists of a wrist with three rotational degrees of freedom and an elbow with one rotational degree of
freedom, a total of 3 × 4 = 12 degrees of freedom of motion. The end effectors have 3 × 1 = 3 degrees
of freedom. In order to identify the environmental changes and determine its own state, the robot
is equipped with a monocular vision camera, 6-dimensional force/torque and other sensors, like
encoders in every joint, as shown in Figure 2. The overall scheme of the robot is shown in Figure 3.

Figure 3. DOF (degree of freedom) configuration of the Beijing Astronaut Robot.
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It is researched that the motion of the chameleon in a complex environment is very stable, this feature
coincides with the robot’s mobile demand [12]. Therefore, the design of our robot’s bionic motion and
operating mechanism draws on the characteristics of a chameleon. More specifically, the design of the
robot arms’ degrees of freedom and motion pattern draws on the skeletal structure of a chameleon [10,13].
The bionic robot arm and the end effector of the Beijing Astronaut Robot are shown in Figure 4.

Figure 4. Bionic robot arm and end effector.

In order to make the robot end effector grasp the handrail and obtain sufficient force and torque
to prevent the occurrence of sliding or rotation [1], we designed a claw driven by a screw (as shown in
Figure 5). The rotation of the screw driven by a motor is converted into the opening and closing of the
claw [14,15]. When the lead angle of the screw is smaller than the self-locking angle, the transmission
mode has self-locking property, that is, the sliders can only be driven by the rotation of the screw,
but the screw cannot be driven by stressing the sliders. Therefore, even if the motor’s power is cut off,
the gripper can still grasp the handrail to ensure the safe motion of the robot.

Figure 5. (a) The schematic diagram of mechanism of the claw; (b) The overall structure of the
end effector.

2.3. Testing Layout

In order to test the motion performance of the robot, a control structure is designed, as shown in
Figure 6.

Figure 6. Control structure of the Beijing Astronaut Robot.
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The motion test of the robot is done in the simulated space station. The Beijing Astronaut Robot
can accomplish rolling, walking by grasping the handrails, and sliding driven by the rocker arm shown
in Figure 7.

Figure 7. The actual test environment of the robot.

The central controller is in charge of the kinematics calculation, trajectory planning and sends
motion instructions to every joint trough CANopen (a higher-layer protocol for the CAN bus) [16].
The simulation and visual processing computer completes 3D motion simulations, hand-eye vision
processing, and task settings of the robot. The computer can capture images by communicating
with hand-eye cameras through USB 2.0, and processes the images to obtain the pose of the target.
The computer sends task and vision processing information to the central controller. Meanwhile,
it receives the data of joint motion from the central controller through a UDP (User Datagram Protocol)
network [17], so that the computer can preview the motion of the robot.

3. Testing Results

The performance tests include motion performance tests of a single arm, system simulation tests,
and motion performance tests of the whole robot.

3.1. Motion Performance Test of A Single Arm

The motion performance of a single arm is the basis for the robot to complete all the tasks. Thus,
we test the motion performance of a single arm to get the properties of the robot, like the motion
accuracy, and the loading capability. We test the motion performance of a single arm under both
no-load and load states by sending motion instructions and obtain the actual motion of joint from the
encoder feedback.

The end effector of one arm holds the handrail while the other two are unmounted from the torso
of the robot. We hope to test all joints at the same time, and all joint angles are set to the same value.
Simple geometric analysis shows that when the joints of the single arm move from 0◦ to 30◦, the arm
of the robot reaches a harsh condition, which can lay a foundation for the following load test. In the
actual motion of the robot, we want the robot’s displacement, velocity, and acceleration to change
smoothly, and we can give the first and last values of the three. Thus, in the test, every joint rotates
smoothly from using a fifth-order polynomial.
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The robot finishes the planned motion under the no-load condition; the process is shown in
Figure 8.

Figure 8. The motion of single arm under the no-load condition. (a) Motion start; (b) In the process of
motion; (c) Motion complete.

In the process, the expected angles sent by the central controller and actual motion angles
measured by the encoder of every joint is shown in Figure 9. The location of joints 1–4 are shown in
Figure 3. It can be seen that the expected and actual angles are consistent, basically, and the maximal
error is 0.03◦.

Figure 9. The motion of four joints under no load.

In order to check the performance of a single arm in the normal working condition, we add
a 20 kg load, which is equivalent to the other two arms on the torso, and the process of motion is
shown in Figure 10. Although the mass distribution is not exactly the same as the case where all three
arms of the robot are installed, they are basically similar. Compared to the actual working conditions,
such a loading method results in a slightly poor mass distribution causing a higher requirement for
the single arm load capacity. Therefore, the load test can reflect whether the load capacity of each joint
of one arm can meet the needs. It is proved that the arm can complete the planning motion well under
the 20 kg load, and the maximal error is 0.04◦.
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Figure 10. The motion of single arm under 20 kg load. (a) Motion start; (b) In the process of motion;
(c) Motion complete.

3.2. System Simulation Test

Due to the large degree of freedom of the robot and the complex kinematics, the robot motion
simulation system (as shown in Figure 11) is developed and becomes one of the ideal platforms
for studying the kinematics of the robot. At the same time, the complexity of the space station
structure has high requirements on the operation of the robot, resulting in a complexity of the robot’s
motion planning. Fortunately, the development of the simulation system can provide an auxiliary and
verification platform for the motion planning of the robot.

Figure 11. The simulation of the robot’s motion. (a) The motion planning data; (b) Display interface of
robot motion simulation system.

Before the motion performance test of the whole robot, we simulated the motion of robot with
the simulation and visual processing computer. After the motion planning data has been entered into
the simulation system, we can visually see the motion effect of the robot. With such a system, we can
quickly check the robot's trajectory for obvious problems, ensure that the trajectory planning is correct,
and then transfer it into the actual robot system, thus ensuring the safety of the robot motion.

3.3. Motion Performance Test of the Robot

After the motion performance test of a single arm and the system simulation test, we test the
motion performance of the robot with the prototype. The central controller receives the revolving
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command from the simulation and visual processing computer, and send motion data of every joint to
the prototype, so the robot revolves according to the data.

We tested three motion types in total: walking, rolling, and sliding, as shown in Figures 12–14.

Figure 12. Walking mode. In this mode, arm 2 is initially located to the right of arm 1. During walking,
arm 1 grasps the handrail, then arm 2 releases, the robot rotates 180◦ around arm 1. Then arm 1 reaches
the left side of arm 2, and arm 2 grasps the armrest to complete one step of the robot. In the next step
of walking, the robot rotates around arm 2 to complete the walking action. Arm 1 and arm 2 move
alternately to achieve continuous walking of the robot.

Figure 13. Rolling mode. In this mode, arm 1 grips the handrail, arm 2 rises, the center of gravity of
the robot is adjusted, and then arm 3 drops and grasps the handrail. Finally, arm 1 rises to complete
a tumbling motion. The three arms alternately run to achieve continuous rolling of the robot.
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Figure 14. Sliding Mode. (a) Motion start; (b) In the process of motion; (c) Motion complete.

In the above modes, the joint most likely to get a large motion error is the joint 3 of arm 1 with the
largest load in the rolling mode. The planned motion curve and the actual value read by the encoder
are shown in Figure 15. The results show that the robot joint motion is stable, and its maximum error
is 0.04◦, which is consistent with the one-arm test results. The actual motion of the robot has indirectly
demonstrated the accuracy of the joint motion, so it is unnecessary for the motion data for every joint
to be listed.

Figure 15. The motion of the root joint of arm 1.

In order to allow the robot to reach a specific working position outside the space station with the
aid of a large space robot arm, an electric slide rail is arranged on the robot arm. The robot grasps
the handrail on the slider driven by the electric slide rail to realize the sliding motion. In the test,
a 2-DOF (yaw and telescopic) rocker arm is used to simulate the large space robot arm. The motion of
the sliding mode is shown in Figure 14.

4. Discussion and Conclusions

Based on analysis of the features of the extravehicular environments, this paper learns from the
mechanism of a chameleon, and creatively proposes a kind of astronaut robot that can help astronauts
perform dangerous and prolonged work. The robot has three modular arms, each arm has four rotary
joints, an end effector and a monocular vision system. The total mass of the robot is 30 kg, and each
arm length is 700 mm, which meet the design requirements. The end effectors are designed with
a self-locking ability to grasp the handrail firmly so the robot can move freely outside the space station
via handrails. Numerous experiments, such as a single-arm test, simulation tests, and integrated
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ground verification, show that the astronaut robot has excellent motion performance. In the future,
we will study how to save the power of our robot by drawing on the design of microrobots, so that it
consumes less power from the space station power source [18].
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Abstract: In pneumatic positioning and force-control systems, spool-type servo valves are widely
used for obtaining quick responses and precise control. However, air leakage from these valves results
in increased energy consumption. To address this problem, we developed a three-port poppet-type
servo valve to reduce air leakage. The developed valve consists of a camshaft, two orifices, two metal
balls, and a housing with two flow channels. The metal ball is pushed by fluid, and spring force closes
the orifice. The port opens when the cam rotates and pushes the ball. The cam shape and orifice size
were designed to provide the desired flow rate. The specifications of the DC motor for rotating the
camshaft were determined considering the fluid force on the ball. Static and dynamic characteristics
of the valve were measured. We experimentally confirmed that air leakage was 0.1 L/min or less.
The ratio of air leakage to maximum flow rate was only 0.37%. Dynamic characteristic measurements
showed that the valve had a bandwidth of 30 Hz. The effectiveness of the valve was demonstrated
through experiments involving pressure and position control.

Keywords: servo valve; pneumatics; position control

1. Introduction

Recently, pneumatic servo systems have been widely adopted for use in robotic systems and
vibration-isolation devices. The use of air in such applications has several advantages, including the
nonmagnetism of air, the achievement of high power-to-weight ratios, and reduced heat generation.
Pneumatic servo valves are a key element in pneumatic servo systems. The characteristics of these
valves are a critical factor in achieving satisfactory performance [1–5]. There are mainly two types of
pneumatic servo valve: the nozzle-flapper type, and the spool type. Nozzle-flapper type servo valves
can directly control pressure. The pressure-control systems associated with the valves are generally
approximated to a first-order lag system assuming an isothermal state change for the air in the load
chamber [6,7]. These valves have both high responsiveness and high linearity. However, they require
high exhaust flow rates in order to provide the precise control of pressure.

Spool-type servo valves can directly control flow rate. Because their exhaust flow rates are smaller
than those of nozzle-flapper type valves, spool-type servo valves are widely used in pneumatically
driven robot systems [8–10]. However, spool-type valves still experience air leakage owing to the
presence of a gap between the spool and the sleeve. Usually, leakage flow is approximately 3% to
5% of the maximum flow rate. With the commercialization of servo valves, it is highly desirable to
decrease exhaust flow rates in order to reduce energy consumption and operating costs.
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To overcome this problem, poppet-type [11] and pinch-type valves [12–14] have been developed.
Most of these valves only have two ports. The valve shown in Reference [14] has three ports, but
the overlap condition should be improved. Three-port poppet-type servo valves had not yet been
commercialized at the time of our investigation. A pneumatic cylinder can be controlled with a five-port
servo valve, but two valves are required with a three-port valve. The use of three-port valves increases
the cost. However, the use of two three-port valves becomes suitable for compliance control because
each cylinder chamber can be individually controlled. A study [15] showed that the use of only one
five-port servo valve may lead to very steep variation of the fluidic stiffness around zero velocity;
independent pneumatic force control in each chamber, using two servo valves, surpasses this drawback.
A zero-lap condition is desirable for precise control with three-port valves. Moreover, the dynamic
response of servo valves is important for precise position control in a pneumatic servo system [16].

The purpose of this study was to develop a three-port poppet-type servo valve with high dynamic
response and nearly zero lap. The target leak flow was 1% or less than the maximum flow rate.
Further, to allow the valves to be used in soft robots controlled at low flow rates, maximum flow
rate was designed to be less than 30 L/min. The characteristics of the valve were measured, and the
effectiveness of the valve is demonstrated through pressure and position-control experiments.

The remainder of the paper is organized as follows: Section 2 describes the design of the proposed
valve. The static and dynamic characteristics of the valve are discussed in Section 3, and Section 4
reports the results of the position-control experiments. Finally, the conclusions of this work are
presented in Section 5.

2. Developed Valve

The proposed valve is developed to enable the control of pneumatically driven robotic forceps [10].
The required maximum flow rate is 25 L/min, as per the maximum speed of the forceps. To achieve
good controllability, valve dynamics must be approximately the same as those of commercial valves.
In particular, in surgical robots that must manipulate forceps for several hours during a surgical
procedure, the valve leakage rate must be nearly zero in order to achieve energy savings.

2.1. Valve Structure

Figures 1 and 2 respectively show the schematic and image of the developed valve. The valve
mainly consists of a camshaft, two orifices, two metal balls, and a housing with two flow channels.
The valve has four ports: a supply port, an exhaust port, and two control ports. Two control ports
connect to one flow path downstream of the housing. Thus, the proposed valve is functionally
equivalent to general three-port valves, though it apparently has four ports. The two orifices are
arranged in each flow channel. The balls are placed upstream of the orifices. When the input voltage
to the motor to rotate the camshaft is zero, air flow is obstructed as the two balls are pushed into
the orifices by upstream pressure and spring force. A spring with a spring constant of 0.02 N/mm
was used. Two springs are placed between the ball and the washer as shown in Figure 1. The port is
opened when the camshaft is rotated, and the cam at the downstream side of the orifice pushes the
ball. The cost of the camshaft is about US$650, owing to the complex shape. The costs of two orifices
are about US$300. The body of the valve is printed by a 3D printer. Other elements are relatively
inexpensive. The cost of creating the valve prototype is about US$950. However, when the valve is
mass-produced, its cost may decrease by half.
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Figure 1. Schematic of poppet-type pneumatic servo valve.

Figure 2. Photograph of the developed valve.

Figure 3 shows the arrangement of the camshaft, cams, and balls. The camshaft and cams are one
element made of stainless steel. When the angle of the camshaft corresponds to the neutral position,
the two balls come in contact with the orifices, thereby shutting off the flow. Thus, the initial condition
of the valve is closed. Flow direction is determined by the rotational direction of the camshaft. Cams
are placed on the camshaft at an initial offset angle of 30 degrees in order to prevent overlapping.

Figure 3. Arrangement of cams, camshaft, and balls.

Flow rate is controlled by the rotation angle of the camshaft. When the camshaft rotates
counterclockwise, the ball at the control port is pushed to allow the exhaust port to open and discharge
air. At this time, the supply port remains closed. When the camshaft rotates clockwise, the air flows
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toward the control port while the exhaust port is closed. The radius of the cam is designed to linearly
change the effective area of the valve with respect to the cam angle. The position of the orifice can
be adjusted with screws. Therefore, the lap condition of the valve can be changed by adjusting the
position of the orifice.

2.2. Orifice Design

Flow rate through the orifice is represented in the following two formulas [17]. In the case of
choked flow:

G = K f SePs

√
T0

Tair
(1)

In the case of subsonic flow:

G = K f SePs

√
T0

Tair

√
1 − (

Pc
Ps
− b

1 − b
)2 (2)

In Equations (1) and (2), G is the flow rate, K f is the proportional constant, Se is the effective
area, T0 is the temperature under normal conditions, Tair is the temperature of the air, Ps is the supply
pressure, Pc is the downstream pressure, and b is the critical ratio.

The maximum flow rate at the choked condition was determined to be 26 L/min at a supply
pressure of 500 kPa. Then, maximum effective area Se was approximately 0.45 mm2 as per Equation (1).
Here, K f = 11.1, T0 = 273 K, and Tair = 293 K. Figure 4 shows the sectional view of the orifice. The upper
and lower figures, respectively, show the cross section of the orifice when the valve is shut and opened
by the cam. The sectional area of valve S can be obtained geometrically according to Figure 4.

S = π{(r + bmax)
2 − r2}sinϕ (3)

Here, r, bmax, and ϕ, respectively, denote the radius of the ball, the gap between the orifice and
the ball, and the slope angle of the orifice, as shown in Figure 4. Gap bmax can be obtained by the
displacement of cam yst as:

bmax = yst cos ϕ. (4)

Then, the sectional area can be calculated from Equations (3) and (4) as follows:

S = (2ryst cos ϕ + y2
st cos ϕ2)π sin ϕ (5)

The ball surface must protrude from the orifice to be pushed by the cam. The displacement of the
ball tip to orifice surface hout can be described as:

hout = r − r cos ϕ − (r sin ϕ − d0

2
) tan ϕ. (6)

Then, the diameter of orifice d0 can be written as follows:

d0 = 2(r sin ϕ − r − r cos ϕ − hout

tan ϕ
) (7)

The effective area of valve Se can be obtained by multiplying Equation (5) by the contraction
coefficient. The contraction coefficient of the orifices is approximately 0.85 [18]. Therefore, sectional
area S becomes 0.53 mm2 to satisfy the maximum flow rate of 25 L/min. First, radius r, angle ϕ,
and the diameter of orifice d0 were determined; they are listed in Table 1. Then, bmax was calculated
from Equation (3), and yst was obtained as 0.25 mm from Equation (4). Finally, the cam was designed
to move the ball by 0.25 mm.
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Figure 4. Sectional view of orifice part.

Table 1. Design variables of orifice parts.

Parameters Value

Radius r 2 mm
Orifice angle ϕ 75 deg

Orifice diameter d0 3.6 mm

2.3. Selection of Orifice Material

Because air viscosity is rather small compared to that of liquids, air leakage can easily occur
between orifice and ball. Therefore, the selection of orifice material was an important consideration. We
evaluated three materials for the orifice: aluminum, polypropylene, and polyacetal. The prototypes for
the aluminum and polyacetal orifices were cut using a surface roughness of Ra 1.6. The polypropylene
orifice was fabricated using a 3D printer. The air leakages at a supply pressure of 500 kPa were then
measured using a flow meter.

The experimental results are shown in Table 2. Air leakage decreased when polyacetal was used
owing to the elasticity of the material. Moreover, polyacetal is suitable for facilitating shutting off air
flow. Therefore, polyacetal was selected as the orifice material.

Table 2. Air leakage with different orifice materials.

Materials Value

Aluminum r 18.8 L/min
Polypropylene ϕ 1.0 L/min

Polyacetal. d0 0.1 L/min

2.4. Cam Design

Figure 5 shows the designed cam shape. The left figure shows the cross-section of the cam, and the
right figure shows the relation between the radius and angle of the cam. The difference between the
maximum and minimum radii was set to 0.25 mm, as per the design described in Section 2.2. The cam
was designed to linearly push the ball, as shown in the right figure of Figure 5. The controllable range
of the cam was ±60 deg, as the cam was placed on the camshaft at an offset angle of 30 deg from the
vertical axis, as shown in the middle figure of Figure 6, in order to prevent overlapping.
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Figure 5. Designed cam shape.

Figure 6. Cam arrangement.

2.5. Motor Selection

The camshaft must smoothly rotate to control the flow rate of the valve. The pushing and friction
forces of the two cams and the O-ring act on the shaft. The torque required to push the cam, τc, is
calculated by the principle of virtual work as follows:

τcdθ = (Fb + Fd)dx (8)

Here, Fb is the pushing force of the ball, which is given as:

Fb = Pπr2. (9)

Fb becomes 7.4 N at P = 500 kPa. Fd is the drag force on the ball, which is given as:

Fd =
1
2

ρv2Cdπr2. (10)

Here, ρ is air density, v is air velocity, and Cd is the drag coefficient. Under the choked condition,
velocity increases to the speed of sound. The Reynolds number is about 4600. Therefore, Cd is given
as 0.47. Then, Fd becomes 0.6 N at p = 500 kPa. dx is the distance that the ball moves, and dθ is the
rotation angle of the shaft. As a result, the torque τc required to push the cam for one ball is calculated
as follows, as per the geometry from Figure 5, at P = 500 kPa.

τc =
(Fb + Fd)dx

dθ
= 0.02Nm (11)

The torque to rotate O-ring τo is given as follows:

τo = μForo (12)

Here, μ, Fo, and ro are the friction coefficient, frictional force, and radius of the O-ring, respectively.
The inner diameter and thickness of the O-ring were selected as 3.5 mm and 1.9 mm, respectively, as per
the size of the camshaft. The stress of the O-ring (0.25 N/mm) was obtained from the O-ring catalog.
Force Fo was obtained as 4.2 N with a compression of 0.1 mm. Then, τo became approximately 0.03 Nm
with μ = 1.0. A torque of at least 0.05 Nm was required to rotate the camshaft. Valve dynamics depend
on the performance of the motor. We selected a DC motor (Maxon DCX 35L) to control the valve; this
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highly responsive motor, which can generate a torque of 0.12 Nm, has a mechanical time constant of
3.97 ms. The cost of the motor is about US$350.

3. Valve Characteristics

3.1. Static Characteristics

We measured the static characteristics of the developed valve. The camshaft was connected to
the DC motor, and the angle of the camshaft was controlled using a microcomputer (Arduino). We
measured the flow rates by changing the rotational angles of the cam. The supply and downstream
pressures were set to 500 kPa and atmospheric-pressure values, respectively.

The experimental results are shown in Figure 7. The hysteresis of the flow rate to the cam angle
was small. Flow rate changed linearly with respect to the cam angle. The maximum flow rate was
27 L/min, which was almost the same as the designed value. We confirmed that the value could
achieve an almost zero-lap condition. Air leakage was 0.1 L/min or less, and the ratio of air leakage to
the maximum flow rate was 0.37%. These values were fairly low compared to those of a spool-type
servo valve (FESTO MPYE-5-M5-010-B), which exhibited air leakage of 1.9 L/min and a ratio of
approximately 3.5%.

Then, we measured the flow characteristics of the valve using the experimental setup in accordance
with the procedure recommended by ISO 6358. An experimental result with a cam angle of 40 deg is
shown in Figure 8. As shown in the figure, the critical pressure ratio was 0.44 at a supply pressure
of 500 kPa. The critical pressure ratios of commercially available valves are approximately 0.3 to
0.45 [17,19]. The path is geometrically symmetrical because the flow path is between the orifice and
the ball. Therefore, the developed valve has a wide choke range compared with conventional valves.

Furthermore, we measured the pressure gain characteristics at zero flow. The pressure sensor was
directly connected to the control port of the servo valve. The relation between the rotation angle of the
cam and the pressure in the control port was measured. Figure 9 shows the results at a supply pressure
of 500 kPa. We confirmed that the pressure gain was large because the valve leakage rate is small.

Figure 7. Static characteristics of developed valve.

Figure 8. Flow characteristics of developed valve.
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Figure 9. Pressure gain characteristics of developed valve.

3.2. Dynamic Characteristics

We executed a pressure-control experiment connecting a pressure sensor directly to the control
port. During the experiment, the dead volume of 1.4 × 103 mm3 remained even when directly
connecting the sensor to the valve.

A PI feedback controller was used for pressure control. A PC was used as the controller;
the measured pressure was entered into the PC by an AD converter. The control signal was provided to
the DC motor through a DA converter. A block diagram of the pressure control is shown in Figure 10.
The control parameters were determined by trial and error, and are listed in Table 3. The parameters
were determined to be as large as possible to minimize offset during stable conditions. In this
experiment, sinusoidal reference pressures with an amplitude of 20 kPa and an offset of 200 kPa were
entered into the controller. The frequency of the reference input ranged between 0.1 and 30 Hz.

Figure 10. Block diagram of pressure control.

Table 3. Control gains of pressure control.

Kap 4.0 V/kPa

Kai 0.25 V/kPa s

The experimental results at frequencies of 0.1 and 5.0 Hz are shown in Figure 11. The upper
figures show the pressure, and the lower figures show the cam angle. It is clear that the valve can
control the pressure at a frequency of 0.1 Hz. A small phase delay is observed at a frequency of 5.0 Hz.
The results were summarized in a Bode diagram, as shown in Figure 12. We confirmed that bandwidth
was higher than 30 Hz when using the proposed valve. The phase lag became −180 deg at 40 Hz. This
is considered to be a result of the motor dynamics. To enable comparison, we performed the same
experiments using a commercially available spool-type servo valve (FESTO MPYE-5-M5-010-B), in
which the maximum flow rate is approximately the same as that of the developed valve. The results
for the spool-type valve are plotted in Figure 12. Up to 30 Hz, it is clear that the developed valve
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demonstrated almost the same performance as the spool-type servo valve. The dynamic response
could be improved by changing the DC motor to one having a higher response.

Figure 11. Results of pressure control (left: 0.1 Hz, right: 5.0 Hz).

Figure 12. Frequency response of pressure control.

4. Position Control of Pneumatic Cylinder Using the Developed Valve

We executed a position-control experiment using a low-friction-type pneumatic cylinder.
The experimental setup is shown in Figure 13. The DC motor was used to control the cam.
The pneumatic cylinder used in the experiment had an inner diameter of 10 mm and stroke of
30 mm (SMC CJ2XB10-30Z). A load of 69.5 g was mounted on the rod tip of the cylinder. Supply
pressure was set to 500 kPa. One chamber of the cylinder was kept at a constant pressure of 200 kPa,
while the other chamber was controlled by the servo valve.
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Figure 13. Experimental setup of position control.

A block diagram of the position control is shown in Figure 14. A cascade control was designed.
The main loop was a PID position control, and the minor loop was a PI pressure control. The control
parameters listed in Table 4 were determined experimentally.

Figure 14. Block diagram of position control.

Table 4. Control gains of position control.

Kpp 38 kPa/mm

Kpi 1.5 kPa/mm s

Kpd 0 kPa s/mm

Kap 0.25 V/kPa

Kai 0.12 V/kPa s

Experimental results for sinusoidal input are shown in Figure 15, corresponding to frequencies of
0.5 and 2 Hz. The upper figure shows the position-tracking performance, the middle figure shows
the pressure, and the lower figure shows the movement of the cam. We confirmed that the valve is
effective for the position control of pneumatic cylinders.
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Figure 15. Position control results (left: 0.5 Hz right: 2.0 Hz).

5. Conclusions

We developed a three-port poppet-type servo valve for the purpose of reducing air leakage in
pneumatic valves. In the valve, two resin orifices were placed in the flow channels of the valve,
and a metal ball pushed to the orifice shut off air flow. The port was opened when the camshaft was
rotated, and the cam at the downstream side of the orifice pushed the ball. Cam shape and orifice size
were designed to have the desired maximum flow rate. A DC motor, having been selected based on
the required torque, was employed to rotate the camshaft. The static and dynamic characteristics of
the valve were measured. We confirmed from the flow characteristics that air leakage was 0.1 L/min
or less. The ratio of air leakage to maximum flow rate was only 0.37% with the developed valve.
Dynamic characteristics measurements showed that valve bandwidth was at least 30 Hz. Finally,
the effectiveness of the valve was demonstrated through pressure and position-control experiments.

Future work will involve improving the dynamic response by using a high-response DC motor
and by changing the O-ring. In addition, we intend to examine the durability of the valve.
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Abstract: Piezoelectric actuators are widely utilized to convert electrical energy into mechanical
strain with considerable potential in micro mobile robot applications. However, the use of Pb-based
Lanthanumdoped Zirconate Titanates (PZTs) leads to two difficulties in drive circuit design, namely,
high voltage step-up ratio and high energy conversion efficiency. When some devices driven by
piezoelectric actuators are used in emerging technologies, such as micro mobile robot, to perform
special tasks, low mass, high energy density, and high conversion efficiency are strategically important.
When these demands are considered, conventional drive circuits exhibit the disadvantages of being
too bulky and inefficient for low mass applications. To overcome the aforementioned drawbacks,
and to address the need for a piezoelectric bimorph actuator, this work proposed a high step-up
ratio flyback converter cascaded with a bidirectional half-bridge stage controlled, via a pulse width
modulation strategy, and a novel control method. Simulations and experiments were conducted to
verify the ability of the proposed converter to drive a 100 V-input piezoelectric bimorph actuator using
a prototype 108 mg (excluding printed circuit board mass), 169 (13 × 13) mm2, and 500 mW converter.

Keywords: piezoelectric actuator; high step-up ratio; high efficiency; small size; micro mobile robot

1. Introduction

Microrobots represent a new type of bionic robots inspired by insects to achieve ultracompact
size, high mobility, and remote controllability; these robots have many applications, including those in
bioengineering, disaster relief, microsurgery, and surveillance [1–3]. Among microrobots, micro mobile
robots (MMRs) are widely used in environmental monitoring, rescue operations, and agricultural
production, due to their high energy efficiency and high mobility. If the energy conversion efficiency
of the frame, including the actuator, power circuit design, and mechanical transmission for stroke
amplification can be improved, then the application prospects of such robots will be extended.

As a displacement device, actuators are widely used in many types of micromechanical devices
like walking, swimming, jumping robots and so on [4–6]. Among them, especially, the actuator plays a
critical role in obtaining sufficient lift force. Prior works on actuators in MMR applications include
studies on an electromagnetic actuator, a shape-memory alloy actuator, an electrostatic actuator, and a
dielectric elastomer actuator [7–10]. However, the disadvantages of low response rate, small mechanical
displacement, and low conversion efficiency limit their applications to MMRs.

The breakthrough in piezoelectric bimorph actuators with high bandwidth and high power density
achieved by Wood et al. in a multi-segmented centipede robot. Meanwhile, Wood et al. considered a
complete fabrication solution for actuators, links, flexures, integrated wiring, and structural elements
using high-performance materials; they then developed a highly efficient transmission link for a
specific device [11]. However, a power electronic unit connected to a piezoelectric actuator faces
two major challenges [12]. Firstly, high voltages within the range of 100–120 V are required to
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generate sufficient force and displacement. Most energy sources compatible with the weight budget
of MMR applications have output voltages of 3–5 V. Consequently, power interface circuits require
high step-up ratio. Secondly, a piezoelectric actuator provides only a fraction of the input energy
required for effective displacement. In addition, prior work in dynamic performance analysis of
piezoelectric actuator include Nabawy et al., which demonstrated comprehensive analytical model
of both unimorph and bimorph structure [13,14]. Different drive frequencies and signal amplitudes
can affect the electromechanical coupling factor and conversion efficiency of the piezoelectric actuator.
Hence, the drive circuit must support drive signals with specific frequency and efficient bidirectional
energy flow to fully utilize the unused energy stored in actuators, and consequently, maximize
system efficiency.

Several researchers have discussed the miniaturization of voltage conversion circuits for
microrobotic applications. A boost converter cascaded with a switched capacitor circuit was adopted
by Steltz et al. to obtain high voltage [15]. However, this structure requires a large number of pump
capacitors, which increases the size of the circuit and reduces its power density, particularly at a high
output power. Chen proposed a piezoelectric transformer-based power amplifier with high voltage
gain and power density [16]. Although the circuit topology can boost low voltage, the size of the
structure faces difficulty in meeting the requirements of current manufacturing levels. Meanwhile,
a piezoelectric transformer should operate close to the mechanical resonance frequency to obtain
high voltage gain and efficiency. Other topologies with more components and a high step-up ratio
are also suitable for driving high-voltage reactive loads; however, most efforts have focused on
large-scale and high-power applications [17–19]. In another part of the circuit, a simple push–pull
driver described in Reference [15] can generate a unipolar square wave voltage across the load
without energy recovery. The majority of existing topologies focus on efficient piezoelectric driving for
large-scale and high-power applications, which reduces the efficiency and power density of the power
supply [20–25].

Harvard’s team has previously produced a small-scale power conversion interface. However,
as described in References [12], the boost tapped-inductors they use have difficulty in manufacturing
compared to general flyback transformers. At the same time, in the direct current to alternating current
(DC-AC) stage, the detection of current becomes quite difficult in the case of low power. This article is
dedicated to improving and validating the short board mentioned above.

The main objectives of this study are as follows: (a) To determine the equivalent model parameters
based on the impedance characteristics of piezoelectric bimorph actuators; (b) to introduce driving
methods and requirements for piezoelectric actuators in MMRs; (c) to describe a circuit topology and
its control strategy with low mass, high conversion ratio, high power density, and high efficiency;
(d) to present a prototype that is capable of driving piezoelectric actuators; and (e) to observe and
analyze the experimental results of the circuit output and displacement of material driving.

This paper is organized as follows. Section 1 introduces the electric properties and driving
methods of piezoelectric actuators. Section 2 presents the overall circuit structure and control scheme.
Sections 3 and 4 describe the simulation, fabrication specifications, and experimental realization
of the circuit topology. Finally, Section 5 provides the conclusion of the study and directions for
future research.

2. Driving Requirements and Strategies of Piezoelectric Actuator

2.1. Equivalent Model of a Piezoelectric Actuator

A bending actuator, called bimorph, with low cost and ultra-high energy density can be fabricated
using generic piezo ceramics and high-performance composite materials coupled with the intelligent
use of geometry and novel driving techniques. A good understanding of the electrical characteristics
of each layer of a piezoelectric bimorph actuator is essential for designing and analyzing a drive circuit
with good performance.
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As a capacitive material, a piezoelectric element exhibits specific natural frequencies in different
vibration modes. Many micro bio-inspired robots apply resonant body dynamics to obtain efficient
locomotion. When a drive signal is applied to the resonant frequency of a piezoelectric element,
the resulting vibration amplitude is considerably higher than those at other frequencies. For example,
a piezoelectric bimorph is driven at the lowest resonant frequency in Harvard’s microrobot [12].
To design an efficient drive circuit, a dynamic electrical model of the load (i.e., a piezoelectric bimorph
driver) must be established. In the electrical domain, a piezoelectric element can be represented by an
equivalent model, in which impedance is linked to the mechanical properties of the actuator and its
load. The circuit model of Guan is adopted in this study, as shown in Figure 1 [26].

Figure 1. Electrical equivalent model of piezoelectric element.

The circuit model includes a static non-resonant part and a series of dynamic mechanical LCR
(resistor R, inductor L, and capacitor C) branches. The static part represents the complex capacitive
characteristics and loss mechanisms of piezoelectric actuators, which are made up of a parallel
connection of series C0Rs, and Rp. Different mechanical resonance branches correspond to various
mechanical resonance modes, where inductance Ln, capacitance Cn, and resistance Rn are related
to the equivalent mass, compliance, and damping coefficient of each resonance mode, respectively.
The impedance of the non-resonant part, every resonant shunt circuit, and total impedance are denoted
as Zc(s), Zn(s), and Zt(s), respectively, and their corresponding formulas are as follows:

Zc(s) = Rp × [Rs + 1/(sC0)]/
[
Rp + Rs + 1/(sC0)

]
, (1)

Zn(s) = Rn + sLn + 1/(sCn), n = 1, 2, 3, . . . , (2)

Zt(s) = 1/[1/Zc(s) + 1/Z1(s) + 1/Z2(s) + . . . + 1/Zn(s)], n = 1, 2, 3, . . . . (3)

The piezoelectric bimorph ceramic material (QDTE52-7.0-0.82-4, PANT, Suzhou, Jiangsu, China)
used to test dynamic performance has the following parameters: 190 V highest driving voltage, 52 mm
long, 7 mm wide, 0.82 mm thick, and 1.2 mm bidirectional displacement. The first resonant frequency
of each bimorph layer is approximately 100 Hz close to the driving frequency of an insect-type robot,
which makes the research practical.

The impedance characteristics of the material were measured using a 4294A impedance analyzer
(Keysight Technologies, Inc., Santa Rosa, CA, USA). We can fit the experimental curve by choosing the
values of the electronic components. Figure 2 shows the frequency response of one of the bimorph
PZT layers and its equivalent model, in which the theoretical frequency response is calculated with
MATLAB using the transfer function of the circuit model.
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Figure 2. Impedance characteristic of one layer of bimorph.

Four prominent resonance modes are between 30 Hz and 30 kHz. Hence, the corresponding
circuit model has four LCR branches. The parameters of the equivalent model are listed in Table 1.

Table 1. Equivalent parameters of the bimorph actuator.

Static Parameters Value Dynamic Parameters Mode 1 Mode 2 Mode 3 Mode 4

C0 24 nF Ln 580 H 812 mH 422 mH 15 mH
Rs 1Ω Cn 3 nF 2.85 nF 1.9 nF 3 nF
Rp 10 MΩ Rn 8.5 MΩ 7.5 MΩ 6.7 MΩ 5.2 MΩ

2.2. Drive Requirements

Piezoelectric bimorph actuators can be driven with bipolar or unipolar signals. In bipolar driving,
the driving voltage varies between a positive voltage and a negative voltage, which causes the
piezoelectric element to expand and contract, due to the converse piezoelectric effect. In unipolar
driving, the voltage is only positive, which causes contraction. In general, piezoelectric actuators
require considerable strain to provide power, and therefore, a high driving voltage is necessary to
achieve large wing strokes. The drive signal must be unipolar, because a high-amplitude bipolar
driving signal can cause depolarization of the piezoelectric element.

In the piezoelectric equivalent model, most of the energy is stored in C0 and can be reused,
thereby requiring the drive circuit to also complete the task of energy recovery. This energy part can
be transferred to another layer of bimorph actuators or power supply to maximize the efficiency of
the system.

2.3. Driving Methods

To avoid depolarization, the piezoelectric layers must be under unipolar driving (AC) signal
condition in the polarization direction according to the characteristics of the piezoelectric actuator.
Prior work about driving methods of piezoelectric actuator includes efforts by Shannon Rios,
which made detailed analysis of the efficiency of several different configurations [27]. An available
configuration of piezoelectric actuators is the “bimorph,” which consists of two compliant electrodes
on the top and bottom surfaces bonded to a compliant elastomer film inserted in the middle. One of the
driving methods for the bimorph is called “alternating driving,” which requires 2n drive stages per n
bimorphs, as shown in Figure 3a. An optimized driving method, called “simultaneous driving,” allows
the sharing of a high-voltage bias among multiple bimorphs, thereby requiring n drive stages and one
bias per n bimorphs, as shown in Figure 3b. A DC bias boost stage is connected to the two compliant
electrodes, whereas a suitable unipolar drive stage is applied to the central compliant elastomer film.
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The simultaneous driving architecture exhibits the advantage of using fewer components to reduce the
size and mass of the converter when multiple bimorphs are required in a system [12].

Figure 3. Driving methods for piezoelectric actuators: (a) Bimorph with alternating driving;
(b) bimorph with simultaneous driving.

When the AC voltage is operating in the positive half cycle, the upper layer of the bimorph
produces less contraction than the bottom layer, which causes the bending actuator to exhibit
downward displacement. The effect of material contraction on the other half of the cycle is the opposite,
which causes the piezoelectric bimorph to achieve an upward displacement. The simultaneous driving
process is illustrated in Figure 3b.

3. Design and Control of the Drive Circuit

A dual-stage circuit is designed to meet the following requirements: The first stage should step up
the low battery voltage to a high voltage, whereas the second stage should transform the DC voltage
into a time-varying drive signal.

The drive circuit topology of the piezoelectric bimorph proposed in this study is depicted in
Figure 4. It includes a flyback converter as the DC/DC stage and a bidirectional active half-bridge
converter as the high-voltage DC/AC drive stage [28]. The flyback converter boosts the low
voltage of the lithium battery to the DC high voltage required for the driving actuator. The power
metal-oxide-semiconductor field-effect transistor (MOSFET) in both stages is controlled, via pulse
width modulation (PWM), in which a novel control strategy is utilized in a half-bridge drive stage to
output unipolar signals of any shape to satisfy the actuator drive requirements. The selected inductor
with a high quality factor in the half-bridge can effectively achieve energy transfer. The half-bridge
structure has less footprint area than other DC/AC converters [29], thereby increasing the energy
density of the total system.
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Figure 4. Bidirectional converter topology and control architecture.

3.1. DC/DC Voltage Conversion Stage

The boost stage of the circuit is implemented by the flyback converter, which evolves from
the buck-boost circuit. Unlike a forward converter, the flyback converter has no secondary output
inductance, thereby considerably improving its cost and volume advantages. The flyback converter is
suitable for applications where low power and high boost ratio are required. In addition, the flyback
converter minimizes reduction in energy efficiency and difficulty in manufacturability, because of the
miniaturization of the circuit topology.

When the power MOSFET (Q) is turned on, the primary current Ip starts to build up under the
action of the power supply and energy is stored in the magnetizing inductance. When Q is turned
off, the energy stored in the transformer starts to transmit to the secondary side through magnetic
coupling and the rectifier diodes (D), thereby outputting a high DC voltage.

The voltage and current waveforms of the flyback converter operating in a steady state are shown
in Figure 5a. The converter operates in a discontinuous mode (DCM), in which the flyback transformer
current must return to zero before a new switching cycle begins. This operation mode generally results
in high efficiency at low output power levels [29]; it also simplifies the design of the control loop while
achieving a high step-up ratio. The voltage step-up gain in DCM mode is given by

Vc

Vbat
= D · n ·

√
R

2Lm fs
, (4)

where Vc and Vbat are the input and output voltages, respectively; D is the controllable on-time
duty cycle; n is the transformer turn ratio; R is the equivalent load impedance, which represents the
impedance of the half-bridge converter and the capacitive loads; Lm is the magnetizing inductance of
the transformer; and fs denotes switching frequency. As mentioned in [12], the voltage step-up gain of
the flyback converter in DCM operation is considerably higher than that in continuous conduction
mode operation.

The output voltage is stabilized by a resistive feedback divider and an analog comparator.
When the output voltage is higher or lower than the reference voltage, the microcontroller unit
adjusts the switching duty ratio accordingly to monitor it in real time, as shown in Figure 5b. In this
manner, the flyback converter operates at the desired level over a range of load currents.
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Figure 5. Switching waveforms of the flyback converter during (a) one switching period;
(b) steady-state operation.

3.2. DC/AC High-Voltage Drive Stage

The DC/AC drive stage can convert DC voltage into high-voltage unipolar drive signals.
Moreover, the energy stored in a piezoelectric actuator should be recovered to increase conversion
efficiency. Many prior works have been conducted on the high-voltage driving of piezoelectric
actuators. Steltz et al. proposed a drive stage without energy recovery [15]. Campolo et al. proposed a
method for driving a piezoelectric actuator using a low-frequency square wave signal at the cost of
increasing the complexity of a circuit [20].

Unipolar signals of any shape can be generated by utilizing a half-bridge inverter that is composed
of a high-quality factor inductor L and two inherent capacitors of the electrostatic actuators. Different
operating modes of the high-voltage half-bridge drive stage are illustrated in Figure 6.

Figure 6. Six switching modes of the high-voltage half-bridge drive stage.
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In mode (a), the inductor current iL begins to rise once the switch QH is turned on. The high-side
equivalent capacitor C1 of the piezoelectric actuator starts to transfer the most unused energy to the low
side, whereas the remaining energy is recovered in capacitor C. When the equivalent series resistance
in a circuit is considered, the governing differential equations can be obtained as follows according to
Kirchhoff’s voltage law: {

L · ∂iL
∂t + RL · iL + vc2 = VC

C2 · ∂vc2
∂t = ic2 = iL − ic1 = iL − C1 · ∂vc1

∂t
. (5)

When the two equations are combined, a second-order differential equation in this mode can be
obtained as

∂2vc2

∂t2 = 2β · ∂vc2

∂t
+ ω2

0 · vc2 = ω2
0 · VC, (6)

where β = RL/2L is the neper frequency, and ω0 = 1/(2LC2)0.5 is the angular resonance frequency.
Under an underdamped oscillation (β2 − ω0

2 < 0),

vc2(t) = VC − VC · e−βt
(

cos ωdt +
β

ωd
· sin ωdt

)
, (7)

where the drive signal voltage vc2 is an underdamped voltage with a decaying oscillation at frequency
ωd = (ω0

2 − β2)0.5. Mode (a) ends as soon as vc2 increases and becomes equal to VC in the first
oscillation cycle.

At the end of mode (a), QH is turned off and the inductor current iL starts to decrease via
the freewheeling diode DL. A new oscillation occurs between inductor L and the capacitive loads.
The circuit starts operating alternatively in modes (b) and (e). The initial voltage in mode (b) is VC.
The governing equations can be obtained as{

L · ∂iL
∂t + RL · iL + vc2 = 0

C2 · ∂vc2
∂t = ic2 = iL − ic1 = iL − C1 · ∂vc1

∂t
. (8)

Under an underdamped oscillation (β2 − ω0
2 < 0), the drive signal voltage becomes

vc2(t) = vc2(ta) · e−β(t−ta) ·
[

cos ωd(t − ta) +
β

ωd
· sin ωd(t − ta)

]
, (9)

where (vc2 (ta) = VC) represents the initial voltage condition at the end of mode (a) at ta. The drive
signal voltage vc2 continues oscillating until it becomes stable and equal to VC during the rest of
the period.

In mode (c), the lower side electrostatic actuator is completely charged, whereas the upper side
electrostatic actuator is empty. The drive signal voltage vc2 is the same as VC during this period. All the
unused energy is transferred from the upper side actuator to the lower side actuator, which enhances
the overall efficiency of the system.

Mode (d) starts as soon as the transistor QL is turned on. The unused energy in the electrostatic
actuator at the lower side begins to be transferred to the upper side. The inductor current iL rises
reversely, thereby causing the discharge of the low side actuator C2. The underdamped drive signal
vc2 descends with attenuated oscillation as follows:

vc2(t) = VC − VC · e−βt
(

cos ωdt +
β

ωd
· sin ωdt

)
, (10)

Mode (d) ends as soon as vc2 drops to zero in the first oscillation cycle. At the end of mode (d),
QL is turned off, and the inductor current iL increases through the freewheel diode DH. The circuit
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operates alternatively in modes (e) and (b). The initial voltage condition in mode (e) is zero. Similar to
mode (b), the underdamped drive signal vc2 in mode (e) can be expressed as

vc2(t) = −vc2(td) · e−β(t−td) ·
[

cos ωd(t − td) +
β

ωd
· sin ωd(t − td)

]
, (11)

where (vc2 (td) = 0) represents the initial voltage condition at the end of mode (d) at td. The high side
actuator C1 is being charged by the stored energy of inductor L. After the oscillation ends, the drive
signal vc2 becomes zero as soon as the inductor current turns zero until the next operation cycle begins.

In mode (f), the drive signal voltage vc1 is charged up to VC until the unused energy is fully
transferred from the lower actuator to the upper one.

The inductor current iL, the drain-to-source voltage vds, and the drive voltage vc2 waveforms
during each switching cycle are illustrated in Figure 7, with an operation sequence of a-b-e-b-c-d-e-b-e-f.
Modes (a) and (d) are the modes at the beginning of two half-operation cycles. Modes (b) and (e) are
the oscillation modes, which occur alternatively in both half-operation cycles. Modes (c) and (f) are
the stable modes at the end of two half-operation cycles. Energy conversion is replaced by energy
transfer in a working cycle. With the exception of the loss of the equivalent resistance of inductor
iL, the half-bridge stage is a theoretically lossless structure that ensures high energy efficiency of the
entire system.

Figure 7. Switching pulse waveforms (QH and QL), drain-to-source voltage (vds), inductor current (iL),
and output voltage (vc2) of the drive stage during one switching cycle.

3.3. Control Method of the Drive Stage

A traditional method used to generate a sinusoidal signal from a DC voltage is adopting an LC
resonant network. For a sinusoidal PWM control technology, the inductor and two capacitors in a
half-bridge inverter are generally required to have a large volume [30]. However, power density is
particularly important for a miniaturized system in harsh applications, which is inconsistent with the
ideal design for this study.

Janocha et al. considered the limitations of this method and proposed a control method for a
reactive load (e.g., a piezoelectric actuator) to reduce the size of the inductor and meet the requirements
for compactness [31]. In every switching cycle, the amplifier transfers the exact amount of energy
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that is necessary to achieve the desired output value at the load. This approach allows unnecessary
switching cycles, thereby permitting higher system dynamics than those of converters using traditional
(PWM or current mode) controllers.

However, this method is current-controlled. Therefore, the controller is required to calculate the
switching time of the MOSFET. In such case, the parameters of the load and the components in the
circuit should be determined in advance. If the parameters of the circuit are slightly changed, then the
control method will become highly complicated.

A modified version of this method that can generate arbitrary waveform drive signals is embodied
in this work through a four-phase control algorithm: Acquisition, Lookup, Charge, and Discharge.

During Acquisition, the output voltage is sampled using a resistive divider, which is regarded as
the input of the analog comparator. In the Lookup phase, the sampled result and the desired value of
Vo are used to generate a control pulse for switches QH and QL. The associated control architecture is
shown in Figure 8.

Figure 8. Inductor current, output voltage, and switching pulse waveforms during each half cycle.

When the output voltage is increased, the high-side power MOSFET is constantly turned on or
off, which corresponds to the a–b cycle when energy is transferred to C2 in Figure 8. Conversely,
it corresponds to the d–e cycle in Figure 6 when voltage drops. Apart from the amplitude of the drive
signal, each working interval is timed by a timer overflow interruption when the frequency of the
output signal requires adjustment.

4. Simulation Verification

To verify the feasibility of the circuit, its topology was simulated in the MATLAB Simulink
environment. The specifications of the components used in the simulation are provided in Table 2.
Among these, magnetizing inductance, output filter capacitor, resonant inductor, and transformer
turn ratio are the same as those of the transformer and other circuit parameters used in
subsequent experiments.
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Table 2. Specifications of the utilized components.

Components Specifications

Vbat 3.7 V
fs (switching frequency) 55.5 kHz

D (duty cycle) 50%
n (turn ratio) 1:10

Lm 2 μH
C 1 μF
L 15 μH

C1,C2 48 nF

For the DC/DC stage, Figure 9 shows the simulated waveforms of the control signal of the power
MOSFET Q, the input voltage Vbat, the currents Ip and Id through the primary and secondary sides
of the transformer, and the output voltage Vc. Before the switch is turned on, the current through
the rectifier diode drops to zero. Therefore, the circuit operates in DCM, which is consistent with the
theoretical analysis.

 
Figure 9. Simulation waveforms of each node in flyback DC/DC stage.

The switching frequency of the MOSFET Q is 55.5 kHz. When Q is turned on, the primary
inductance is linearly charged by the battery’s DC voltage of 3.7 V. During this phase, the current Id
and the drain–source voltage vds of Q are both zero. When Q is turned off, the current Ip becomes zero,
and the current of the rectifier diode Id starts to decrease from the maximum value Id/n. When the
current Id drops to zero, the load is supplied by the output filter capacitor, and the primary and
secondary sides of the transformer have zero current. When Q is turned on again, the new switching
cycle of the operation is implemented.

The voltage signals of Vc1 and Vc2 generated by the DC/AC half-bridge drive circuit should meet
the requirements of drive signals for piezoelectric bimorph actuators. The simulation results in the
DC/AC stage are presented in Figure 10. The voltages of Vc1 and Vc2 are 100 V sinusoidal signals with
100 Hz resonant frequency and 180◦ phase delay. In addition, various types of signals can be generated
based on the design of the DC/AC circuit, including square, triangle, and sinusoidal signals.
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Figure 10. Simulation waveforms of the drive stage.

5. Experiment Realization

5.1. Fabrication Specifications

The circuit topology described in Figure 4 is soldered onto a well-designed printed circuit board
using discrete components. Table 3 lists the specifications of the discrete components, which include
a power MOSFET, a rectifier diode, a flyback transformer, and a filtering capacitor. The flyback
step-up stage is responsible for increasing the input DC voltage. The basis of the selection is to ensure
that the components can handle the predicted voltage and current without breakdown and failure.
As mentioned earlier, if the input voltage varies within the range of 3.0–4.5 V, then the maximum
average current can reach 200 mA. Therefore, when the output is approximately 100 V, the average
output current should be less than 10 mA. In accordance with package specifications, the N-channel
enhancement MOSFET (SI2304, Vishay Intertechnology Inc., Shelton, CT, USA) with the small outline
transistor (SOT) package is used as the primary side switch, because of its high voltage stress, low
on-state resistance, and sufficient compactness.

Table 3. Specifications of the discrete components.

Device Name Chip Number Weight (mg) Size (mm)

Flyback transformer lpr4012 (Lm = 2 μH) 64 4 × 4
Power MOSFET (power stage) SI2304 8 2.8 × 2.1

Rectifier diode SMD1200PL 8 2.8 × 2.1
Capacitor (power stage) 1 μF/200 V 1.2 1.6 × 0.8

Power MOSFET (drive stage) TN2404K 8 2.8 × 2.1
Inductor (drive stage) 15 μH/40 mA 1.2 1.6 × 0.8

The flyback secondary diode is an SOD-123 packaged Schottky barrier rectifier diode, i.e.,
SMD1200PL (Micro Commercial Components Inc., Simi Valley, CA, USA), which can withstand more
than 1 A average forward current and up to 200 V reverse voltage. Compared with a conventional
diode with a turn-on voltage of 0.7 V, SMD1200PL has a voltage of only 0.4 V at a forward current of
20 mA. Therefore, conduction loss is low, which is a key factor in selecting this diode.

The flyback transformer LPR4012 (Coilcraft Inc., Cary, IL, USA) with a weight of 64 mg and
made of ferrite material produced by Coilcraft has an excellent coupling coefficient (>0.95) and good
electromagnetic interference (EMI) performance. Its primary inductance is 2 μH and the turn ratio is
1:10, which can withstand a peak current of 1.7 A under an unsaturated condition. The 1 μF/200 V
output filter capacitor (Vishay Intertechnology Inc., Shelton, CT, USA) with a 0603 package is selected
to diminish voltage ripple on the actuator outputs.
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For the half-bridge drive circuit, two N-channel enhancement MOSFETs TN2404K
(Vishay Intertechnology Inc., Shelton, CT, USA) with an SOT-23 package are adopted as high-side and
low-side switches, because of their high capability to withstand voltage and low on-state resistance.
A 0603 package passive inductor (Vishay Intertechnology Inc., Shelton, CT, USA) with a high quality
factor and good EMI characteristic is used to obtain excellent output signals. The image of the
fabricated converter is shown in Figure 11.

 
Figure 11. Image of the fabricated converter.

Using the above components, a prototype weighing 108 mg was fabricated. The length,
width, and thickness of the circuit are 13, 13, and 4 mm, respectively. The converter realizes
miniaturization at the gram level, thereby enabling it to meet the requirement of compactness for
MMRs in harsh applications.

5.2. Circuit Experimental Analyses

A low-voltage source lithium battery is utilized to generate high drive voltage in the developed
topology. The input voltage Vbat of the dual-stage drive circuit is 3.7 V, and the output voltage Vo is
regulated at 100 V. One layer of the bimorph actuator can be modeled as a 48 nF capacitor in parallel
with a few megaohm resistance. Multiple actuators are cascaded to increase load condition in circuit
validation. The dual-stage converter is capable of driving capacitive loads at nanofarad level, with up
to 0.5 W (full load) unipolar actuation.

In the DC/DC stage, the node waveforms of Vgs (driven gate voltage), Vds, and Ip were obtained,
as shown in Figure 12. The Ip current is fully provided by the lithium battery. The waveforms are
consistent with the theoretical analysis. The maximum instantaneous output power of the lithium
battery can reach four watts. The zero current shows that the flyback circuit worked in DCM mode.

Figure 12. Node waveforms of the flyback converter.

This circuit topology is capable of generating three waveforms (i.e., square, triangle, and sinusoidal
waveforms; Figure 13). An oscilloscope probe is used five and ten times to measure a voltage of 100 V.
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Figure 14 shows the output waveforms of the three signals and the corresponding control pulses
of the two power MOSFETs. When the sinusoidal signal is used as an example, the timing pulses are
turned on and the high-side transistor QH is constantly switched during the Charge phase, thereby
initiating the transfer of energy to node Vo. During the Discharge phase, the low-side transistor QL is
turned on and the high-side transistor QH is turned off, thereby lowering voltage Vo. As shown in the
enlarged view, the switch is only turned on when the capacitor is required to reach the ideal voltage,
thereby avoiding unnecessary switching actions and significantly reducing switching loss.

 
(a) 

 
(b) 

 
(c) 

Figure 13. Output voltages of each node (i.e., Vbat, Vc and Vo) in (a) square driving; (b) triangle driving;
and (c) sinusoidal driving modes.
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Figure 14. Images of the control pulses and output waveforms.

The proposed converter’s conversion efficiency can be calculated as follows:

η =
Pload
Pin

× 100%, (12)

where Pload is the average power of the PZT load, and Pin is the average input power of the
developed converter.

Figure 15 demonstrates the efficiency of the proposed interface in terms of various loads and
drive signal frequencies.

 
Figure 15. Efficiency vs. load for the three different driving frequencies.
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The loads continuously increase from 10% to 100% with 10% intervals. The three driving
frequencies are 100, 110, and 120 Hz. The peak efficiency (64.5%) can be reached at 60% load and
100 Hz driving frequency (Figure 14), which is higher than the maximum conversion efficiency of
42.4% obtained in [9]. Table 4 outlines the electrical characteristics of the proposed drive circuit.

Table 4. Specific characteristics of the dual-stage circuit.

Output Power (maximum) 500 mW

Efficiency (maximum) 64.5%

5.3. Performance Optimization

To optimize the parameters and improve circuit performance, energy efficiency optimization
experiments of the DC/DC and DC/AC stages are conducted to understand the design tradeoffs.
For the DC/DC step-up stage, four parameters, namely, magnetizing inductance, switching frequency,
drive voltage, and output power, are considered as critical parameters that affect the efficiency of
the circuit. Six flyback transformers with different magnetizing inductances are selected for the
optimization test. In addition, switching frequency varies from 40 kHz to 200 kHz with 20 kHz steps.
Within a drive voltage range of up to 160 V, the circuit changes from 20% load (0.1 W) to full load
(0.5 W).

Figure 16 depicts the efficiency variation of the flyback stage with different magnetizing
inductances and switching frequencies at 60% load and 90 V drive voltage. When the switching
frequency is constant, a large magnetizing inductance results in high conversion efficiency, because a
large magnetizing inductance can reduce current swing, thereby decreasing hysteresis eddy losses.

Figure 16. Conversion efficiency of flyback stage vs. switching frequency and magnetizing inductance.

When magnetizing inductance is constant, switching frequency significantly affects conversion
efficiency, as reflected in switching and iron losses. At low switching frequencies (<80 kHz), iron losses
become dominant, due to the high magnetizing forces caused by a large current swing of the coupled
inductors. A low switching frequency results in a small current swing, which reduces iron losses and
improves system efficiency. However, MOSFET switching losses become dominant when operating at
high switching frequencies (>80 kHz).

Figure 17 shows that at 60% load operation and 90 V drive voltage, a maximum efficiency of
81.8% is detected with 60 μH magnetizing inductance at 100 kHz switching frequency.

This figure illustrates how conversion efficiency varies with output power and drive voltage when
switching frequency is 100 kHz and magnetizing inductance is 60 μH. Efficiency is measured under
the condition that the output power range is 0.1–0.5 W and the drive voltage range is 40–160 V. At a
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low output power, parasitic MOSFET losses are dominant. When output power increases to a certain
value, the conduction loss of a MOSFET and the copper loss of the transformer become dominant.

Figure 17. Conversion efficiency of the flyback stage vs. drive voltage and output power.

Under the condition of a constant load, low drive voltages lead to large currents, with conduction
losses being dominant. At high drive voltages, conduction losses will be reduced in correspondence
to the smaller currents, thereby increasing efficiency. When drive voltage exceeds a certain value,
iron losses will become dominant, because of the large current swing caused by large duty cycles.
Maximum efficiency occurs at nearly 0.3 W output power and 90 V driving voltage with a switching
frequency of 100 kHz and a magnetizing inductance of 60 μH.

In the half-bridge stage, a high-quality factor inductor can effectively reduce conduction loss.
Simultaneously, an inductance with a small value is selected to increase resonance frequency. Similar
to the flyback converter, the experimental results exhibit high efficiency (ranging from 70.1% to 80.3%)
under the desired operation as illustrated in Figure 18.

Figure 18. Efficiency of the half-bridge stage vs. drive voltage and output power.

5.4. PZT Driving Validation

The dynamic performance of the fabricated converter was tested by observing the displacement
of the piezoelectric bimorph (QDTE52-7.0-0.82-4, PANT, Suzhou, Jiangsu, China). Figure 19 shows
the image of the entire system, which comprises a battery box, the proposed drive circuit, and a
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manual probe station that is used in conjunction with a B1505A I/V Agilent power device analyzer
(Keysight Technologies, Inc., Santa Rosa, CA, USA). The output of the drive circuit is connected to the
terminal of the probe, and the piezoelectric actuator is physically anchored by the terminal under the
electron microscope.

 
Figure 19. Image of the entire system.

The parameters of the piezoelectric bimorph used in the experiment are 52 × 7.0 × 0.82 mm
(size), 1.2 mm (bidirectional displacement), 100 Hz (resonant frequency), and 200 V (maximum driving
voltage). The displacement of the front end of the actuator at 0, 60, 80, and 100 V drive circuit
was photographed using a high-speed camera and the images in (a)–(d) of Figure 20 present the
corresponding observations. The figure shows that the displacement degree of the actuator increases
as driving voltage increases. The arrow indicates the direction, in which 0.5 mm unidirectional
displacement can be obtained when the actuator is applied at a drive voltage of 100 V.

Figure 20. Displacement images of the piezoelectric actuator driven at four different voltages: (a) 0 V;
(b) 60 V; (c) 80 V; and (d) 100 V.

Similarly, the bidirectional displacements, shown in Figure 21, are achieved with −100, 0,
and 100 V excitation generated by the proposed circuit, which illustrate the piezoelectric bimorph at
(a) down, (b) equilibrium, and (c) up, respectively. The experimental results show that the mechanical
displacement is proportional to the square of the driving voltage. The displacement of the up–down
motion is close to 1 mm, which can be further expanded by mechanically magnifying the structure to
obtain potential applications in MMR.
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Figure 21. Image of the piezoelectric actuator displacement: (a) Down; (b) at equilibrium; and (c) up.

6. Conclusion

In summary, this paper discusses a dual-stage converter that exhibits high performance at
low mass and microsize for driving piezoelectric bimorphs at system level in MMR applications.
The operations and control strategies of high step-up DC/DC stage and DC/AC driving stage are
presented in detail. Combined with mechanical loads, the dual stage converter can fully utilize its many
advantages to accomplish specific tasks, including, but not limited to, military reconnaissance and
environmental monitoring. Future research will focus on reductions in circuit losses to improve
efficiency and the miniaturization of prototypes. Simultaneously, a study on coupling theory
of high-performance composites and piezoelectric ceramics will also be conducted to produce a
piezoelectric composite actuator with lighter mass and higher strength energy density. With advanced
drive technology, greater mechanical displacement is generated for MMR. For the drive circuit,
custom bare die package components have potential uses when fabricated. On the basis of this
study, the suppression of switching losses can be realized by using soft switching technology to
improve the efficiency of a system.
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Abstract: Over the last two decades, smart materials have received significant attention over a broad
range of engineering applications because of their unique and inherent characteristics for actuating
and sensing aspects. In this review article, recent research works on various robots, medical devices
and rehabilitation mechanisms whose main functions are activated by smart materials are introduced
and discussed. Among many smart materials, electro-rheological fluids, magneto-rheological fluids,
and shape memory alloys are considered since there are mostly appropriate application candidates
for the robot and medical devices. Many different types of robots proposed to date, such as parallel
planar robots, are investigated focusing on design configuration and operating principles. In addition,
specific mechanism and operating principles of medical devices and rehabilitation systems are
introduced and commented in terms of practical realization.
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1. Introduction

Historically, material technologies have had a profound influence on human civilization,
and hence historians have defined distinct time periods by the dominant materials used during those
eras. The term ‘smart materials’ first appeared in the late 1980s, and since then, a multitude of research
activities on smart materials has been, or is being, conducted in diverse industry areas. Among the
many inherent characteristics of smart materials, the crucial common denominators to achieve high
performances in application systems are their capabilities of sensing, actuating, and controlling
under external stimuli that govern the responses of the systems. To date, more than 100 types of
smart materials with these capabilities have been proposed, and their adaptability as ‘smart’ has
been validated. These include the identification of material characteristics showing sensitivity as
sensors, generating forces as actuators, and performing control responses as a controller. In the last
two decades, several classes of smart materials have received significant attention, over a broad
range of engineering applications, because of their unique and useful actuator properties. Potential
smart materials for robotic and medical applications include electro-rheological (ER) fluids (ERFs),
magneto-rheological (MR) fluids (MRFs), and shape memory alloys (SMAs). It is noted here that ERFs
also include homogeneous types such as liquid crystal in the sense of the electric field response smart
material. However, in this review article, ERFs which can be expressed by Bingham model, in which
the field-dependent yield stress is the dominant behavior, are considered only.

In the robotic research society, many researchers have developed various types of robots using
traditional actuators (e.g., electric motors, hydraulic fluidic actuators) to achieve some specific
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requirements for desired movements. Although some robots with conventional actuators have
demonstrated excellent performance, alternative actuators need to be explored when the capability
to perform flexible and complex movements is required. Smart material-based actuators are one of
these alternative solutions, because of their relatively small weight and volume, compared to those
fabricated using conventional actuating methods. For example, SMAs have been widely used in a
diverse range of humanoid-robotic applications since the 1980s, especially as artificial muscles, because
SMA wire actuators can mimic the human muscle. The use of smart materials as actuators can be
categorized in terms of their application areas: automotive, aerospace, robotics, and medical, amongst
others. Despite numerous research works on smart materials applications, a comprehensive overview
on the specific application areas of diverse robots, medical devices and rehabilitation systems is not
readily available. Therefore, it is worthwhile to timely review one of attractive applications of smart
materials, namely robot and medical applications.

Consequently, the main objective of this review article is to present a broad perspective of
the research efforts during the last two decades in relation to robot and medical devices, and their
prototypes, based on ERFs, MRFs, and SMAs. This review describes the attributes of specific smart
materials that make them ideal for actuating robotic and medical applications, and discusses their
associated technical capabilities and limitations in order to emphasize the design challenges. Therefore,
this article provides an updated review of recent smart material research of robot and medical
applications, with 100 state-of-the-art references categorized into three types of smart materials.
It is remarked here that this review article is focused on the operating principle and design concept
of each application for easy understanding of the potential readers of this attractive research field,
instead of the specific dynamics and control strategies of the adopted devices and systems.

2. Robots Using ERF and MRF

2.1. Material Characteristics

ERFs are a class of colloidal dispersions that exhibit a large reversible change in their rheological
behavior when subjected to external electric fields. These changes in rheological behavior are
manifested by a dramatic increase in flow resistance, which depends upon the flow regime and the
composition of the ERF. The flow resistance can be considered an actuating force controlling dynamic
motions, such as vibration and position. In order to achieve flow resistance, ERFs are frequently
modeled by a simple Bingham plastic model, in which the field-dependent yield stress is expressed as
a controllable resistance. Among the many inherent characteristics of ERFs, the most salient property
is the fast response of the actuating force (or torque) caused by application of an external electric
field. This important property has triggered numerous application research works on ERF, including
automotive shock absorbers, brakes, clutches, and smart structures. In addition, owing to their
fast and easy controllability, ERFs are applied to robot systems, where they are embedded into the
flexible arms of manipulators. Some other applications of ERF in robotic areas include tactile sensors,
and human-friendly soft hands. It is also known that, when subjected to an external magnetic field,
MRFs have exactly the same characteristics as ERFs. The rheological properties of MRFs, such as
complex moduli, can be tuned or controlled by changing the intensity of the magnetic field associated
with appropriate control schemes. Thanks to the robustness and higher material performance of MRFs
compared to ERFs in a practical environment, numerous studies on the applications of MRFs are being
actively undertaken in many industrial fields such as automotive, aerospace, and civil engineering.
MRFs have a much higher field-dependent yield stress than ERFs, and hence, they satisfy the force or
torque requirements of many practical systems or devices over a wide temperature range. However,
MRF has slower response time compared to ERF. Moreover, the weight of MRF-based devices is much
heavier than ERF-based devices because of high density of ferromagnetic metals.
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2.2. ERF-Based Robots

As far as is known, the first application of ERFs to robotic systems was reported by
Gandhi et al. [1]. In this work, the forearm of a commercial parallel robot was retrofitted by inserting
ERF. The deflection of the forearm was successfully reduced during dynamic maneuvering and
transient motions, owing to the increment of the field-dependent damping property of the ERF
domain. Choi et al. [2,3] performed a study similar to Gandhi et al. [1], with primary focusing on
the vibration control of a flexible robot arm incorporating ERF. In this work, a single-link flexible
robot arm system was made by inserting ERF into the box-type aluminum arm. The simulation and
experiment were both conducted to evaluate effective control of the transient vibration during a
rotational maneuver. A number of other studies were conducted using the same concept for vibration
control of a flexible gantry robot [4,5]. In the gantry robot system, the translational motion was
controlled by a bi-directional ER clutch, and the vibration due to the flexibility of the link was controlled
by a piezoelectric actuator bonded on the surface of the link. As for the controller, a robust, H-infinity
controller was designed and built, using a microprocessor. Excellent positional and vibrational control
responses were achieved in the presence of uncertain system parameters, such as the variation of
natural frequencies. Monkman [6] proposed a high-resolution tactile display using ERF, applicable to
the virtual reality (VR) environments encountered underwater or in space exploration. Figure 1 shows
a compressive-type tactile display whose hardness can be tuned by the electric field and the changed
hardness can be felt by fingers exploring the surface. The movement of the fingers over the surface
allows the shape of an object to be detected by touch, with the regions that correspond to the position
of the object being harder than those outside the image. In Figure 1, the white circles represent the
dielectric separating mesh. The dielectric separating mesh is essential to prevent the earthed compliant
surface from coming into direct contact with the uncharged tactor elements resulting in a short circuit
when they become activated. More recently, a study on the feasibility and suitability of an ERF-based
actuator in human-friendly manipulators was reported in [7]. In this work, the actuator criteria were
checked, based on ERF properties and the application of an ER clutch. It has been shown that ERFs
exhibit promising characteristics for use as robotic actuators. Specifically, they are well suited for
actuation systems that interact physically with humans, because of their inherent characteristics such
as intrinsic back-drivability, low-output inertia, superior performance and bandwidth, and precision
controllability of output torque. The state-of-the-art robotic applications using ERF actuators are
summarized in Table 1.

Figure 1. Tactile display featuring ERF [6].
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Table 1. Summary of state-of-the-art robotic applications using ERF.

Robot References

Flexible robot arm [1–3]
Flexible gantry robot [4,5]

Tactile display [6]
Manipulator [7]

2.3. MRF-Based Robots

MRFs have been for the first time applied to vehicle shock absorbers, and some of the passenger
vehicles integrated with MR dampers are currently available on the market [8,9]. The application
of MRFs to robotics has been actively researched since 2000. Initially, the feasibility of MRFs as
robotic actuators was both conceptually and experimentally studied [10]. There are two possible
approaches when investigating the actuating characteristics of MRFs. One is to make valve systems
and produce an active control force in closed-loop systems. The other is to directly use MRFs as
actuators, by generating a flow motion in three different flow modes (flow, shear, and squeeze),
in which a semi-active damping force is normally produced in open- or closed-loop control systems.
Recently, Yadmellant and Kermani [11] proposed a new adaptive control method to compensate for the
inherent hysteretic phenomenon of MRFs, and to develop high-performance robot actuators. In order
to validate the proposed control scheme, a small-sized two degrees-of-freedom (2-DOF) MR-actuator
robot manipulator was manufactured, and the higher accuracy of its torque-control results, compared to
the case without the hysteretic compensator, was presented with various frequency torque trajectories.

The state-of-the-art robotic applications using MRF actuators are summarized in Table 2. A robot
application device with MRFs, a deformable gripper that handled implements such as a writing pen,
was invented in [12]. This gripper could be deformed in conformance with the user’s hands and fingers,
with the gripper comprising a tubular sleeve in which the MRF flowed radially. The deformability
of the gripper was controlled by a sliding mechanism activated by an electromagnet. A robot
gripper for handling delicate food products using MRFs was also developed in [13]. In this work,
a two-finger gripper was manufactured. When the MRF, in pouches, reached the sides of the
object, the pouches started to deform without stretching the pouch material. One of the gripper
arms was fitted with a strain-gauge force sensor, which allowed for multiple gripping modes.
The gripping force when handling various fruits and vegetables, such as carrots and strawberries,
was measured through both open-loop setting speeds and closed-loop control methods, associated
with a proportional–integral–derivative (PID) controller. It was concluded that the gripping force was
evenly spread over a large surface, reducing the risk of bruising, and that the geometric dimensions
of the gripper were crucial in achieving a universal gripper, able to handle any size or shape of
food products. More recently, Nguyen et al. [14] proposed a new type of 3D-haptic gripper for
tele-manipulation, using an MR brake system. This haptic gripper transfers the rolling torque,
grasping force, and approach force from the slave manipulator to the master operator. Figure 2
shows a schematic configuration of the 3D-haptic gripper which can be applied in surgical robots,
where the gripper is attached to a stationary base, and the master manipulator and the haptic gripper
are separated. The haptic gripper consists of two rotary MR brakes. These are the grasping and rolling
MRBs, and two identical linear MRBs to reflect the approach force. The shaft of the rolling MRB is fixed
to the body of the haptic griper while its housing is attached to the stationary base. The shaft of the
grasping MRB is connected to gear 2 while its housing is fixed to the gripper body. The gear 2 externally
mates with gear 1. On gears 1 and 2, the two shafts of the linear MRBs are attached. The housings of
the linear MRBs, on which the handles of the gripper are attached, can move relative to their shafts.
By controlling the applied currents of the MRBs according to signals received from the slave sensors,
the grasping force, rolling torque and approach force from the slave can be reflected to the human
operator [14]. In this work, the principal design parameters, such as the magnetic pole, are determined

242



Appl. Sci. 2018, 8, 1928

by an objective function considering both the off-state braking torque/force, and the mass of the
brake itself.

Table 2. Summary of state-of-the-art robotic applications using MRF.

Robot References

Manipulator [11]
Deformable gripper [12,13]

Haptic robot [14–18]
Rehabilitation [19–22]

Collaborative robot [23–28]
Planar robot [29]

Climbing robot [30]
Spherical robot [31]

Figure 2. 3-D haptic MRF gripper for surgical robot applications [14].

An innovative haptic display for whole-hand immersive exploration was proposed, and its
practical feasibility was demonstrated via a conceptual experiment proposed by Scilingo et al. [15].
In this work, a haptic black box, which can be imagined as a box into which the operator can poke his
or her bare hand, was devised using MRFs and its effectiveness was tested through psychophysical
experiments to assess performances of softness and shape. A compact haptic glove using MR brakes
was developed and its time required to grasp a virtual object was investigated with a force feedback
controller by Blake and Gurocak [16]. The proposed glove was made using six MR brakes to generate
the movement three fingers, and four-bar mechanisms, to connect the brakes to the digits of the fingers.
In the design process of the glove, easy controllability of the fingers, minimization of user fatigue,
user’s safety, and freedom of motion were considered for satisfying the general requirements of the
force feedback gloves. The thumb, index finger, and middle finger are attached to two MR brakes in
which the motion of the thumb is constrained to 2-DOF. The braking torque is then transmitted to each
finger joint by using the four-bar linkage, which allows the MR glove to be adjusted to different hand
sizes. The effectiveness of the MR glove, which weighs 640 g, was evaluated by two different methods:
virtual object manipulation, and by reflecting the stiffness of a virtual object held between two fingers.
It was shown that the task completion times were reduced by 79% by activating the MR glove, and the
difference in stiffness of the springs was identified with a higher percentage of success. Several works
on robotic systems closely related to medical surgical applications have been performed utilizing MRF
technology. For applications in robotic surgery, a new type of 5-DOF MRF-based tele-robotic haptic
was proposed and applied to remotely control a slave robot by Ahmadkhanlou et al. [17]. In this work,
after analyzing the MR structure, a force feedback control was employed to replicate in the master,
those forces encountered in the slave. Recently, using the salient property of the variable impedance
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of MRFs as a function of a magnetic field, a series-clutch element was devised for autonomous and
tele-robotic operation by Walker et al. [18]. In this work, a series-clutch actuator, which transfers torque
up to some saturation level, was made by utilizing a clutch between the DC motor and output link.
After experimentally identifying its step response and hysteretic behavior, the clutch was modeled
as a first-order system, and a combined tele-robotic control architecture, to reduce the impact force,
was formulated and implemented. It was shown that unwanted impact, or collision forces, at the
output, are significantly reduced by activating the proposed system, which in turn indicated a great
improvement of safety in uncertain environments, or with human contact.

One potential application of MRF technology in the robotic area is in rehabilitation elements
or components. Over the last decade, many studies on lower-limb rehabilitation, utilizing MR
mechanisms such as clutches or brakes, were undertaken. Specifically, research work on lower-limb
robotic rehabilitation related to various gait motions was performed by Diaz et al. [19]. It is known that
many patients with cerebral lesions have a spastic movement disorder, which slows voluntary limb
movement. This has led to much research on lower-limb rehabilitation using servo-motors. However,
it is challenging to guarantee both stability, and powerful motion, by employing a servo-motor-based
leg system. Kikuchi et al. [20,21] proposed a haptic controllable leg-shaped robot (Leg-Robot) to be
used by patients with spastic ankle joints. The Leg-Robot was made with an MR clutch, which provided
a safety mechanism, and a haptic generator of the system. In the design process of the Leg-Robot,
they considered mass characteristics at a level approximating that of elderly people (over 75-year-old
males). Figure 3a shows the basic structure of the Leg-Robot, in which the MR clutch is built in the
knee joint. It was demonstrated that the desired torque levels, corresponding to the spasticity mode
and the ankle-clone mode, could be successfully achieved by controlling the MR brake. Jiang et al. [22]
proposed a robot leg comprising a rotational MR damper, a torsional spring, a steel plate, and a curved
part of the foot that makes contact with the ground, as shown in Figure 3b. As it walks, the foot rotates
to form an angle between the core and outer cylinder of the MR damper, while the forces acting on the
foot vary according to the synthesized effect of the driving torque of the motor on the axle, and to the
dynamic force of the terrain acting on the foot. It was demonstrated that the vertical forces at different
walking speeds can be controlled in real time to adapt to the surroundings by controlling the magnetic
field applied to the MR damper. In this case, a higher angular speed than other tunable legs were
achieved, due to the guaranteed stability associated with the semi-active control of the MR damper.

Figure 3. Leg-Robot using MR devices; (a) MR fluid clutch [20,21]; (b) MR fluid damper [22].

There are several types of collaborative robot systems for robot-to-robot or robot-to-human
interactions. Specifically, a robot sharing its working space with humans has been actively researched
for many purposes such as carrying heavy objects in factories. Saito and Ikeda [23] proposed a
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MR-clutch type safety device for human-collaborative robots. In this work, an MR clutch comprising
magnetic circuits associated with the permanent magnet and electromagnetic coil, yoke, rotor,
and driving shaft was developed to achieve high levels of output torque. After verifying the safety
function of the MR clutch, the transmitted torque of two different types, single- and triple-rotor,
were evaluated as a function of the input current (magnetic field). They concluded that, in order to
build a safety device capable of controlling the torque output of the robot joint axis and securing
the holding torque in an emergency case, the proposed MR clutch was a promising candidate
for practical implementation. Ahmed et al. [24,25] developed a robot-arm system featuring an
MR clutch/brake to accomplish a safe human–robot interaction, which is a type of compliance
control. Fauteux et al. [26] proposed a dual-differential rheological actuator (DDRA) to investigate
the feasibility of high-performance robotic interactions, in which safety, robustness, and versatility
are paramount. The DDRA was manufactured based on the synergistic use of two differentially
coupled MR brakes, and an electromagnetic (EM) motor. After analyzing the DDRA in terms of output
friction, torque level, backlash, and interaction force, a one-link manipulator was integrated with
the DDRA, as shown in Figure 4, in order to control the joint torque, and hence the position of the
manipulator. It has shown from the experiment that more accurate position control, higher torque
bandwidth, and smaller inertia of the DDRA compared to conventional EM actuators can be achieved
utilizing the DDRA. Shafer and Kermani [27,28] undertook a research similar to Fauteux et al. [26].
In these works, MR clutch actuators were proposed as promising candidates for human-friendly
manipulators because of the clear benefits of MRFs. After surveying the actuator requirements for
human-friendly manipulators, such as torque levels and control bandwidth, a distributed active
semi-active (DASA) actuation mechanism, comprising a driving motor and semi-active MR clutch,
was designed and manufactured. In the design process, the actuator inertia, mass of MR clutch,
and output impedance were crucially considered in order to achieve maximum efficiency as a robot
actuator. It was demonstrated, via experimental work, that accurate torque control with high control
bandwidth could be achieved, thus validating an excellent actuator for human-friendly manipulators,
which require intrinsic back drivability, low output inertia, and accurate control performance with
high bandwidth.

Figure 4. Robot arm featuring dual-differential MR actuator; (a) configuration (b) section view of
DDRA [26].

A novel parallel-planar robot using an MR damper was developed, and its effectiveness was
validated by demonstrating tracking control performance in the x–y plane by Hoyle et al. [29]. In this
work, a linear motor and two MR dampers were used as actuators. The linear motor is responsible for
moving the platform, while the MR dampers guide it through predefined paths by creating adjustable
and controllable resistive forces. The platform then follows the path, based on the concept that moving
objects intuitively tend to follow the direction that imposes minimum resistance against motion.
Figure 5 shows the planar robot manufactured in this work. In order to demonstrate control accuracy
of the robot, three different trajectories, straight, inclined, and sinusoidal, were adopted as those to be
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followed by the robot, and excellent tracking control performance was achieved by implementing a
PD controller. This work noted one salient property of the planar robot using an MR damper. If an
excessive load is applied to the joints by an incorrect controller command, the joints and links will not
be easily damaged because the MR dampers can easily absorb the majority of such loads. MR fluid
technology has been extended to a controllable climbing robot, using the adhesive effects of MR fluids.
Wiltsie et al. [30] developed a novel type of climbing robot using the field-dependent adhesive effect of
an MR fluid. Before building the robot, they investigated the adhesion property of MR fluids with,
and without, a magnetic field. From this test, the fluid thickness between two parallel plates was found
to have little effect on the adhesive failure strength, and a positive effect on time to failure, while the
target surface roughness and orientation were found to have a significant effect on pull-off adhesion,
and a positive effect on shearing loads. In addition, in order to investigate the holding time of the MR
fluid adhesive, a pseudo-creep test was undertaken, and the maximum allowed holding time until
failure was identified as 5 min. They manufactured four feet using MRF, by considering the holding
time, failure time, and surface conditions of climbing materials, and tested them on a vertical board
covered with 150-grit sanding cloth. It was found in the test that the proposed robot could climb the
vertical board with a shear of approximately 7.3 kPa, which was generated by activating the magnets.
On the other hand, Yue and Liu [31] applied MRF technology to control unwanted oscillations of a
spherical robot. In general, the inner suspension platform of a spherical robot undergoes a severe
oscillation when the robot is rolling forwards, which could cause instability of the robot system. Thus,
in order to reduce oscillations during the rolling motion, they used an MR damper integrated with a
robust sliding-mode controller, which was robust against disturbances and parameter insensibility.

Figure 5. Schematic of parallel planar robot using MR damper [29].

One potential smart material, with material characteristics controllable by external magnetic fields,
is the magneto-rheological elastomer (MRE). A controllable MRE, which belongs to the MR-material
family, is a composite material with magnetic sensitive particles suspended, or arranged, within a
non-magnetic elastomer matrix [32,33]. The operational modes of an MRE are quite different to those of
MRFs in that the iron particles are locked within the polymeric matrix, and under external excitations.
This restricts the particle movement around their original locations, and thus the direction of the chain
structures no longer coincides with the magnetic field. The three operational modes of an MRE are
classified as shear, squeeze/elongation, and field-active modes. Depending upon the dynamic motion
of MRE applications, an appropriate operational mode needs to be selected to maximize actuating
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performance. Recently, a new concept for locomotion of miniature robots, based on the periodic
electromagnetic actuation of the MRE body structure, was introduced by Zimmermann et al. [34].
Figure 6 presents a basic configuration of two different micro-robots with MRE body structures. The left
one incorporates an inelastic-polymeric frame with an integrated micro-coil, and the movement is
bidirectional, controlled by the driven frequency. The right one consists of only a symmetric MRE
body with six embedded micro-coils, and thus, is applicable to compliant planar-locomotion systems.
In this work, prototypes of the two MRE activated micro-robots were manufactured, and their dynamic
motions were investigated by observing the driven frequency-dependent movement for two cases,
uniaxial- and the planar-locomotion systems. It was seen from the experiments that the maximum
average speed of the uniaxial locomotion system was 4.1 mm/s at a driving frequency of 20 Hz,
while that of the planar locomotion system was 5 mm/s, at the same driving frequency.

Figure 6. Two different micro-robots featuring MRE body structures [34].

3. Robots Using SMA

3.1. Material Characteristics

Shape memory alloys (SMA) are a class of metallic alloys that can return to their original
shape because of the phase-transformation phenomenon, known as the shape memory effect (SME),
when subjected to changes in temperature or magnetic field. The primary application of these materials
is therefore in actuation systems, where the SMAs can be readily contracted or recovered to their
original form. The actuating motions could be achieved by controlling temperature beyond a certain
threshold temperature, by internal Joule heating. SMAs possess two different phases with three
different crystal structures: twinned martensite, detwinned martensite, and austenite. Typically,
the austenite phase is stable at high temperatures, and the martensite phase is stable at lower
temperatures. Upon heating an SMA, the initial martensite phase begins to transform into the austenite
phase, as shown in Figure 7. The onset temperature is As, where the austenite transformation starts,
and Af is the terminal temperature, where this transformation is complete. Once an SMA is heated
beyond As, it begins to transform into the austenite structure, resulting in recovering (i.e., contracting)
to its original shape. During cooling, the transformation starts to reverse to the martensite at Ms,
and is completed when it reaches Mf. Above the highest temperature (i.e., Af), SMA is permanently
deformed, similar to ordinary metals and alloys. In addition, SMAs exhibit other shape-memory
characteristics, such as pseudoelasticity or superelasticity. The SMAs can return to their original
shapes after applying mechanical loading at temperatures between Af and Md, without any thermal
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activation. This property is currently used for passive vibration-damping applications. Hysteresis is a
measure of the difference in transition temperatures between heating and cooling, and is generally
defined between the temperatures at which 50% of the material is transformed to austenite upon
heating, and 50% is transformed to martensite upon cooling. This hysteresis has significant design
considerations for SMA applications. For example, a small hysteresis is typically required for fast
actuation applications, such as in robotics, while larger hysteresis may be required to retain the
predefined shape, such as in deployable structures within a large temperature range. The hysteresis
loop associated with different transition temperatures is known to be affected by the composition of
the SMA material, and the thermomechanical processing. In addition, some of the SMA’s properties
also vary between these two phases, including the Young’s modulus, electrical resistivity, thermal
conductivity, and thermal expansion coefficient. Detailed information on the mechanical properties of
SMAs is well summarized in relevant references [35–37].

Figure 7. Typical phase transformation curve of SMA wire [35].

SMAs are particularly attractive for actuator applications because their strain (length change or
stroke) during the contraction phase is relatively larger than other smart materials, such as piezoelectric
transducers, and it is typically 4–5% of their initial length. If the contraction is constrained, large block
forces can be generated, and stresses may reach the order of magnitude of 1000 MPa. However,
for actuator applications with a large number of load cycles, up to 105, the stress level should be
alleviated, up to 200 MPa, to prevent fatigue damage. Compared to other actuation systems, high work
output along with lower weight (i.e., high power density) can be achieved with SMAs, which is
important for robot applications. While the temperature during the contraction process is controlled
electrically through Joule heating, cooling is simply controlled by convection in surrounding air,
which results in a much slower recovery response. This asymmetric actuation property limits SMA
actuators to nearly quasi-static applications, with an actuation frequency of approximately 1 Hz.
A few feasible solutions have been suggested to resolve this narrow bandwidth issue, including
the use of heat sinks, as in Peltier cooling elements, heat conductive compounds, oil, or water with
glycol [35]. However, the cooling rates are not very promising, and special additional devices are
required. In addition, SMAs have another technical challenge associated with their lower energy
efficiency. Theoretically, the maximum energy efficiency of SMAs is in the range of 10–15%, depending
on actuation modes (i.e., loading type). As a result, SMA wire-actuator applications are limited to
special areas where energy efficiency is not a significant issue.
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3.2. SMA-Based Robots

SMA actuators for robotic applications can be categorized according to various actuation
configurations in terms of loading types. Most of the actuator designs are based on an SMA
spring-wire type, as a large stroke change can be generated with a relatively small microscopic strain,
and because of its simplicity of fabrication, by annealing an SMA wire wound on a rod [38]. Most key
parameters—such as the wire diameter, rod diameter, pitch angle, and number of active coils—can
be successfully designed, based on reliable SMA models [39]. However, the stress distribution over
the cross-section of an SMA spring is no longer constant, and therefore it requires greater material
volume to generate the same force, which will have an effect on the efficiency and the bandwidth
of the actuator. Therefore, a straight, linear wire type for tension loading is more advantageous
because of its significantly higher efficiency (i.e., more work generated from a minimal amount of
SMA material). Various versions of linear SMA wire actuators can be found in recent literature.
For example, Flemming et al. [40] suggested a wet SMA actuator embedded within a compliant
fluid-filled tube to produce a linear contraction and extension of the SMA wire. Zhang et al. [41]
proposed a hybrid linear actuator by using an SMA wire and DC motor to resolve the low driving
frequency issue. A new flexible SMA actuator, composed mainly of an SMA wire and a multilayer
tubular structure, was proposed to make the conventional linear SMA wire actuator flexible, with high
axial stiffness [42]. As robots have become a focus of interest, they are now required to complete various
diverse tasks in a variety of environments, using factors such as a torsional motion. In order to produce
a torsional (or twist) deformation, a smart soft-composite torsional actuator using SMA wires has been
proposed by Shim et al. [43]. The proposed twisting actuator is composed of a torsional-restrained
SMA wire embedded in the center of a polydimethylsiloxane matrix. Sheng et al. [44] proposed a
torsion actuator composed of a pair of antagonistic SMA torsion springs, capable of bi-directional
actuation. Rodrigue at al. [45] manufactured a hollow-tube-shaped actuator, with multiple curved
SMA wires that follow the curvature of the tube, and which is capable of pure-twisting deformations,
while sustaining a cantilever load. This wrist actuator showed twisting deformation up to 25◦ while
holding objects weighing 100 g, and could sustain loads above 2 N without buckling. Recently, different
loading types of SMA wire actuation have been explored for robotic origami applications, which
require multiple sequential folding of tiled sheets for recovering the original shape. Paik et al. [46,47]
presented a preliminary research on a low-profile bidirectional folding actuator based on annealed thin
NiTi sheets (thickness of 0.1 mm), for meso- and micro-scale robotic applications. A torsional actuator
composed of an SMA wire, with a diameter of 0.25 mm in the array form, and two supporting elements,
was developed to provide large rotational motion by connecting single actuator modules in series [48].
A new soft SMA actuator was developed, capable of fast bending actuation with large deformations.
Multiple thin SMA wires were used to increase heat dissipation for faster cooling, and the bending
driving frequency of an SMA wire was increased up to 35 Hz [49].

SMAs have been widely used in a diverse range of humanoid-robotic applications since the 1980s,
especially in artificial muscles, because SMA wire actuators can mimic human muscle. For example,
many researchers created a dexterous robot manipulator that can mimic the human hand using
SMAs. A recent study by Thayer and Priya [50] divided the robot hand into several categories based
on locomotion styles and multi-DOF. For the design of a facial-expressive baby robot, SMAs were
embedded in the skull of a humanoid head and connected to the elastomeric skin at control points.
The SMA wires, with 35 routine pulleys were used as the skull actuators [51]. Recently, the majority of
SMA robotic researchers have been more interested in biologically inspired (or biometric) robotics,
as these robots are useful in solving problems that are challenging for humans by providing pertinent
information from underwater, space, air, and land. The state-of-the-art robotic applications using SMA
wire actuators are summarized in Table 3, while emphasizing biomimetic robot applications.

Over the last decades, SMAs have been utilized as alternative actuators for underwater robots due
to their ability to perform flexible and complex movements, inspired by biological mechanisms [52].
Wang et al. [53,54] designed a micro-robot fish driven by a flexible actuated biomimetic fin that
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simulates the musculature, and flexible bending, of a squid/cuttlefish. Rossi et al. [55] suggested
a new concept, using V-shape configured SMA actuators to bend a continuous flexible structure,
representing the backbone of a robot fish. A small crawling robot has been developed by mimicking
the model organism of Caenorhabditis elegans [56]. A thermal SMA was selected as an actuator because
of having properties similar to those of C. elegans muscles. The starfish robot has a number of tentacles
or arms extending from its central body in the form of a disk, like the topology of a real starfish.
The arm is a soft and composite structure, generating a planar reciprocal motion with a fast response
speed upon actuation provided by the SMA wires [57,58]. An SMA composite-based soft actuator
was designed to provide a large deformation profile inspired by the contraction of a jellyfish bell,
utilizing the rowing mechanism for locomotion (e.g., buoyance) [59]. This actuator was found to
achieve 80% of maximum deformation, consuming 7.9 J/cycle when driven at 16.2 V/0.98 A and a
frequency of 0.25 Hz [59]. Marut et al. [60] designed another type of jellyfish-inspired jet propulsion
robot (JetPRo) mimicking the proficient jetting propulsion mechanism (iris mechanism) used by the
hydromedusa Sarsia tubulosa. A biomimetic swimming robot, based on the locomotion of a marine
turtle and SMA wire, was developed by Kim et al. to perform the smooth, soft flapping motions
of this type of turtle [61]. The motion of such a structure can be designed by specifying the angle
between a filament of the scaffold structure, and a shape-memory alloy (SMA) wire. Based on the
analysis of the Chelonia mydas turtle, using two swimming gaits (routine and vigorous swimming
gaits), the flipper actuator was designed to be divided into three segments, containing a scaffold
structure fabricated with a 3-D printer [62]. A soft-bodied robot was proposed using an SMA-based
soft composite with inchworm-inspired locomotion, capable of both two-way linear and turning
movement [63]. The centimeter-scale work-like robot, inspired by a helical kirigami-enabled parallel
structure, was designed using an SMA coil spring actuator [64]. Unlike the inchworm-inspired
locomotion, a quick actuation mechanism for a flytrap-inspired robot has been studied by using
SMAs [65], which actuates artificial leaves made from asymmetrically laminated carbon fiber. Similar
to the flytrap-inspired robot, a novel direction-changing concept for miniature jumping robots, inspired
by Froghopper, has been developed by using a coil spring actuator for triggering the jumping [66].
SMAs acting as artificial biceps and triceps are used for mimicking the morphing wing mechanism of
the bat [67], or dragonfly [68].

Table 3. Summary of state-of-the-art bio-inspired robotic applications using SMA actuators.

Robots Biomimetic References

Micro-fish Fish fin [53–55]
Crawling C. elegans [56]
Tentacle Starfish [57,58]

Buoyance Jellyfish [59,60]
Swimming Turtle [61,62]

Linear Inchworm [63,64]
Flytrap Venus flytrap [65]

Jumping Froghopper [66]
Flying Bat, Dragonfly [67,68]

Although SMA actuators provide several attractive advantages over traditional actuators,
including silent and smooth operation, direct actuation, simple driving circuitry, and high-power
density, it is well-known that there are some technical limitations, such as low energy efficiency,
associated with the energy conversion of heat to mechanical work, slow response, and difficulties in
positional control [69]. In particular, a complex thermal–electrical–mechanical model is required
to correctly represent the behavior of the SMA described in Section 3.1. However, this is
challenging because of its strong temperature dependence. The property changes will cause a
significant backlash-like hysteresis loop in a highly nonlinear manner in open-loop control responses,
which results in response delays and steady-state errors, and limit-cycle issues in the position control

250



Appl. Sci. 2018, 8, 1928

of SMA actuators with a conventional feedback controller, such as a PID controller [70]. The robust
position control of SMA actuators for compensating hysteresis is therefore one of the interesting
research areas in the smart-material community. For example, the sliding mode control (SMC) was
applied to control the arm positions of a flexible robot [71,72]. Advanced SMC schemes, such as
an adaptive sliding-mode control with a PID tuning method [73], and an intelligent sliding mode
control [74], are proposed to achieve robustness against the SMA hysteresis phenomenon. Lee et al. [75]
experimentally demonstrated that a simple time delay control (SDC), without a precise actuator model,
can be effective for actuating an SMA wire actuator. The open-loop pulse width modulation (PWM)
control was also developed to reduce the SMA actuator energy consumption [76]. This control method
with a metal-oxide-semiconductor field-effect transistor (MOSFET) switching circuit, can also be used
for safely powering the SMA wire actuators across a wide range of speeds or input voltages, which will
in turn ensure a better durability, by preventing overheating of the SMA wires [77]. Numerous
new approaches for the design and control of SMA actuators have been explored. For example,
Selden et al. [78] proposed a segmented SMA wire actuator, which is divided into many segments,
and their thermal states are controlled individually as a group of finite-state machines. Then, instead
of driving a current to the entire SMA wire and controlling the wire length based on the analog
strain–temperature characteristics, this approach controls the binary state (hot or cold) of individual
segments, which improves efficiency. The SMA wire itself can be the sensing element for the control of
the SMA actuator. The classic example of this is to take advantage of the electrical resistance feedback,
which eliminates the need for a position sensor, in this case by utilizing the SMA’s electrical resistance
feedback. The position control system for the SMA wire actuator with electrical-resistance feedback
was proposed by Ma et al. [79], and has been recently advanced by Lynch et al. [80]. We use the
embedded SMA wire in composites, both as an actuator and as a strain sensor. Nagai et al. [81]
proposed using the SMA wire as a strain sensor to obtain an actuation trigger signal, based on the
variation of the SMA electric resistance correlated with the strain.

4. Medical and Rehabilitation Applications

In recent years, robots are being actively studied for utilization in biomedical fields. Especially,
various efforts have been made to apply smart fluid to the rehabilitation robot based on the
characteristic that the torque can be controlled continuously with a simple system. In 2007,
Weinberg et al. [82,83] reported for design and test of ER brake-based active knee rehabilitation orthotic
device. The knee brace provides variable and controllable damping that foster motor recovery in stroke
patients. An electrorheological fluid-based brake component is used to facilitate knee flexion during
stance by providing resistance to knee buckling. The schematic diagrams of the proposed orthotic
device and ER fluid-based brake are shown in Figure 8. In the early 2000s, Kim and Oh [84] developed
an above knee prosthesis using a rotary MR damper and its effectiveness was evaluated by using
leg simulator. It was reported that by controlling the damping force of MR damper, the desired knee
joint angle can be accurately achieved. Park et al. [85] designed and manufactured a prosthetic leg
for above-knee amputees using MR damper and control performance was evaluated experimentally.
The proposed device includes the wearable connector, encoder, flat motor, planetary gear head,
gyro sensor, hinge, and MR damper. The MR damper generates reaction force, while the electronically
commutated motor actively controls the knee joint angle during gait cycle. The configuration of
the proposed above knee prosthesis and photograph of the fabricated above knee prosthesis are
presented in Figure 9. Furusho et al. [86] proposed an ankle–foot orthosis using controllable MR brake
in 2007. They fabricated two different prototypes by applying shear mode MR brakes with maximum
torque of 0.71 Nm and 11.8 Nm, respectively. It is observed that the subject could maintain the dorsal
flexion and prevent the drop foot in swing phase that by controlling the ankle torque using MR brake.
Additionally, it is demonstrated that the higher bending moment and shorter walking cycle could
be achieved by activating MR brake that in turn can prevent drop foot in swing phase and slap foot
at heel strike. Kikuchi et al. [87] improved the model developed by Fursusho et al. by adopting a
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newly proposed compact size MR brake with enhanced maximum torque of 10 Nm. Avraam et al. [88]
proposed portable smart wrist rehabilitation device with rotational MR fluid brake actuator for
telemedicine application as shown in Figure 10. They designed a novel T-shaped MR fluid brake that
can generate output torque of 22.5 Nm and adopted to the proposed portable wrist rehabilitation
system. Egawa et al. [89] recently developed and tested a wearable haptic device with pneumatic
artificial muscles and MR brake for the application of upper limb rehabilitation. It is observed that this
haptic device can render various force senses such as elasticity, friction, and viscosity.

Figure 8. ER brake for active knee rehabilitation orthotic device [83].

Figure 9. The configuration of above knee prosthesis using MR damper [85].
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Figure 10. T-shaped MR brake for portable wrist rehabilitation device [88].

Research on the application of biomedical field using shape memory alloys is also proceeding
variously. To take advantage of the shape memory effect that can generate a motion similar to human
muscle behavior, many studies have been reported for SMA actuation mechanism in the prosthetic
hand application. Matsubara et al. [90] reported a new prosthetic hand using SMA artificial muscles.
It is demonstrated that the proposed device could grasp an object with the motion of the prosthetic
finger. The photographs of the fabricated prosthetic hand and test result are presented in Figure 11.
Kaplanoglu [91] proposed a tendon-driven SMA actuated finger for the prosthetic hand development
that activates SMA actuation using an electro-myographic signal. In order to satisfy the requirement
that a minimally-invasive surgical robot should have a large operating force in a small volume,
research has been conducted to apply an SMA wire actuator to the robot end effector. Kode et al. [92]
proposed a novel hybrid actuator to increase the number of degrees of freedom in minimally-invasive
surgery (MIS) robots through local actuation of the end effector. The proposed system consists of a
laparoscopic needle driver, SMA wire, and DC motor. The photograph of the proposed prototype
is shown in Figure 12. The designed actuator is 5 mm in diameter and 40 mm in length and is used
to actuate 10 mm long needle driver jaws, while generating a force of 15 N and a gripping force of
5.5 N. Giataganas et al. [93] reported prototype of minimally invasive surgery robotic tool using SMA
wires in an antagonistic tendon configuration to obtain low stiffness. It is observed that the low weight
(150 g) of the proposed tool could make it suitable for most surgical operations.

Figure 11. Prosthetic hand with SMA actuator [90].
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Figure 12. SMA wire-based end-effector for minimally invasive surgery [91].

5. Conclusions and Future Direction

This topical review presents state-of-the-art developments of robotic applications using smart
materials. Smart materials used for robotic applications include electro-rheological (ER) fluids,
magneto-rheological (MR) fluids, and shape memory alloys (SMAs). As reviewed, these smart
materials can be effectively used as actuators for various types of robots, but there exist still many
material and technical limitations for practical implementation. Both ERF and MRF are very effective
to devise special robots such as leg robot in which unwanted vibrations need to be controlled in
real time. To successfully realize those special robots in practical environment, the higher level of
the field-dependent yield stress, the higher robustness to impurities, the wider temperature range,
the less abrasiveness and wear properties, and the prevention of particle sedimentation are essentially
required to be resolved or improved. Bio-inspired small-scale soft robotics using SMAs are very
promising candidates for practical use because of their artificial muscle properties with large strain
variation. However, in order to apply SMAs to robots, the narrow bandwidth issue associated with the
asymmetric actuation property should be first resolved. Moreover, continuous improvement on their
controllability, stability, and large actuation force are still essential to be ensured for future-oriented
robot applications associated with SMA actuator. This review article has covered recent advances and
trends on robotic applications using diverse smart materials.

The words representing future robots will be ‘artificial intelligence’ and ‘natural mimicking’, and
the implementation of natural mimicking is proceeding in the form of soft robotics. Soft robotics
is a newly emerging field of robot research. It is expected that friendly human–robot interaction
will be obtained based on inherent soft characteristics. The soft robots can be adopted to their
surroundings actively and can mimic the function of biological systems such as octopus leg and
human muscles. The final goal of soft robotics is the integration of soft actuators, sensors, controls
and power source without any rigid part. Soft materials, actuating mechanisms using the materials,
and fabrication methods such as 3D printing have been extensively studied. However, there are still
many challenges in the field of soft robotics. From the material aspect of the sensor and the actuator,
soft and smart materials, such as shape memory alloys, shape memory polymers, electro-rheological
fluids, electro-rheological elastomers, magneto-rheological fluids, magneto-rheological elastomers,
and electro-active polymers (EAPs) are very important part for the successful development of soft
robots. Smart materials will change the definition of a robot and the relationship between robot
and human.

However, it should be noted here that the development of a new class of smart materials,
which can be optimally and adaptively applicable to various robots, is still an on-going research
issue. Continuous advances in the synthesis of smart materials are likely to motivate the creativity
of researchers seeking to harness these materials for robotic applications. Finally, this review article
provides very useful information on the potential research opportunities and emerging technologies
using smart materials for the innovative robots of the future.
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