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1 Introduction

A crucial part of the economic environment is characterized by net-
works of supply chains (SCs) that, in a nutshell, steer the provision of
supplies (e.g. trade goods, services) from points of origin to points of
consumption. An SC is built on various entities (e.g. companies) at dif-
ferent functional stages (e.g. production, distribution) that are, from
the perspective of a specific entity, either located in its upstream (sup-
ply side) or downstream (demand side) (Arnold et al. 2008; Pfohl
2010; Christopher 2011). The focus of this research contribution is on
SCs which are part of a critical infrastructure (CI)! network in a com-
munity or society. A CI network comprises different sectors such as
food, water, health care, or energy. As the well-functioning of these
sectors is essential to guarantee public safety, CI networks have been
described as “backbones” of the society or community they belong to
(Kroger 2008). In the following, the term public safety critical SCs
(P-SCs) is used to express the relevance of these SCs for public safety.

Well-functioning P-SCs must ensure both the security and the availabil-
ity of public safety critical supplies to be provided for the population.
Regarding the first, for example, a cryptosporidium (which refers to a
type of parasite) outbreak caused a failure of the water treatment sys-
tem - as a functional stage of the water P-SC - in Milwaukee, US4, in
1993. The outbreak resulted in contaminated water that was con-
sumed by 800,000 people for two weeks causing 54 deaths (Hoxie et
al. 1997; Yates 2014). Regarding the second, for example, a strike of
30,000 tanker drivers in Greece in 2010 interrupted the distribution of
fuel - as a functional stage of the energy P-SC - to the gas stations. Una-
vailable fuel also restricted the distribution within food P-SCs and trig-
gered short-term food shortages in several regions of Greece (Die Welt

1 The European Commission defines Cls as “physical and information technology facili-
ties, networks, services and assets which, if disrupted or destroyed, would have a seri-
ous impact on the health, safety, security, or economic well-being of citizens or the ef-
fective functioning of governments in the European Union (EU) countries” (European
Commission 2004).



1 Introduction

2010). The Greek government intervened by instructing the military to
manage the delivery of fuel to hospitals, power plants, airports, and
harbors (manager magazin 2010).

The focus of this research contribution is on the latter task of P-SCs to
guarantee the availability of public safety critical supplies for the popu-
lation. In this regard, a well-functioning SC in general (including P-SCs)
requires a balance of demand and supply from the perspective of any
included entity (Oke & Gopalakrishnan 2009). A mismatch of demand
and supply might cause an SC disturbance which, in turn, might lead to
an unavailability of supplies (Jiittner et al. 2003; Rice 2003; Knemeyer
et al. 2009). Triggering events of an SC disturbance might have an in-
ternal or external source. For example, IT-related events are frequently
internally caused; market events or natural disasters, in turn, refer to
external sources (Natarajarathinam et al. 2009). Internal and external
sources can overlap. The range of consequences of an SC disturbance
depends on the triggering event. It might be possible that just business
processes of one or several entities are disturbed. Alternatively, it is
imaginable that a disturbance cascades through the functional stages
of the overall SC network in a spatial and/or temporal dimension
(Rose & Lim 2002; Merz 2011).

In the case that a triggering event disturbs one or more P-SCs, public
safety is threatened as the sound provision of public safety critical
supplies and, thus, the satisfaction of a population with basic needs is
not guaranteed. Such a P-SC disturbance might even be amplified when
the triggering event additionally impacts further CI sectors (e.g. una-
vailable roads as part of the transportation infrastructure) or when it
cascades through interrelated P-SC networks (e.g. strikes of tanker
drivers affecting distributions within food and health care P-SCs). The
past has shown that disasters? in particular have been responsible for
causing large-scale P-SC disturbances. For example, climate change

2 There is a distinction between natural and man-made disasters. While the first arise due
to natural or physical phenomena (e.g. geophysical, hydrological, climatological, biolog-
ical), the latter are caused by humans (e.g. terrorism, war, industrial, nuclear or trans-
portation accidents) (Bournay 2005; ICDRM/GWU 2010; IFRC 2015).
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causes more and more natural disasters, such as heat waves, droughts,
wildfires, and floods. Moreover, population growth, urbanization, and
concentration have exposed more people and assets to disasters in
general. Because of the significant increase in disasters in the past dec-
ades, the twenty-first century has been termed the “century of disas-
ters” by the Financial Times which included disaster management in
the top 10 challenges facing science in June 2011 (Cookson 2011).

Both developing countries and industrial nations have been affected by
disaster-caused P-SC disturbances in the past. In the aftermath of the
tsunami disaster in Southeast Asia in 2004, for example, humanitarian
aid was required to compensate the unavailability of food supplies in
the Maldives. As the Maldives consist of a number of relatively small
islands, the availability of food supplies depends on the functioning of
imports which were, however, disrupted due to the tsunami. Humani-
tarian organizations were obliged to fly in food supplies to compensate
the P-SC disturbance (Samii & Van Wassenhove 2010). Unavailable
food supplies could also be observed in Syria since 2012. The civil war
which started in 2011 caused severe interruptions within the produc-
tion and distribution of foodstuff which resulted in a near collapse of
the food P-SC network (Neue Ziiricher Zeitung 2012; Zeit online 2014).
In the USA, disturbances of water and health care supplies occurred in
the aftermath of Hurricane Katrina in 2005. The destruction of 170
drinking water facilities caused severe disturbances of water supplies
in the city of New Orleans. Additionally, several large hospitals were
destroyed or rendered inoperable (The White House 2006).

1.1 Preventive and reactive disaster management

An event that might cause a P-SC disturbance poses a risk for the per-
sons responsible within this P-SC. Typically, risks are assessed in a
quantitative manner by predicting the occurrence probability of an
event and its possible impact (Bertsch 2008; ICDRM/GWU 2010;
Comes 2011). Basically two stereotypical categories of risks can be
distinguished: high probability low impact risks and low probability
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high impact risks. Disasters refer to the latter category which might
affect entities in major ways (Chopra & Sodhi 2004; Kleindorfer & Saad
2005; Oke & Gopalakrishnan 2009). However, risk management mainly
focusses on the development of preventive plans to protect against
high probability low impact risks as these are the ones which recur
(e.g. demand variabilities) (Chopra & Sodhi 2004).

The reason for this asymmetry in treatments of risk lies in the charac-
teristics of disasters. While high probability low impact risks are pre-
dictable to a certain degree, disasters might be unpredictable and un-
controllable (Charles et al. 2010; Johnson 2013). According to Sowinski
(2003), the challenge of managing disasters is that one does not know
when and where they will occur and who will be affected. This lack of
knowledge also refers to the estimation of their caused consequences
(e.g. extent of damage). Taleb et al. (2009) underline the mistake of
executives of risk management to think that low probability high im-
pact risks can be managed by predicting them. This is not possible as a
practically unlimited number of possible specifications of disasters
exist (e.g. types and characteristics of the event, caused consequences).
Hence, standard instruments/tools of risk management (e.g. statistical
analyses) to forecast the occurrence of specific P-SC disturbances are
futile if they continue to try to predict something that cannot be pre-
dicted (Taleb et al. 2009).

However, also reactively estimating the consequences of a disaster to
manage a P-SC disturbance is challenging. This is because the post-
disaster situation cannot typically be analyzed in a deterministic man-
ner. Limited information and, thus, knowledge about consequences
and causes, as well as continuous changes of the situation might hinder
the development of reactive plans by crisis management. The rise of
modern information and communication technology (ICT) systems has
led to a high availability of information which stems from various
sources and can provide helpful guidance in decision situations (Turoff
et al. 2009; Yates & Paquette 2011). However, the information availa-
ble is very heterogeneous in terms of format, quality, and uncertainty,
or may even be completely lacking (Wybo & Lonka 2003; Comes et al.
2011). Additionally, the disaster itself as well as the information about
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it may evolve dynamically. Decision-makers are under pressure to
make their decision quickly, which may cause cognitive overload to
occur and biases to be reinforced (Maule et al. 2000; Ariely & Zakay
2001; Comes et al. 2012). Despite these challenges, decision-makers of
crisis management must respond quickly in the immediate aftermath
of an occurring disaster (which is denoted disaster response) while
acknowledging that their current decision will impact future decisions.

Reactive crisis management must process a range of logistical decision
problems to maintain the provision of public safety critical supplies in
the case of a disaster-caused P-SC disturbance. The characteristic of an
arising logistical decision problem required depends on the extent of
the disturbance. Basically two stereotypical severity levels can be dis-
tinguished in this regard: a destruction or disruption of a disturbed P-
SC. An example of a disaster-caused P-SC destruction could be ob-
served in the aftermath of the earthquake in Nepal in 2015. According
to the United Nations, food shortages were faced by 1.5 million people
(The Independent 2015). The United Nations World Food Programme
intervened to deliver foodstuff to Nepal including areas that were
hardest to reach. To compensate the destructed P-SC network, one
logistical decision problem that occurred referred to the establishment
of field logistics hubs (World Food Programme 2015). In turn, a disas-
ter-caused P-SC disruption was faced by New York City, USA, in the
aftermath of Hurricane Sandy in 2012. Food retail companies were
forced to close several flooded stores (e.g. in Brooklyn) or to manage
physical challenges occurring within the stores. In lower Manhattan,
food retail companies had to deal with the logistical decision problem
of distributing foodstuff to the stores under the restriction of several
closed bridges and tunnels. This caused delays of countless deliveries
of foodstuff (The Atlantic Citylab 2013).

1.2 Objectives and structure

The main objective of this research contribution is to develop a post-
disaster decision support system (DSS) that provides aid for decision-
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makers of reactive crisis management to solve logistical decision prob-
lems in order to manage P-SC disturbances (disruptions and destruc-
tions). In literature, DSSs are described as software-based tools assist-
ing the decision-making process (Pearson & Shim 1995; Mattiussi
2012). The usage of such a DSS requires efforts of preventive risk man-
agement. Rather than predicting disasters to proactively reduce disas-
ter risks, one major objective of preventive risk management must be
the implementation/customization of a DSS to a specific decision situa-
tion that is able to estimate and manage consequences of the disaster
ex post. This can be understood as an innovative measure of disaster
risk reduction. In fact, the threat of mismanaging consequences in dis-
aster response is mitigated as a tool is available that aids decision-
makers reactively. To achieve the main objective, varying
requirements must be fulfilled from the (methodological) decision
theoretic perspective and the (conceptual) perspective of managing
P-SC disturbances.

In the extreme, a decision situation in the aftermath of a disaster
equals, from a decision theoretic perspective, a decision situation un-
der ignorance and complexity. A state of ignorance is triggered by fun-
damental uncertainty due to limited information about the current
decision situation. Complexity refers, in the context of disasters, mainly
to dynamic developments affecting the decision situation (e.g. second-
ary disasters occurring over time). Under these conditions, uncertainty
cannot be appropriately handled by sound statistical analyses alone
(e.g. based on historical data from past disasters). Innovative ap-
proaches are therefore needed to aid decision-makers in handling ig-
norance and complexity arising in a disaster-caused decision situation.

The requirement of decision-making in general is that a made decision
must lead to an appropriate result under the varying circumstances
which might confront the decision situation. This ability is addressed
by the concept of robustness. Basically, the concept has been linked to
different fields of research such as robust optimization as a domain of
operations research (OR) (e.g. Kouvelis & Yu 1997; Ben-Tal et al. 2009;
Schébel 2011) or supply chain management (SCM) (e.g. Snyder 2003;
Wallace & Choi 2011; Vlajic et al. 2012). To guarantee an optimal pro-
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vision of public safety critical supplies for the population in the case of
a P-SC disturbance, the robustness of a decision recommendation as
the output of a DSS is an important requirement in particular. This is
because the current state of the disaster-affected environment might
not be known or even in a constant flux due to the ignorance and com-
plexity which arises.

The DSS should address two groups of relevant decision-makers. In-
ternal decision-makers refer to the entities (e.g. companies) of the dis-
turbed P-SC itself. Their crisis management must be able to strengthen
or restore their own affected business processes to manage the P-SC
disturbance. With respect to the example stated above, food retail
companies have managed the distribution of foodstuff to their stores in
New York City in the aftermath of Hurricane Sandy in 2012. External
decision-makers are located outside the disturbed P-SC. They might be
entities (e.g. companies) of further P-SCs or of SCs of other branches, or
(independent) public authorities which intervene when a P-SC dis-
turbance cannot be handled by the internal decision-makers. For ex-
ample, the United Nations World Food Programme provided Nepal's
earthquake-affected population with foodstuff in 2015 (humanitarian
aid). As varying logistical decision problems might arise and must be
processed by reactive crisis management, it is important that the DSS
is generic and adaptive in nature and to be useable by both groups of
decision-makers in different decision situations (e.g. arising in a specif-
ic country) and logistical decision problems (e.g. resource allocation
planning). The implementation/customization of the DSS to a decision
situation must be the task of preventive risk management.

To fulfill these requirements, the decision support system ReDRIiSS
(Reactive Disaster and supply chain Risk decision Support System) is
developed. The remainder of this research contribution is organized
into eight chapters. Chapter 2 and chapter 3 provide the methodologi-
cal and conceptual background by presenting theory and models that
are relevant to operating in the interface of decision-making under
uncertainty and complexity and reactive crisis management of disas-
ter-caused P-SC disturbances. ReDRiSS is developed in chapter 4. To
verify its applicability, two case studies are presented in chapter 5
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and chapter 6 that differ in the type of the P-SC disturbance
(destruction and disruption) and the responsible decision-makers
(external and internal decision-makers). Findings are concluded in
chapter 7. The structure of the research contribution is highlighted in
Figure 1-1; the rationale of each chapter is briefly outlined in the fol-
lowing paragraphs.

Methodological background: decision theoretic considerations

of uncertainty and complexity (chapter 2)

Conceptual background: decision support for
supply chain crisis management in disaster situations (chapter 3)

¥

Development of the decision support system ReDRIiSS to manage
disaster-caused P-SC disturbances (chapter 4)

¥

Humanitarian logistics of non-governmental organizations in the

aftermath of an earthquake in Haiti (chapter 5)

Business continuity management of a food retail company in the city of
Berlin, Germany, to prevent food supply disruptions (chapter 6)

¥

Conclusions and outlook (chapter 7)

Figure 1-1: Structure

Chapter 2 provides the methodological background of the research by
discussing uncertainty (risk and ignorance) and complexity from a
decision theoretic perspective. Section 2.1 presents definitions and
classifications of uncertainty in general as well as the theoretic deci-
sion-making process under uncertainty. One way to handle (non-
quantifiable) uncertainty is provided through scenario techniques. The
application of scenario-based approaches is highlighted from two per-
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spectives: decision theory and mathematical programming. Section 2.2
focusses on decision situations under complexity. After providing defi-
nitions in this regard, the respective decision-making process is out-
lined. To assist decision-makers, DSSs have become an important field
of research. Section 2.3 therefore highlights the general objectives and
rationale of DSSs.

The objective of chapter 3 is to provide the conceptual background of
this research. In section 3.1, definitions and terminologies of logis-
tics/SCM and disaster theory are given. Section 3.2 discusses the role
of SCM in a disaster situation. Thereby, possibilities to manage disas-
ter-caused SC disturbances are discussed as well as the relevance of
different SC strategies to hedge against such disturbances. Decision-
makers of reactive SC crisis management must make decisions to miti-
gate consequences of a disturbance. Section 3.3 discusses the scope of
decision-making in this regard and the relevance of uncertainty and
complexity in the aftermath of a disaster. Research articles dealing
with methods of operations research (OR) and management sciences
(MS) to support decision-making in a disaster situation in general and
in SCM in particular are finally reviewed. Based on the findings, re-
search objectives are revealed in section 3.4.

Chapter 4 presents ReDRiSS which is developed to reactively manage a
disaster-caused P-SC disturbance. Therefore, the scope of ReDRIiSS is
outlined in section 4.1 from the perspective of preventive SC risk man-
agement and reactive SC crisis management. With respect to the in-
sights of chapter 2 and 3, the requirements that must be met by
ReDRISS are listed. In section 4.2, the parts and processing steps that
specify ReDRIiSS are summarized. ReDRIiSS consists of four parts whose
rationales and mathematical descriptions are presented in-depth in the
forthcoming sections: implementation and application of a two-stage
scenario technique (section 4.3), stress test (section 4.4), and robust-
ness measurement (section 4.5). Chapter 4 closes with a summary and
discussion in section 4.6.

Chapter 5 applies ReDRIiSS in a case study that focusses on humanitari-
an logistics in Haiti. The case study considers destructions of P-SCs of
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the CI sector “health care” that are caused by an earthquake. To com-
pensate these destructions, humanitarian relief SCs must be estab-
lished. This is the task of an association of different non-governmental
organizations (NGOs) (external decision-maker). The logistical deci-
sion problem of facility location planning arises in terms of opening
health care facilities in Haiti that are needed to store medicine or med-
ical equipment. Section 5.1 introduces the field of humanitarian logis-
tics and outlines the relevance of facility location planning. In section
5.2, the implementation of ReDRIiSS according to the decision situation
is discussed. ReDRIiSS is applied in section 5.3 and the results are pre-
sented and interpreted in section 5.4. Chapter 5 closes with a summary
and discussion of the findings in section 5.5.

Chapter 6 presents a case study where ReDRIiSS is used by a company
as a reactive measure of business continuity management (BCM) to
manage its disrupted critical business processes. The case study focus-
ses on disruptions of food P-SCs in Berlin, Germany. In fact, a food re-
tail company (internal decision-maker) is considered whose critical
business processes refer to the smooth operation of its stores. A flu
pandemic that spreads in the middle-eastern part of Europe causes a
large-scale staff absence which forces the food retail company to close
several stores. The logistical decision problem arises of allocating the
available staff members to the stores. Thereby, decision-making is con-
fronted with an unknown and fluctuating purchasing behavior of dis-
eased customers. Section 6.1 introduces the field of BCM and the rele-
vance of ReDRIiSS in this regard. ReDRiSS is adapted to the depicted
decision situation in section 6.2. Its application is outlined in section
6.3 and the results are presented in section 6.4. In section 6.5, the find-
ings of the case study are summarized and discussed.

Chapter 7 synthesizes the main aspects of the developed decision sup-
port methodology and reveals the major contributions of the research.
Section 7.1 includes a critical appraisal regarding the achievement of
the pursued research objectives (see section 3.4). The cases of applica-
tion of ReDRIiSS and the requirements that must be thereby fulfilled are
discussed in section 7.2. Chapter 7 closes with a presentation of the
possible fields of future research in section 7.3.

10
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Chapter 8 summarizes the most important findings of the research.

The eight chapters are complemented by two appendences. Appendix
A and appendix B provide input and result data sets of the case studies
in chapter 5 and chapter 6.

Parts of this research have been published using contributions of the
author: (Comes, Schatter, Schultmann 2013; Schatter, Schultmann,
Comes 2013; Schatter, Meng, Wiens, Schultmann 2014; Comes, Schét-
ter, Schultmann 2014; Schatter, Wiens, Schultmann 2015; Schatter,
Hansen, Herrmannsdorfer, Wiens, Schultmann 2015). They are not
explicitly referenced in the following.

11






2 Decision theoretic considerations
of uncertainty and complexity

The objective of the following chapter is to provide the methodological
background of this research. Therefore, the terms uncertainty and
complexity are discussed from a decision theoretic perspective. The
Oxford dictionary defines uncertainty as “the state of being uncertain”
where uncertain stands for “not able to be relied on; not known or
definite” (Stevenson 2010; Liberatore et al. 2013). In a decision situa-
tion, uncertainty is related to unknowingness about its characteristics
in terms of the state of the underlying decision environment3. A state of
knowledge and, thus, certainty is achievable when relevant infor-
mation describing these characteristics becomes available. Conse-
quently, uncertainty is related to a lack of knowledge that is caused by
a lack of information. Complexity is an interrelated concept to uncer-
tainty that may characterize a decision situation or, more generally, a
system under consideration. A complex system is associated with an
uncertain future and the difficulty of predicting the properties of the
system (Flach 2012; Hollnagel 2012). The forthcoming sections discuss
the fields of decision-making under uncertainty (section 2.1) and com-
plexity (section 2.2) by providing definitions, classifications, and con-
cepts of their management. Moreover, the field of decision support sys-
tems (DSS), which aim at assisting decision-makers in handling uncer-
tainty and complexity, is introduced (section 2.3).

2.1 Decision situations under uncertainty

This section considers decision situations under uncertainty. At first,
definitions and classifications are provided. Secondly, the decision-
making process under uncertainty is highlighted. A common measure
to operationalize the decision-making process in a decision situation

3 The decision environment includes all relevant elements of an environment that might
influence the decision-making.

13
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under uncertainty is to apply scenario-based approaches. Finally, these
approaches are discussed from two methodological perspectives: deci-
sion theory and mathematical programming.

2.1.1 Definitions and classifications

The state of a decision situation depends on the availability of infor-
mation that can be either deterministic or subject to uncertainty
(Bertsch 2008). In fact, decision situations might arise under certainty,
risk, or ignorance (Knight 1921; Rosenhead et al. 1972; Luce & Raiffa
1989; Kouvelis & Yu 1997; Snyder 2003; Comes 2011). While the first
assumes that all relevant aspects of the decision situation are known,
the latter two imply that several aspects are affected by uncertainty. To
understand the difference of the two possible specifications of uncer-
tainty - risk and ignorance - let a;, a, € A be two alternatives (decision
options) of a set of alternatives A that may be used to handle a decision
situation. The decision is made under (Luce & Raiffa 1989):

- certainty, when a; and a, invariably lead to the deterministic
outcomes x(a,) and y(a,).

- risk, when a,; and a, lead to a set of probabilistic outcomes X(a;)
and Y(a,). Each outcome x(a;) € X(a;) occurs with a known
probability p(x(al)) € [0,1] and each outcome y(a,) € Y(a,)
occurs with a known probability p(y(a,)) € [0,1] where
Yp(X(a) =Xp(Y(a) = 1.

- Ignorance, when a; and a, lead to a set of indeterministic out-
comes X(aq) and Y(a,) in the sense that the probability of each
x(a;) € X(ay) and y(a,) € Y(a,) is unknown.

A decision situation under certainty is characterized by available and
complete information that covers all relevant aspects of the decision
situation in a deterministic manner (Scholl 2001). The outcome of each
alternative is known (Rommelfanger & Eickemeier 2002). An (uncer-
tain) decision situation under risk is characterized by information that
is principally complete because there is a probability distribution per
possible outcome at the decision-makers’ disposal (Zimmermann

14
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2000). This information is, however, not sufficient to characterize the
decision situation deterministically. As outcomes depend on random
influences (Wiens 2013), decision-makers must manage a “qualitative”
lack of information in a decision situation under risk (Zimmermann
2000). In an (uncertain) decision situation under ignorance, probabil-
ity distributions cannot be used (Wiens 2013) as just the set of possi-
ble outcomes of alternatives is known (Rommelfanger & Eickemeier
2002). Decision-makers are confronted with a “quantitative” lack of
information in this case (Zimmermann 2000).

The term uncertainty has been widely discussed in literature which is
associated with a large variety of suggested classifications (Sluijs et al.
2005; Bertsch 2008). A classification that has been particularly refer-
enced by authors operating in the field of model-based decision-
making (where uncertainty is handled by a model) follows the so-
called “location” of uncertainty (Bertsch et al. 2007; Bertsch 2008;
Comes 2011). This classification outlines the sources/types of uncer-
tainty that are relevant in the context of scientific analyses. In fact, it is
distinguished between uncertainty of the decision-makers (preferen-
tial uncertainty) and uncertainty that arises in the process of methodo-
logical knowledge production (data uncertainty, model uncertainty).

- Preferential uncertainty refers to indefinite preferences of the
decision-makers (e.g. regarding objectives) (Bertsch et al. 2007;
Bertsch 2008; Comes 2011). It occurs because preference-
related information is insufficient, unknown, or simply not com-
municated by the decision-makers. Triggers of preferential un-
certainty might be, inter alia, subjective judgment, disagreement
between decision-makers, and linguistic impression (Morgan &
Henrion 2007). In model-based decision-making, it is suggested
to treat preferential uncertainty parametrically by repeating the
analysis (of the model) for different values of the uncertain pref-
erential parameters (e.g. Monte Carlo methods, sensitivity anal-
yses) (Bertsch 2008).

- Model uncertainty is a feature of the model itself and affects the
translation of input information into results (Draper 1995;
Comes 2011). It comprises the two sub-types model structure un-
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certainty and model technical uncertainty. The first is about mod-
el abstractions, formulations, and constraints and concerns all
elements that are required to formulize the model. The latter re-
fers to operational uncertainty when computing the model. It
impacts, for example, values of the model’s parameters or gener-
ated results of decision variables (French 1995; Walker et al.
2003; Morgan & Henrion 2007; Comes 2011). As they are inher-
ently embedded within any model that simplifies the reality, no
standard approaches exist for the management of model uncer-
tainty (Bertsch 2008).

- Data uncertainty (or uncertainty of the decision-analytic model
input) affects information that describes the considered decision
situation and the variables that drive changes within this situa-
tion (Walker et al. 2003; Comes 2011). According to Zimmer-
mann (2000), sources of data uncertainty refer to a lack of in-
formation, abundance of information, conflicting evidence, ambi-
guity, measurement, and belief. In general, information that is
affected by data uncertainty is not appropriate to describe, pre-
scribe, or predict the system, its behavior and further character-
istics in a deterministic manner (Zimmermann 2000). An in-
depth classification of data uncertainty is to distinguish between
foreseen uncertainty and unforeseen uncertainty (De Meyer et al,,
2002). While the first is principally identifiable and manageable
by sufficient analyses, the challenge of handling the latter is that
one is not even aware of its existence. Unforeseen uncertainty
arises due to interaction of elements of the decision situation
that are not anticipatable although each single element might be
basically foreseeable (De Meyer et al., 2002). Methods to treat
data uncertainty are outlined in the forthcoming sections.

Another possibility to classify uncertainty is to focus on the “nature” of
uncertainty (Walker et al. 2003). This classification has been especially
used by authors operating in the field of risk analysis (Bedford & Cooke
2001; Paté-Cornell 2002; Bertsch 2008; Merz 2011; Senge et al. 2014).
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- Aleatory uncertainty refers to inherent variations of the decision
situation which affect, inter alia, external input data, parameters,
or model structures (Walker et al. 2003). Exemplary sources
causing aleatory uncertainty are the randomness of nature, spe-
cific types of human behavior, social, economic, and cultural dy-
namics, and technical surprise (Walker et al. 2003). Neither re-
search nor development can provide sufficient knowledge to re-
duce aleatory uncertainty (Hora 1996; Walker et al. 2003;
Bertsch 2008; Senge et al. 2014).

- Epistemic uncertainty is associated with unknowingness about
the decision situation which arises because of limited or inaccu-
rate information, measurement errors, imperfect models, and
subjective judgements (Walker et al. 2003). It is described as a
systematic type of uncertainty that can be eliminated by
sufficient study (Hora 1996; Walker et al. 2003; Senge et al.
2014). Hence, epistemic uncertainty indicates how much could
be principally controlled if required (Bedford & Cooke 2001;
Comes 2011).

2.1.2 The decision-making process under uncertainty

Decision-making always implies that decision-makers deliberately
select an alternative that fits to their objectives and take this alterna-
tive as decision (Rommelfanger & Eickemeier 2002). The rationale of
making such a selection is denoted the decision-making process. Differ-
ent concepts have been proposed in literature to operationalize the
decision-making process. One concept that has been particularly refer-
enced by authors operating in the field of DSSs is the intelligence-
design-choice (IDC) model of Simon (1977) (see Figure 2-1) (Hall 2008;
Pick 2008; Mattiussi 2012; Mattiussi et al. 2014).
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The
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Figure 2-1: Simon's IDC model (adapted from Simon 1977; Hall 2008)

IDC model describes the decision-making process consisting of

three phases that are cyclically-ordered: intelligence, design, and
choice (Mattiussi 2012). In the following these phases are briefly
summarized based on the considerations of Hall (2008).

The

The intelligence phase firstly identifies, defines, and classifies a
decision problem which principally arises when a deviation of a
desired state and a current state is observed in the considered
system. It is imaginable that the decision problem is either of a
unique manner, similar to other known problems, or routine.
The second task of the intelligence phase is to gather
appropriate, timely, and relevant information that is required
for analyses.

The design phase concentrates on the generation and evaluation
of alternatives. Any alternative should be respected that is able
to solve the decision problem. Thus, decision-makers obtain a
breadth of alternatives which they can choose from. The
evaluation of alternatives requires that decision-makers sepa-
rate what must necessarily be achieved from what can potential-
ly be achieved.

The choice phase steers the process of negotiating alternatives
and selecting one alternative that should be implemented as de-
cision. Therefore, it is important to carefully compare, analyze,
and contrast evaluated alternatives by respecting the prefer-
ences of the decision-makers.

application of the decision-making process is challenging when the

decision situation is affected by uncertainty. As highlighted by Kouvelis
& Yu (1997), decision-making under uncertainty requests for the ac-
ceptance of uncertainty, strong efforts to structure and to understand
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uncertainty, and the integration of uncertainty into the decision-
making reasoning. With respect to the IDC model and the classification
of uncertainty by its “location” (see section 2.1.1), uncertainty might
affect any phase. In the intelligence phase, data uncertainty (e.g. caused
by a lack of information) might be particularly crucial when the deci-
sion problem is unique. In this case, decision-makers are unable to
draw on past relevant experiences (Hall 2008). Data uncertainty might
additionally affect the design phase when generating and evaluating
alternatives under an uncertain state of the underlying decision envi-
ronment. Decision-makers are forced to evaluate alternatives rather by
their instinct than through a sound analysis (Hall 2008). The choice
phase might be complicated by preferential uncertainty in terms of, for
example, unclear preferences of objectives of the decision-makers. All
phases might be additionally affected by model uncertainty.

As outlined in the previous section, preferential uncertainty is typically
handled parametrically whereas model uncertainty should be accepted
as being inherently embedded within each model simplifying the reali-
ty (Bertsch 2008). In turn, widespread measures to handle data uncer-
tainty have been proposed in literature which refer to approaches of
probability theory, fuzzy-based approaches, and scenario-based ap-
proaches (Comes 2011). Their applicability depends on whether the
(uncertain) decision situation is affected by risk or by ignorance.

- Approaches of probability theory quantify data uncertainty by a
probability measure P € [0,1] in a decision situation under risk.
Basically two approaches can be distinguished in probability
theory. According to the frequentist approach, P is objective and
refers to the long-term frequency of occurrence to which an un-
certain element of the decision situation is characterized by a
specific feature when the process is repeated for an infinite
number of times. In the Bayesian approach, P is subjective and
specified according to one’s current information and, thus,
knowledge (Walley & Fine 1982; French 1986; Fienberg 2006;
Morgan & Henrion 2007; French et al. 2009).

- Fuzzy-based approaches quantify data uncertainty in a decision
situation under risk where distributional information is impre-
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cise. In fact, fuzzy sets allow the modelling of vague information,
e.g. to quantify expressions such as “strongly influencing” or
“much larger than” (Comes 2011). Major drawback of fuzzy-
based approaches is that decision-makers are forced to make
multiple assumptions on probabilities which often exceed their
capabilities (Zadeh 1975; Lempert et al. 2002; Comes 2011).

- Scenario-based approaches allow the handling of data uncertain-
ty that is not necessarily quantifiable. Therefore, they have prov-
en to be an appropriate measure in a decision situation under
ignorance* (Bunn & Salo 1993; Comes 2011). The DSS which is
developed in the course of this research contribution (see
chapter 4) uses scenarios for data uncertainty handling. There-
fore, scenario-based approaches are highlighted in-depth in the
next section.

2.1.3 Scenario-based approaches to handle data uncertainty

Scenarios offer the possibility to explore plausible descriptions of a
decision situation and its possible developments (Schoemaker 1993;
Walker et al. 2003; Comes 2011). They help to overcome cognitive
biases such as overconfidence or misjudgments of probabilities when
applying approaches of probability theory or fuzzy-based approaches
(Goodwin & Wright 2009; Comes 2011). The set of constructed scenar-
ios should contain likely and unlikely events (Hites et al. 2006) to im-
prove prediction and understanding of causal links of the decision sit-
uation (Harries 2003; Wright & Goodwin 2009). In the forthcoming
sections, a scenario typology and an overview of scenario construction
techniques is provided. Moreover, scenario-based approaches that op-
erationalize the handling of data uncertainty in the decision-making
process are outlined from two perspectives: decision theory by deci-
sion rules and mathematical programming by scenario-based optimiza-
tion models.

4 Scenario-based approaches can be additionally applied in a decision situation under
risk where distributional information is available.
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2.1.3.1 Scenario typology and scenario construction techniques

Originally, scenarios arise from the field of future studies where they
are used to systematically explore future trends. Amara (1981) high-
lights three major assumptions that must be achieved by scenarios in
this regard: as the future is unpredictable, one needs to ask the ques-
tion “what is possible/feasible?”; as the future is not predetermined,
one needs to ask the question “what is probable?”; as choices have an
impact on the future, one needs to ask the question “what is
desirable?”. Borjeson et al. (2006) transfer these assumptions of future
studies into a generic scenario typology that has been referenced by
various authors dealing with decision-making (e.g. Hojer et al. 2008;
Nowack et al. 2011; De Smedt et al. 2013). In fact, authors
distinguish between predictive scenarios, explorative scenarios, and
normative scenarios.

- Predictive scenarios describe most probable events within the de-
cision situation that are expected by the scenario designers (Bor-
jeson et al. 2006). They comprise the sub-types forecast scenarios
and what-if scenarios (Borjeson et al. 2006). The first anticipates
what will happen if the most likely event within the decision sit-
uation unfolds; the latter explores impacts of probable near-
future events (Makridakis et al. 1997; Borjeson et al. 2006; Hojer
etal. 2008).

- Explorative scenarios capture a widespread range of possible
events within the decision situation (Borjeson et al., 2006). They
comprise the sub-types external scenarios and strategic scenarios.
The first focus on external factors that are beyond the control of
the scenario designers; the latter describe consequences of a
possible decision when events unfold in the decision situation
(Borjeson et al. 2006).

- Normative scenarios include preferable events within the deci-
sion situation (Borjeson et al. 2006). They comprise the sub-
types preserving scenarios and transforming scenarios. The first
cover an efficient achievement of a specific objective; the latter
focus on an objective in the future which is unreachable if the
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ongoing event continues (Hojer 2000). By backtracking from the
respective objective, constructed scenarios reveal necessary
changes to achieve this objective (Borjeson et al. 2006).

Table 2-1 summarizes the scenario typology of Borjeson et al. (2006)
including all sub-types and key questions that must be answered dur-
ing their construction.

Table 2-1: Scenario typology (Borjeson et al. 2006)

Type of scenario Key question

Predictive scenarios What will happen?

What will happen, on the condition that the likely

- Forecast scenarios
development unfolds?

What will happen, on the condition of some specified

- What-if-scenarios
events?

Explorative scenarios What can happen?

. What can happen to the development of external
- External scenarios

factors?
- Strategic scenarios What can happen if we act in a certain way?
Normative scenarios How can a specific target be reached?

How can the target be reached, by adjustments to

- Preserving scenarios . .
current situation?

How can the target be reached, when the prevailing

- Transforming scenarios
structure blocks necessary changes?

Although there is no consensus on how to define and classify scenario
construction techniques (Borjeson et al., 2006), scenarios have become
an important measure in decision-analytic settings. When used to han-
dle data uncertainty in a decision situation, the quality of constructed
scenarios may influence the quality of a recommended decision. Hence,
there is a need for an appropriate scenario construction process
(Stewart et al., 2013).

A large variety of terms regarding scenario construction techniques
exist, e.g. scenario thinking, scenario planning, scenario generation, or
scenario analysis (Bradfield et al. 2005). Many techniques develop
scenarios in a descriptive story-like form. Wright & Goodwin (2009)
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apply scenarios to develop a range of plausible futures as pen-pictures
by focusing on key data uncertainty and certainty. Comes et al. (2012)
use story-like scenarios to follow up data uncertainty and to achieve a
deeper understanding of relevant interdependencies of a certain deci-
sion problem. Scenario construction is also possible using the Delphi
method where experts’ opinions are integrated. The method assumes
that judgments of a group of experts are more valid than judgments
from individuals (Linstone & Turoff 1975). According to Bafiuls &
Turoff (2011), key characteristics of the Delphi method are that the
process is repetitive, maintains the participants’ anonymity, provides
controlled feedback, and represents a group statistical response. An-
other way to construct scenarios is using scenario trees. This method is
widely used for financial optimization in terms of discrete approxima-
tions to a continuous distribution (Geyer et al., 2013). Further “soft”
scenario construction techniques are surveys as well as interviews and
workshops to include different actors as scenario designers into the
scenario construction process (e.g. decision-makers, stakeholders, and
experts) (Borjeson et al. 2006).

Bishop et al. (2007) offer an overview of scenario construction
techniques which are listed below. For in-depth information and ex-
amples regarding these techniques, reference is made to the contribu-
tion of Bishop et al. (2007) and to a summary which is provided by
Comes (2011).

- Judgement techniques construct scenarios in contribution with
experts and stakeholders.

- Baseline scenario techniques construct one scenario by extrapo-
lating analyzed prevailing trends to the future.

- Elaborations of fixed scenarios detail and shape a set of prede-
termined basic scenarios.

- Event sequences explore event chains with probabilities.

- Backcasting defines an envisioned future and investigates paths
resulting in the desired end state.
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- Dimensions of uncertainty constructs scenarios based on most
important sources of data uncertainty.

- Cross impact analysis describes plausible futures combined with
quantified probabilities.

- Modelling techniques quantify interdependencies between most
relevant variables which are partly used to calculate the value of
an objective function.

2.1.3.2 Decision rules

One task of the decision-making process is the evaluation of alterna-
tives that might solve the considered decision problem. The challenge
of this evaluation is that the state of the underlying decision environ-
ment is not definite in a decision situation under uncertainty (risk,
ignorance). When using scenarios to capture data uncertainty, the
evaluation of alternatives requires testing their outcomes in any con-
structed scenario. Therefore, decision theory provides a variety of de-
cision rules whose applicability depends on whether the uncertain de-
cision situation arises under risk or ignorance. In a decision situation
under risk, the occurrence probability of each scenario and, thus, of
each outcome is assumed to be known. Probabilities are not available
in a decision situation under ignorance where it is just ensured that
one scenario and outcome will be realized (Rommelfanger & Eickemei-
er 2002).

Let A ={ay, ..., q;, ...,a;} be a finite set of available alternatives and
S ={sy, s Sj) ...,s]} a finite set of constructed scenarios. The function
g:AXS—>E assigns an outcome g(a;s;) €E to each tuple
(a;,s;))€AxS,i=1,..,1,j=1,..,] (Scholl 2001; Rommelfanger &
Eickemeier 2002). In the following it is exemplarily assumed that the
objective of the decision problem is to maximize the outcome of a; € A
when it is applied to a scenario s; € S. A decision rule follows a decision
criterion ¢(a;) that is calculated per a; € A to steer the evaluation of
its set of outcomes {g(ai,sj)lj =1, ...,]}. An alternative is evaluated
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best that reaches the top (minimal or maximal) score of the set
{papli=1,.., 13
Decision rules under risk

In a decision situation under risk, the occurrence probability p; € [0,1]
of each scenario s; € S is assumed to be available. All decision rules
that are highlighted in the following assume that the alternative a* € A
is selected which reaches the maximal score regarding the calculated
decision criterion; in fact, a* = (a; € A: p(a;) = max{p(a;)|i =

1,..,1}).

The u criterion (see [2-1]) prescribes the calculation of the expected
value of a set of outcomes {g(a;,s;)|j = 1,...,]} per a; € A. An alterna-
tive is evaluated best when it achieves the highest expected value.

J
$(@) = u@) = ) p;-9(as) [2-1]
j=1

The decision rule assumes that outlier outcomes are compensated by
the expected value due to the law of the large numbers. This, however,
requires the availability of a necessarily large set of scenarios. In this
regard, a major point of criticism is that it cannot be excluded that an
alternative that achieves a high expected value leads to a worse result
in hindsight than an alternative that is specified by a low expected val-
ue (Pfohl & Braun 1986; Scholl 2001).

To eradicate this drawback, various advanced decision rules have been
suggested that respect the specific characteristics of the underlying
distributional information (regarding the set of outcomes). The (u, o)
criterion integrates the statistical measure of variance (see
[2-2]) into the evaluation process; the (u, p) criterion uses the semivar-
iance (see [2-3]) by explicitly considering negative and, thus, undesired
deviations from the expected value (Schneeweifd 1966; Scholl 2001).
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J
o*(@) = Y p;- (k@) - gap 5))° [2-2]
=1

J
p2(@) = ) p; - (max{0, u(a) - g(ai, )’ [2-3]
j=1

The formulation of the decision criterion ¢ (a;) depends in this case on
the risk preferences of the decision-makers. For example, let them
choose between alternatives that achieve the same expected values.
With respect to the (u, o) criterion, risk averse (risk seeking) decision-
makers prefer the alternative that is characterized by the lowest (high-
est) variance.

The Hodge-Lehmann criterion (see [2-4]) assumes that probabilities
are unreliable and decision-makers do not completely trust in distribu-
tional information. As, however, such information is still available and
should not be neglected within the evaluation process (Rommelfanger
& Eickemeier 2002), the Hodge-Lehmann criterion suggests a com-
promise of the u criterion and the maximin criterion (see decision rules
under ignorance, [2-6]). In fact, a reliability parameter 4 € [0,1] is in-
troduced which describes a weighting parameter. This parameter is
under the control of the decision-makers and specifies the relative
importance of the expected value of outcomes (u criterion) compared
to the worst outcome that is achieved by an alternative across all sce-
narios (maximin criterion). When decision-makers trust in the reliabil-
ity of the underlying distributional information, they follow the ex-
pected value (4 = 1). If they do not trust in this information, they ra-
ther base their decision on the worst outcome (1 — 0) (Rommelfanger
& Eickemeier 2002; Wiens 2013).

¢(a;) = A-pula)+ (1 - A)- min{g(ai,sj)U =1, ...,]} [2-4]

26



2.1 Decision situations under uncertainty

Decision rules under ignorance

The occurrence probability p; € [0,1] of a scenario s; € S is assumed to
be unavailable in a decision situation under ignorance. Varying deci-
sion rules have been suggested that are applicable when distributional
information is lacking. The following decision rules assume the selec-
tion of the alternative a* € A whose score of the calculated decision
criterion is maximal: a* = (a; € A: ¢p(a;) = max{p(a))|i =1, ..., I}).

The Laplace criterion (see [2-5]) prescribes the calculation of the sum
of all outcomes per alternative across all scenarios. Although the deci-
sion rule is seen as applicable in a decision situation under ignorance,
distributional information is inherently assumed in terms of equal
probabilities (Scholl 2001; Rommelfanger & Eickemeier 2002).

J
b@) = g(ass) [2-5]
=1

The maximin criterion (see [2-6]) determines the worst (minimal) out-
come per alternative across all scenarios. That alternative is evaluated
best whose worst (minimal) outcome is best (maximal) in comparison
of all other alternatives (Scholl 2001; Rommelfanger & Eickemeier
2002). The opposite pole of the maximin criterion is the maximax crite-
rion (see [2-7]). Here, the best (maximal) outcome is determined per
alternative across all scenarios and decision-makers choose the alter-
native that achieves the best (maximal) of these best outcomes (Scholl
2001; Rommelfanger & Eickemeier 2002). Decision-makers who select
the maximin criterion behave in a rather pessimistic manner and aim
at hedging against everything that is likely enough to happen (specified
by the set of scenarios). In turn, decision-makers choosing the maxi-
max decision rule are characterized as optimistic.

¢(a;) = min{g(a;s;)lj =1,....J} [2-6]

¢(a) = max{g(ai,sj)lj =1, ...,]} [2-7]
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The possibility to trade-off the maximin and the maximax criteria and,
thus, the degree of optimism and pessimism of the decision-makers’
behavior is provided by the Hurwicz criterion (see [2-8]). An opti-
mism/pessimism parameter A is introduced which specifies the rela-
tive importance of the maximin criterion and the maximax criterion. In
the two extreme cases of A = 0 and A = 1, the Hurwicz criterion corre-
sponds to the maximin and maximax criterion (Scholl 2001; Rom-
melfanger & Eickemeier 2002).

¢pla)=(0—-A)- min{g(ai,sj)U =1, ...,]} +1
- max{g(a;,s;)lj = 1,...]} [2-8]

An additional compromise decision rule that has been outlined above
(see decision rules under risk), but that can also be applied in a deci-
sion situation under ignorance, is the Hodge-Lehmann criterion (see
[2-4]). The criterion assumes equal occurrence probabilities of the
scenarios (P, = pn, Ym,n € J).

Further decision rules exist that follow the indicator of regret. The
regret indicates the (absolute or relative) deviation of the outcome an
alternative achieves in a scenario from the best outcome in this scenar-
io that is reached by any other alternative (Scholl 2001). The higher
the regret, the more the outcome of an alternative deviates from the
scenario-optimal outcome and the worse the alternative performs in
this scenario. Both regret-based decision rules that are outlined below
prescribe to select the alternative a* € A whose score regarding the
calculated decision criterion is minimal:

a* = (a; € A: p(a;) = min{p(a)|i =1, ..., 1}).

The absolute minimax-regret criterion (see [2-9]) and relative minimax-
regret criterion (see 2-10]) determine the worst (maximal) absolute or
relative regret per alternative across all scenarios. An alternative is
evaluated best whose worst (maximal) regret is best (minimal) across
all alternatives (Scholl 2001; Rommelfanger & Eickemeier 2002).

¢(a;) = max{max{g(a; s;)li=1,..,I} — g(ays;)lj = 1,...]} [2-9]
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max{g(a; s;)li =1,..,1} — g(aus;)
max{g(ai,gj)“ =1, ...,I}

¢(a;) = max{ =1, ...,]} [2-10]

2.1.4 Scenario-based optimization models

Decision rules are applied to evaluate a finite set of alternatives. The
field of operations research (OR) defines alternatives by the mathemat-
ical formulation of an optimization model that is used to solve a deci-
sion problem. Alternatives refer to the decision variables included in
such a model and differ in their specifications. Optimization models
consist of objective functions that must be either minimized or maxim-
ized (to solve the decision problem) and feasible solutions (alterna-
tives) which are defined by constraint functions. Feasible alternatives
are evaluated or, more generally, the optimization model is solved by
using an algorithm (exact algorithm, heuristic).> Optimization models
can be classified by distinguishing between (Neumann & Morlock
2002; Domschke & Drexl 2007; Rader 2010):

- Linear and nonlinear optimization models: while the first com-
prises linear objective and constraint functions, the latter as-
sumes that at least one function is nonlinear. Integer and mixed-
integer optimization models allow that all or several decision var-
iables take integer values. Binary and mixed-binary optimization
models prescribe that all or several decision variables take bina-
ry values.

- Single- and multi-objective optimization models: while the first in-
cludes one objective function, the latter respects multiple objec-
tive functions simultaneously.

- Polynomial-time hard (P-hard) and non-deterministic polynomial-
time hard (NP-hard) optimization models: depending on its size,

5 For in-depth information regarding classifications of optimization models, algorithms,
and heuristics, reference is made to Neumann & Morlock (2002) and Domschke &
Drexl (2007).

29



2 Decision theoretic considerations of uncertainty and complexity

an optimization model might be solvable in polynomial time (P-
hard) or not (NP-hard).

The application of an optimization model in a decision situation under
uncertainty (risk or ignorance) requires the consideration of data un-
certainty affecting the model’s parameters (included across all objec-
tive functions and constraint functions) (Kouvelis & Yu 1997; Goerigk
& Schobel 2013) (see section 2.1.1). Data uncertainty handling is an
important topic of OR literature. Even small perturbations of fixed
parameter specifications can cause computed solutions to become
completely meaningless from a practical viewpoint when they are tak-
en as decisions (Ben-Tal et al., 2009).

The following highlights the rationale of optimization models that pro-
cess scenarios to represent data uncertainty. Such models are denoted
scenario-based optimization models (Dembo 1991). A scenario is in this
regard defined as a vector in R™ which includes one discrete specifica-
tion of the n uncertain parameters where the i*" coordinate of the vec-
tor specifies the value for the i** uncertain parameter (Hites et al.
2006). The combination of one discrete specification per parameter
describes a scenario (regardless whether this parameter is modeled
discretely or continuously) (Snyder 2006). Each scenario is used to
specify a deterministic sub-model (sub-formulation) of the actual op-
timization model. The challenge when solving a scenario-based optimi-
zation model is that an alternative which is feasible in one of the sub-
models (in terms of fulfilling the constraint functions) might not be
feasible in the further sub-models. Moreover, it is not guaranteed that
an alternative exists that is both feasible and the optimal solution in
each sub-model (Hites et al., 2006). To solve a scenario-based optimi-
zation model, it must be distinguished whether the uncertain decision
situation arises under risk or ignorance. Scenarios can be processed in
a decision situation under risk by stochastic optimization models and in
a decision situation under ignorance by robust optimization models
(Snyder 2006).
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Stochastic optimization models

In a decision situation under risk it is assumed that probability distri-
butions describing possible specifications of the uncertain parameters
are known (Rosenhead et al. 1972; Kouvelis & Yu 1997; Snyder 2006).
Scenario-based optimization models can therefore be solved in a sto-
chastic manner. To solve (scenario-based) stochastic optimization
models, a deterministic equivalent of an optimization model is typically
formulated. In fact, there is a distinction between deterministic equiva-
lents of the objective functions and of the constraint functions (Kall &
Wallace 2003; Snyder 2006; King & Wallace 2013).

Possibilities to formulate such deterministic equivalents have been
summarized by Scholl (2001). Regarding the objective functions, the
deterministic equivalent might be, inter alia, based on the expected
value, variance, or semivariance. The determination of a deterministic
equivalent of the constraint functions is required as the intersection of
feasible alternatives across all sub-models may be small. Different ap-
proaches have been suggested in this regard which do not necessarily
request for a feasibility of an alternative across all sub-models. Fat
solution models postulate that an alternative must be feasible in any
scenario which implies the threat of an empty or small solution space
(alternatives that are feasible in all sub-models). Chance-constraint
models allow violations of constraint functions by pre-defining proba-
bilities to which an alternative must be feasible in each constraint func-
tion. Recourse models allow balancing out violations. For in-depth in-
formation of these possibilities, reference is made to Scholl (2001).
After defining the deterministic equivalent of objective and constraint
functions, the optimization model can be solved numerically.

Following the considerations of Ben-Tal et al. (2009), three require-
ments must be fulfilled to solve scenario-based optimization models in
a stochastic manner:

- stochastic data must be available to specify each un-
certain parameter
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- therefore, it must be possible to point out the associated proba-
bility distribution or at least a “narrow” family of distributions
which the “true” parameter specification belongs to

- the decision-makers must accept and, thus, trust in proba-
bilistic guarantees

Ben-Tal et al. (2009) highlight the restrictive character of these re-
quirements. Even when it is possible to achieve stochastic data, it is
difficult to properly identify the underlying distributions as this re-
quires a rather unrealistic number of observations in many cases (Ben-
Tal et al. 2009). This is associated with the considerations of Thiele
(2010) who claims that the accurate estimation of scenario probabili-
ties is difficult in practice. Finally, determining probability distribu-
tions is far away from a trivial exercise and distributional assumptions
are frequently inappropriate in a system which consists of many ele-
ments (Kouvelis & Yu 1997).

Robust optimization models

The concept of robustness has gained importance in the OR literature
as a “counterpart” to optimality (Bertsimas & Sim, 2004). A robust
solution performs sufficiently well across all scenarios instead of being
the generic optimal solution in any scenario. Thus, the robust solution
can to a certain degree be understood as immune to data uncertainty
(Bertsimas & Sim, 2004). The strived degree of robustness depends on
the risk preferences of the decision-makers. Typically, “robustness” is
associated with the assumption of risk averse decision-makers (Goe-
rigk & Schobel 2013). Robust optimization models have become an ap-
propriate measure in the case that no distributional information is
available as the decision situation is affected by ignorance (Rosenhead
etal. 1972; Kouvelis & Yu 1997; Snyder 2006).

Following the considerations of Kouvelis & Yu (1