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1 Introduction

Today, energy plays a central role in international relations and in the daily
life of civilizations. In the last two hundred years, the world consumption of
primary energy has explosively increased and reached 12,274.6 Mtoe (Mil-
lion tonnes oil equivalent) in 2011 [1]. Among different kinds of energy
resources, fossil fuels dominate with a market share of 87% [1]. However,
fossil fuels are limited. Their spiking prices in 2008 and the European gas
crises in 2007 and early 2009 showed the necessity to diversify energy sup-
plies and highlighted the importance of local renewable energy resources
such as photovoltaics. Indeed, years before the most recent energy crisis
photovoltaics already became one of the fastest growing industries with
growth rates over 40% per year [2]. In Germany, photovoltaics has over-
taken the hydropower and supplied over 3% of the electricity consumption
(almost 1% of the final energy consumption) in 2011 [3].
Among all photovoltaic technologies, silicon solar cells are still dominat-
ing the world market. However, thin-film solar cells are growing at an
extremely rapid pace increasing their market share from 6% in 2005 [2] to
13% in 2010 [4]. Nowadays, the most effective way to reduce the price
per watt, and thereby putting thin-film solar cells to a more competing
position, is to increase the power conversion efficiency of the products.
In all kinds of thin-film solar cells, Cu(In,Ga)Se2 (CIGS) solar cells have
shown the highest power conversion efficiency since more than 15 years [5].
The most recent world record of 20.3% was created by the “Zentrum für
Sonnenenergie- und Wasserstoff-Forschung Baden-Württemberg” (ZSW)
in 2011 [6]. This record is fully comparable to the best multicrystalline
silicon solar cells (20.4% [7, 8]). Therefore, CIGS is generally considered
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to be the most promising material for low-cost productions [9].
In the last three decades, numerous measurement techniques were applied
on CIGS solar cells, in order to find the key for their excellent performance.
One of them is Kelvin probe force microscopy (KPFM). It enables a simul-
taneous measurement of topography and contact potential difference with
spatial resolution in the nanometer range. The contact potential difference
is directly correlated to the local electrostatic potential. As a solar cell con-
verts radiative energy to electrical energy, the distribution of the electro-
static potential in and between the materials in the solar cell plays a crucial
role in this conversion process. In the current study, the following four top-
ics related to the distribution of the electrostatic potential are targeted by
means of KPFM:

1. The highest power conversion efficiencies of the solar cells were
achieved at [Ga]/([Ga]+[In])-ratios around 0.3 [6, 10] correspond-
ing to band gap energies of ca. 1.2 eV. This value mismatches the
estimated optimum value in the range of 1.4–1.5 eV [9]. By fur-
ther increasing the Ga content the solar cell performance obviously
degrades, mainly due to the limited open circuit voltage. Physically,
the open circuit voltage is correlated to the diffusion voltage, which is
the potential drop through the heterojunction of the solar cell. There-
fore, special attention will be paid to the potential drop through the
heterojunction in dependence of the Ga ratio.

2. Grain boundaries are usually regarded as detrimental for the per-
formance of semiconductor devices [11]. However, despite of the
abundance of grain boundaries, CIGS solar cells based on polycrys-
talline materials outperform their monocrystalline counterparts [12].
This interesting effect has been explained by various grain bound-
ary models. Some models claimed that the potential variations at
grain boundaries are beneficial for the collection and transport of
the photogenerated charge carriers [13, 14]. In the current study, the
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functionality of grain boundaries will be reevaluated based on KPFM
measurements in darkness, and more importantly, under white light
illumination.

3. The potential distribution through the heterojunction is very helpful
for understanding the working principle of CIGS solar cells. Unfor-
tunately, most of the previous work was done on samples that are no
more functional as solar cells due to the preparation processes. As
a consequence, the conclusions drawn in this way might be invalid
for real devices. Therefore, the focus will be laid on the potential
distribution through the heterojunction in operating CIGS solar cells.
Moreover, the KPFM measurements will be carried out under differ-
ent operating conditions of the solar cell, including in darkness and
at defined illumination intensities with white light.

4. In order to abandon the heavy metal Cd and reduce the absorption
losses in the buffer layer, extensive research efforts were made to
find alternatives for the conventional CdS buffer layer. One of the
most successful candidates is ZnS. By exchanging the CdS/i-ZnO
buffer system with ZnS/(Zn,Mg)O, high performance Cd-free CIGS
solar cells were fabricated. Unfortunately, the gain in the short circuit
current as the result of reduced absorption losses is mostly accompa-
nied by a decrease in the open circuit voltage. Given the correla-
tion between the open circuit voltage and the potential drop through
the heterojunction, the difference in the potential distribution in so-
lar cells based on these two different buffer systems will be carefully
analyzed.

KPFM studies on CIGS solar cells have been reported previously. However,
three issues should be carefully reconsidered. First, CIGS grain boundaries
on the surface of CIGS absorbers were studied, where the chemical compo-
sition is known to be different to that of the bulk material. However, grain
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boundaries in the bulk, which are more decisive for the solar cell perfor-
mance, were not studied. Second, potential distributions were investigated
on polished cross sections of the solar cell. However, the mechanical pol-
ishing process will modify the original properties of the cross sections,
which may lead to inaccurate conclusions. Third, except Ref. [15] none of
the former work was established with illumination of the solar cell through
the front contact, as one usually does for operating a solar cell. Obviously,
the illumination has a great significance for understanding the true working
principle of CIGS solar cells.
In order to overcome these issues, a method is developed in this study. This
method enables KPFM measurements on cleaved cross sections of CIGS
solar cells. More importantly, since the samples prepared by this method
are fully functional, their properties can be investigated under conditions
similar to the test standard for solar cells. To the best knowledge of the
author, this is the first study where polycrystalline solar cells in operation
are analyzed by KPFM.

Encompassing the four aforementioned topics this thesis is structured as
follows:
Chapter 2 introduces the solar cell structure and the deposition processes
for individual layers. In addition, some physical fundamentals of CIGS
solar cells relevant for the discussions in the later chapters are presented.
Chapter 3 gives an introduction to the working principle of KPFM mea-
surements and some fundamental aspects of semiconductor surfaces. More-
over, important former studies are summarized, in order to clarify the im-
provements and breakthroughs realized in this work.
Chapter 4 describes the experimental setup of KPFM and the optimization
of its major parameters. Furthermore, the preparation procedure of cleaved
cross sections is introduced.
Chapter 5 shows the investigation on CIGS solar cells with varying Ga
contents combining KPFM with two further measurement methods. The

4
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Fermi energy shifting in CIGS absorbers in dependence of the Ga content
is studied, leading to the discussion about different magnitudes of charge
carrier recombination in these solar cells.
Chapter 6 compares the potential variations at grain boundaries on the sur-
face and on untreated cross sections of a CuIn0.7Ga0.3Se2 absorber. The
comparison between the values achieved from these two positions evokes a
discussion about the reevaluation of the conclusions in some former studies.

Chapter 7 shows the measurements of the potential distribution through
the solar cell heterojunction in darkness and under defined illumination in-
tensities with white light. This chapter then focuses on potential variations
at grain boundaries under illumination, in order to understand the function-
ality of grain boundaries in CIGS solar cells in operation.
Chapter 8 gives a comparison between CIGS solar cells fabricated with
ZnS/(Zn,Mg)O and CdS/i-ZnO buffer systems. The potential distributions
through the solar cell heterojunction formed with different buffer systems
are analyzed, in order to understand the loss of the open circuit voltage in
solar cells with the ZnS/(Zn,Mg)O buffer system.
Chapter 9 makes some recommendations on the optimization of CIGS-
based and other kinds of thin-film solar cells, on the basis of the acquired
knowledge from the previous chapters.
Chapter 10, the last chapter, concludes the major results of this study and
gives an outlook for the pursuing work.

5
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2 Cu(In,Ga)Se2 thin-film solar cells

In this chapter the history and development of Cu(In,Ga)Se2 thin-film so-
lar cells are briefly reviewed. The state of the art including the solar cell
structure and the deposition techniques for individual thin-film layers are
shortly introduced. In addition, some physical fundamentals are presented,
which provide a theoretical basis for the experimental findings in the up-
coming chapters. Finally, two measurement methods are introduced, which
are generally applied for determing significant photovoltaic parameters of
solar cells.

2.1 Historical background

The research of solar cells based on Cu(In,Ga)Se2 started in 1975, when
Shay et al. [18] from the Bell laboratories evaporated 5–10 µm CdS onto
a CuInSe2 single crystal. A power conversion efficiency of 12% was not
achieved under a calibrated solar simulator like today, but roughly deter-
mined “on a clear day in New Jersey”. Shortly after that, Kazmerzki et al. at
the University of Maine [19] demonstrated the first thin-film CuInSe2/CdS
solar cells. In that work the absorber layers were evaporated by a two-
source (CuInSe2+Se) technique, in order to control the fabricated absorber
to be p-type. Two sample designs, i.e., illumination through CuInSe2 or
CdS, were utilized and efficiencies of the devices in the 4–5% range were
presented. Interestingly, each device was subjected to a “short bake” in
vacuum before the measurements were taken. This was maybe the primary
form of the nowadays in the research and industry widely spread annealing
processes for fabricating highly efficient CIGS solar cells.

7



Uni. Maine
Boeing
ARCO
NREL
Euro-CIS
ZSW
Submodul 
Modul

17.8%

14.6%

20.3%multi-Si 20.4% 

25

20

15

10

5

0
1975 1980 1985 1990 1995 2000 2005 2010

Year

P
ow

er
 c

on
ve

rs
io

n 
ef

fic
ie

nc
y 

(%
)

2015

Figure 2.1: Record power conversion efficiencies of thin-film solar cells based on
Cu(In,Ga)Se2 (CIGS) demonstrated by various organizations. In the last
thirty-five years the performance of this type of solar cell has steadily
improved. The most recent record of the cell efficiency up to 20.3%
(red circle) was demonstrated by ZSW, which shows hardly a difference
to the best multicrystalline silicon solar cells (red diamond with dashed
level line) [7,8]. The best CIGS submodule shows an aperture area effi-
ciency of 17.8% [16] and the champion module has a total module effi-
ciency of 14.6% [17]. The efficiencies of CIGS solar cells are extracted
from Ref. [5].

Stimulated by the huge potential of CIGS solar cells exhibited in these pri-
mordial work, the industry jumped into this sector in the early 1980s. Two
mainstream preparation concepts for the absorber layer were pursued, rep-
resented by Boeing and ARCO, respectively. The Boeing group developed
a co-evaporation process where elemental copper (Cu), indium (In) and
selenium (Se) were deposited from separate evaporation sources [20]. In
contrast, ARCO used a two-step process. The first step was the subsequent

8
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2.1 Historical background

deposition of three stacked precursor layers of Cu, In and Se. The Cu and
In layers were prepared by means of electro-deposition and the Se layer
on top by vacuum evaporation. The second step was the annealing of the
precursor layers in a nitrogen gas atmosphere at elevated temperature [21].
Based on these two competing techniques, the record efficiencies were hold
for almost 15 years by the industry (see Fig. 2.1). In the 1990s, a research
alliance of 12 institutions in Europe, the EuroCIS [22], and the National
Renewable Energy Laboratory (NREL) in the US, took over the relay ba-
ton for the record cell efficiency from the two industrial giants. Particularly,
based on an advanced co-evaporation process, NREL has kept the record
of cell efficiency for nearly 15 years. Since this process consists of three
phases [23], it is called the three-stage process. This “monopoly” situation
was terminated by Zentrum für Sonnenenergie- und Wasserstoff-Forschung
Baden-Württemberg (ZSW) in 2010 by fabricating the first Cu(In,Ga)Se2

solar cells with efficiencies beyond 20% [24]. The most recent record re-
freshed by ZSW in 2011 was up to 20.3% [6]. This encouraging result
showed only negligible difference to the best multicrystalline silicon so-
lar cells (20.4% [7, 8]). More importantly, the fact that CIGS solar cells
on a 20% efficiency level can still be produced with varying composition
pointed out the existing unexploited potential of this type of solar cell [6].
Around 2000 Würth Solar (Manz AG since 2011) in cooperation with ZSW
brought the inline co-evaporation technology into mass production. Since
then, a broad spectrum of companies worldwide has joined the compe-
tition. Nowadays, the most active module producers are Solar Frontier,
AVANCIS, Q-Cells, Bosch CISTech, Miasolé, etc. After the technology
transfer and condense in these years, the best submodule with an aperture
area efficiency of 17.8% was demonstrated by Solar Frontier [16]. The
champion module with a total module efficiency of 14.6% and an aperture
area efficiency of 15.9% was recently fabricated by Manz AG [17].
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2.2 Fabrication of Cu(In,Ga)Se2 thin-film solar cells

2.2.1 Solar cell structure

Figure 2.2 is a false-color scanning electron microscopy (SEM) image of
the cross section of a CIGS thin-film solar cell investigated in this work.
This solar cell is fabricated at ZSW. In the fabrication a 3 mm thick soda-
lime glass (invisible in the image) is utilized as the substrate. A molybde-
num (Mo) layer with a thickness of 500 nm is deposited as the back con-
tact by a sputtering process in argon (Ar) atmosphere. As the next step, a
2 µm thick CIGS absorber layer is deposited via a co-evaporation process.
Subsequently, a buffer system consisting of a 50 nm thick cadmium sul-
fide (CdS) layer and a 50 nm thick intrinsic ZnO (i-ZnO) layer is deposited

ZnO:Al

CdS
i-ZnO

CIGS

Mo

100 nm

200nm

100nm

Figure 2.2: A false-color scanning electron microscopy image of the cross section
of a CIGS thin-film solar cell investigated in this work. On a soda-lime
glass substrate the Mo, CIGS, CdS, i-ZnO, ZnO:Al layers are subse-
quently deposited. For a good visibility, the heterojunction of the solar
cell is zoomed in. The sample is fabricated at ZSW.
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2.2 Fabrication of Cu(In,Ga)Se2 thin-film solar cells

using chemical bath deposition (CBD) and radio frequency (rf) sputtering,
respectively. Then, an aluminum doped ZnO (ZnO:Al) layer with a thick-
ness of 350 nm is sputtered by means of dc-sputtering as the front contact.
Finally, a finger structure of a nickel and aluminum alloy (Ni/Al) is evapo-
rated with an electron gun, in order to improve the charge carrier collection
and transport. This finger structure is not included in the SEM image. CIGS
solar cells with a zinc sulfide/zinc magnesium oxide (ZnS/(Zn,Mg)O) alter-
native buffer system are also a subject of this work. In these samples the
ZnS layer is similarly deposited by the CBD process. The (Zn,Mg)O layer
is prepared by means of rf-sputtering and the [Mg]/([Mg]+[Zn])-ratio is
0.25 [25].

2.2.2 Deposition of Cu(In,Ga)Se2 absorber layer

Benefiting from the uninterrupted work flow, dynamic inline deposition
processes have the greatest importance for industrial production. CIGS
solar cells based on absorbers fabricated in a highly optimized process at
ZSW, the multistage inline co-evaporation process, have reached efficien-
cies as high as 19.6% [26]. The primary form of the inline process at ZSW
was described in Ref. [27]. In that process, elemental Cu, In, Ga and Se
were co-evaporated from separate line sources downwards onto 30×30 cm2

Mo-coated glass substrates. The evaporation rates of individual elements
were controlled by the atomic absorption spectroscopy (AAS) coupled to
the deposition chamber with optical fibers. The substrates were heated at
a fairly constant temperature and moved at a constant speed through the
chamber. Different band gap gradients in the absorber layer could be ob-
tained in this dynamic process by the spatial variation of the In and Ga ele-
mental flux distributions along the substrate moving axis, i.e., by the design
and geometric positioning of the line sources. Years later, this system was
extended with an additional chamber, which allows individual adjustment
of the material composition and the heater temperature at each deposition
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step [28]. Therefore, this process was named the multistage process. In this
work, CIGS absorbers studied in Chap. 5 are fabricated in a single stage
inline process that is highly similar to the process introduced in Ref. [27].
The substrate is kept at a nominal temperature of 550–570 ◦C. The Ga con-
tent is kept constant at defined ratios during the deposition. More details
about this process was given by Witte et al. in Ref. [29]. All the other
samples, i.e., the ones studied in Chap. 6, 7 and 8, are produced in the mul-
tistage process.

2.2.3 Deposition of CdS and ZnS buffer layers

The CdS and ZnS buffer layers in CIGS solar cells investigated in this work
are fabricated by chemical bath deposition (CBD). For depositing CdS,
cadmium sulfate (CdSO4), ammonium hydroxide (NH4OH), and thiourea
(SC(NH2)2) are used as precursors. The composition of the chemical bath
employed for ZnS is very similar solely exchanging CdSO4 with zinc sul-
fate (ZnSO4). Another difference for depositing ZnS is that the films are
rinsed with NH4OH after the CBD process, in order to remove the su-
perfluous zinc hydroxide (Zn(OH)2) from the layer surface [25]. As re-
ported by Contreras et al., the ZnS films prepared by CBD process contain
amounts of oxygen in the form of Zn(OH)2 and ZnO [30]. Hence, the
layers are also formally described in some publications as ZnS(O,OH) or
Zn(S,O,OH) [25, 30]. For simplicity, the notation ZnS is used in this study.

2.3 Physical properties of Cu(In,Ga)Se2 thin-film solar cells

2.3.1 Energy band diagram of Cu(In,Ga)Se2 thin-film solar cells

Figure 2.3 shows the qualitative energy band diagrams of a CIGS solar
cell in darkness and under illumination. The solar cell has a conventional
Mo/CIGS/CdS/i-ZnO/ZnO:Al/Al-Ni-alloy layer stacking and is electrically
in open circuit condition. Evac, EC, EF and EV are the vacuum energy, the
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Figure 2.3: Qualitative energy band diagrams of a CIGS solar cell in open circuit
condition. (a) In darkness the Fermi energies in different layers are
evened out at the same level EF . Band bending is formed in the vacuum
energy Evac, the conduction band energy EC and the valence band en-
ergy EV . ∆CPD and the diffusion voltage VD describe the potential drop
in Evac and EC, respectively. (b) Under illumination the Fermi energy
splits into the quasi-Fermi levels EFn and EF p. Band bending in the
energy bands Evac, EC and EV is reduced by ∆EF = EFn−EF p.

conduction band energy, the Fermi energy and the valence band energy, re-
spectively. VD is the diffusion voltage, which is by definition the maximal
potential drop in the conduction band EC in darkness and without external
bias [31]. As VD is the theoretical upper limit of the open circuit volt-
age [32], it has a great importance to the solar cell performance. ∆CPD
is the difference between the CPD (contact potential difference) values of
ZnO and CIGS. As it will be discussed in more detail in Chap. 5, ∆CPD is
proportional to the work function difference between ZnO and CIGS by a
factor of the elemental charge e. In the band diagrams ∆CPD describes the

13



potential drop in the vacuum level Evac.
In darkness the solar cell is in equilibrium and the electrochemical energy
is overall constant. Thus, the Fermi energies in different materials are lo-
cated at the same level EF and band bending is formed in the energy bands
Evac, EC and EV . If the solar cell is illuminated with photons with energies
larger than the band gap energy, electron-hole pairs will be generated and
separated in the CIGS absorber. Driven by the concentration gradient, the
photogenerated electrons will diffuse into the space charge region (SCR)
and will be transferred due to the electrical field in SCR to the ZnO layer,
whereas the photogenerated holes accumulate in the CIGS layer. Due to
the redistribution of the free charge carriers, the Fermi energy EF splits
into two quasi-Fermi levels EFn and EF p, one each for the electrons and
holes. Their splitting results in a photovoltage between the edges of the
CIGS/CdS/ZnO-heterojunction, which is equal to ∆EF/e = (EFn−EF p)/e.
This photovoltage can be practically measured between the electrodes of
the solar cell. Meanwhile, band bending in the energy bands Evac, EC and
EV is flattened by ∆EF . Accordingly, the potential drop in the energy bands
is reduced by ∆EF/e [33].

2.3.2 Ga content in Cu(In,Ga)Se2 absorber layer

The systematic investigation of the impact of the Ga addition on CuInSe2

started in the middle of 1980s [34]. It was found that the band gap energy
of the CIGS absorber increases almost linearly with the [Ga]/([Ga]+[In])-
ratio (GGI). Upon this important finding, the efficiency of the solar cell
could be noticeably increased with proper Ga addition due to a closer match
to the optimum value for absorbing the terrestrial solar spectrum [34–36].
Up to date, the most efficient CIGS solar cells were fabricated with GGI
ratios around 0.3 [6, 10]. At larger Ga contents it was reported that the
open circuit voltage Voc does not increase proportionally to the band gap
energy and consequently the efficiency significantly degrades [37, 38]. In-
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2.3 Physical properties of Cu(In,Ga)Se2 thin-film solar cells

deed, CIGS solar cells with higher Ga contents may bring the following
advantages. First, the band gap energy will further approach the optimum
value of 1.4–1.5 eV [9], which promises an even higher device efficiency.
Second, solar cells with higher Ga contents will generally deliver higher
voltages and smaller currents, and as a result lower resistive losses in op-
eration, which is crucial for highly efficient modules and systems. Third,
absorbers with a higher Ga content are good candidates for the top cell in
tandem solar cells exclusively based on CIGS absorbers. Consequently, ex-
tensive research efforts have been devoted on CIGS solar cells with GGI
ratios beyond 0.3. Particularly, the defect characteristics and the resulting
recombination processes have been widely investigated in a huge number
of publications [39–59]. It has been commonly accepted that the unsat-
isfying performance of CIGS solar cells with high Ga content is primar-
ily limited by high recombination rates of the free charge carriers. How-
ever, the dominating recombination process, i.e., the bulk recombination
in CIGS absorber [42, 45, 46, 48, 49] or the interface recombination at the
buffer/CIGS-interface [39, 47, 51, 56–58], is still a matter of debate. The
dominating process seems to depend strongly on the quality of the CIGS
absorber and the buffer layer.

2.3.3 Defect characteristics of Cu(In,Ga)Se2 material

Cu(In,Ga)Se2 compounds are well known for their capability to tolerate
large deviations from stoichiometry without impediment of their photo-
voltaic properties. This makes it possible to use relatively simple tech-
nology for preparation of the absorber layer without strict control over its
composition. The compositional variations from stoichiometry are directly
related to the formation of native defects. In a ternary system like CuInSe2,
already 12 native defects are conceivable: three vacancies, three intersti-
tials and six antisite defects. Moreover, any complex of these defects could
occur [48]. With the addition of Ga, the amount of possible defects is again
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noticeably increased. Indeed, the situation in a real Cu(In,Ga)Se2 solar
cell is even more complicated, since foreign elements that outdiffuse from
other layers like cadmium (Cd), magnesium (Mg), zinc (Zn), sodium (Na)
and oxygen (O) may all contribute to the formation of additional defect
levels [60–62]. Among them there are acceptor and donor defects. Their
concentrations depend on material composition and defect formation en-
thalpies [63]. The net doping of the material results from the difference in
the concentrations of acceptor and donor defects. It determines the diffu-
sion voltage of the solar cell and therefore limits the open circuit voltage
and the width of the space charge region [62].
Physically, by increasing the doping density the free carrier concentra-
tion will increase. However, there is a maximum for the doping level
in each given semiconductor. This maximum does not depend on the
dopant species or the method by which the dopants are introduced into
the semiconductor. It is an intrinsic property of the material [48]. This
effect is explained as the self-compensation in semiconductors. It describes
that at high doping levels the dopants begin to occupy both acceptor and
donor sites that compensate each other. The self-compensation effect was
also studied in Cu(In,Ga)Se2 materials. The analysis of the temperature-
dependent charge carrier concentration showed that the ratio between the
concentrations of acceptors and donors approaches one with increasing ac-
ceptor concentration [64]. It was argued that when more acceptors are cre-
ated, the Fermi level shifts down and the formation enthalpy of the donors
decreases. This in turn will create more donors. The research on the self-
compensation effect in Cu(In,Ga)Se2 materials grown under different com-
positions showed that Cu rich materials are already compensated and the
degree of compensation is even much higher in Cu poor materials [65, 66],
which are widely used as absorbers in highly efficient solar cells.
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2.3 Physical properties of Cu(In,Ga)Se2 thin-film solar cells

2.3.4 Cu(In,Ga)Se2 grain boundaries

Interest in grain boundaries (GB) in semiconductors has undergone a re-
markable expansion in the last decades. The reason for this can be traced to
the development of polycrystalline semiconductors as convenient low-cost
candidates for photovoltaics and other applications. A GB is the interface
between two grains in a polycrystalline material with a certain density of
structural defects. A common classification scheme for GBs is the coinci-
dence site lattice notation [67]. The coincidence site lattice is constructed
as follows: at a GB two lattices of different orientations join. Virtually, one
lattice can be considered to extend into the volume space of the other one.
In the virtually common volume of the two lattices there will be lattice sites
which coincide. These coincident sites will again form a periodic structure,
which has a larger elementary cell than that of the original crystal lattice.
The volume ratio between the coincidence site lattice and the original crys-
tal lattice gives the Σ value of the GB. In general, a larger Σ value indicates
a larger density of broken and distorted bonds and vice versa [63].
As structural defects in ideally grown semiconductors, GBs are normally
regarded as introducing deleterious effects such as lower electrical and ther-
mal conductivity and higher recombination rates of the free charge carriers.
However, GBs in Cu(In,Ga)Se2 materials appear to be exceptions, since
solar cells fabricated from polycrystalline CIGS absorbers outperform their
monocrystalline counterparts [12]. In order to disclose possible beneficial
effects of GBs in CIGS absorbers, various characterization techniques have
been applied on CIGS absorbers or completed solar cell devices. These
techniques include transmission electron microscopy [68], micro-Auger
spectroscopy [69], cathodoluminescence spectroscopy [69–71], electron
backscatter diffraction [71], atomic probe tomography [72], and Kelvin
probe force microscopy, which is the key method of this work. Due to
the small dimension of GBs in CIGS absorbers, all of these feasible tech-
niques have to possess spatial resolutions in nanometer range.
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Based on results from these measurements, different electrical models for
GBs have been built, which were comprehensively reviewed in Refs. [12,
63]. Due to different technical limitations of the measurement techniques
and different samples under investigation, the conclusions based on differ-
ent models were usually inconsistent to each other. Nevertheless, after the
last few years several renowned research groups slowly approached a con-
sensus that most GBs in CIGS absorbers are rather inactive for free carrier
recombination [12,73–76], which already provides a good base for reason-
able photovoltaic devices [12].

2.4 Measurement of the efficiency of solar cells

2.4.1 Current density-voltage measurement

Extensive efforts were made to improve the performance of solar cells. In-
deed, this so-called performance can be defined in multiple ways. The most
important one is the power conversion efficiency η , which is by definition
the ratio of the maximum electrical power density Pmax

el to the incident op-
tical power density Popt . Practically, Pmax

el is rated in the current density-
voltage (jV) measurement under the standard test conditions (STC), i.e.,
irradiance of Popt = 100mW/cm2, spectral irradiance of air mass 1.5 (AM
1.5) and cell temperature T = 25 ◦C.
Figure 2.4 depicts the jV-curves of a solar cell in darkness and under il-
lumination. The short circuit current density jsc is the current flow nor-
malized by the solar cell area in short circuit condition (V=0). The open
circuit voltage Voc is the voltage between the electrodes in open circuit con-
dition (j=0). Obviously, in these two points the electrical power density
defined as Pel = j ·V is zero. Between these two points there is a maximum
power point (MPP), where the solar cell delivers the maximum power den-
sity Pmax

el . Based on the quantities mentioned above, the fill factor FF can
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Figure 2.4: Current density-voltage (jV) curves of a solar cell in darkness (dashed
line) and under illumination (solid line). jsc and Voc are the short cir-
cuit current density and the open circuit voltage, respectively. In the
maximum power point MPP the solar cell delivers the maximal power
density Pmax

el .

be described as:
FF =

Pmax
el

jsc ·Voc
=

jMPP ·VMPP

jsc ·Voc
(2.1)

Ultimately, the power conversion efficiency η is defined as:

η =
Pmax

el
Popt

=
FF · jsc ·Voc

Popt
(2.2)

2.4.2 External quantum efficiency measurement

Another important efficiency for solar cells is the external quantum effi-
ciency (EQE). The EQE measurement is an extremely useful tool for the
identification of different loss mechanisms in solar cells, e.g., the surface
recombination, the bulk recombination due to low diffusion length and the
back contact recombination. It is defined as the ratio of the number of
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charge carriers collected by the solar cell to the number of incident pho-
tons of a given wavelength, or that of the photo current (charge carriers
per second) to the photon flux (photons per second). In this work EQE
measurements were used to determine the optical band gap energy Eg of
the CIGS absorbers. Physically, EQE at a given photo energy hν can be
expressed as [77]

EQE (hν) = 1− exp(−αW )

αLe f f +1
(2.3)

with the absorption coefficient α at the photo energy hν , the depletion
width W of the solar cell and the effective diffusion length Le f f for mi-
nority charge carriers. For photo energies near the band gap energy, the
term αLe f f is smaller than 1 (based on α < 10−4 cm−1 for CuInSe2 [78]
and Le f f ≈ 1 µm [79]). Consequently, Eq. 2.3 can be reduced to

EQE (hν) = 1− exp(−αW ) (2.4)

and thus
α =

1
W

ln
(
1−EQE (hν)

)
(2.5)

For a direct transition, the dependence of the absorption coefficient on the
photo energy is given by [80]

αhν ∝ (hν−Eg)
1/2 (2.6)

By substituting α in Eq. 2.6 with Eq. 2.5 and taking the square function of
both sides, the following relation is available

[
hν× ln

(
1−EQE (hν)

)]2
∝ hν−Eg (2.7)

Therefore, the band gap energy Eg can be extrapolated with the expression[
hν× ln

(
1−EQE (hν)

)]2, which is a function of the photo energy hν .
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3 Kelvin probe force microscopy

Kelvin probe force microscopy (KPFM) is a scanning probe microscopy
technique, which enables a simultaneous measurement of topography and
contact potential difference (CPD). By applying an extremely sharp tip as a
sensor, KPFM can achieve spatial resolution in the nanometer range. There-
fore, KPFM is a powerful tool for studying the electrical properties in CIGS
thin-film solar cells, which consist of layers as thin as only few microme-
ters. This chapter starts with a review of the history of this technique. Sub-
sequently, the working principle of KPFM and some fundamental aspects
of semiconductor surfaces are introduced. Finally, important previous stud-
ies are summarized, in order to clarify the improvements and breakthroughs
in the current work.

3.1 Historical background

Surface science has experienced a revolution by the invention of the scan-
ning tunneling microscope (STM) in 1982 [81]. Consequently, its inven-
tors Gerd Binnig and Heinrich Rohrer were awarded with the Nobel prize
in 1986. With this technique the first images showing atomic resolution on
a Si(111)7x7 surface were obtained. However, due to its working princi-
ple – detecting the tunneling current between the tip and sample surface
under an external voltage – the STM is inherently limited to the study of
conducting surfaces. Four years later, the invention of the atomic force mi-
croscope (AFM) by Binnig et al. overcame this limitation and widened the
measurable samples to non-conductive ones [82]. This method works by
measuring the static deflection of the tip supported by a cantilever beam
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and is thus called contact mode AFM. Shortly after that, Martin et al. [83]
improved the resolution by vibrating the cantilever at a frequency near its
resonance frequency. They noticed that the amplitude of the tip’s oscillation
changed with the tip-sample distance. Consequently, by using a feedback
loop, which keeps the oscillation amplitude constant through adjusting the
tip-sample distance, the topography could be recorded. A direct contact of
the tip and sample can be avoided in this way and the forces between them
can be effectively minimized. Therefore, this mode was named non-contact
AFM and was widely employed for measurements on soft samples, e.g., bi-
ological and polymer samples.
Later on, the combination of AFM with other measurement methods has
provided a wide range of possibilities to access additional sample proper-
ties with nanometer resolution. The most successful ones include magnetic
force microscopy (MFM) [84], electrostatic force microscopy (EFM) [85]
and scanning capacitance microscopy (SCM) [86]. The method applied in
this study is Kelvin probe force microscopy (KPFM), which was developed
by Nonnenmacher et al. in 1991 [87]. It allows the simultaneous mea-
surement of topography and contact potential difference (CPD) between tip
and sample. Basically, this method can be interpreted as a miniature of the
macroscopic Kelvin probe method that was named after its inventor Lord
Kelvin [88]. In his original experiments in 1898, a capacitor consisting of
two parallel plates from different metals was connected by an electrome-
ter. It was found that a displacement of either metal plates will cause a
charge flow into the electrometer. Furthermore, by applying a dc-voltage
between the metal plates and adjusting its value until the displacement of
the metal plates produces no charge flow any more, the CPD between the
two metals could be determined. At that time, for each varied value of
the dc-voltage, the electrometer had to be discharged and therefore single
CPD determination even with limited precision required several minutes.
In 1932, the introduction of a vibrating capacitor by Zisman et al. signifi-
cantly speeded up the measurement velocity [89]. In his setup, one metal
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plate of the capacitor was vibrated periodically and thus an ac current was
generated, which could be continuously monitored. The dc-bias could be
easily adjusted until the ac current was nullified. However, the reduction
of this principle to the microscopic scale would result in a poor sensitiv-
ity, since the capacitor formed by the tip and sample surface is too small
to generate a sufficient current. Therefore, as it will be introduced in more
detail in Chap. 3.2.3, in the modern KPFM setup the electrostatic force be-
tween the tip and sample is detected providing a much higher measurement
sensitivity.

3.2 Measurement principle

3.2.1 Topography signal acquired by tapping mode atomic
force microscopy

In AFM a sharp tip at the end of a cantilever serves as a force sensor. The
topography of the sample is imaged by scanning the tip over the sample sur-
face while a constant force or force gradient is maintained by a feedback
loop. When the tip approaches a surface, it “feels” a mixture of different
forces consisting of the short-range chemical force, the van der Waals force,
and the long-range electrostatic force and magnetic force. For KPFM, the
most relevant forces are the van der Waals force and the electrostatic force.
In the following, the common modes employed in AFM will be briefly
introduced. Subsequently, the tapping mode feasible for KPFM will be
shown in more detail.
It was pointed out that the ensemble of AFM suffers from a problem of
terminology [90]. This means that there are different ways to categorize
all the working modes. In this work the working modes are categorized
depending on the tip-sample distance and the oscillation amplitude of the
cantilever into the contact mode, non-contact mode and tapping mode as
sketched in Fig.3.1.
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Contact mode Non-contact mode Tapping mode

Figure 3.1: Depending on the tip-sample distance and the oscillation amplitude of
the cantilever, atomic force microscopy can be performed in the con-
tact mode, non-contact mode and tapping mode. In contact mode the
cantilever basically scratches over the sample surface and its static de-
flection is recorded for the topography profiling. In non-contact mode
and tapping mode the cantilever is vibrated mechanically near its free
oscillation frequency. Both modes are physically very similar except
that in tapping mode the cantilever makes intermittent contact with the
sample surface. The dashed lines in the sketches indicate the averaged
position of the tip over the sample surface in these three modes.

Contact mode
The contact mode is based on the measurement of the static deflection of
the cantilever. Topography images are recorded by scanning the tip over
the sample surface at a constant cantilever deflection. In this mode, the tip
is in direct contact with the sample surface, i.e., physically in the repulsive
force regime. Therefore, the contact mode usually gives a very high spatial
resolution. However, the direct contact has the disadvantage that the sur-
face of soft samples could be easily damaged. Nowadays, this mode has
found further applications besides the measurements of topography, e.g.,
measurement of the friction with atomic resolution through the torsional
bending of the cantilever [91] or nanolithography [92].

Non-contact mode
In the non-contact mode the cantilever is oscillated at or near its eigen-
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3.2 Measurement principle

frequency. This oscillation is mechanically excited using a piezoelectric
element (dither piezo or shaker) on which the cantilever-chip is mounted.
In this mode the tip has no direct contact with the sample surface and is
physically in the attractive regime of the tip-sample interaction. As a re-
sult, the forces exerted by the tip on the sample is considerably reduced
in comparison with contact mode, which is highly beneficial for soft sam-
ples. Since the non-contact mode is in principle quite similar to the tapping
mode, the main physical processes are introduced for the tapping mode in
the following.

Tapping mode
In the tapping mode the cantilever is also mechanically oscillated at its
eigenfrequency. Differently to the non-contact mode, the tip experiences
an intermittent contact with the sample surface during each cycle and there-
after the nomination of this mode. The eigenfrequency, or the free reso-
nance frequency f0, is a function of the spring constant k and the effective
mass m∗ [93]:

ω0 = 2π f0 =

√
k

m∗
(3.1)

As previously mentioned, if the cantilever is brought to the proximity of the
sample surface, various forces will be exerted on it. Among them the van
der Waals force and the electrostatic force contribute mostly to the KPFM
studies.
Van der Waals forces are dipole-dipole forces. These forces are always
present between atoms and molecules and arise from electrostatic dipoles
induced by electromagnetic field fluctuations. The van der Waals forces
between macroscopic bodies can be calculated in different ways. In the case
of AFM the situation can be well approximated as a sphere, representing
the tip, approaching an infinite plane, representing the sample surface. The
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van der Waals force can be then expressed as [94]:

FvdW =−HR
6d2 (3.2)

where H denotes the Hamaker constant, R the tip radius and d the closest
distance between the sphere and the plane. Materials with high dielec-
tric constant, e.g., metals have much larger H and as a result larger FvdW .
Moreover, the medium between the tip and sample has a great influence on
FvdW [94].
Electrostatic forces act between localized charges and distance dependently
obey Coulomb’s law. For conductive tips and conductive samples if the tip-
sample configuration is considered as a plane capacitor and the electrical
energy stored in the capacitor is Eel =

1
2CV 2, the attractive force induced

by the static charges can be derived as:

Fel =−∇Eel =−
1
2

∂C
∂ z

V 2−CV
∂V
∂ z

(3.3)

with C the capacitance and V the electrical potential. Since V does not
change with z, equation 3.3 can be simplified as [93]:

Fel =−
1
2

∂C
∂ z

V 2 (3.4)

Now, if the tip approaches the sample surface, the interaction forces will
cause a shift of the resonance curve of the cantilever. For small oscillation
amplitude the shift of the resonance curve can be approximated by intro-
ducing an effective spring constant ke f f [95]:

ke f f = k− ∂Fts

∂ z
(3.5)

where Fts stands for the tip-sample interaction that originates from all ex-
erted forces. For small force gradients the shift of the resonance frequency
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∆ f0 can be easily derived from Eq. 3.1 and 3.5 as [95, 96]:

∆ f0 =−
f0

2k
∂Fts

∂ z
(3.6)

This relation shows that the frequency shift is proportional to the force gra-
dient.
In the tapping mode the cantilever is excited at its eigenfrequency. During
the measurement, the change of the tip-sample distance leads to a change of
the force gradient, which according to Eq. 3.6 results in a change of the res-
onance peak. Consequently, the oscillation amplitude at the fixed driving
frequency changes. Therefore, the topography image can be achieved by
keeping the oscillation amplitude constant through adjusting the tip-sample
distance. As the measurement is based on the amplitude modulation (AM),
the tapping mode is also called AM mode. Indeed, KPFM can be also
performed through frequency modulation (FM), namely in FM mode. In
FM mode the oscillation amplitude of the cantilever is maintained constant
through an automatic gain control circuit, while the resonance frequency is
measured directly by a frequency demodulator. In this way the tip-sample
distance is adjusted during the measurement to keep a constant frequency
shift ∆ f0 relative to the free oscillation frequency. Physically, the response
time of the system is in dependence with the oscillation damping of the
cantilever and can be expressed as τ = 2Q/ω0 [96]. Consequently, the AM
mode is usually performed in air, where the quality factor Q is on the order
of 100, whereas in vacuum, particularly in ultra-high vacuum (UHV), the
scanning speed is noticeably slowed down due to very high values for Q

factors typically above 105. Therefore, for applications under vacuum the
FM mode is usually applied. In the current work the experimental setup is
located in ambient conditions. Hence, all measurements were performed in
AM mode.
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3.2.2 Contact potential difference determined by macroscopic
Kelvin probe method

Although the technical realization for detecting the tip-sample interaction
in modern KPFM differs a lot from that Lord Kelvin performed between
two metal blocks over 110 years ago, the physical principle remains the
same. The work function φ is by definition the minimum energy required
to remove an electron from the interior of a solid to a position outside of
the solid surface [97]. In the energy diagram it is the energy difference
between the vacuum energy Evac and the Fermi energy EF [98]. In Fig. 3.2
(a), (b) two materials with different work functions φ1 and φ2 are brought
into contact. The electrons from the material 2 with a smaller work function
will flow to the energetically more favorable position, namely material 1
with a higher work function, until the Fermi energies EF in both materials
are evened out. A contact potential difference (CPD) VCPD = (φ1−φ2)/e

between the local vacuum levels arises due to opposite charges with equal
quantities on both sides. If an external voltage Vdc is applied between the
materials, the accumulated charges and as a result the potential difference
will be compensated. In the case of Vdc =VCPD the electrical field is exactly
nullified. Thus, the work function of one material, e.g., φ1 can be derived
with Vdc and a known φ2 of the other material.

3.2.3 Single mode Kelvin probe force microscopy

In modern KPFM, tips with radii of few nanometers are employed as sen-
sors to enable a high spatial resolution. Despite of the extreme scale-down
compared to the metal plates, the tip-sample system can still be well ap-
proximated as a tiny capacitor with the electrical capacitance of C. The
electrostatic force between the electrodes of the capacitor was derived in
Eq. 3.4. In KPFM an ac-voltage is applied between the tip and sample to
modulate the electrostatic force. This ac-voltage has an amplitude of Vac

and an angular frequency of ωac. Additionally, a dc-voltage Vdc is applied
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Figure 3.2: The energy band alignments of two materials with different work func-
tions φ1 and φ2 in three situations: (a) without contact, (b) in contact
and (c) with an external bias Vdc = (φ1−φ2)/e.

to compensate the contact potential difference VCPD. Therefore, Eq. 3.4 is
now extended to

Fel =−
1
2

∂C
∂ z

[Vdc−VCPD +Vacsin(ωact)]
2 (3.7)

The product in Eq. 3.7 can be separated into three terms Fel = Fdc +Fωac +

F2ωac with

Fdc =−
∂C
∂ z

[
1
2
(Vdc−VCPD)

2 +
V 2

ac

4

]
, (3.8)

Fωac =−
∂C
∂ z

(Vdc−VCPD)Vac sin(ωact), (3.9)

F2ωac =
∂C
∂ z

∂V 2
ac

∂4
cos(2ωact) . (3.10)

As it can be easily observed, Fdc is a static term, while Fωac and F2ωac oscil-
late with ωac and 2ωac, respectively. Fdc gives a constant additional deflec-
tion of the cantilever and F2ωac can be used for capacitance microscopy. The
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contact potential difference VCPD can be determined by minimizing Fωac .
Practically, there are two methods to carry out KPFM. One method is to
acquire the topography and CPD signals simultaneously in one single scan
and is thus called the single mode. With the other method two scans are
necessary. In the first scan the topography signal is acquired. In the sec-
ond scan the cantilever is lifted up by several tens of nanometers and the
CPD signal is acquired during retracing the saved topography signal. Due
to the lifting of the cantilever, this method is named the lift mode. With the
experimental setup in the present work, both modes can be performed. At
the beginning of the setup optimization, both modes were compared [99].
It was figured out that the resolution of the CPD images is much better in
the single mode. In a very recent publication Sadewasser et al. has sum-
marized some major disadvantages of the lift mode [93]. First, the piezo
creep or thermal drift makes it impossible to scan over exactly the same
positions in the second pass. Second, the image resolution suffers from
the increased tip-sample distance, because the tip lifted up from the sample
surface averages over a larger area. Third, the local electrostatic forces are
not compensated in the first pass, which in accordance with Eq. 3.8 leads
to different additional deflection of the cantilever and therefore errors in
the topography signal. Consequently, the single mode KPFM is employed
throughout the current study.
In single mode KPFM, the cantilever is mechanically vibrated at its free
resonance frequency f0 by applying an ac-voltage Vac( f0) on the shaker
mounted at the end of the cantilever. Additionally, a second ac-voltage
Vac( f1) with a frequency f1, approximately 6 times of f0 [100], and a dc-
voltage Vdc are applied on the sample surface. The cantilever is thus mod-
ulated with f0 and f1. As a result, the time signal of its oscillation ampli-
tude captured by the 4-Quadrant detector is a mixture of two sine functions
as displayed in Fig. 3.3 (a). Correspondingly, the power spectral density
which is the fast Fourier transform of the time signal in Fig. 3.3 (b) shows
two maxima at f0 and f1, respectively. With two lock-in amplifies the oscil-
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3.2 Measurement principle
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Figure 3.3: In single mode KPFM the cantilever is vibrated mechanically at its free
resonance frequency f0 and electrically at the second resonance fre-
quency f1. In addition a dc-voltage Vdc is applied between the tip and
sample. Consequently, (a) the time signal of the oscillation amplitude
of the cantilever is a mixture of two sine functions. Correspondingly,
(b) the power spectral density which is the fast Fourier transform of the
time signal shows two maxima at f0 and f1, respectively. With two
lock-in amplifiers the oscillation amplitude A0 and A1 at f0 and f1 can
be separately extracted. During the measurement, A0 is kept constant
by adjusting the tip-sample distance to achieve the topography profil-
ing, while A1 is minimized by adjusting Vdc to acquire the CPD signal.

lation amplitude of the cantilever A0 and A1 at f0 and f1 can be separately
extracted. As introduced in many literatures (e.g. Ref. [101]), the lock-in
amplifier or sometimes referred to as the phase sensitive detector is a mea-
suring instrument that effectively responds to signals which are coherent
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(the same frequency and phase) with the reference signal and rejects all
others. In other words, it extracts and amplifies weak signals from a noisy
background. During the KPFM measurement, A0 is kept constant by ad-
justing the tip-sample distance to achieve the topography profiling, while
A1 is minimized by adjusting Vdc to acquire the CPD signal.

3.3 Limiting factors for potential contrast

3.3.1 Energy band modification on clean semiconductor
surfaces

Surface states induced surface space charge region
The periodic structure of the atoms in an ideal semiconductor results in the
allowed energy bands, namely the conduction band EC and the valence band
EV . Between them there is an energy gap Eg, where no electron states are
allowed [102]. In the bulk of an ideal semiconductor, the probability to find
an electron in any unit cell is equal because of the perfect three-dimensional
translational symmetry. However, at the surface this symmetry is termi-
nated in the direction perpendicular to the surface. Consequently, the unit
cells in the vicinity of the surface are in general not identical to those in the
bulk and additional surface-localized states may arise. In Fig. 3.4 (a) the
situation for a p-type semiconductor with surface donor states is illustrated.
Additional and more complex phenomena may contribute to the formation
of surface-localized states. These phenomena include: dangling bonds, i.e.,
non-saturated chemical bonds of the surface atoms; surface reconstruction
and relaxation, i.e., rearrangement of the position and/or chemical bonding
configuration of surface atoms that minimizes the surface energy; impurity
atoms adsorbed on the surface [103]. Surface-localized states caused by all
the aforementioned effects induce the charge transfer between the bulk and
surface until the thermal equilibrium is reached. This charge transfer re-
sults in a non-neutral region extended from the surface into the bulk, which
is usually referred to as the surface space charge region (SSCR) in litera-
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3.3 Limiting factors for potential contrast
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Figure 3.4: (a) Surface energy band bending induced by surface states. A non-
neutral region is formed in the bulk near the surface, which is referred to
as the surface space charge region (SSCR) [103]. (b) Surface band off-
set induced by surface dipoles. Due to the existence of the surface states
and dipoles, the work function φe on the surface is usually different to
φr, which stands for the energy difference between the Fermi energy EF
in the bulk of the material and the vacuum energy Evac far away from
the surface.
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ture [103]. Obeying the charge neutrality rule, the following condition is
reached under equilibrium:

Qss =−Qsc (3.11)

where Qss is the net surface charge and Qsc is the net charge in the SSCR
(both measured as charges per unit area). Quite similar to the situation at
a pn-junction, the electrical field in the SSCR causes a gradual potential
variation over this region with a total potential drop of Vs. From an ener-
getic point of view, a surface band bending will be induced in the energy
diagram as shown in Fig. 3.4 (a).
In a simplified situation, where only one single state with the energy level
Et exists, the correlation between Qss and Vs can be established by using
the Fermi-Dirac statistics:

Qss = eNt

{
1− 1

1+ exp [((Et −EF)0− eVs)/kT ]

}
for a donor state,

(3.12)

Qss =−eNt
1

1+ exp [((Et −EF)0− eVs)/kT ]
for an acceptor state.

(3.13)

Nt stands for the surface state density measured in states per unit area.
(Et −EF)0 is the energy difference between the gap state and the Fermi
energy in the absence of the energy band bending.
With some further approximations the width w of SSCR in dependence of
Vs can be deduced as [103]:

w =

√
2εsVs

e |Na−Nd |
(3.14)
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3.3 Limiting factors for potential contrast

εs is the dielectric constant and |Na−Nd | the net doping density. For CIGS
absorbers, reasonable values Vs = 0.4V , εs = 10ε0 [104] and |Na−Nd | =
1016 cm−3 [79] will result in w = 210 nm. This value can give a rough esti-
mation of the influence of the surface states on the bulk material – surface
states localized within the very first several atomic layers can electrically
affect a region of several thousands of atomic layers away from the surface.

Surface dipoles induced abrupt band offset
In addition to surface states, another important phenomenon associated
with semiconductor surfaces is the surface dipole. As reviewed by Kronik
et al. [103], at an ideal surface the wave functions of the electrons ex-
tend out of the surface. As a result, the region just outside the surface is
negatively charged, whereas the region just inside the surface is positively
charged as shown in Fig. 3.4 (b). The separation of positive and negative
charges over several atomic monolayers forms microscopic dipoles creat-
ing an electrical field. This field repels electrons reaching the surface back
into the bulk. In this way, an abrupt potential barrier ∆φ for electrons at-
tempting to leave the semiconductor is formed. Besides the spill out of the
electron wave functions, the previously mentioned surface relaxation and
reconstruction can also lead to microscopic dipoles. Affected by both the
surface band bending and the surface dipoles, the work function at the sur-
face can be described as φe = φr±|e ·Vs|± |∆φs|. φr stands for the energy
difference between the Fermi energy EF in the bulk of the material and the
vacuum energy Evac far away from the surface. Depending on the type of
the surface states (donor or acceptor) and the origin of the surface dipoles,
the signs of Vs and ∆φs can be positive or negative.

Surface photovoltage
The photovoltaic effect is in general an illumination-induced change in the
potential distribution of a certain structure. A specific case of this effect is
the surface photovoltaic effect that was firstly reported on Si in 1947 [105].
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The surface photovoltage (SPV) is by definition the illumination-induced
change in the surface potential distribution. Under illumination the ab-
sorbed photons generate free carriers by creating electron-hole pairs via
band-band transitions (for super-band-gap photons) and/or releasing cap-
tured carriers via trap-band transitions (for sub-band-gap photons) [103].
Driven by the electrical field in the SSCR indicated in Fig. 3.5 (b), photo-
generated electrons and holes are separated and induce an opposite electri-
cal field to that in the SSCR. This field screens the surface band bending
and changes the work function to a new value φi. The difference φe−φi is
the surface photovoltage SPV. Under adequate illumination the energy band
bending can be theoretically totally compensated, which is called the pho-
tosaturation effect. This effect has found wide applications in investigating
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Figure 3.5: (a) The energy band diagram of a p-type material with the work func-
tion φe on the surface. (b) Under illumination free charge carriers are
generated. Driven by the electrical field in the surface space charge
region SSCR, the electrons and holes are separated and induce an oppo-
site electrical field to that in the SSCR. Consequently, the surface band
bending and the width of SSCR are reduced. Correspondingly, the work
function on the surface is changed to φi. The difference φe− φi is the
surface photovoltage (SPV).
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3.3 Limiting factors for potential contrast

the surface band bending of various materials [106–110] and provides a
good approximation of the properties of the bulk material.

3.3.2 Effect of adsorbates, oxidation and surface water layer

So far, the situation on ideally clean semiconductor surfaces in contact with
perfect vacuum was discussed. However, such a condition can never be re-
alized in the real world. In reality there are always impurity atoms and
molecules adhering on the surfaces under study, which are called adsor-
bates. The electron wave functions of the adsorbates will extend into the
bulk of the material and generate surface states, in complete analogy to
the behavior of intrinsic surface states on ideally clean surfaces. Includ-
ing the charge in the tails of their electron wave functions, adsorbates are
electrically neutral. Depending on the character of these tails, the gravity
center of the charges may shift towards or away from the surface, which
will induce polarization or, in other words, surface dipoles [111]. Pre-
viously, the influence of adsorbate layer on the surface band bending of
III-IV semiconductors [112–114], silicon [115–117], chalcogenide semi-
conductors [118–121] and particularly CIGS [122–125] has been exten-
sively studied. Further research elucidated that not only inorganic atoms
but also organic molecules can effectively change the surface work func-
tion of semiconductors. Making use of this feature, the electrical properties
of surfaces can be even deliberately designed [126–132].
In addition, the oxygen-induced surface band bending was verified on var-
ious semiconductor surfaces [133–136]. Particularly on CIGS surfaces,
Heske et al. reported the formation of the native oxide SeO2 by air ex-
posure [137]. Rau et al. showed the oxygenation-induced passivation of Se
vacancies leading to an alteration of the surface band bending [138].
Last but not least, water films are generally present on solid surfaces in air.
In the two review articles Refs. [139, 140] the fundamental aspects of this
issue were explicitly discussed. Particularly for KPFM measurements in
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air, the water films can be easily polarized by applying the dc-voltage be-
tween the tip and sample. The polarization of the water films is opposite
to that of the dc-voltage and will thus cancels the dc-voltage [141]. In an
exemplary work established by Sugimura et al. [142], the phenomenon that
water films shield the potential contrast was clearly shown. In that work, Si
samples with p- and n-doped regions were prepared. By exposing a sam-
ple to vacuum ultraviolet light, the sample surface was overall terminated
with hydroxyl (OH) groups. Under this condition, the potential contrast
vanished. On the contrary, after the sample was annealed in air at a temper-
ature of 100 ◦C, a clear contrast appeared between differently doped areas.
Similarly, a potential contrast could also be clearly resolved under a low
humidity.

E
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p-ty
pe 

n-ty
pe 

Figure 3.6: Influenced by surface effects like surface adsorbates, surface oxidation
and water films between the tip and sample in ambient conditions, the
desired value of the work function contrast of a pn-junction (red dashed
line) is usually significantly reduced to an effective value on the sur-
face (blue solid line). Therefore, the experimentally determined CPD
contrast, which is proportional to the work function contrast, is usually
noticeably smaller as expected.
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3.3 Limiting factors for potential contrast

By the joint action of all surface effects, the modification of the poten-
tial contrast on the surface of a semiconductor pn-junction is depicted in
Fig. 3.6. In this illustration, surface band bending arises on both sides of the
pn-junction. The desired value of the work function contrast (red dashed
line) is usually significantly reduced to an effective value on the surface
(blue solid line). Accordingly, the CPD contrast, which is proportional to
the work function contrast, is usually noticeably smaller as expected from
the bulk of the materials. Consequently, during the execution of the KPFM
measurements and in the analysis of the CPD values the impact of the sur-
face effects should be always carefully considered.

3.3.3 Effect of scattered laser beam

The main target of this work is to investigate the potential distributions on
cross sections of CIGS solar cells in darkness and under controlled illumi-
nation. Therefore, we have to figure out at first, how “dark” is the darkness
in measurement setup. As it will be introduced in more detail later on, a
laser diode is reflected on the back side of the cantilever for monitoring the
movement of the cantilever. Usually, the laser spot has a diameter of 40–
50 µm and is larger than the width of the cantilever that is 10 µm. In the
experimental setup of the current work, this can be verified by observing the
scattered laser spot on the sample surface in comparison to the cantilever
in Fig. 3.7 (a). However, in a dimension of several tens of micrometers, the
laser beam can be observed as straight lines. Thus, the area right under
the tip, or in other words, the area just being scanned is actually shadowed
by the cantilever. Yet, the diffusion of the photogenerated charge carriers
from the surrounding areas can still have an influence on this area. In or-
der to verify this influence, a KPFM measurement was performed on the
cross section of a CIGS solar cell without external illumination as shown
in Fig. 3.7 (b). During the measurement the photovoltage between the ZnO
and Mo electrodes was measured. It came out that the photovoltage VPhoto
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Figure 3.7: Photographs of the cantilever (a) on a CIGS absorber surface and (b)
on a cross section of a CIGS solar cell. For clarity, the photograph (b)
is explained with a sketch (c). As clearly shown by the scattered laser
light in (a), the radius of the laser spot is larger than the width of the
cantilever. The approximate coverage range of the laser spot is indicated
in (c) with a red dashed circle. Obviously, the cross section of the solar
cell, shown with a thick blue line in (c), is exposed to the scattered laser
light.

has a value of over 200 mV. As shown in Fig. 2.3 in the former section, the
potential drop ∆CPD through the heterojunction will be reduced by VPhoto

under illumination, i.e., ∆CPDillumination = ∆CPDdark−VPhoto. This means,
the potential contrast between CIGS and ZnO is reduced by over 200 mV
due to the scattered laser light, additionally to all surface effects. Never-
theless, the sum ∆CPD+VPhoto can provide a good estimation of the real
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3.4 Survey and discussion of previous studies

value of the potential drop induced by the solar cell heterojunction. This
potential drop is the theoretical upper limit of the open circuit voltage Voc

and is therefore of great importance. An extensive discussion about this
part can be found in Chap. 7.1.

3.4 Survey and discussion of previous studies

Important previous studies of KPFM on the surface of CIGS absorbers and
on polished cross sections of CIGS solar cell devices are summarized in the
following. The drawbacks in these studies are subsequently discussed, in
order to introduce the improvement and breakthroughs in the current study.

3.4.1 Surfaces of Cu(In,Ga)(S,Se)2 absorber layers

Many KPFM measurements on CIGS thin films were published by Som-
merhalter et al. [47, 143]. In these studies, KPFM measurements were car-
ried out in ultra-high vacuum (UHV) on CuGaSe2 thin layers, which were
epitaxially grown on GaAs(001) wafers. After upgrading this experimental
setup, Sadewasser et al. analyzed the surface of two CuGaSe2 thin lay-
ers grown epitaxially on a ZnSe(110) substrate and on a Mo-coated glass
substrate. High potential contrast as large as 255 mV was found between
different facets of single grains. This was probably the earliest work pre-
senting clear potential distribution on the surface of a polycrystalline CIGS
thin film. In a further study of Sadewasser et al. [144] on polycrystalline
CuGaSe2 and Cu(In,Ga)S2 absorber materials, downward band bending of
110 meV was observed at individual grain boundaries, which was attributed
to charged defect states at the interface between grains. A decrease of
this band bending under illumination revealed a reduction of the potential
barrier that limits the charge carrier transport across the grain boundaries.
Later, on basis of similar results achieved on a CuIn0.7Ga0.3Se2 sample
in air Jiang et al. [145] claimed that the grain boundaries are positively
charged and the local built-in potential at grain boundaries is expected to

41



increase the collection of the minority carriers (electrons). In order to sup-
port this conclusion, the authors compared the local built-in potential in
samples with [Ga]/([Ga]+[In])-ratios from 0 to 1 and the efficiencies of
these samples. The results showed a strong correlation between these two
quantities [13].
Shortly after that, Marrón and Sadewasser et al. [146–148] studied in UHV
the rear side of a CuGaSe2 sample peeled-off from the Mo substrate. Dif-
ferent SPV values were found at different grain boundaries demonstrating
the existence of different types of grain boundaries. These grain boundaries
were presumed to associate with different crystallite orientations. Interest-
ingly, only one type of work function variation, i.e., the drop of work func-
tion, was reported at grain boundaries. This effect was considered to in-
crease the current collection in the solar cell device, thereby compensating
negative effects of recombination through defects at grain boundaries [149].
A variety of grain boundaries was observed by Hanna et al. [150], who
showed a dip in the work function at grain boundaries in a randomly or
(112)-textured CuIn0.7Ga0.3Se2 sample and in contrast a step or spike in
(220/204)-textured ones . Baier et al. was able to associate the symme-
try of the grain boundaries to their electrical properties in a polycrystalline
CuInSe2 sample. In more detail, the potential barrier at grain boundaries
was observed to be positive, negative, or zero. In these grain boundaries,
the Σ3-type has a higher probability to be charge neutral than non-Σ3 ones.
The observation of three types of potential variations on the same sample
surface concurs with another work published by Sadewasser et al. on a
CuIn0.67Ga0.33Se2 sample [151]. Indeed, if one takes a closer look at the
data in some former work, e.g., Fig. 1 of Ref. [144], it can be seen that there
are more than one type of potential variation at grain boundaries. However,
during that time the variety of grain boundaries did not gain further atten-
tion.
On basis of these observations the superior performance of polycrystalline
CuIn0.7Ga0.3Se2 solar cells could not be explained with the model based on
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single type of grain boundaries any more. To explain this, another model
was brought forward, namely, the electrical neutrality of the grain bound-
aries. Since Σ3 grain boundaries are the ones appearing frequently in the
most successful solar cells, single Σ3 grain boundaries were deliberately
formed in an epitaxially grown CuGaSe2 sample. The results combined
from Hall measurement and KPFM indicated that Σ3 grain boundaries are
neutral barriers for holes with a barrier height of 30 – 40 mV [73]. Yan et al.

reported a first-principles calculation for CuInSe2 material and confirmed
the theoretical estimations on a Cu(In,Ga)Se2 polycrystalline sample with
KPFM results. The authors came to the conclusion that grain boundaries
in Cu(In,Ga)Se2 are electrically benign and the Na segregation on the grain
boundaries is responsible for the potential variations [152] .
Not only the electrical properties of the absorber surface but also those of
the absorber/buffer interface were proven to be crucial for the solar cell per-
formance. For studying the impact of the CBD process on the interface for-
mation, Jiang et al. [153] carried out KPFM measurements on the as-grown
surface of a Cu(In,Ga)Se2 absorber and after chemical treatment with solu-
tions including the pure water, the water solution of NH4OH and the water
solution of NH4OH + CdSO4. With these measurements the electrical mod-
ification of the Cu(In,Ga)Se2 surface before the formation of CdS was stud-
ied, leading to the conclusion that this modification can facilitate the junc-
tion formation of the device and is expected to be favorable for the device
performance. Glatzel and Rusu et al. [154, 155] investigated the influence
of CdS with thickness of a few nanometer on the work function distribu-
tion along grain boundaries of the absorber. The CdS films were grown on
top of Se-decapped and air-exposed CuIn0.76Ga0.24Se2 absorbers by physi-
cal vapor deposition (PVD). The results showed a pronounced decrease of
the work function around the grain boundaries of Se-decapped absorbers
suggesting a change of neutral grain boundaries to positively charged ones.
This effect was ascribed to the diffusion process most likely of sulfur along
the grain boundaries. Due to the oxide layer and adsorbates on the surface
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of the air-exposed absorber, the diffusion process is hampered.
Moreover, combining the surface photovoltage spectroscopy (SPS) with
KPFM the optical properties with high spatial resolution can be analyzed.
Streicher et al. [156, 157] employed this technique on a CuGaSe2 thin film
grown on GaAs substrate and CuInS2, Zn-doped CuInS2 thin films grown
on Mo-covered glass substrate. The band gap energies within the grain
structure were successfully extracted showing an interesting application of
this technique.

3.4.2 Polished cross sections of Cu(In,Ga)(S,Se)2 solar cell
devices

Since the invention of KPFM in 1991 [87], this technique has been em-
ployed for studying potential distributions in semiconductor structures with
different complexity, from single pn-junctions [158–160] with dimensions
of micrometers to heterostructures [161–166] as small as several tens of
nanometers. Applying this technique, even cross sections of operating de-
vices like light-emitting diodes [167, 168], lasers [169, 170] and transis-
tors [171–175] could be thoroughly investigated.
In particular for applications on solar cells, KPFM also unveiled to be
an exceptional tool for two-dimensional potential imaging on cross sec-
tions of devices based on epitaxially grown III-V-semiconductors [176,
177] and multicrystalline materials, e.g., silicon [178], CdTe [179] and
Cu(In,Ga)(S,Se)2 [15, 180–183]. For measurements on devices based on
epitaxially grown materials [159–174, 176, 177], KPFM could be simply
performed on cleaved cross sections of the devices benefiting from the
small roughnesses of a few nanometers. However, it is much tougher to
study cleaved cross sections of devices consisting of multiple polycrys-
talline thin layers. The main reason is that large height differences be-
tween the broken edges of the layers are usually found after cleavage. These
height differences can be larger than several ten micrometers and even ex-
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ceed the measurement range of the piezo element in a KPFM setup. In
order to overcome this issue, considerable efforts are necessary. This ex-
plains why there are only limited work successfully conducted on cross
sections of Cu(In,Ga)(S,Se)2 solar cells, in contrary to a great number of
publications on absorber surfaces.
A pioneer work on this topic was conducted by Glatzel et al. [180, 184].
Their study published in 2002 was probably the first one about KPFM
measurements on cross sections of all kinds of polycrystalline solar cells.
In that work KPFM under UHV was used to image the electronic struc-
ture of a Mo/CuGaSe2/CdS/ZnO thin-film solar cell as shown by Fig. 3.8.
A sufficiently flat cross section was prepared by gluing two devices face-
to-face and polishing with an aluminum paste. In order to clean the ad-
sorbates and reduce the surface defects on the cross section, the sample
was annealed at 100 ◦C for 1 hour followed by soft sputtering with argon

Figure 3.8: KPFM measurements on a polished cross section of a CuGaSe2 solar
cell with (a) topography and (b) CPD images. The cross section was
cleaned by soft ion sputtering for 60 min. (Reproduced from Ref. [180])
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(Ar) ions. The cleanliness of the cross section was checked by observ-
ing the work function contrast between p-type CuGaSe2 and n-type ZnO,
showing an optimum surface condition at a sputter time of 15 minutes.
Moreover, a p-type MoSe2 layer was resolved between the absorber and
the Mo back contact. Following the same procedure Marrón et al. [181]
observed different secondary phases in Cu-rich CuGaSe2 absorbers, in-
cluding the p-type degenerate Cu2−xSe phase. The SPV results showed a
constant work function of Cu2−xSe, which was interpreted as a fingerprint
of the metallic character of this phase. In a further work of Glatzel et al.

[182], the work function distributions in Cu(In,Ga)(S,Se)2/i-ZnO/ZnO:Ga
and Cu(In,Ga)(S,Se)2/(Zn,Mg)O/ZnO:Ga heterostructures were studied. It
seems that the position of the junction was moved by about 30 nm towards
the absorber through substituting the i-ZnO layer with Zn1−xMgxO. This
outcome showed that the deposition of the (Zn,Mg)O layer can extend the
inversion of the absorber surface. As a consequence, the pn-transition was
moved further into the absorber layer leading to a better performance of
the solar cell. Mainz et al. [183] applied KPFM on a cross section of a
Cu(In,Ga)S2/CdS/ZnO solar cell. The Cu(In,Ga)S2 absorber layer in the
solar cell was fabricated by a sequential process. Based on the potential
distribution a clear CuGaS2/CuInS2 double layer structure with CuGaS2

near the Mo/absorber interface was observed.
The only work performing KPFM on cleaved multicrystalline solar cells
abandoning the polishing process was established by Jiang et al. [15], who
fabricated Cu(In,Ga)Se2 solar cells on a GaAs(001) wafer. One solar cell
was cleaved along the [11̄0] direction of the wafer, so that the cross section
was flat enough for KPFM measurements. With the results presented in
Fig. 3.9 the authors demonstrated that the pn-junction in Cu(In,Ga)Se2 so-
lar cell is a buried homojunction with the p/n boundary located 30 – 80 nm
from the Cu(In,Ga)Se2/CdS interface. Based on the observation that the
electric field terminates at the Cu(In,Ga)Se2/CdS, it was concluded that the
CdS and ZnO layers are inactive for the collection of photoexcited carriers.

46

3 Kelvin probe force microscopy
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Figure 3.9: KPFM measurements on a cleaved cross section of a Cu(In,Ga)Se2 solar
cell grown on a GaAs(001) wafer. (a) and (b) display the topography
and CPD images. (c) shows example topography and CPD line sections
from this area. As shown by the line section OC, the CPD signal does
not show any contrast in the open circuit condition of the solar cell. The
CPD contrast shown in (b) was achieved with an external reverse bias
of 1 V on the solar cell. (Reproduced from Ref. [15])

Unfortunately, the Fermi level pinning seems to have a considerable influ-
ence on the surface of the cross section in that work. As a consequence,
the measurement in darkness under open circuit condition exhibited nearly
no potential contrast and the aforementioned statements were made with
a reverse bias of 1 V. Furthermore, the surface photovoltage did not satu-
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rate until an illumination intensity of 230 mW/cm2 and the potential drop
at the pn-junction disappeared again at an intensity of 360 mW/cm2, which
is a multiple of the intensity of the standard test conditions (100 mW/cm2).
Nevertheless, this exploratory work showed the possibility to investigate
cross sections of this kind of solar cell without modifying its topographic
structure.

3.4.3 Discussion about the drawbacks in previous studies

Surfaces of Cu(In,Ga)(S,Se)2 absorbers
Until now, most electrical models for CIGS grain boundaries were devel-
oped based on KPFM results on surfaces of CIGS absorbers. However,
it has been published for two decays that the surface of CIGS absorbers
often has a different material composition (In-rich in Ref. [185], Cu-poor
in Ref. [186, 187]) and even a type inversion (n-type) [185] in comparison
with the bulk material. This surface layer is usually referred to as the or-
dered vacancy compound (OVC) and may have a chemical compound of
CuIn3Se5 [185, 188] or even other forms such as CuIn5Se8 and Cu2In4Se7

as suggested by simulation results [189]. As it is well known, KPFM is a
highly surface-sensitive measurement technique [190]. Consequently, it is
actually inappropriate to interpret the functionality of the grain structure on
basis of results from the surfaces. The ultimate way to resolve the puzzle
is certainly to look at the grain boundaries buried in the bulk material di-
rectly. Due to the 3-dimensional distribution, grain boundaries in the bulk
should form the majority compared to those on the absorber surface (2-
dimensional), and are thereby more decisive for the solar cell performance.
Unfortunately, there are hitherto no such measurement techniques available
for this task without exposing the buried grain boundaries. Thus, practically
the best approximation is to investigate grain boundaries on cleaved cross
sections of the absorbers. Despite the surface effects, properties of grain
boundaries on untreated cross sections will be very close to those of the
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3.4 Survey and discussion of previous studies

buried ones (at least more closely as the ones on the absorber surface). This
consideration led the author of this work to compare grain boundaries on
the surface and on cleaved cross sections of the same CIGS absorber in
Chap. 6. The results verify remarkable differences between grain bound-
aries from these two positions and provide a more general interpretation of
the functionality of the CIGS grain structure.

Polished cross sections of Cu(In,Ga)(S,Se)2 solar cell devices
As previously mentioned, by employing a mechanical polishing process
cross sections sufficiently flat for KPFM measurements can be prepared.
However, two problems arise with the polishing process.
First, the original properties of the cross sections are inevitably changed.
Again, KPFM is highly surface-sensitive, the modification of the surfaces
will have significant influence on the interpretation of the measurement
data. In order to minimize the modification, in some works the polished
cross sections were cleaned by soft sputtering with Ar ions. In this way
an increase of the potential contrast between the layers could be observed
[180, 182]. Unfortunately, the situation cannot be totally retrieved. For ex-
ample, it is unclear, whether the texture in the topography image of Fig. 3.8
stemmed from the grain structure or simply structural damages caused by
the polishing process. This makes an analysis of the potential distributions
of the chalcopyrite grain structure in most of these works [180, 182, 183] a
“mission impossible”.
Second, to prevent the layer stack from separating from the substrate during
the polishing process, twin samples were usually in use and glued face-to-
face on their top electrodes. In this way, it was impossible to illuminate the
sample from their top transparent electrode as one normally does for oper-
ating solar cells. Instead, an external bias was varied to manipulate the po-
tential distribution at cross sections of polycrystalline solar cells [178,179].
However, illuminating the solar cells has undoubtedly a great significance
for understanding their real properties, since the performances of these de-
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vices are exclusively determined under illumination.
Given all the above points, it is clear that the best way to achieve possibly
original properties of the solar cell is to performance KPFM measurements
on untreated, or in other words, as-cleaved cross sections. The follow-
ing chapter shows, how the technical breakthrough for preparing untreated
cross sections of CIGS thin-film solar cells was realized.
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4 Experimental details

In this chapter the experimental setup of the KPFM measurement is explic-
itly introduced. The relevant parameters in the setup are optimized on a
reference sample. Moreover, the preparation procedure for untreated cross
sections of CIGS solar cells is described, which enables KPFM measure-
ments in the upcoming chapters.

4.1 Experimental setup

Schematic diagram
Figure 4.1 shows the schematic diagram of the experimental setup. It is
depicted based on Ref. [191] published by Ziegler et al. The whole setup
can be briefly divided into the AFM head, the scanner and four controllers:
Oscillation Control 1 (OC1), Oscillation Control 2 (OC2), Z-Controller
(ZC) and Kelvin Controller (KC). As introduced in the last chapter about
the principle of the single mode KPFM, the tip-sample system is modulated
with two ac-voltages Vac( f0) and Vac( f1). Vac( f0) is provided by the Os-
cillator 1 and is applied on the shifter mounted at the end of the cantilever
holder, in order to generate a mechanical vibration of the cantilever. Vac( f1)
is provided by the Oscillator 2 and is applied between the tip and sample, in
order to modulate the electrostatic force. The movement of the cantilever is
monitored by reflecting a laser beam on the back side of the cantilever and
detecting the reflected beam with a four-quadrant-photodiode. The output
of the photodiode is digitalized and fed to OC1 and OC2.
With a low-pass (LP) filter and a lock-in amplifier with the reference fre-
quency f0 provided by Oscillator 1, OC1 filters out the oscillation ampli-
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Figure 4.1: A schematic illustration of the experimental setup for single mode
Kelvin probe force microscopy employed in this work. The setup con-
sists mainly of 4 controllers: Oscillation Control 1, Oscillation Control
2, Z-Controller and Kelvin Controller. These four controllers are indi-
cated with four gray blocks.

tude at f0. This amplitude signal is given to ZC and compared to the set
point. Based on the comparison result, ZC adjusts the Z-axis of the scan-
ner, until the set point is reached. At this moment, the value of the Z-axis
is recorded as the topography signal. Similarly, with a high pass (HP) filter
and lock-in amplifier referred with f1 from Oscillator 2, OC2 filters out
the signal at f1. As the input for KC, both the oscillation amplitude at f1

and the X2 signal, which is a projection signal of the oscillation amplitude
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4.1 Experimental setup

(more details are described in Appendix B), can be used. For convenience
X2 is supplied to KC, which applies a dc-voltage Vdc to the sample surface.
KC varies Vdc, until the magnitude of the X2 signal is nullified. That value
of Vdc is documented as the CPD signal.

Multi-Mode AFM head
Figure 4.2 is a structural drawing of the measuring head of the Veeco
MultiModeT M AFM. As shown in the drawing, the laser beam (1) is suc-
cessively reflected at a wedge mirror (2), the back surface of the cantilever
(3) and a tilt mirror (4) for three times and finally detected by the four-
quadrant-photodetector (5). The position of the laser beam relative to the
cantilever can be adjusted by knobs (6). The facing angle of the photode-
tector is adjustable with knobs (7). The position of the cantilever together
with the laser beam can be changed relative to the sample surface with
knobs (8). Moreover, on the back side of the AFM head (not shown in the

(1) Laser
(2) Mirror
(3) Cantilever
(4) Tilt mirror
(5) Photodetector
(6) Laser adjustment
(7) Detector adjustment
(8) Cantilever adjustment

6

7

8

1

2

34
5

Figure 4.2: A structural drawing of the AFM head on basis of the drawing in Ref.
[192].
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drawing) there is a clamp that fixes and conducts the cantilever holder, and
a lever responsible for tilting the mirror (4). Every time if a new cantilever
is exchanged, the laser beam has to be adjusted with knobs (6) until the
laser spot is in length direction at the front part and in width direction in
the middle of the cantilever. As the next step, the photodetector will be
adjusted with knobs (7), until the reflected laser beam hits the center of
the photodetector. If a special position on the sample surface is wished to
be scanned, the cantilever can be driven to the destination with knobs (8).
Normally, mirror (4) stays unchanged during the calibration.

Cantilever
The cantilevers used in the present work are of the type PPP-FMR from
NANOSENSORST M [193]. These cantilevers are made of highly doped
silicon. Some SEM images of one cantilever are shown in Fig. 4.3. The
specifications of this type of cantilever are listed in Tab. 4.1. In addition
to the technical data according to the manufacturer, the measured height of
the apex is 10 µm and the second resonance frequency is around 450 kHz.
Furthermore, the rear side of the cantilever is coated with 30 nm aluminum.
This reflex coating enhances the reflectivity of the laser beam by a factor
of about 2.5. Therewith, the interference of the laser beam within the can-
tilever, which deteriorates the detection quality, can be effectively reduced.

225 μm

28 μm

10 μm

(a) (b)

Figure 4.3: SEM images of a cantilever of the type PPP-FMR.
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Length Width Thickness Force constant

225 µm 28 µm 3 µm 2N/m

Resonance frequency Tip radius

75 kHz <7 nm

Table 4.1: Specifications of the cantilevers of the type PPP-FMR from
NANOSENSORST M .

Scanner
The scanner in use is an iC AFM Upgrade Kit (nPoint, Inc.) for the Veeco
MultiModeT M AFM. It has a scan range of 100× 100× 15 µm (X, Y and
Z). The noticeable increase of extension range in Z direction (6 µm with
the original scanner) is a key factor enabling the measurement on very
rough cross sections. The scanner is controlled by a C.300 DSP controller
based on a digital signal processor (DSP). This control system can pro-
vide closed-loop operation for all three scan directions X, Y and Z. The
operation parameters of the scanner and the control system can be found in
Refs. [194, 195].

SPM Control System
The SPM Control System from NanonisT M is applied in the KPFM setup.
A circuit diagram of the system and the functionalities of individual con-
trol units can be found in Appendix A. The whole system comprises an
Adaptation Kit AKVM, a Dual-OC4 station out of OC4-1 and OC4-2, and
a basic package consisting of a Signal Conditioning unit (SC4) and a Real-
time Controller (RTC). The voltages are applied with BNC cables and the
communication between the units is realized through serial ports.
The user interface of the software is designed corresponding to the schematic
diagram in Fig. 4.1. Besides the aforementioned four modules Oscillation
Control (OC), Oscillation Control 2 (OC2), Z-Controller (ZC) and Kelvin
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Controller (KC), a fifth module the Scan Control (SC) is inserted. The cal-
ibration procedure by setting the related parameters in these modules can
be found in Appendix B.

Halogen lamp
A halogen lamp (Dolan-Jenner, Fiber-Lite-PL800) is used to illuminate the
samples with controlled intensities. The light beam is collimated by a colli-
mator lens for higher illumination intensities. A high resolution spectrom-
eter Spectro 320D of Instrument Systems GmbH is used to characterize
the illumination intensities. The spectral irradiance at the defined levels
are shown in Fig. 4.4. As a reference, the solar spectral irradiance of air
mass (AM) 1.5 is also depicted. By integrating the spectral irradiance from
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Figure 4.4: Spectral irradiance at defined levels of the halogen lamp. The solar spec-
tral irradiance at air mass (AM) 1.5 with an intensity of 100 mW/cm2 is
shown as the reference.
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4.2 Sample preparation

Level I (mW/cm2) Ieff = I× sin45◦ (mW/cm2)

1 1 0.7

2 5 3.5

3 22 16

3.5 41 29

4 71 50

4.5 113 80

5 152 107

5.5 190 134

6 217 153

Table 4.2: By integrating the spectral irradiance from 300 nm to 1100 nm, the illu-
mination intensities are calculated. The tilt angle of the samples is taken
into account by multiplying these values by a factor of sin45◦.

300 nm to 1100 nm, the illumination intensities are calculated as listed in
Tab. 4.2. Note that the samples are fixed on the magnetic pads with a tilt
angle of about 45◦. This tilt angle results in the effective illumination in-
tensities for the samples, which are calculated as the measured intensities
multiplying a factor of sin45◦. In the following chapters the given illumi-
nation intensities are always the effective ones.

4.2 Sample preparation

Au/Mo reference sample
For testing the KPFM setup an Au/Mo reference sample is fabricated. A
Mo-coated glass substrate for preparing CIGS solar cells is firstly cleaned in
acetone and isopropanol. Subsequently, a grid (G2785C PLANCO GmbH)
used for transmission electron microscopy is fixed on the Mo surface by
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gluing its edge with a silver paste. After that, a gold layer with the thick-
ness of 100 nm is deposited by physical vapor deposition on the sample.
Finally, the grid is carefully peeled off from the Mo surface. In this way,
gold islands are formed on the surface of the Mo-coated glass substrate.

Surface of Cu(In,Ga)Se2 absorber layer
Surfaces of CIGS absorber layers are achieved by etching complete solar
cell devices with hydrogen chloride (HCl, 37%) for 60 seconds. In or-
der to remove the remaining HCl on the sample surface, the samples are
immersed in deionised water for 2 minutes and subsequently dried by a
nitrogen pistol. After the etching process the ZnO layer and CdS layer are
totally resolved and the CIGS surface is exposed. As reported by Liao et

al. [196], CIGS is chemically resistent to HCl. In order to verify that the
electrical properties of the CIGS surface is not influenced by HCl etching
neither, both a fresh etched and an as-grown surface of a CIGS absorber
are investigated with KPFM. The results from both surfaces do not show
noticeable difference.

Untreated cross section of Cu(In,Ga)Se2 solar cell
The process for preparing untreated cross sections is illustrated in Fig. 4.5.
It can be described in the following steps: (a) a complete CIGS solar cell
is first placed upside down on the preparation stage; (b) the rear side of
the glass substrate is slit by a diamond cutter; (c) a glass plier (BO700,
Silberschnitt r) with gum pads on both sides of its beak is used to cleave
the sample. In the middle of one gum pad there is a small bulge; (d) the slit
of the glass substrate is put on the bulge. By gently pressing the plier, the
solar cell is easily cleaved without generating extremely rough cross sec-
tions; (e) due to the limited space in the measurement head of the KPFM
setup, the size of the cleaved solar cell has to be reduced. Therefore, one
cleaved solar cell is glued on a target and cut by a wire saw (Model 3242,
Well Diamond Wire Saws, Inc.). The cut is located about 2 mm away from
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(a) (b) (c)

(d) (e) (f)

_

+

CIGS solar cell

Glass

Figure 4.5: The preparation process for untreated cross sections of CIGS solar cells
includes the following steps: (a) a complete CIGS solar cell is placed
upside down on the preparation stage; (b) the rear side of the glass sub-
strate is slit by a diamond cutter; (c) a glass plier with special design is
used to cleave the solar cell; (d) by gently pressing the plier, the solar
cell is easily cleaved; (e) the cleaved solar cell is then glued on a target.
A small part including the cleaved cross section is cut off using a wire
saw. (f) finally, this small part is fixed on a magnetic pad with a tilt angle
around 45◦ and the electrodes of the solar cell are separately contacted.

the cleaved cross section. In this way the sample is cut into a thin piece that
can be easily put into the measurement head. It should be pointed out that
the rotational speed of the wire saw has to be adjusted slowly enough, so
that the cooling water splashed by the wire saw does not contaminate the
untreated cross section; (f) finally, the sample is fixed on a magnetic pad
with a tilt angle around 45◦, and the ZnO and Mo layers are individually
conducted with copper tapes and silver paste. In all these preparation steps,
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the touch of the cross section should be carefully avoided.
Figure 4.6 is illustrated to clarify the different sample alignments for mea-
surements on the CIGS absorber surface and on an untreated cross section
of a complete solar cell device. It should be pointed out that the tilted
sample alignment plays a central role in KPFM measurements on untreated
cross sections. Compared to a perpendicular sample alignment (θ = 90 ◦)
that one usually would adopt, a tilted sample alignment has two main ad-
vantages: first, the original height difference l between the layer edges
becomes l · sinθ . In this way the large high differences between all the lay-
ers in the solar cell and as a consequence the large roughness on untreated
cross sections can be effectively reduced; second, with a perpendicular
sample alignment, if the cantilever scans beyond the ZnO edge, it would
fall abruptly into the air. Consequently, the measurement would have to
break down. In the worst case the cantilever could be damaged. In contrast,
with a tilted sample alignment, if the cantilever moves out from the ZnO
edge, it will still stay on the top surface of the ZnO layer, and is thereby
protected from damaging. Usually, with a scan area of 6× 6 µm2 all the
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Figure 4.6: Sample alignments for KPFM measurements (a) on the surface of a
CIGS absorber and (b) on the untreated cross section of a CIGS solar
cell.
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4.3 Parameter optimization on the reference sample

layers in the solar cell can be included and the height difference still does
not exceed the measurement range in Z-direction of the setup.

4.3 Parameter optimization on the reference sample

As shown in the former section, there are plenty of adjustable parameters
in the control panels of the two oscillation controllers and the Kelvin Con-
troller. The most important two of them are the tip-sample distance and
the amplitude of the ac-voltage Vac( f1) that decide the resolution of the
topography and the CPD images, respectively.

Tip-sample distance
As it was discussed in the last chapter, the cantilever oscillates without the
interaction with the sample surface with a free oscillation amplitude at the
first resonance frequency f0. This free oscillation amplitude is proportional
to Vac( f0) applied on the shaker. The cantilever is then engaged to the sam-
ple surface, until the oscillation amplitude at f0 is reduced to the set point,
which correlates to a certain tip-sample distance. During the measurement
the oscillation amplitude is kept constant at the set point for the topography
imaging. As mentioned in the introduction of the contact, non-contact and
tapping mode in Chap. 3.2.1, the tip-sample distance has obviously a great
influence on the resolution of the topography image. In the case of KPFM,
not only the resolution of the topography but also that of the CPD is of
interest. Therefore, the influence of the tip-sample distance on both signals
is carefully examined on the Au/Mo reference sample. Fig. 4.7 shows the
topography and CPD line scans on a Au/Mo/Au structure with gradually
reduced set point. The free oscillation amplitude is chosen as 350 mV and
Vac( f1) is set to 2 V.
Maybe it is noticed that the oscillation amplitude and the set point are given
in “mV”, instead of a length unit. The reason is that the oscillation ampli-
tude is practically detected by the four-quadrant-photodetector. The output
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Figure 4.7: (a) The topography and (b) CPD line scans on an Au/Mo/Au structure
under variation of the set point. The contrast in the CPD signal appears
at 270 mV. By reducing the set point the contrast in both signals gradu-
ally improves. An optimum regarding the signal quality is observed at
200 mV. By further reducing the set point the topography signal does not
change noticeably. However, the CPD signal becomes obviously much
more noisy. At the set point of 2 mV the contrast of the CPD signal van-
ishes indicating that the tip already stabs on the sample surface at such
a small distance. For these measurements Vac( f1) is set to 2 V.
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signal of the photodetector in “mV” shows the spatial deviation of the laser
spot from the origin and is thus proportional to the oscillation amplitude
of the cantilever. With the Z-Spectroscopy shown in Fig. 4.8 the signals in
“mV” can be converted into lengths in “nm”. For convenience, the original
values in “mV” are used in the following discussion about the optimization
of the set point.
As it can be observed in Fig. 4.7, at a set point of 270 mV the CPD con-
trast starts to appear. However, no variation in the topography signal is
detectable. This is due to the long range nature of the electrostatic force
in comparison to the van der Waals force [100, 197, 198]. By reducing the
set point the contrast for both signals gradually improves. An optimum
regarding the signal quality is found at the set point of 200 mV. According
to the Z-Spectroscopy made afterwards, this set point corresponds to a tip-
sample distance of about 13 nm (see Fig. 4.8). A further reduction of the
set point has only a minor influence on the topography (the signal becomes
even slightly less noisy), whereas the CPD signal turns to be obviously
much more noisy down to a set point of 5 mV. At the set point of 2 mV
the contrast of CPD totally vanishes with only two small pits at positions
with structural changes. This observation can be explained as follows: by
reducing the set point the tip-sample distance decreases, until the tip stabs
on the sample surface. At such a small distance the cantilever is in princi-
ple operated in the contact mode and the oscillation at f1 nearly vanishes.
Consequently, the CPD is not detectable any more.
As just mentioned, with the Z-Spectroscopy shown in Fig. 4.8 the set point
can be accurately determined. In the Z-Spectroscopy the cantilever ap-
proaches the sample surface. The free oscillation amplitude already de-
creases at distances of some micrometers. This is due to the additional
damping of the cantilever by the air squeezed between the cantilever and
the sample surface [199]. Consequently, the free oscillation amplitude at
the position Zrelative = 0 is smaller than the aforementioned 350 mV. By
further approaching the sample by 60 nm (Zrelative from 0 to -60 nm) the
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Figure 4.8: By approaching the cantilever to the sample surface and observing the
variation of the oscillation amplitude at f0, the Z-Spectroscopy is per-
formed. At the position Zrelative =−36 nm the cantilever passes through
the set point of 200 mV. At Zrelative =−49 nm the oscillation amplitude
vanishes indicating a direct contact of the tip and sample. Consequently,
the distance of 13 nm between these two positions is the averaged tip-
sample distance for a set point of 200 mV. Depending on the cantilever
and sample, the tip-sample distance for the same set point can differ
slightly. Nevertheless, it stays stably within the range 10 – 15 nm.

oscillation amplitude at f0 is monitored. At the position Zrelative =−36 nm
the cantilever passes through the set point and at Zrelative =−49 nm the os-
cillation amplitude vanishes implying a direct contact of the cantilever with
the sample surface. Consequently, the distance of 13 nm is the averaged
tip-sample distance at a set point of 200 mV. Note that depending on the
cantilever and the sample the tip-sample distance for the same set point can
slightly vary. However, it stays stably within the range 10 – 15 nm.

Amplitude of Vac( f1)

At the optimal set point of 200 mV, the amplitude of Vac( f1) is varied dur-
ing a measurement on the same Au/Mo/Au structure. The results in Fig. 4.9
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show clearly that Vac( f1) has no influence on the topography signal. How-
ever, the signal quality of CPD is strongly dependent on Vac( f1). At a
value of 0.1 V the CPD signal is quite noisy. By increasing Vac( f1) the sig-
nal quality gradually improves. The optimal signal quality is found in the
range 1 – 2 V. At even larger Vac( f1) values the CPD difference between Au
and Mo stays unchanged. However, the absolute values show an offset to
the previous ones. This observation is most likely due to the surface band
bending induced by large Vac( f1), which was reported by Sommerhalter
and Glatzel et al. [100, 200]. In their studies small values of Vac( f1) were
recommended for high measurement sensitivity. Consequently, the ampli-
tude of Vac( f1) between 1 V and 2 V is employed for the following KPFM
study.

0.1V
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Figure 4.9: With the optimal set point of 200 mV, the variation of the (a) topography
and (b) CPD line scans on the Au/Mo/Au structure in dependence of
the ac-voltage at the second resonance frequency Vac( f1) is observed.
By increasing Vac( f1) from 0.1 V to 2 V the signal quality gradually
improves. At even larger values the CPD difference between Au and
Mo does not change. However, the absolute CPD values show an offset
to the previous one. This is most likely due to the surface band bending
induced by large Vac( f1). Consequently, Vac( f1) between 1 V and 2 V
is employed in this work.
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4.4 Measurements on the reference sample

With the optimized parameter setting, i.e., the set point of 200 mV and
Vac( f1) of 2 V the Au/Mo reference sample is scanned by a size of 40×
40 µm2. Fig. 4.10 (a) and (b) show the topography and CPD images. As
it can be distinctly observed in the topography image, the Au islands have
a form like the basis of a pyramid with a ramp on each side. However, in
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Figure 4.10: (a) Topography and (b) CPD images on the Au/Mo reference sample
with a spatial resolution of 80 nm/pixel. The line sections in (c) are
extracted at the position of the dashed and solid lines in (a) and (b). The
results show that independent of the topography signal, CPD contrast
can only be observed between different materials. This shows clearly
that there is no convolution between the topography and CPD signals.
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the CPD image only contrast between different materials can be observed,
totally independent of the surface structure. This can be seen more clearly
in the line scans shown in Fig. 4.10 (c). This important finding implies that
there is no convolution between the topography and CPD signals, which is
generally of the utmost significance for KPFM measurements [201, 202].
A closer analysis of the data shows that the height of the Au islands around
100 nm agrees well to the desired value. Moreover, the CPD difference
between Au and Mo of 500 mV concurs nicely to literature values for the
work function of these two metals (Au 5.1 eV and Mo 4.6 eV [203]). By
now, the KPFM setup is successfully optimized and ready for the operation
on CIGS solar cells.
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5 Influence of the Ga content on the
performance of CuIn1−xGaxSe2 solar cells

In this chapter four CIGS solar cells with varying Ga content are investi-
gated with macroscopic (jV and EQE) and microscopic (KPFM) measure-
ment methods. Based on these results, the Fermi energy shifting in the
CIGS absorbers and different magnitude of charge carrier recombination in
solar cell devices are studied.

5.1 jV-characteristics of CuIn1−xGaxSe2 solar cells

The jV-curves of solar cell devices fabricated on CIGS absorbers with
x=[Ga]/([Ga]+[In])-ratios (GGI) of 0 (CuInSe2), 0.32, 0.63 and 1 (CuGaSe2)
are shown in Fig.5.1. The significant photovoltaic parameters are extracted
and listed in Tab.5.1. With an increasing GGI-ratio, the short circuit cur-
rent density jsc decreases while the open circuit voltage Voc increases.
An optimum for the fill factor FF and the power conversion efficiency
η is observed at a GGI value of 0.32. Similar results were published
over two decades ago [34] and have been verified by diverse research
groups [9, 36, 37]. Note that the Ga content in CIGS absorbers studied
in this chapter is deliberately kept constant during the growth, the bene-
fit of the GGI gradient [204] has to be abandoned. As a result, the best
power conversion efficiency in this sample series is below the ones that
are usually achieved (η>16%). The chemical composition of the absorbers
including the Ga cotent and the Cu content is determined by X-ray fluores-
cence (XRF) analysis. Both the jV-measurements and the XRF analysis are
performed at ZSW.
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Figure 5.1: jV-curves of CIGS solar cells with different [Ga]/([Ga]+[In])-ratios
(GGI). The significant photovoltaic parameters are listed in Tab.5.1 in
the following. The jV-measurements are performed at ZSW.

GGI Cu (at.%) jsc (mA/cm2) Voc (mV) FF (%) η (%)

0 21.3 28.8 425 70.0 8.6

0.32 21.7 27.3 661 75.8 13.7

0.63 20.9 17.9 787 70.3 9.9

1 23.1 10.6 832 51.7 4.6

Table 5.1: Significant photovoltaic parameters from jV-measurements of CIGS solar
cells with different GGI-ratios. The Ga and Cu content are determined
by X-ray fluorescence (XRF) analysis at ZSW.

5.2 EQE-measurements of CuIn1−xGaxSe2 solar cells

In Fig. 5.2 (a) the external quantum efficiencies (EQE) of CIGS solar cells
with different Ga content are exhibited. With an increasing Ga content the
absorption edge of the solar cell device moves to shorter wavelengths cor-
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5.2 EQE-measurements of CuIn1−xGaxSe2 solar cells
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Figure 5.2: (a) External quantum efficiencies of CIGS solar cells with varying GGI-
ratios. (b) By linearly fitting the function

[
hν× ln

(
1−EQE (hν)

)]2
against the photon energy hν , the band gap energies of absorbers with
increasing GGI-ratios are determined as 0.99, 1.19, 1.40 and 1.66 eV.
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responding to higher optical energies. As shown in Fig. 5.2 (b), the mea-
surement data near the individual band gap energies Eg are used to form[
hν× ln

(
1−EQE (hν)

)]2 as a function of hν . The band gap energies Eg

determined for increasing Ga content are 0.99, 1.19, 1.40 and 1.66 eV. Be-
sides the movement of the absorption edge, the absolute values of the curves
are found to diminish for higher Ga content. As previously mentioned in
Chap. 2.4.2, an EQE curve describes the collection efficiency of the photo-
generated charge carriers. Therefore, the overall suppression of the curve
indicates higher loss in the device. Since all the layers except the CIGS
absorber layer are identically fabricated, the higher loss originates most
possibly from the increasing charge carrier recombination in the bulk of the
CIGS absorber, or at the interfaces between buffer/CIGS or CIGS/Mo. In a
working CIGS solar cell, the free holes moving in the valence band of the
CIGS absorber EV (CIGS) are transported through the CIGS/Mo-interface
into the Mo electrode. As EV (CIGS) stays energetically relative constant
with Ga addition [41], the electrical property of the CIGS/Mo-interface
should not significantly differ in solar cells with varying Ga content. Thus,
if the increased recombination arises from interfaces, the most possible one
is the CdS/CIGS-interface. This recombination issue will be discussed in
more detail combining the results from jV, EQE and KPFM measurements
in Chap. 5.4.

5.3 Fermi energy shifting in CuIn1−xGaxSe2 absorber layers

Figure 5.3 shows the KPFM measurement results on an untreated cross sec-
tion of the sample with a GGI-ratio of 0.32. In the topography image the
ZnO and CIGS layers can be easily distinguished on basis of different grain
sizes of these two materials. In the CPD image the contrast between these
two layers is even more distinct based on the fact that different materi-
als possess different work functions. With the line section displayed in
Fig. 5.3(c) the potential distribution through the CIGS/CdS/i-ZnO/ZnO:Al-
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5.3 Fermi energy shifting in CuIn1−xGaxSe2 absorber layers
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Figure 5.3: KPFM measurement results on an untreated cross section of the sample
with a GGI-ratio of 0.32. The topography and CPD images are shown
in (a) and (b). In both images the ZnO and CIGS layers can be well
distinguished. The line section marked with a dashed line in (b) is dis-
played in (c). The CPD difference between the ZnO and CIGS layers is
labeled as ∆CPD.

heterojunction can be comprehensively studied. This line section is ex-
tracted from the dashed line in the CPD image shown in Fig. 5.3 (b). The
shape of this CPD curve follows the typical potential drop along a hetero-
pn-junction formed by CIGS and ZnO. The difference between the CPD
values on CIGS and ZnO is labeled as ∆CPD. Note that due to the tilted
sample alignment the surface of the ZnO layer is also partially scanned,
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which can be verified by the dramatic reduction in the upper area of the to-
pography image. Consequently, the ZnO layer seems to be thicker than the
desired value of 400 nm, which is the sum of the thicknesses of the i-ZnO
and ZnO:Al layers. However, this issue obviously has no influence on the
analysis of ∆CPD.
In this way the ∆CPD values are recorded for all four samples with varying
GGI-ratios. Practically, the CPD values will be influenced by the employed
cantilevers [205, 206]. In order to minimize this influence, each sample is
measured by five cantilevers in total. The measurement data are presented
with different symbols in Fig. 5.4 (a). Despite of the offsets between the
five cantilevers, an obvious tendency marked with the blue dashed line can
be observed: ∆CPD increases up to a GGI value of 0.63 and drops steeply
for the sample with no In content.
As reported by Wei et al. [41] in a simulation work, with an increasing
GGI-ratio the CIGS valence band energy EV (CIGS) decreases only slightly.
Hence, the increase of the CIGS band gap energy Eg(CIGS) results almost
exclusively in the increase of the CIGS conduction band energy EC(CIGS).
Based on this approximation, a qualitative energy diagram of the CIGS
material can be illustrated as a function of the GGI value (see Fig. 5.4 (b)).
Further quantities in the diagram include the vacuum energy Evac, the Fermi
energies of the ZnO and CIGS layers EF (ZnO) and EF (CIGS), and the
work functions of the ZnO and CIGS layers φ(ZnO) =EF(ZnO)−Evac and
φ(CIGS) = EF(CIGS)−Evac. Since the ZnO layer in all solar cell devices
are identically fabricated, EF (ZnO) is depicted with a dashed line in the
diagram as a constant reference level. ∆CPD is defined as the potential dif-
ference between ZnO and CIGS and is proportional to φ(ZnO)−φ(CIGS).
As EF (ZnO) is constant, the variation of ∆CPD reflects indeed the varia-
tion of EF (CIGS) as indicated by the blue dotted line. Note that the work
function is defined for electrons with negative charges [153], the variation
of EF (CIGS) exactly mirrors the variation of ∆CPD. This outcome shows
a clear Fermi energy shifting in CIGS absorbers with varying Ga content.
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5.3 Fermi energy shifting in CuIn1−xGaxSe2 absorber layers
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Figure 5.4: (a) Following the measurement principle introduced in Fig. 5.3(c) the
∆CPD values are recorded for all the four samples. Repeating this pro-
cedure with five different cantilevers (CL1 to CL5), the results reveal
an offset between individual cantilevers. However, a clear tendency
(blue dashed line) can be recognized for all the cantilevers. (b) The
Fermi energy curve EF (CIGS) (blue dotted line) derived by mirroring
the blue dashed line in (a) shows a direct evidence for a Fermi energy
shifting. The position of EF (CIGS) to other energy levels is shown only
qualitatively.

In more details, EF (CIGS) approaches EV (CIGS) for GGI-ratios between 0
and 0.63 and withdraws for GGI values from 0.63 to 1.
In general, the relative position of the Fermi energy over the valence band
maximum reflects the density of free holes in p-type semiconductors like
CIGS. In more detail, the smaller the energy distance the higher the density
of free holes. In Ref. [41] it was calculated that the densities of single ac-
ceptors such as Cu vacancies (VCu), In or Ga vacancies (VIII) and Cu on In or
Ga antisite (CuIII) that can provide free holes are similar in both CuGaSe2

and CuInSe2. Only the acceptor levels in CuGaSe2 are slightly shallower
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than that in CuInSe2. However, the donor level Ga on Cu antisite (GaCu)
in CuGaSe2 are energetically much deeper in the band gap than that of the
In on Cu antisite (InCu) in CuInSe2. The overall results show that, since
there are more holes (shallower acceptors) and fewer compensating elec-
trons (deep donors) in CuGaSe2 as in CuInSe2, the hole density in CuGaSe2

is expected to be higher. Similar results were observed in an experimental
work of Schröder et al. [207]. In that work solar cells based on epitaxially
grown CIGS layers were investigated applying the temperature-dependent
Hall measurement. By fitting the measurement data, two acceptor levels
were found. By increasing the Ga content it came out that the acceptor
density increases and the acceptor level depth decreases for both acceptor
levels leading to a higher concentration of free holes.
Besides the Ga content, the Na content was also proposed to influence
the p-type doping of the CIGS absorbers [208–211]. The Na content in
the CIGS absorbers originate from the Na ions in the soda-lime glass sub-
strates. During the deposition process of CIGS, the substrate is heated at
nearly 600◦C, which evokes the diffusion of Na ions into the CIGS ab-
sorber. Wei et al. [209] ascribed the major effect of Na to the elimination
of the In on Cu antisite (InCu) donor defects, while Cahen et al. [208] and
Kronik et al. [210] elucidated that the presence of Na evokes an oxidation-
related passivation of the donor-like Se vacancies (VSe). The occupation
of VSe by oxygen results in the formation of OSe, which is a shallow ac-
ceptor. Indeed, the enhancement of the p-type conductivity of the CIGS
layer was also experimentally proved (see Ref. [211]). Therefore, an anal-
ysis of the Na content in the CIGS films is made by means of sputtered
neutral mass spectroscopy (SNMS) at ZSW. As shown by the SNMS re-
sults in Fig. 5.5 [29], the Na content increases systematically with the Ga
addition. In Ref. [211] the authors have prompted that the presence of Na
hinders the elemental interdiffusion of Ga. The higher the Na content in the
CIGS layer, the less the preset Ga gradient is averaged. Interestingly, the
finding in the current work shows that the Ga content has also an influence
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5.3 Fermi energy shifting in CuIn1−xGaxSe2 absorber layers
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Figure 5.5: The Na content in CIGS absorbers with different GGI-ratios are inves-
tigated by Witte et al. [29] at ZSW using sputtered neutral mass spec-
troscopy (SNMS). The results show a systematic increase of the Na con-
tent with Ga addition.

on the Na diffusion and the increase of the Ga content is accompanied by
the increase of the Na content. Since the increase of both Ga and Na will
enhance the concentration of the free holes in the CIGS absorber, the ob-
served Fermi energy shifting in the GGI range from 0 to 0.68 is most likely
caused by both elements.
Schuler et al. [64] reported on the self-compensation of the intrinsic defects
in CuGaSe2 samples. Based on their temperature-dependent Hall measure-
ments on a wide range of samples with different defect activation energies
and defect densities, it was proposed that with increasing acceptor density
the degree of compensation increases. This phenomenon was theoretically
explained as follows: at a certain acceptor density if more acceptors are
introduced, the Fermi level would shift down which lowers the formation
enthalpies for donor defects even to negative values [212]. As a result, more
donor defects will be formed increasing the compensation. In the energy
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band diagram, the Fermi energy will be shifted towards the middle of the
band gap, which concurs with our results for GGI-ratios larger than 0.63.
Furthermore, the slightly higher Cu content in the CuGaSe2 sample (see
Tab.5.1) may lead to less VCu, which is generally assumed as an acceptor
state [41]. This may also contribute to the Fermi energy shifting towards
the middle of the band gap.

5.4 Charge carrier recombination in CuIn1−xGaxSe2 solar cells

In Fig. 5.6 (a) an energy band diagram of the heterojunction of a CIGS so-
lar cell in short circuit condition is sketched. Differently to the one in
Fig. 5.4 (b), where a constant vacuum level Evac in ZnO and CIGS layers
was used, a constant Fermi energy EF in both layers is applied. Physically,
both configurations of the band diagram are identical. Thus, ∆CPD defined
in Fig. 5.3 can be now interpreted as proportional to the variation of the
local vacuum energy by a factor of the elemental charge e. Moreover, an
important physical quantity the diffusion voltage VD, which is also referred
to as the built-in voltage in some literature, is indicated in the diagram. VD

is by definition the maximal potential drop in the conduction band through
the junction in short circuit condition or in darkness [213]. Theoretically,
VD is the upper limit of the open circuit voltage Voc [214]. According to
the energy band diagram, the following relation exists between ∆CPD, VD

and three other quantities, i.e., the band gap energy of CIGS Eg(CIGS), the
conduction band energy (electron affinity) of ZnO EC(ZnO) and the valence
band energy of CIGS EV (CIGS)

e ·∆CPD+EC(ZnO) = EV (CIGS)−Eg(CIGS)+ e ·VD (5.1)

Thus, e ·VD can be described as

e ·VD = e ·∆CPD+EC(ZnO)+Eg(CIGS)−EV (CIGS) (5.2)
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5.4 Charge carrier recombination in CuIn1−xGaxSe2 solar cells

With values of ∆CPD and Eg(CIGS) from the KPFM and EQE measure-
ments and two additional literature values EC(ZnO) and EV (CIGS) acquired
from the literature, e ·VD can be derived. In Fig. 5.6 (b) ∆CPD values
are shown by blue diamonds with error bars containing all measurement
points in Fig. 5.4 (a). Eg(CIGS) extracted in Fig. 5.2 (b) are depicted with
black squares. In the literature, different values for EC(ZnO) (e.g. 4.0 eV
[215], 4.2 eV [216] and 4.6 eV [217]) and EV (CIGS) (e.g. 4.64 eV [218],
5.0 – 5.2 eV [215]) were published. Theoretically, e ·VD is supposed to
be between e ·Voc and Eg(CIGS) [214]. Therefore, the combination of
EC(ZnO) = 4.2 eV [216] and EV (CIGS) = 4.64 eV [218] seems to be most
reasonable for the current analysis. In this way, e ·VD is determined for each
sample and the resulting data are shown in In Fig. 5.4 (b) by red diamonds.
Values of Voc determined in jV-measurements are presented in the same di-
agram.
Generally, the gap between VD and Voc reflects the loss mechanisms, par-
ticularly the recombination rate of the photogenerated charge carriers in
a solar cell device [219]. The yellow area in Fig. 5.6 (b) shows clearly
that the split-off between e ·VD and e ·Voc increases for higher Ga con-
tent. Thus, this finding concurs with the reduction of the absolute values
of the EQE curves observed in Chap. 2.4.2 and can confirm the conclusions
drawn in previous studies that the performance of CIGS solar cells with
high GGI content is limited by stronger recombination processes. Note that
the use of different values for EC(ZnO) and EV (CIGS) will lead to an in-
tegral movement of the curve e ·VD in the vertical direction in Fig. 5.6 (b).
However, the form of the curve will not be changed. Therefore, the con-
clusion made above will not be influence. Furthermore, due the lack of the
knowledge of the exact position of the recombination process based on the
available techniques, and inconsistent opinions in the literature (dominat-
ing bulk recombination [42, 45, 46, 48, 49], dominating interface recombi-
nation [39,47,51,56–58]), further investigations are needed for a complete
understanding of this effect.
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Figure 5.6: (a) A qualitative energy band diagram of the heterojunction of a CIGS
solar cell in short circuit condition explaining the physical quantities
∆CPD, the diffusion voltage VD, the ZnO conduction band energy
EC(ZnO), the CIGS valence band energy EV (CIGS) and the CIGS band
gap energy Eg(CIGS). The relation between these five quantities is de-
rived in Eq. 5.1. (b) With ∆CPD (blue diamonds) and Eg(CIGS) (black
squares) values from KPFM and EQE measurements and two additional
literature values EC(ZnO) = 4.2 eV [216], EV (CIGS) = 4.64 eV [218],
e ·VD (red diamonds) can be deduced from Eq. 5.2. For comparison,
values of the open circuit voltage Voc (black triangles) determined in
jV-measurements are presented. The increasing gap between e ·VD and
e ·Voc shown by a yellow area implies a higher recombination rate of
free charge carriers in solar cells with higher Ga content.
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5.5 Chapter conclusion

Finally, it is necessary to briefly discuss the influence of the ambient con-
ditions on the KPFM results. As it was introduced in Chap. 3, multiple fac-
tors may reduce the measured ∆CPD values from their true values. Indeed,
taking all these effects into account, it can be estimated that the variation
of ∆CPD will be more pronounced. As a result, the gap between e ·VD and
e ·Voc would become even larger for high Ga content strengthening the main
conclusion.

5.5 Chapter conclusion

CIGS solar cells with varying Ga content were investigated with macro-
scopic (jV and EQE) and microscopic (KPFM) measurements. The KPFM
results showed a systematic shifting of the Fermi energy in the CIGS ab-
sorber material with Ga addition. The Fermi energy was observed to ap-
proach the valence band energy at GGI-ratios from 0 to 0.63, which is most
likely due to the increase of both the Ga and Na content that enhance the
p-type doping of the absorber. At GGI-ratios between 0.63 and 1 the Fermi
energy was found to withdraw from the valence band energy, which orig-
inates possibly from a higher degree of the self-compensation due to the
generation of compensating donor defects. Also, the higher Cu content in
the sample without In content may contribute to the Fermi energy shift-
ing away from the valence band energy. In addition, the results from jV,
EQE and KPFM measurements were combined. The analysis indicated a
higher recombination rate of free charge carriers in solar cells with higher
Ga content, which can well explain the unsatisfying performance generally
observed for these solar cells.
In this chapter, the CIGS solar cell with a GGI-ratio of 0.32 showed the
highest power conversion efficiency. Hence, in the upcoming chapter CIGS
solar cells with GGI-ratios around 0.3 will be carefully examined. In order
to make the conclusions relevant for the industrial fabrication, these sam-
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ples are produced in an inline multistage process that is comparable to the
industrial standard.
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6 Potential distributions at grain boundaries
of CuIn0.7Ga0.3Se2 absorbers

With CuIn0.7Ga0.3Se2 absorbers thin-film solar cells with the highest power
conversion efficiency were fabricated. As CIGS solar cells based on poly-
crystalline absorbers outperform their monocrystalline counterparts, the
grain boundaries are widely considered to have a great importance on the
performance of the solar cell. This chapter describes the analysis on the
grain boundaries of a CuIn0.7Ga0.3Se2 absorber layer. The potential varia-
tions at grain boundaries on the surface and on untreated cross sections of
the absorber are investigated. A comparison between the results from the
surface and cross sections evokes a discussion about the reevaluation of the
conclusions drawn in previous studies.

6.1 Grain boundaries on the CuIn0.7Ga0.3Se2 absorber surface

The CIGS absorber layer under investigation is fabricated by an inline mul-
tistage co-evaporation process. The Cu content (21.47 at.%) and the inte-
gral GGI-ratio (0.3) are determined by means of XRF at ZSW. The power
conversion efficiency of the solar cell based on this absorber is 17%.
The measurements are at first performed on the surface of the CIGS ab-
sorber layer. As described in Chap. 4.2, the surface is exposed by selective
etching using HCl. In Fig. 6.1 the measurement data in a dimension of
40× 40 µm2 are presented. In the topography image the grain structure is
clearly resolved. In the CPD image different types of potential variations
are observed at grain boundaries. According to their CPD line shape all
grain boundaries can be classified as GBdip (dip-shape variation of the CPD
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Figure 6.1: KPFM measurements on the surface of the CuIn0.7Ga0.3Se2 absorber
showing (a) topography and (b) CPD images. (c) CPD (blue solid lines)
and topography (black dashed lines) line sections at three different grain
boundaries marked in the images (a) and (b). According to the CPD line
shape they are denoted as GBdip, GBstep and GBpeak.

signal), GBstep (stepwise variation) and GBpeak (peak-shape variation). It is
obvious that there is no convolution between the topography and the CPD
signal as shown by the line sections in Fig. 6.1 (c). The maximal magni-
tudes of CPD variations at these three types of grain boundaries are 280,
100, and 120 mV, respectively. These values match very well with former
KPFM studies, which were also conducted in air [13,145,153], but they are
slightly smaller than the values found under vacuum conditions [150]. This
reduction can be attributed to the surface effects present in air, which were
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6.2 Grain boundaries on the CuIn0.7Ga0.3Se2 absorber cross section

analyzed in Chap. 3.3.
In contrast to other studies, where only one type [13,14,74,145,153] or two
types [150] of grain boundaries were reported, three types on the same sam-
ple surface are observed in the current study. This observation is consistent
with a recent study conducted by Baier et al. [75], who investigated the
surface of a CuInSe2 sample. The inconsistency between different studies
should be caused by multiple reasons, e.g., samples from different fabrica-
tion processes were studied, the measurements were carried out under dif-
ferent measurement conditions, or measurement data from different scan-
ning ranges were analyzed. Obviously, the first two reasons wil noticeably
influence the measurement results. However, the third reason was often ne-
glected. Given the polycrystalline structure of the absorber layer, it can be
easily understood that each type of grain boundary appears with a certain
probability. Therefore, it is not adequate to draw conclusions based on the
observation of only few grain boundaries. Instead, it should be based on
observing larger areas, where sufficient grain boundaries of different types
will emerge.

6.2 Grain boundaries on the CuIn0.7Ga0.3Se2 absorber cross
section

Figure 6.2 shows the topography and CPD images on an untreated cross
section of the solar cell fabricated with the same CIGS absorber. The ZnO,
CIGS, and Mo layers can be well distinguished in both images. Due to
the tilted sample alignment, two phenomena can be observed in the CPD
image. First, as already mentioned in the last chapter, the thickness of the
ZnO layer appears to be enlarged, because the surface of the ZnO layer
is also partly scanned. Second, the thickness of the CIGS absorber layer
seems to be slightly reduced, because the measured thickness (≈ 2 µm) is
the projection of the real thickness (≈ 2.2 µm) into the horizontal plane (see
the sample alignment sketched in Fig. 4.6 (b)). Very importantly, in order
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Figure 6.2: KPFM measurements on an untreated cross section of the solar cell
based on the same CuIn0.7Ga0.3Se2 absorber. The (a) topography and
(b) CPD images with the size of 6×4.8 µm2 and a spatial resolution of
11.7 nm/pixel are presented. In both images the ZnO, CIGS, Mo layers
can be easily distinguished from top to bottom. The expected position
of the CdS layer is indicated on the left side of the images with a double
line. The line section L1 is analyzed in Fig. 6.3. (c) CPD (blue solid
lines) and topography (black dashed lines) line sections at L2, L3, L4
indicated in (b), corresponding to the three types of grain boundaries
GBdip, GBstep and GBpeak, which are also observed on the absorber
surface. However, the magnitude of potential variations at the GBdip
and GBpeak-type grain boundaries on the cross section are significantly
smaller compared to the absorber surface.

to make the measurements on the cross sections comparable with the ones
on the surface, all KPFM measurements are performed with the same scan
parameters: the free oscillation amplitude of 17 nm, the set point of 13 nm
and the ac-voltage at the second resonance frequency Vac( f1)=2 V (details
see Chap. 4.3).
Figure 6.3 displays the topography and CPD signals at the line section L1.
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6.2 Grain boundaries on the CuIn0.7Ga0.3Se2 absorber cross section

The position of L1 is marked with a dashed line in Fig. 6.2 (b). L1 exhibits
the potential distribution through all layers of the solar cell. Again, both
signals are obviously not convoluted. Note that the work function is de-
fined for negatively charged electrons. Consequently, the CPD distribution
corresponds to the inversed work function distribution [153]. Therefore,
the CPD curve with a reversed coordinate adopted in Figure 6.3 (a) follows
the curve shape of the work function φ . The work function φ is defined
as the energy difference between the vacuum energy Evac and the Fermi
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Figure 6.3: (a) Topography and CPD line profiles taken at the position L1 in
Fig. 6.2(b). This line sections covers the whole Mo/CIGS/CdS/ZnO-
structure. The potential variation caused by CdS (gray bar) is difficult
to analyze, because this very thin layer is frequently covered by the
ZnO overlayer after cleavage. Since the work function φ is defined for
negatively charged electrons, the CPD distribution mirrors the φ distri-
bution. Therefore, for a better comparison with the energy diagram in
(b), an inverted coordinate for the CPD values is used. (b) A qualitative
band diagram including all the layers in the solar cell. As the sample
is short circuited, Fermi energies in all the layers are at the same level.
Therefore, the variation of the work function φ = Evac−EF reflects in
the variation of the vacuum level Evac.
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energy EF . Since the sample is short circuited, the Fermi energies EF in
different materials are at the same level as depicted in the qualitative en-
ergy band diagram in Fig. 6.3 (b). With this configuration the variation of φ

reflects in the variation of the local Evac as indicated by the thick blue line
in the energy diagram. In this line section the extracted potential difference
between CIGS and ZnO is 450 – 500 mV, which is a value comparable to
those of 550 – 600 mV observed under UHV conditions [182]. This out-
come indicates the cleanliness of the cleaved cross sections demonstrated in
this work, which plays a decisive role in the interpretation of the observed
results.
It is worth noting that, since the very thin CdS buffer layer is frequently
covered by the ZnO overlayer after cleavage, it is difficult to analyze the
potential fluctuation caused by this layer. Nevertheless, the position of this
layer can be still roughly determined in the following way. Due to the high
doping concentration of the ZnO:Al layer, the space charge region in this
layer is negligibly small. Hence, the variation of the bands can be consid-
ered to end at the i-ZnO/ZnO:Al-interface, which corresponds to the right
edge of the gray bar in Fig. 6.3 (a). With that the CIGS/CdS-interface can be
further determined at 100 nm (sum of the thicknesses of the CdS and i-ZnO
layers) from the i-ZnO/ZnO:Al-interface towards the CIGS layer. Thus, the
position of the CdS layer should be located within the gray bar.
The topography and CPD line sections of L2, L3, and L4, which are marked
in Fig. 6.2 (b), are illustrated in Fig. 6.2 (c). They show the three types of
grain boundaries GBdip, GBstep, and GBpeak, which were already found
on the surface. In agreement with the observation on the surface, grain
boundaries of the type GBdip and GBstep appear more frequently than the
GBpeak-type ones on cross sections. However, very importantly, the height
of the CPD variations of the types GBdip (50 mV) and GBpeak (40 mV) on
the cross section are much smaller than on the surface.
Because the sample preparation and the KPFM measurements were con-
ducted in air, the cleavage process of the sample will lead to surface oxida-
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6.2 Grain boundaries on the CuIn0.7Ga0.3Se2 absorber cross section

tion and atomic reconstruction at the freshly produced surface. However,
benefiting from the abandonment of the polishing and the subsequent clean-
ing processes, a simple cleavage still maintains the cross section in a nearly
unmodified condition. Consequently, the properties of grain boundaries on
the untreated cross sections will be very close to those of the buried GBs
(at least more closely as the ones on the absorber surface). Therefore, a
comparison between the results from the surface and the cross section of
the same CIGS absorber layer leads to the following two conclusions.
First, the GBdip-type is dominating in quantity. This means that the work
function φ increases at most grain boundaries. According to Refs. [75,
150], this type of work function variation indicates negative charges at grain
boundaries. If the photogenerated charge carriers move across GBdip, the
electrons will be repelled while the holes will be attracted into the grain
boundaries. However, since the value of GBdip is much smaller than that
on the absorber surface, a contingent profit provided by the grain structure
in terms of the charge carrier separation will be much weaker compared to
the estimations of previous studies [13, 14, 145, 150]. Thus, the mystery
that solar cells based on polycrystalline CIGS absorbers outperform those
based on monocrystalline absorbers in efficiency should be explained rather
by other beneficial effects. The possible ones are the formation of the OVC
layer on the absorber surface, which enables a homojunction and thus may
effectively reduce the charge carrier recombination at the interface [185] or
the formation of a band grading that works as a back surface field and may
prevent the charge carrier recombination at the back contact [204]. Taking
advantage of more flexibility in the fabrication, these effects can be more
easily acquired by manufacturing polycrystalline CIGS absorber layers.
Second, stepwise potential variations at the GBstep-type in the order of
100 mV are observed. Previously, such step-shaped potential variations
have been observed between different facets of single grains [220] and at Σ3
grain boundaries [73] on the surface of epitaxially grown CuGaSe2 layers
and recently also at Σ3 grain boundaries on the surface of a polycrystalline
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CuInSe2 layer [75]. This phenomenon was attributed to different surface
dipole characteristics for different crystal orientations [75, 220]. This type
of potential variations arise mostly at charge free grain boundaries or facets,
which are harmless for the charge carrier recombination [75].
Consequently, the observation in the current study shows that grain bound-
aries in CIGS absorbers are either slightly charged ones (mostly GBdip,
only small amount GBpeak) with small potential variations or charge neutral
ones with comparatively larger potential variations. This finding suggests
the relatively inactive properties of grain boundaries in CIGS absorber lay-
ers agreeing with the conclusions drawn in the outstanding review paper
published by Rau et al. [12]. It provides a reasonable explanation for the
superior performance of CIGS solar cells despite the abundance of grain
boundaries in the absorber, which are commonly regarded as detrimental
for the performance of a semiconductor device.
One crucial issue remains to be discussed, namely the identification of grain
boundaries. In general, grain boundaries are located with a very high pos-
sibility at positions where large topography variations emerge. Therefore,
the topography images were used as the most important reference for find-
ing grain boundaries in previous studies. However, at individual positions
with a less distinct topography feature, the determination of grain bound-
aries without additional measurement techniques such as electron backscat-
ter diffraction (EBSD) [75] could be erroneous. Nevertheless, this risk can
be effectively reduced by observing sufficiently large areas, which can en-
sure the analysis of adequate grain boundaries. This requirement is easily
fulfilled by multiple measurements on absorber surfaces with a scan area
of 20×20 µm2 for each (see additional data in Fig. 6.4). For cross section
measurements an area with a length over 60 µm in the horizontal direction
in total is under investigation. Some examples are exhibited in Fig. 6.5.
Based on the analysis of more than 40 grain boundaries on cross sections,
the occurrence probabilities of different types of grain boundaries are about
70% (GBdip), 25% (GBstep), and 5% (GBpeak).
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6.2 Grain boundaries on the CuIn0.7Ga0.3Se2 absorber cross section
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6.2 Grain boundaries on the CuIn0.7Ga0.3Se2 absorber cross section

Moreover, some KPFM measurements on cross sections are so stable, that
several consecutive measurements can be joined to form a panorama. In
Fig. 6.6 such an image is demonstrated, which provides a good overview of
the lateral potential fluctuation of the solar cell heterojunction. Basically,
if a single CIGS grain with the overlayers on its top is considered as the
heterojunction of a mini solar cell, the macroscopic solar cell is then a par-
allel circuit of a large number of these mini solar cells. Thus, the potential
fluctuation in lateral direction may indicate a fluctuation of the open cir-
cuit voltages delivered by individual mini solar cells. Since the open circuit
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Figure 6.6: Panoramic images containing (a) topography and (b) CPD images
are made by combining three consecutive measurements. The com-
bined images have a size of 13.7× 5.3 µm2 and a spatial resolution of
11.7 nm/pixel. With these images a better overview of the grain struc-
ture and the potential variations therein can be obtained.
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voltage of the macroscopic solar cell will be limited by the lower values of
the open circuit voltages of the mini solar cells, the current finding could
be one of the critical issues that hinder CIGS approaching their theoretical
limits [221].

6.3 Chapter conclusion

Potential variations at grain boundaries on the surface and cross sections
of the same CuIn0.7Ga0.3Se2 absorber layer were investigated. The results
showed three types of grain boundaries depending on the CPD line shape on
both the surface and cross section. The results on the absorber surface were
comparable with the ones from former studies by other groups, whereas the
magnitudes of the potential variations at grain boundaries on cross sections
were found to be noticeably smaller than those on the surface. Since the
properties of grain boundaries on cross sections are close to those buried
in the bulk, it is important to evaluate the functionality of grain boundaries
based on results from cross sections. Thus, the results showed that the ben-
eficial functionality of CIGS grain boundaries in terms of charge carrier
collection and transport should be much weaker than estimated before.
Up to now, the potential variations were observed in darkness. However,
illuminating the solar cells has undoubtedly a great significance for un-
derstanding their real properties, since the performance of these devices is
ultimately determined under illumination. Therefore, in the next chapter
a white light illumination will be inserted during the scanning, in order to
simulate the standard test conditions for solar cells.
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7 Potential distributions in CuIn0.7Ga0.3Se2
solar cells under illumination

In the last chapter grain boundaries in a CuIn0.7Ga0.3Se2 absorber were
studied in dark condition. In this chapter the solar cell based on the same
absorber is investigated under white light illumination. The gradual chang-
ing of the potential distribution through the solar cell heterojunction is ob-
served at defined illumination intensities. Moreover, the potential varia-
tions at grain boundaries in the absorber are analyzed under an illumination
intensity similar to the standard test conditions. The findings in darkness
from the last chapter together with the outcome of this chapter lead to a gen-
eral interpretation of the functionality of CIGS grain boundaries in working
solar cells.

7.1 Solar cell heterojunction under defined illumination
intensities

Following the same procedure the potential distributions on cross sections
of the solar cell based on the CuIn0.7Ga0.3Se2 absorber are investigated in
darkness again. The results achieved from three cross sections of the solar
cell are presented in Fig. 7.3 (a), (c) and Fig. 7.4 (a). In topography images
the ZnO, CIGS and Mo layers can be well distinguished as marked on the
side. In CPD images a clear contrast between the layers can be observed.
A CPD line section through the ZnO/CdS/CIGS-heterojunction is extracted
from the position marked by a dashed line in Fig. 7.4 (a). The data shown at
the bottom of Fig. 7.1. As indicated by the double arrow, the potential drop
through the heterojunction , which was already defined in Chap. 5 as ∆CPD,
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Figure 7.1: From bottom to top, the potential distribution through the
ZnO/CdS/CIGS-heterojunction in darkness and under increasing
illumination intensities. The potential difference between ZnO and
CIGS is denoted as ∆CPD and its value in darkness is 440 mV. With
increasing illumination intensity ∆CPD decreases and vanishes at
intensities beyond 107 mV/cm2. The line sections are extracted at the
dashed line in Fig. 7.4.
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7.1 Solar cell heterojunction under defined illumination intensities

has a value of 440 mV in darkness. Subsequently, the solar cell is illumi-
nated through the ZnO top electrode with gradually increased intensity and
the CPD distributions at the same position are recorded. The measurement
data and the corresponding illumination intensities are shown in Fig. 7.1. It
can be clearly seen that ∆CPD decreases with increasing illumination inten-
sity and flat-band conditions (flattening of the potential drop) are achieved
at intensities beyond 107 mW/cm2. This is an intensity similar to the stan-
dard test conditions for solar cells (100 mW/cm2, AM 1.5).
For clarity, ∆CPD values at all illumination intensities are extracted and
shown in Fig. 7.2 with blue triangles. Simultaneously to the KPFM mea-
surements, the other two quantities, i.e., the photovoltage VPhoto and the
photocurrent IPhoto are recorded between the electrodes of the cleaved so-
lar cell. Basically, the photovoltage VPhoto and the photocurrent IPhoto are
the open circuit voltage Voc and short circuit current Isc at a given illu-
mination level. Their values are depicted in Fig. 7.2 with red circles and
black squares, respectively. It can be clearly observed that with increasing
illumination intensity VPhoto increases and saturates at 667 mV and IPhoto

increases almost linearly. Note that the open circuit voltage Voc of the ini-
tial solar cell before cleavage under standard test conditions was 671 mV,
which is almost identical to the maximal value of VPhoto. This together with
the linear increase of IPhoto shows that the cleaved solar cell is still fully
functional.
In Chap. 2.3.1 it was introduced that under illumination the Fermi energy
EF splits into the quasi Fermi energies EFn and EF p in the n-type ZnO and
p-type CIGS, respectively. This results in a emergence of the photovoltage
VPhoto = (EFn−EF p)/e between the junction edges, where e stands for the
elemental charge. Meanwhile, the potential drop through the pn-junction
reduces from the initial diffusion voltage VD in darkness to VD −VPhoto.
Ideally, if there were no surface states and surface dipoles that typically
cause energy band bending or band offsets, the variation of ∆CPD acquired
on the surface would be identical to that of VD in the bulk material. In real-
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Figure 7.2: ∆CPD values (blue triangles) are determined from Fig. 7.1 for each illu-
mination step. Simultaneously to the KPFM measurements, the photo-
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cuit and short circuit condition, respectively. The reduction of ∆CPD of
440 mV (blue arrow) agrees well with the increase of VPhoto by 421 mV
(red arrow). Moreover, IPhoto increases linearly with the illumination
intensity.
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7.2 Grain boundaries under white light illumination

ity, if the material surface is not severely manipulated by surface states and
dipoles, the behaviors of ∆CPD and VD are still approximately the same.
Therefore, the relation between ∆CPD under illumination and in darkness
will be ∆CPDillumination = ∆CPDdarkness−VPhoto.
The results in Fig. 7.2 show a reduction of ∆CPD by 440 mV (blue arrow)
and an increase of VPhoto by 421 mV (red arrow), which agrees very well
with the just mentioned relation for ∆CPD. This reveals that the untreated
cross sections are not dominated by strong surface effects. To be pointed
out, as mentioned in Chap. 3.3.3, VPhoto in darkness has a non-zero value
of 246 mV. This results from the larger diameter of the laser beam than the
width of the cantilever, which leads to a exposure of the surrounding area
of the scan point in the laser light. Even if the point just being scanned may
be not directly illuminated by the laser, the photogenerated charge carriers
in the surrounding area can diffuse to this position and generate a photo-
voltage. Limited by this technical issue, it is impossible to observe the
potential distribution in a real dark condition with the current experimental
setup. Nevertheless, a simple addition of ∆CPD and VPhoto that are acquired
without deliberate illumination provides a good estimation of the diffusion
voltage VD = 440mV+ 246mV = 686mV in real darkness. This value is
larger than the open circuit voltage Voc, which is compatible with the fact
that VD in equilibrium (junction short circuited or in darkness) is the theo-
retical upper limit of Voc [214]. Certainly, since the sample preparation and
KPFM measurements were carried out in air, the influence of the ambient
conditions on the reduction of the potential contrast between materials can
be never totally excluded. Thus, the real value of VD is supposed to be even
higher.

7.2 Grain boundaries under white light illumination

In the last chapter three types of potential variations at grain boundaries
GBdip, GBstep and GBpeak were observed on untreated cross sections of
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7.2 Grain boundaries under white light illumination

CIGS absorbers in darkness. Among them GBstep exhibited the largest
magnitude of 100 mV. In Fig. 7.3 (a), (c) and Fig. 7.4 (a) potential steps
at GBstep in darkness from three cross sections are shown. Their values
around 100 mV are consistent to the former observations. As it was dis-
cussed in Chap. 6.2, despite of the electrically inactive properties of this
type of potential variation, the potential fluctuations between the CIGS
grains can still negatively affect the open circuit voltage Voc and conse-
quently the solar cell performance. In order to evaluate the real impact of
the CIGS grain structure on operating solar cells, the behavior of the poten-
tial variations at grain boundaries, especially that of GBstep, is investigated
under illumination.
In Fig. 7.3 (b), (d) and Fig. 7.4 (b) the potential distributions on the same
cross sections at an illumination intensity of 134 mV/cm2 are imaged. The
potential contrast between the layers nearly vanishes and the potential steps
are reduced down to less than half of their initial values in darkness. At the
two positions in Fig. 7.3 even no clear steps can be recognized. Physi-
cally, this finding can be explained with the screening effect discussed in
Chap. 3.3.1. In more detail, the photogenerated charge carriers can screen
the local surface state charge and thereby flattening the surface band bend-
ing. As a result, the difference between the surface band bending at facets
or grains is reduced under illumination. Moreover, potential variations at
the other two types of grain boundaries GBdip and GBpeak are found to re-
duce to even less than 20 mV, which makes them hardly observable in the
CPD images. This means that the largest potential variations within the
CIGS polycrystalline structure in operation are only in the order of 50 mV.
In comparison to the diffusion voltage induced by the solar cell heterostruc-
ture, potential variations at grain boundaries in such an order are most likely
not enough to provide a remarkable beneficial effect in terms of collection
and transport of the free charge carriers. This finding can support our con-
clusion made in the last chapter that CIGS grain boundaries have rather
inactive properties. This feature is assumedly one of the most decisive fac-
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tors for the superior performance of CIGS solar cells among all kinds of
polycrystalline solar cells.

7.3 Influence of illumination on surface conditions

Since KPFM is a highly surface-sensitive measurement technique, the sur-
face conditions of the sample are crucial to the measurement results and
their final interpretation. As introduced in Chap. 3.3.2, the surface con-
ditions can be easily influenced by a lot of factors, e.g., the illumination
during the measurement. Therefore, KPFM measurements are performed
at the same position in a sequence of in darkness, under illumination and
in darkness again. All measurement data are shown in Fig. 7.4. In the CPD
images in darkness for the second time the potential contrast between ZnO
and CIGS and the potential steps at GBstep are reduced from 440 mV to
300 mV and 100 mV to 80 mV, respectively. Note that Voc and Isc of the
cleaved solar cells do not show observable degradation for a time period
as long as several months, the reduction of the CPD contrast should be at-
tributed to surface effects such as long-lived deep trap states and surface
aging. Long-lived deep trap states were previously reported on organic so-
lar cells [222]. Due to their existence the potential contrast was found to
fully recover until two days later. In this study, the potential contrast does
not fully recover to the original value, even if the sample is kept in darkness
for days. Indeed, it gradually reduces over time. Therefore, the observed
reduction of the potential contrast after illumination is more likely due to
the surface aging. Even if the cross sections are not directly illuminated,
the heat generated in the solar cell may accelerate aging processes such
as oxidation or atomic reconstruction on the surface of the cross section.
However, this slight aging effect should not affect the conclusions made
above.
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7.3 Influence of illumination on surface conditions
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7.4 Chapter conclusion

Potential distributions on cleaved cross sections of the thin-film solar cell
based on a CuIn0.7Ga0.3Se2 absorber were investigated under controlled il-
lumination intensities. The potential drop through the solar cell heterojunc-
tion was observed to decrease with increasing illumination intensity and
the magnitude of its decrease correlates well to the increase of the photo-
voltage. In addition, the short circuit current was found to increase linearly
with the illumination intensity. These findings indicated that the cleaved
solar cell is still fully functional and its untreated cross sections are not
strongly manipulated by surfaces states or dipoles. The largest potential
variations in the CIGS grain structure was found to reduce from 100 mV
in darkness down to less than 50 mV under an illumination intensity com-
parable to the standard test conditions. Thus, the studies described in the
last and this chapter show direct evidences for the inactive properties of the
CIGS grain structure.
After the potential distributions in CIGS solar cells with the conventional
layer stacking were thoroughly investigated in the last two chapters, an-
other highly interesting topic will be studied in the upcoming chapter, i.e.,
why CIGS solar cells with a ZnS/ZnMgO buffer system underperform those
with a conventional CdS/i-ZnO buffer system.
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8 Comparison between ZnS/(Zn,Mg)O and
CdS/i-ZnO buffer systems

In this chapter the performance of CIGS solar cells with the ZnS/(Zn,Mg)O
alternative buffer system is compared with that of the solar cells using the
conventional CdS/i-ZnO buffer system. Particularly, the potential distri-
butions through the heterojunctions formed with these two types of buffer
systems are carefully compared with KPFM, in order to find the reason for
the generally observed loss in the open circuit voltage in CIGS solar cells
with the ZnS/(Zn,Mg)O buffer system.

8.1 jV-characteristics

Figure 8.1 depicts the typical jV-curves of CIGS solar cells with ZnS/(Zn,
Mg)O (blue solid line) and CdS/i-ZnO (green dashed line) buffer systems.
For a better comparison, the significant photovoltaic parameters determined
in the jV measurements are exhibited in Tab. 8.1. Note that except the buffer
system all the other layers including Mo, CIGS and ZnO:Al are identically
fabricated. Moreover, the jV-curve and the corresponding parameters of
the solar cell with ZnS/(Zn,Mg)O buffer system are acquired after a light
soak of 30 minutes at 200 ◦C. As reported by Witte et al. [79], these solar
cells typically show transient effects and such a treatment can noticeably
improve the fill factor FF and the open circuit voltage Voc.
It comes out from the comparison that the solar cell with the ZnS/(Zn,Mg)O
buffer system delivers a higher short circuit current density jsc. This is due
to the larger band gap energy of ZnS, which results in less absorption loss
in the blue wavelength region. However, the gain in jsc is accompanied

105



0 0.2 0.4 0.6 0.8

-30

-20

-10

0

10

CdS/i-ZnO

ZnS/(Zn,Mg)O

ΔVoc=78mV

Voltage (V)

C
ur

re
nt

 d
en

si
ty

 (
m

A
/c

m
2 )

Figure 8.1: jV-curves of CIGS solar cells with ZnS/(Zn,Mg)O (blue solid line) and
CdS/i-ZnO (green dashed line) buffer systems. The solar cell with the
ZnS/(Zn,Mg)O buffer system delivers a larger short circuit current den-
sity, however, a reduced open circuit voltage Voc by 78 mV. The jV-
measurements are performed at ZSW.

Buffer system jsc (mA/cm2) Voc (mV) FF (%) η (%)

ZnS/(Zn,Mg)O 32.4 640 73.8 15.3

CdS/i-ZnO 30.9 718 72.5 16.1

Table 8.1: Significant photovoltaic parameters extracted from the jV-measurements
in Fig.8.1.

by a decrease in the open circuit voltage Voc, which limits the solar cells
reaching a higher efficiency. The loss in Voc is generally observed in CIGS
solar cells with the ZnS buffer layer [25, 30, 223] and also other alternative
buffer materials [224, 225]. In the chosen samples the reduction of Voc is
78 mV.
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8.2 Potential distribution through the heterojunction of the solar cells

8.2 Potential distribution through the heterojunction of the
solar cells

Figure 8.2 shows the topography and CPD images of CIGS solar cells fab-
ricated with ZnS/(Zn,Mg)O and CdS/i-ZnO buffer systems. The Mo, CIGS
and ZnO layers can be easily distinguished in the topography images. Due
to the identical fabrication the morphology of these layers in both solar
cells are quite similar. Also in the CPD images no distinct difference, e.g.,
abrupt potential peak or dip at the buffer system, can be observed. For a
more accurate analysis, CPD line sections from these two samples (blue
solid line for ZnS/(Zn,Mg)O and green dashed line for CdS/i-ZnO) are ex-
tracted and compared in Fig. 8.3.
Based on the CPD variation and also assisted by the topography varia-
tion, the CPD line sections can be separated in four parts: the surface of
the ZnO layer, the cross section of the ZnO layer, the space charge re-
gion (SCR) in the CIGS layer and the neutral region in the CIGS layer.
Therewith, the CPD line sections at heterojunctions formed with two types
of buffer systems can be comprehensively compared and the results un-
veil two major differences. First, the CPD difference between the ZnO and
CIGS layers, which was labeled previously as ∆CPD, in the ZnS/(Zn,Mg)O
sample (400 mV) is about 100 mV smaller than that from a CdS/i-ZnO
sample (500 mV). Second, the width of SCR in the CIGS layer of the
ZnS/(Zn,Mg)O sample (1280 nm) is obviously smaller than that in the
CdS/i-ZnO sample (890 nm). Since depending on the cantilever in use,
variations in the CPD distributions may occur (see Chap. 5.3), the CPD
line sections are extracted from cross sections measured with different can-
tilevers. Despite slight deviations in the absolute values of ∆CPD and the
width of SCR, the comparison based on measurement data acquired with
the same cantilever is always consistent. To be mentioned, slightly differ-
ent to the CPD data presented in Chap. 6 and 7, the surface and the cross
section of the ZnO layer reveal different CPD values. This effect is ob-
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Figure 8.2: Topography and CPD images on cross sections of CIGS solar cells with
ZnS/(Zn,Mg)O ((a) and (b)) and CdS/i-ZnO ((c) and (d)) buffer sys-
tems. No distinct difference can be recognized in the topography or
CPD images from the two samples. For a closer analysis, CPD line sec-
tions from the sample with ZnS/(Zn,Mg)O (blue solid line) and CdS/i-
ZnO (green dashed line) buffer systems are extracted and compared later
in Fig. 8.3.
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8.2 Potential distribution through the heterojunction of the solar cells

served in both solar cells. Since the surface and the cross section of the
ZnO layer have different crystal orientations, the different CPD values are
most likely due to the different surface dipole characteristics at these two
positions. With the values of ∆CPD in the range of 450 – 500 mV from the
former chapters as a reference, the CPD value on the ZnO surface seems to
be more reasonable for forming the ∆CPD value.

ZnS/(Zn,Mg)O

200mV

CdS/i-ZnO

1280nm

890nm

400mV

500mV

ZnO surface
ZnO 

cross section SCR Neutral region

1 2 3 4

0 1 2 3 4

Position (μm)

Figure 8.3: CPD line sections extracted from the marked positions in Fig. 8.2. They
display the CPD distributions at heterojunctions of CIGS solar cells
with CdS/i-ZnO (green dashed line) and ZnS/(Zn,Mg)O (blue solid line)
buffer systems, respectively. Both curves can be separated into 1© the
surface of ZnO layer, 2© the cross section of ZnO layer, 3© the space
charge region (SCR) in CIGS and 4© the neutral region in CIGS. The
comparison between the curves shows two major differences. First,
∆CPD in solar cell with the ZnS/(Zn,Mg)O buffer system (400 mV) is
smaller than that in the solar cell with the CdS/i-ZnO buffer system
(500 mV). Second, the SCR in solar cell with the ZnS/(Zn,Mg)O buffer
system (1280 nm) is larger than that in the solar cell with the CdS/i-ZnO
buffer system(890 nm).
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With the band diagrams in Fig. 8.4 the physical meaning of the observations
in KPFM measurements is explained. Since the ZnO layer is deposited at
the final stage of the whole fabrication process, the electrical properties
including the work function, the electron affinity and the ionization en-
ergy (valence band energy) of this layer is most likely the same in both
samples. Therefore, the energy bands on the ZnO side are sketched iden-
tically. Based on this assumption, the energy bands on the CIGS side are
derived. With the blue solid lines and the green dashed lines the situations
in the ZnS/(Zn,Mg)O sample and the CdS/i-ZnO sample are indicated. Be-
cause ∆CPD is proportional to the work function difference between ZnO
and CIGS and the work function of ZnO is considered as constant, the re-
duced ∆CPD value elucidates a reduced work function of CIGS. With a
further assumption that the valence band energy EV of CIGS is the same
in both samples, it can be derived that the energy distance between the
Fermi energy EF and EV is larger in the ZnS/(Zn,Mg)O sample. In gen-
eral, the position of EF over EV is associated with the concentration of
free charge carriers. In more detail, a larger energy distance is correlated
to less free charge carriers. Consequently, a reduced value of ∆CPD sug-
gests a smaller concentration of free charge carriers in the CIGS absorber
of the ZnS/(Zn,Mg)O sample, which is purely a bulk property of CIGS.
Also, the enlarged width of the SCR in the ZnS/(Zn,Mg)O sample can be
explained by the smaller concentration of free charge carriers in CIGS. Be-
sides, the band offset caused by interface dipoles can also contribute to the
band alignment in a similar way. Thus, the enlarged SCR can be assigned
to both the bulk property of the CIGS absorber and the interface property
between CIGS and the buffer layer.
In a study of Witte et al. [79] ZnS/(Zn,Mg)O and CdS/i-ZnO samples that
are similarly fabricated as in this work were compared. Electron beam
induced current measurements in the junction configuration (J-EBIC) and
capacitance voltage measurements were performed to extract the widths of
the SCR and the acceptor densities of the samples. The authors found a
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8.2 Potential distribution through the heterojunction of the solar cells
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Figure 8.4: Energy band diagrams of CIGS solar cells with ZnS/(Zn,Mg)O (blue
solid lines) and CdS/i-ZnO (green dashed lines) buffer systems can be
derived on basis of the CPD data shown in Fig. 8.3. In the solar cell
with the ZnS/(Zn,Mg)O buffer system, the smaller ∆CPD value indi-
cates a larger energy gap between the Fermi energy EF and the valence
band energy EV most likely due to a lower p-type doping density in the
CIGS absorber. The larger SCR in this sample can be ascribed to both
the lower doping density in CIGS and band offsets at the CIGS/buffer-
interface.
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larger SCR and a lower acceptor density in the ZnS/(Zn,Mg)O sample as
the CdS/i-ZnO sample, which shows a high compatibility to the observa-
tions of the current work and can strengthen the estimations above.
Finally, one decisive question still has to be answered, i.e., how the deposi-
tion process of the buffer layer can change the bulk property of CIGS. The
explanation may be the following: during the CBD process the CIGS layer
is immersed into the chemical solution, which not only deposits a buffer
layer onto the surface of CIGS but also changes the doping density in the
bulk of CIGS most possibly by ion diffusion. In a very recent publication of
Bastek et al. [226] the diffusion behavior of Zn in CuIn0.7Ga0.3Se2 layers
fabricated at ZSW were reported. It was found that the diffusivity of Zn in
CuIn0.7Ga0.3Se2 layers is lower than that of Cd, due to the higher activa-
tion energy of Zn diffusion compared to that of Cd. Combing these findings
with the observations of the current work, it is most probably that due to the
lower diffusivity of Zn the CBD process for ZnS results in an underlying
CIGS layer with a lower p-type doping density. As a direct consequence,
the solar cell delivers a lower open circuit voltage.

8.3 Chapter conclusion

In this chapter a CIGS solar cell with the ZnS/(Zn,Mg)O buffer system
was compared with a reference sample with the conventional CdS/i-ZnO
buffer system. The CPD line section through heterojunction in the solar
cell with the ZnS/(Zn,Mg)O buffer system showed a reduced value of the
CPD difference between ZnO and CIGS, and a larger width of the space
charge region in CIGS. These results indicated that the CBD process for
ZnS and CdS not only microscopically modifies the interface conditions
and macroscopically deposits a buffer layer but may also change the density
of the p-type doping in the CIGS bulk material. Due to the lower diffusivity
of Zn, the CBD process for ZnS most likely results in an underlying CIGS
layer with a lower p-type doping density. This finding can well explain the
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8.3 Chapter conclusion

generally observed reduction of the open circuit voltage in solar cells with
the ZnS/(Zn,Mg)O buffer system.
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9 Improving the solar cell performance with
conclusions drawn in this work

In this chapter, the results in the last chapters are described and visualized
with models. On that basis, a brief discussion about how the performance
of CIGS-based and other kinds of thin-film solar cells could be further im-
proved is evoked.
The investigation on CIGS solar cells with different Ga contents showed
that the Ga content influences the distribution of acceptor and donor states
in the CIGS absorber material. As explained with the energy band diagrams
in Fig. 9.1 (a), the addition of Ga into CuInSe2 leads to the generation of
more acceptor states. Consequently, the Fermi energy in the CIGS mate-
rial approaches the valence band energy. However, at a certain point (in
this study [Ga]/([Ga]+[In])=0.63) the compensating donor states increases
more rapidly. This leads to the reduction of the effective p-type doping of
the absorber layer and the movement of the Fermi energy towards the mid-
dle of the band gap. As a result, the open circuit voltage of CIGS solar cells
with a higher Ga content, particularly CuGaSe2, is limited. It has been cor-
roborated in numerous studies that Na can increase the free charge carrier
concentration, presumably by eliminating the donor-type Cu on In anti-
sites (InCu) [209, 227] or Se vacancies (VSe) [210, 228]. Thus, as indicated
in Fig. 9.1 (b), one way to enhance the p-type doping of the CIGS absorber
material could be the deliberate introduction of other kinds of foreign atoms
that hinder the formation of the compensating donor states. Furthermore,
in agreement with some former work, this study showed a higher recombi-
nation rate in CIGS solar cells with increasing Ga content. Most recently,
Contreras et al. published that the recombination process in CIGS solar
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Figure 9.1: (a) By increasing the [Ga]/([Ga]+[In])-ratio more acceptor states (A)
are generated in the CIGS absorber and consequently the Fermi energy
approaches the valence band energy. However, at a certain point the
compensating donor states (D) increases more rapidly. As a result, the
effective p-type doping of the absorber is reduced and the Fermi energy
moves towards the middle of the band gap. (b) The elimination the
donor states will increase the p-type doping of the CIGS material and
move the Fermi energy towards the valence band energy.

cells with higher Ga contents (band gap energy 1.2 – 1.45 eV) can be ef-
fectively reduced through the application of higher processing temperature
up to 600 – 650 ◦C [229]. The elevated temperature most likely improves
the crystal quality of the CIGS absorber material and results in less deep
defects that act as recombination centers. Therefore, another way to realize
efficiency improvement is the development of advanced substrates, which
are resistant to even higher processing temperature.
Grain boundaries were analyzed on the surface and on cross sections of
a CuIn0.7Ga0.3Se2 absorber film. Based on the results, three-dimensional
models of the potential distribution of the grain structure can be built up as
depicted in Fig. 9.2. Very importantly, the dip- and peak-shaped potential
variations (GBdip and GBpeak) were observed to reduce to the order of the
thermal activation energy at room temperature. This outcome shows that
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beneficial effect of CIGS grain boundaries in terms of the collection and
transport of free charge carriers is rather questionable. They are most likely
not very recombination active, which already provides a good base for fab-
ricating a reasonable photovoltaic device [12]. This interesting feature of
CIGS materials can give a clear guidance in the optimization of thin-film
solar cells based on other kinds of polycrystalline materials, particularly,
kesterite materials. Special attention should be paid to the electrical prop-
erties of grain boundaries of these materials. If deep defect levels exist
at grain boundaries and they are not reduced by the atomic relaxation in
the grain boundary region, as estimated by Yan et al. for CIGS materi-
als [74], additional measures, e.g., chemical treatments, will have to be
undertaken, in order to passivate grain boundaries. In addition, even under
the illumination comparable to the solar cell test condition, potential steps
(GBstep) between certain grains in the order of 50 mV were still observable.
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hν
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Figure 9.2: Three-dimensional models of potential distributions at grain boundaries
in a CIGS absorber layer. (a) In darkness the magnitude of potential
variations on the surface is much larger than that in the bulk. (b) Under
illumination the potential variations at both positions are significantly
reduced.
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This observation could originate from surface effects like unsaturated sur-
face dipoles or bulk effects such as compositional inhomogeneity between
grains. In the latter case, there will be a potential fluctuation within the
CIGS material. If the solar cell is considered to consist of a large number
of mini solar cells that are formed by single grains, the total open circuit
voltage will be limited by the lower values delivered by the mini solar cells.
Hence, in the fabrication of CIGS solar cells with efficiencies surpassing
the current record, the compositional inhomogeneity in the scale of grains
should be carefully examined and avoided.
Due to a lower diffusivity of Zn in comparison to Cd, the underlying CIGS
absorber material showed a lower p-type doping density. Therefore, a
loss of the open circuit voltage in CIGS solar cells with the ZnS buffer
layer was usually observed. As previously reported by different research
groups [230, 231], the open circuit voltage can be improved by dipping
of the CIGS absorber layer shortly into a water solution of NH4OH and
CdSO4. This dip process is often referred to as the partial electrolyte (PE)
treatment and results in the Cd diffusion into the absorber. The advantage
of this process is that no CdS layer is formed. Therefore, for improving the
open circuit voltage, the CIGS absorber layer can be dipped in PE before
the CBD process of ZnS. Following this procedure the deficiency of the
Zn doping could be compensated by Cd doping. Also, the performance of
CIGS solar cells with other alternative buffer layers, e.g., ZnSe, In(OH)3

and In2S3 could be noticeably raised in this way.
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10 Summary and outlook

Thin-film solar cells based on CIGS absorber materials show the highest
power conversion efficiency among all kinds of thin-film solar cells. The
distribution of the electrostatic potential in and between the materials in
the solar cell has obviously a major impact on the superior performance of
the device. This thesis reported on imaging of the electrostatic potential on
untreated cross sections of operating CIGS solar cells using Kelvin probe
force microscopy. Four topics were comprehensively studied and the major
results are elucidated in the following:

1. The potential distribution through the CIGS/CdS/ZnO-heterojunction
in CIGS solar cells with [Ga]/([Ga]+[In])-ratios (GGI) from 0 to
1 were analyzed. The potential drop between CIGS and ZnO was
systematically investigated, providing direct evidence for a Fermi
energy shifting in CIGS absorber layers. The Fermi energy was ob-
served to approach the valence band energy of CIGS for GGI-ratios
between 0 and 0.63. This effect can be attributed to the Ga addition
and the accompanying increase of the Na content. The increase of
both elements enhances the effective p-type doping of the CIGS ab-
sorber. The Fermi energy was found to withdraw from the valence
band energy for GGI-ratios over 0.63. This effect can be explained by
the self-compensation effect, which leads to the Fermi energy shift-
ing towards the middle of the band gap. Also, the slightly higher Cu
content of the CuGaSe2 sample may additionally contribute to this
effect. Combining this outcome with results of the current density-
voltage and external quantum efficiency measurements, the diffusion
voltages of individual solar cells were deduced and compared with
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the directly measured open circuit voltages. An increasing split-off
between these two quantities was observed for Ga addition indicating
a higher recombination rate of free charge carriers. This finding ex-
plained the unsatisfying performance of CIGS solar cells with higher
Ga contents.

2. Potential variations at grain boundaries were analyzed on the surface
and on untreated cross sections of the CuIn0.7Ga0.3Se2 absorber in a
high-efficiency solar cell. Differently to the previous studies, where
only one single type or two types of potential variations at grain
boundaries had been observed, three different types (dip-, step-, or
peak-shape) were shown on samples in this work. Interestingly, the
potential variations on cross sections were found to be much smaller
than those on the surface of the same absorber. Since the properties
of grain boundaries on cross sections can be expected to resemble
more closely the ones buried in the bulk as those on absorber sur-
faces, the importance to interpret functionalities of grain boundaries
based on observations on cross sections was pointed out. Moreover,
the grain boundaries on cross sections were further observed under il-
lumination comparable to the standard test conditions for solar cells.
The potential variations at grain boundaries were found to decrease
to less than 50 mV, which is much smaller than the potential drop in-
duced by the solar cell heterojunction. All these findings suggested
that CIGS grain boundaries do not play an active role in terms of
charge carrier collection and transport.

3. The potential distribution through the heterojunction in a highly ef-
ficient solar cell based on CuIn0.7Ga0.3Se2 absorber was analyzed
under defined white light illumination. At the same time, the photo-
voltage and the photocurrent between the electrodes were recorded.
It was found that the potential drop through the heterojunction de-
creases with increasing illumination intensity and vanishes over in-
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tensities comparable to the standard test conditions for solar cells.
Furthermore, the magnitude of the decrease of the potential drop cor-
related with the increase of the photovoltage and the photocurrent
increased linearly with the illumination intensity. All these findings
agreed well with the fundamental theory for solar cells and indicated
that the cleaved solar cells are still fully functional and the cross sec-
tions are not severely dominated by surface states and dipoles. This
outcome provided an important proof for the validity of the conclu-
sions made in this work.

4. Potential distributions through the heterojunction in CIGS solar cells
with the ZnS/(Zn,Mg)O and the conventional CdS/i-ZnO buffer sys-
tems were compared. The results showed a reduced value of the po-
tential drop between ZnO and CIGS and a larger width of the space
charge region in the solar cell with the ZnS/(Zn,Mg)O buffer system.
It was concluded that due to the lower diffusivity of Zn the CBD pro-
cess for ZnS results in a lower p-type doping density in the bulk of
the underlying CIGS absorber layer. The generally observed reduc-
tion of the open circuit voltage of ZnS/(Zn,Mg)O samples could be
well explained by this finding.

With these acquired knowledge, some recommendations on the optimiza-
tion of thin-film solar cells based on CIGS and other kinds of polycrys-
talline materials were made at the end of this work, which would improve
their efficiencies beyond the current records.

In the future work, KPFM measurements on cross sections of CIGS so-
lar cells can be further improved. Since the cleavage of the samples and the
KPFM measurements were carried out in air, the influence of the ambient
conditions on the surface conditions like oxidation or water films between
the tip and sample can be never totally excluded. In the next step, it is
obligate to place the cleavage process and the KPFM setup into a glove
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box filled with inert gas. In this way the aforementioned surface effects
can be effectively minimized, which will presumably lead to a higher po-
tential contrast. Additionally, it was shown that the potential drop through
the heterojunction is reduced by about 200 mV due to the detection laser.
This problem can be resolved by exchanging the current cantilevers with
the ones with broader beams or implementing a laser with a smaller spot.
In this way, the laser light can be totally blocked. Another option is to
apply cantilevers with longer beams. The laser spot can be positioned far
away from the scanning point, so that the charge carriers generated by the
laser spot cannot diffuse to the scanning point and have any influence on
the potential drop.
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Appendix

Appendix A: Hardware in the
SPM Control System

Connections in the circuit diagram

Connection Description

1 Input from AFM head

2 Vertical deflection

3 Horizontal deflection

4 DC voltage Vdc

5 Add Vac( f1) to Vac( f0) (only used for
frequency sweep, switched off during
measurement)

6 Vac( f1)+Vdc

7 Vac( f0)

8 Gain select for photodiode

9 X, Y, Z via C300 DSP Controller

10, 11, 12, 13 LabVIEW communications

14 Communication with computer via LAN

Table .1: Description of the connections in the circuit diagram depicted in Fig .1.
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AKVM

IN0 AUXA ANA2

Veeco Microscope DIO PORT A

OC4-2

INPUT ADD OUTPUT

DIO C1/C2

Sample

Scanner

DitherLaser

Photodiode

SC4

AI2 AI3 AO1 AO3 AO5 AO6 AO7

DIO PORT A

RTC
LAN

OC4-1

INPUT ADD OUTPUT

DIO C1/C2

MI0 C0

PC

1

2

3

4

5

6

7

8

9

10

11

12

13

14

C300 DSP

Figure .1: The circuit diagram of the NanonisT M SPM Control System with Dual-
OC4. The blue solid lines with one-way arrows indicate the connections
with BNC cable. The green dashed lines with two-way arrows show the
communication paths via serial cable. The functionality of each connec-
tion is explained in Tab .1.
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Functionalities of the control units
The AKVM is an interface between the MultiMode microscope (including
the AFM head and base) and the SPM Control System. It is externally con-
trolled via the RTC. The movement of the laser spot is input from the port
Veeco Microscopy and then separately output from the ports IN0 (vertical
deflection) and AUXA (horizontal deflection). The gain for the photodetec-
tor can be selected through the input ANA2. OC4-1 and OC4-2 undertake
the functions of the four controllers Oscillation Control 1 (OC1), Oscilla-
tion Control 2 (OC2), Z-Controller (ZC) and Kelvin Controller (KC) illus-
trated in Fig. 4.1. Therein, KC is integrated in OC4-2 and the dc-voltage
is applied by SC4 (from the port AO1 of SC4 to the port ADD of OC4-2).
The combination of SC4 and RTC is responsible for signal conditioning
and monitoring (AI2, AI3), A/D-conversion (AI2, AI3), D/A-conversion
(AO1, AO3, AO5, AO6, AO7) and scan-control (AO5, AO6, AO7).
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Appendix B: Calibration of the
SPM Control System

Prior to each measurement the setup will be calibrated. The laser and the
photodetector are adjusted until the laser beam hits the origin of the pho-
todetector. In the OC1 panel the Drive Amplitude of 300 mV for Vac( f0)

and the central frequency fcenter of 70 kHz are set for the Frequency Sweep,
which is an auxiliary function of OC1. The oscillation amplitude around
the given fcenter is measured in the Frequency Sweep, so that the exact res-
onance frequency f0 and Q-factor (≈ 200) of the first resonance mode can
be determined. By applying f0 the oscillation amplitude is available, which
is proportional to the Drive Amplitude. For a better comparison between
the measurements the Drive Amplitude is usually automatically regulated,
until an oscillation amplitude of 350 mV is reached. Similarly, the second
resonance frequency f1 and Q-factor (≈ 550) can be determined by the Fre-
quency Sweep in OC2. The Drive Amplitude for Vac( f1) is typically set
to 10 mV during the Frequency Sweep and 2 V for the measurements later
on. Note that in the calibration both ac-voltages Vac( f0) and Vac( f1) are
applied on the shaker. Therefore, the option “add” in OC1 should be turned
on.
So far, the setup is calibrated without the interaction between the cantilever
and the sample surface. As the next step, the cantilever is engaged until the
oscillation amplitude reaches the set point of 200 mV in ZC. Then, a test
scanning is started with SC. The topography line scan (Z) and the oscil-
lation amplitude are monitored in the Line Scan Monitor. The parameters
Proportional and Time constant in ZC are adjusted until the noise level
in the topography line section and the oscillation amplitude is sufficiently
suppressed. More details about the principle and the setting of these two
parameters can be found in Ref. [232]. Since Vac( f1) is now applied be-
tween the tip and sample, the “add” option in OC1 should be switched off
and the “add” option in OC2 should be turned on. Similarly, the parameters
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Proportional and Time constant in KC are adjusted according to the noise
level of the Bias and X2 signals. Like in many other KPFM studies, the
X2 signal instead of the oscillation amplitude is used as the error signal for
the regulation [93]. The main reason is that the bias spectroscopy of the
X2 signal has a zero-crossing as indicated in Fig .2, which can be regulated
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Figure .2: Bias spectroscopy of the oscillation amplitude at f1 and its projection
signal X2. The contact potential difference CPD can be determined at
the bias corresponding to the minimal oscillation amplitude or the zero-
crossing of the X2 signal.
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with less technical difficulty. The X2 signal is in principle the projection
output of the oscillation amplitude at f1. It contains the polarity informa-
tion on Vdc−VCPD. Therefore, its slope varies with the reference phase set
in OC2.
Finally, after the position of the scan area (Center, Size and Angle), the scan
speed (Time/line) and the scan resolution (Pixels and Lines) are properly
set in SC, a measurement can be routinely started.
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Appendix C: Abbreviations

A0 Oscillation amplitude at first resonance
frequency

A1 Oscillation amplitude at second resonance
frequency

AAS Atomic absorption spectroscopy

AFM Atomic force microscopy

α Absorption coefficient

AM Amplitude modulation

AM 1.5 Air mass 1.5

Au Gold

CBD Chemical bath deposition

CdS Cadmium sulfide

CdSO4 Cadmium sulfate

CdTe Cadmium telluride

CGS CuGaSe2, copper gallium diselenide

CIS CuInSe2, copper indium diselenide

CIGS Cu(In,Ga)Se2, copper indium gallium
diselenide

CPD Contact potential difference

Cu Copper

Cu(In,Ga)S2 Copper indium gallium disulfide
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CuIII Copper on indium or gallium antisite

∆CPD CPD difference between ZnO and CIGS

∆CPDdark ∆CPD in darkness

∆CPDillumination ∆CPD under illumination

EC Conduction band energy

EC(CIGS) Conduction band energy of zinc oxide

EC(ZnO) Conduction band energy of zinc oxide

EF Fermi energy

EFn Quasi Fermi energy for electrons

EF p Quasi Fermi energy for holes

Eg Band gap energy

Eg(CIGS) Band gap energy of copper indium gallium
diselenide

EQE External quantum efficiency

η Power conversion efficiency

EV Valence band energy

EV (CIGS) Valence band energy of copper indium gal-
lium diselenide

Evac Vacuum energy

f0 First resonance frequency

f1 Second resonance frequency

FM Frequency modulation

Ga Gallium
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GaAs Gallium arsenide

GaCu Gallium on copper antisite

GB Grain boundary

GGI [Ga]/([Ga]+[In])-ratio

HCl Hydrogen chloride

In Indium

InCu Indium on copper antisite

IPhoto Photocurrent

i-ZnO Intrinsic zinc oxide

jsc Short circuit current density

jV Current density-voltage

KC Kelvin Controller

KPFM Kelvin probe force microscopy

Le f f Effective diffusion length

Mo Molybdenum

MPP Maximum power point

Na Sodium

NH4OH Ammonium hydroxide

Ni/Al Nickel-aluminium alloy

OC1 Oscillation control 1

OC2 Oscillation control 2

PE Partial electrolyte
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φ Work function

Q Quality factor

SC(NH2)2 Thiourea

SCR Space charge region

Se Selenium

SEM Scanning electron microscopy

SNMS Sputtered neutral mass spectroscopy

SPM Scanning probe microscopy

SPV Surface photovoltage

SSCR Surface space charge region

STM Scanning tunneling microscopy

VCu Copper vacancy

Vdi f f Diffusion voltage

VIII Indium or gallium vacancy

Voc Open circuit voltage

VPhoto Photovoltage

VSe Selenium vacancy

XRF X-ray fluorescence spectroscopy

ZC Z-Controller

(Zn,Mg)O Zinc magnesium oxide

ZnO:Al Aluminium doped zinc oxide

Zn(OH)2 Zinc hydroxide
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ZnS Zinc sulfide

ZnSe Zinc selenide

ZnSO4 Zinc sulfate
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