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 Chapter 1 
 Mind Control—Internal or External?

1.0 chapter overview
Classical cognitive science adopts the representational theory of mind 
(Pylyshyn, 1984). According to this theory, cognition is the rule-gov-
erned manipulation of internal symbols or representations. This view 
has evolved from Cartesian philosophy (Descartes, 1637/1960), and has 
adopted many of Descartes’ tacit assumptions about the nature of the 
mind (Devlin, 1996). For example, it views the mind as a disembodied 
entity that can be studied independently of its relationship to the world. 
This view of the rational mind as distinct from the world has also been 
used to distinguish humans from other organisms. That is, rational hu-
mans are viewed as being controllers or creators of their environment, 
while irrational animals are completely under the environment’s con-
trol (Bertalanffy, 1967; Bronowski, 1973; Cottingham, 1978).

The purpose of this chapter is to explore this view of the mind, in 
preparation for considering alternative accounts of cognition that will 
be developed in more detail as the book proceeds. We begin by consid-
ering the representational theory of mind, and how it is typically used 
to distinguish man from other organisms. We consider examples of ani-
mals, such as beavers and social insects, that appear to challenge this 
view because they create sophisticated structures, and could be viewed 
to some degree as controllers or builders of their own environment. A 
variety of theories of how they build these structures are briefly con-
sidered. Some of these theories essentially treat these animals as being 
rational or representational. However, more modern theories are con-
sistent with the notion that the construction of elaborate nests or other 

1

FromBricksToBrains_Interior.indd   1 29/04/10   8:05 PM



2    from bricks to br ains

structures is predominantly under the control of environmental stimuli; 
one prominent concept in such theories is stigmergy. The chapter ends, 
though, by pointing out that such control is easily found in prototypical 
architectures that have been used to model human cognition. It raises 
the possibility that higher-order human cognition might be far less 
Cartesian than classical cognitive science assumes, a theme that will 
be developed in more detail in Chapter 2. The notion of stigmergy that 
is introduced in Chapter 1 will recur in later chapters, and will be par-
ticularly important in Chapter 8’s discussion of collective intelligence.

1.1 our special intelligence
We humans constantly attempt to identify our unique characteristics. 
For many our special status comes from possessing a soul or conscious-
ness. For Descartes, the essence of the soul was “only to think,” and the 
possession of the soul distinguished us from the animals (Descartes, 
1637/1960). Because they lacked souls, animals could not be distinguished 
from machines: “If there were any machines which had the organs 
and appearance of a monkey or of some other unreasoning animal, we 
would have no way of telling that it was not of the same nature as these 
animals” (p. 41). This view resulted in Cartesian philosophy being con-
demned by modern animal rights activists (Cottingham, 1978).

More modern arguments hold that it is our intellect that separates us 
from animals and machines (Bronowski, 1973). “Man is distinguished 
from other animals by his imaginative gifts. He makes plans, inventions, 
new discoveries, by putting different talents together; and his discov-
eries become more subtle and penetrating, as he learns to combine his 
talents in more complex and intimate ways” (p. 20). Biologist Ludwig 
von Bertalanffy noted, “symbolism, if you will, is the divine spark dis-
tinguishing the poorest specimen of true man from the most perfectly 
adapted animal” (Bertalanffy, 1967, p. 36).

It has been argued that mind emerged from the natural selection of 
abilities to reason about the consequences of hypothetical actions (Pop-
per, 1978). Rather than performing an action that would have fatal con-
sequences, the action can be thought about, evaluated, and discarded 
before actually being performed. 

Popper’s position is central to much research in artificial intelligence 
and cognitive science. The fundamental hypothesis of such classical or 
symbolic research is that cognition is computation, that thinking is the 
rule-governed manipulation of symbols that represent the world. Thus 
the key role of cognition is planning: on the basis of perceptual infor-
mation, the mind builds a model of the world, and uses this model to 
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plan the next action to be taken. This has been called the sense–think–act 
cycle (Pfeifer & Scheier, 1999). Classical cognitive science has studied the 
thinking component of this cycle (What symbols are used to represent 
the world? What rules are used to manipulate these symbols? What 
methods are used to choose which rule to apply at a given time?), often 
at the expense of studying sensing and acting (Anderson et al., 2004; 
Newell, 1990).

A consequence of the sense–think–act cycle is diminished environ-
mental control over humans. “Among the multitude of animals which 
scamper, fly, burrow and swim around us, man is the only one who is 
not locked into his environment. His imagination, his reason, his emo-
tional subtlety and toughness, make it possible for him not to accept 
the environment, but to change it” (Bronowski, 1973, p. 19). In modern 
cognitivism, mind reigns over matter.

Ironically, cognitivism antagonizes the view that cognition makes hu-
mans special. If cognition is computation, then certain artifacts might 
be cognitive as well. The realization that digital computers are general 
purpose symbol manipulators implies the possibility of machine intel-
ligence (Turing, 1950): “I believe that at the end of the century the use 
of words and general educated opinion will have altered so much that 
one will be able to speak of machines thinking without expecting to 
be contradicted” (p. 442).

However, classical cognitivism is also subject to competing points of 
view. A growing number of researchers are concerned that the empha-
sis on planning using representations of the world is ultimately flawed. 
They argue that the mind is not a planner, but is instead a controller 
that links perceptions with actions without requiring planning, reason-
ing, or central control. They would like to replace the “sense–think–act” 
cycle with a “sense–act” cycle in which the world serves as a model of 
itself. Interestingly, this approach assumes that human intelligence is 
largely controlled by the environment, perhaps making us less special 
than we desire. The purpose of this book is to explore this alternative 
view of cognition.

1.2 rodents that engineer wetlands 
1.2.1  Castor canadensis

Is our intelligence special? Perhaps the divide between ourselves and 
the animals is much smaller than we believe. Consider, for example, the 
North American beaver, Castor canadensis. A large rodent, a typical adult 
beaver usually lives in a small colony of between four and eight animals 
(Müller-Schwarze & Sun, 2003). Communication amongst animals in a 
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colony is accomplished using scent marks, a variety of vocalizations, 
and the tail slap alarm signal (Figure 1-1).

In his classic study, Lewis Morgan noted that “in structural organi-
zation the beaver occupies a low position in the scale of mammalian 
forms” (Morgan, 1868/1986, p. 17). Nonetheless, the beaver is renowned 
for its artifacts. “Around him are the dam, the lodge, the burrow, the 
tree-cutting, and the artificial canal; each testifying to his handiwork, 
and affording us an opportunity to see the application as well as the 
results of his mental and physical powers” (p. 18). In short, beavers — like 
humans — construct their own environments.

1-1

1-2
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To dam a stream (Figure 1-2), a colony of beavers will first prop sticks 
on both banks, pointing them roughly 30° upstream (Müller-Schwarze 
& Sun, 2003). Heavy stones are then moved to weigh these sticks down; 
grass is stuffed between these stones. Beavers complete the dam by ram-
ming poles into the existing structure that sticks out from the bank. 
Poles are aligned with stream flow direction. The dam curves to resist 
stream flow; sharper-curved dams are used in faster streams. Beavers 
add mud to the upstream side of the dam to seal it. The dam is constantly 
maintained, reinforced and raised when water levels are low; it is made 
to leak more when water levels become too high (Frisch, 1974). Dams 
range in height from 20 cm to 3 m, and a large dam can be several hun-
dred metres in length. A colony of beavers might construct more than 
a dozen dams to control water levels in their territory.

1.2.2  The Cognitive Beaver?

How does such a small, simple animal create these incredible structures? 
Morgan attributed intelligence, reasoning, and planning to the beaver. 
For instance, he argued that a beaver’s felling of a tree involved a com-
plicated sequence of thought processes, including identifying the tree 
as a food source and determining whether the tree was near enough 
to the pond or a canal to be transported. Such thought sequences “in-
volve as well as prove a series of reasoning processes indistinguishable 
from similar processes of reasoning performed by the human mind” 
(Morgan, 1868/1986, pp. 262-263). If this were true, then the division 
between man and beast would be blurred. Later, though, we will con-
sider the possibility that even though the beaver is manipulating its en-
vironment, it is still completely governed by it. However, we must also 
explore the prospect that, in a similar fashion, the environment plays 
an enormous role in controlling human cognition.

1.3 the instincts of insects
To begin to reflect on how thought or behaviour might be under envi-
ronmental control, let us consider insects, organisms that are far sim-
pler than beavers.

1.3.1  The Instinctive Wasp

Insects are generally viewed as “blind creatures of impulse.” For example, 
in his assessment of insect-like robots, Moravec (1999) notes that they, 
like insects, are intellectually damned: “The vast majority fail to com-
plete their life cycles, often doomed, like moths trapped by a streetlight, 
by severe cognitive limitations.” These limitations suggest that insects 
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are primarily controlled by instinct (Hingston, 1933), where instinct is 
“a force that is innate in the animal, and one performed with but little 
understanding” (p. 132).

This view of insects can be traced to French entomologist J.H. Fabre. 
He described a number of experiments involving digger wasps, whose 
nests are burrows dug into the soil (Fabre, 1915). A digger wasp para-
lyzes its prey, and drags it back to a nest. The prey is left outside as the 
wasp ventures inside the burrow for a brief inspection, after which the 
wasp drags the prey inside, lays a single egg upon it, leaves the burrow, 
and seals the entrance.

While the wasp was inspecting the burrow, Fabre moved its para-
lyzed prey to a different position outside the nest (Fabre, 1919). This 
caused the wasp to unnecessarily re-inspect the burrow. If Fabre moved 
the prey once more during the wasp’s second inspection, the wasp in-
spected the nest again!

In another investigation, Fabre (1915) completely removed the prey 
from the vicinity of the burrow. After conducting a vain search, the wasp 
turned and sealed the empty burrow as if they prey had already been 
deposited. “Instinct knows everything, in the undeviating paths marked 
out for it; it knows nothing, outside those paths” (Fabre, 1915, p. 211).

1.3.2  Umwelt and Control

The instincts uncovered by Fabre are not blind, because some adapta-
tion to novel situations occurs. At different stages of the construction 
of a wasp’s nest, researchers have damaged the nest and observed the 
ensuing repairs. Repaired nests can deviate dramatically in appearance 
from the characteristic nest of the species (Smith, 1978). Indeed, envi-
ronmental constraints cause a great deal of variation of nest structure 
amongst wasps of the same species (Wenzel, 1991). This would be im-
possible if wasp behaviour were completely inflexible.

However, this flexibility is controlled by the environment. That is, ob-
served variability is not the result of modifying instincts themselves, but 
rather the result of how instincts interact with a variable environment. 
Instincts are elicited by stimuli in the sensory world, which was called 
the umwelt by ethologist Jakob von Uexküll. The umwelt is an “island of the 
senses”; agents can only experience the world in particular ways because 
of limits, or specializations, in their sensory apparatus (Uexküll, 2001). 
Because of this, different organisms can live in the same environment, 
but at the same time exist in different umwelten, because they experience 
this world in different ways. The notion of umwelt is similar to the notion 
of affordance in ecological theories of perception (Gibson, 1966, 1979).
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Some have argued that the symbolic nature of human thought and 
language makes us the only species capable of creating our own umwelt 
(Bertalanffy, 1967). “Any part of the world, from galaxies inaccessible 
to direct perception and biologically irrelevant, down to equally inac-
cessible and biologically irrelevant atoms, can become an object of ‘in-
terest’ to man. He invents accessory sense organs to explore them, and 
learns behavior to cope with them” (p. 21). While the animal umwelt 
restricts them to a physical universe, “man lives in a symbolic world of 
language, thought, social entities, money, science, religion, art” (p. 22).

1.4 paper wasp colonies and their nests
Experiments have revealed the instincts of solitary wasps (Fabre, 1915, 
1919) and other insects. However, social insects can produce artifacts that 
may not be so easily rooted in instinct. This is because these artifacts 
are examples of collective intelligence (Goldstone & Janssen, 2005; Kube & 
Zhang, 1994; Sulis, 1997). Collective intelligence requires coordinating 
the activities of many agents; its creations cannot be produced by one 
agent working in isolation. Might paper nests show how social insects 
create and control their own environment?

1.4.1  Colonies and Their Nests

For example, the North American bald-faced hornet (Dolichovespula macu-
lata, which is not a hornet but instead a wasp) houses its colony in an 
inverted, pear-shaped “paper” nest. A mature nest can be as large as a 
basketball; an example nest is illustrated in Figure 1-3.

Inside the outer paper envelope is a highly structured interior (Figure 
1-4). There are several horizontal layers, each consisting of a number of 
hexagonal combs. A layer of combs is attached to the one directly above 
it, so that the layers hang as a group from the top of the nest. Each comb 

1-3

1-4
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layer is roughly circular in shape, and its diameter and shape match 
the outer contours of the nest. The walls of each comb are elongated, 
some being longer than others. 

“In the complexity and regularity of their nests and the diversity 
of their construction techniques, wasps equal or surpass many of the 
ants and bees” (Jeanne, 1996, p. 473). There is tremendous variability 
in the size, shape, and location of social wasp nests (Downing & Jeanne, 
1986). A nest may range from having a few dozen cells to having in the 
order of a million; some wasps build nests that are as high as one metre 
(Theraulaz, Bonabeau, & Deneubourg, 1998). As well, nest construction 
can involve the coordination of specialized labor. For example, Polybia 
occidentalis constructs nests using builders, wood-pulp foragers, and 
water foragers (Jeanne, 1996).

1.4.2  Scaling Up

The large and intricate nests constructed by colonies of social wasps 
might challenge simple, instinctive, explanations. Such nests are used 
and maintained by a small number of wasp generations for just a few 
months. Greater challenges to explaining nest construction emerge 
when we are confronted with other insect colonies, such as termites, 
whose mounds are vastly larger structures built by millions of insects 
extending over many years. Such nests “seem evidence of a master 
plan which controls the activities of the builders and is based on the 
requirements of the community. How this can come to pass within the 
enormous complex of millions of blind workers is something we do 
not know” (Frisch, 1974, p. 150). Let us now turn to considering termite 
nests, and ask whether these structures might offer evidence of cogni-
tive processes that are qualitatively similar to our own.

1.5 the towers of termites
1.5.1  Termite Mounds

Termites are social insects that live in colonies that may contain as 
many as a million members. Though seemingly similar to bees and 
ants, they are actually more closely related to cockroaches. In arid sa-
vannahs termites are notable for housing the colony in distinctively 
shaped structures called mounds. One of the incredible properties of 
termite mounds is their size: they can tower over the landscape. While 
a typical termite mound is an impressive 2 metres in height, an excep-
tional one might be as high as 7 metres (Frisch, 1974)! 

Termite mounds are remarkable for more than their size. One issue 
that is critical for the health of the colony is maintaining a consistent 
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temperature in the elaborate network of tunnels and chambers within 
the mound. This is particularly true for some species that cultivate fun-
gus within the mound as a source of food. Some termites regulate tem-
perature by building a vertical ventilation system that enables hot air to 
rise and leave the structure via “chimneys” on the top of the mound.

Other termites adopt a different architectural solution to the prob-
lem of thermoregulation. The “compass” or “magnetic” termite Amit-
ermes laurensis is found in Australia. Its mounds are wedge shaped, much 
longer than wide. Amazingly, the mound of this termite is oriented so 
that its long walls face north and south, and its narrow walls face east 
and west. 

It has been suggested that the shape and orientation of the mound 
built by Amitermes laurensis helps protect the colony from the heat of 
the sun. When the sun rises in the east, only a single narrow wall is in 
direct sunlight. The west wall is actually shaded, and is insulated by 
the core of the mound (which is solid for this species of termite). In the 
morning, colony members will tend to congregate in the western side 
of the mound. Later in the day, when the sun is in the west, it is the 
eastern wall that is shaded, and the colony congregates on that side of 
the mound. The mound’s wedge shape is such that at the hottest part 
of the day, when the sun is overhead, only its thin top edges are is ex-
posed to direct heat. The wider northern and southern walls are never 
in direct sunlight, and have been shown to be in the order of 8° cooler 
than the others. As well, constituting the greatest areas of the outside 
of the mound, they provide a means for heat to dissipate outward. In 
short, Amitermes laurensis designs its mound for maximal coolness in 
severely hot conditions.

The shape of a “magnetic mound” also provides a solution to the 
problem of maintaining air quality for the colony. A large number of 
insects within a colony consume high volumes of oxygen, and produce 
high volumes of carbon dioxide. As a result, there is a pressing need to 
replenish the air within the mound. This must be accomplished via pores 
in the mound’s outer wall. However, the effectiveness of these pores is 
reduced by moisture during the wet season. The shape of the magnetic 
mound results in a high ratio of wall surface area to mound volume. 
This increases the area over which air exchange is possible, helping the 
mound to “breathe,” even during the wet season.

1.5.2  The Thinking Termite?

How do such tiny, simple animals as termites coordinate their activities 
to produce such amazing structures? Do termites exhibit intelligence 
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that is similar in kind to our own? “One of the challenges of insect so-
ciobiology is to explain how such colony-level behavior emerges from 
the individual decisions of members of the colony” (Jeanne, 1996, p. 
473). There have been a wide variety of explanations proposed in the 
literature, ranging from rational insects, nest construction governed by 
blind instinct, colonies as intelligent superorganisms, and nest building 
controlled by the dynamic environment. In the following pages we will 
briefly consider a number of these different theories. We will see how 
environmental control may still be responsible for the construction of 
the elaborate nests of social insects. However, we must then consider 
whether a similar theory is applicable to human intelligence.

1.6 the rational insect?
1.6.1  Computational Theory of Mind

The dominant perspective in cognitive science is the representational 
theory of mind (Fodor, 1975; Newell, 1980; Pylyshyn, 1984). According to 
this theory, external behaviour is guided or mediated by the contents of 
internal representations. Such representations are symbolic structures 
that have associated content, in the sense that they stand for states of 
affairs in the external world.

In the representational theory of mind, perceptual mechanisms are 
presumed to provide links between the external world and internal 
symbols. Thinking or cognition is the rule-governed manipulation of 
these internal representations in order to acquire new knowledge (e.g., 
by inference, by problem solving, by planning). The products of think-
ing are then responsible for producing behaviours, or actions upon the 
world. Thus, the computational theory of mind involves a continuous 
sense–think–act cycle (Pfeifer & Scheier, 1999). “Representation is an 
activity that individuals perform in extracting and deploying informa-
tion that is used in their further actions” (Wilson, 2004, p. 183).

1.6.2  Are Insects Representational?

We have seen that social insects like termites and wasps are capable of 
monumental feats of engineering. What sort of intelligence guides the 
construction of such large, complex insect nests? “The problem before 
us is a very old one. Are the lower animals blind creatures of impulse 
or are they rational beings?” (Hingston, 1929). Can the computational 
theory of mind be applied to non-human agents? Can the nest of a colony 
of social insects be explained as the result of representational thought 
processes? Some accounts of insect behaviour, including nest construc-
tion, appeal to the notion of the rational insect.
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Consider Major Richard Hingston, who was a doctor, a member of the 
1924 expedition to Mount Everest, and an avid naturalist. He published 
accounts of his observations of insects, and of his experiments on their 
behaviour, including studies of nest building by solitary wasps (Hingston, 
1929). While he was open to the notion that some insect behaviour was 
guided by instinct (Hingston, 1933), he also believed that insects were 
more rational or intelligent than many of us would expect: “So far as I 
can judge from the evidence given, we are not justified in making bar-
riers between insect and human mentality. I mean we have no right to 
regard their minds as being totally different in kind” (p. 183).

Hingston’s work was a direct reaction against studies demonstrating 
that insects were governed by blind instinct (Fabre, 1915, 1919). Four de-
cades later, Hingston’s naïve notion of the “rational insect” had evolved 
into one that was more sophisticated and representational.

For example, ethologist W.H. Thorpe reviewed studies of nest building 
in a variety of animals, including wasps, and proposed that nest con-
struction behaviours were controlled by an ideal releaser (Thorpe, 1963). 
He did not describe the properties of ideal releasers in detail, but it is 
clear that to Thorpe they were representations of intended products. 
“The bird must have some ‘conception’ of what the completed nest should 
look like, and some sort of ‘conception’ that the addition of a piece of 
moss or lichen here and here will be a step towards the ‘ideal’ pattern, 
and that other pieces there and there would detract from it” (p. 22).

Thorpe’s (1963) notion of the ideal releaser is consistent with heuris-
tics used in models of problem solving that were being published around 
the same time (Newell & Simon, 1961). For instance, Newell and Simon’s 
general problem solver (GPS) would maintain a representation of a goal 
state, compute differences between it and the current state of a problem, 
and then use these differences to solve the problem. Actions would reduce 
the differences between the current and goal states, and then differences 
would be recomputed until the problem was solved. The goal state in GPS 
served exactly the same role as the ideal releaser proposed by Thorpe.

1.7 insect as superorganism?
1.7.1  The Intelligent Whole

In spite of Hingston’s evidence, the view that insects were rational was 
not endorsed by many researchers. They were instead interested in ex-
plaining how simple, non-rational beings were capable of impressive 
feats (such as nest building) that appeared to be intelligent. One ap-
proach was to attribute intelligence to a colony as a whole, not to its 
individual members. In the modern literature, this has become known 
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as swarm intelligence (Bonabeau & Meyer, 2001; Sharkey, 2006; Tarasewich 
& McMullen, 2002).

1.7.2  Colonial Intelligence

The roots of swarm intelligence can be found in early-twentieth-century 
entomology (Wheeler, 1911). William Morton Wheeler argued that biol-
ogy had to explain how organisms coped with complex and unstable 
environments. For Wheeler, “an organism is a complex, definitely co-
ordinated and therefore individualized system of activities, which are 
primarily directed to obtaining and assimilating substances from an 
environment, to producing other similar systems, known as offspring, 
and to protecting the system itself and usually also its offspring from 
disturbances emanating from the environment” (p. 308).

Wheeler used this rather broad definition of “organism” because he 
proceeded to propose an unusual idea: that a colony of ants, considered as 
a whole, could be also classified as being an organism. “The animal colony 
is a true organism and not merely the analogue of the person” (Wheeler, 
1911, p. 310). He then argued that insect colonies, considered as wholes, 
demonstrated each and every one of the properties listed in his definition 
of organism. These colonies became known as superorganisms.

Wheeler recognized that a superorganism’s properties emerged from 
the actions of its parts (Wheeler, 1926). However, Wheeler also argued 
that higher-order properties could not be reduced to properties of the 
superorganism’s components.

Wheeler’s defended the notion that higher-order regularities could 
not be easily reduced to lower-order properties by applying ideas that 
were also in vogue in Gestalt psychology (Koffka, 1935; Köhler, 1947). 
Gestalt psychologists realized that many perceptual experiences could 
not be captured by appealing to the properties of their components. 
Instead, they proposed a number of perceptual laws that applied to the 
whole, and attempted to explain these higher-order principles by ap-
pealing to the notion of an organized perceptual field. Wheeler made 
arguments very similar to those made by Gestalt psychologists when 
arguing for a unique level of superorganismic properties: “The unique 
qualitative character of organic wholes is due to the peculiar non-ad-
ditive relations or interactions among their parts. In other words, the 
whole is not merely a sum, or resultant, but also an emergent novelty, 
or creative synthesis.” (Wheeler, 1926, p. 433).

Many modern theories in a number of different disciplines exploit 
the notion of emergence (Holland, 1998; Johnson, 2001; Sawyer, 2002). 
Holland argues that such modern theories, in order to be scientific, must 
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exhibit a number of different properties. First and foremost, the higher-
order patterns that emerge must be recognizable and recurring. These 
patterns are persistent at higher-order levels of analysis, in the sense 
that the higher-order pattern can remain even when the components 
underlying the phenomenon change. They are usually found in systems 
that are dynamic (i.e., that change over time) and adaptive (i.e., that 
change in response to demands). Most importantly, emergent patterns 
can be explained by appealing to laws or rules that explain how they 
are supported by the characteristics of system components. As noted by 
Wheeler in the quote in the preceding paragraph, the laws that explain 
emergence make explicit “the peculiar non-additive relations or interac-
tions” between parts, and are often expressed in some formalism that 
can be related to dynamical systems theory (Port & Van Gelder, 1995).

1.8 the ultimate democracy
1.8.1  Emerging Problems

Wheeler’s notion of the superorganism, and the organizational prin-
ciples of Gestalt psychology, are two examples of holism (Sawyer, 2002). 
Such theories recognize that the regularities governing a whole system 
cannot be easily reduced to a theory that appeals to the properties of the 
system’s parts. For example, Gestalt psychology attacked psychological 
behaviourism because of its reductionist approach to explaining psycho-
logical phenomena. Unfortunately, holism has not had much success in 
being accepted as being scientific. “Holism is an idea that has haunted 
biology and philosophy for nearly a century, without coming into clear 
focus” (Wilson & Lumsden, 1991, p. 401). Gestalt psychology flourished 
in Germany from 1920 until just before World War II (Henle, 1977). By 
the end of the war, this school of thought had come to the end of its 
influence. Many of its students had been killed in the war, or had been 
displaced to a variety of different countries. Attempts to reignite Gestalt 
psychology in the United States failed because Gestalt ideas were in con-
flict with the then dominant school of behaviourism. One problem with 
Gestalt psychology was that it had difficulty being accepted as a form 
of emergentism. “Emergentism is a form of materialism which holds that 
some complex natural phenomena cannot be studied using reduction-
ist methods” (Sawyer, 2002, p. 2). Gestalt psychologists had difficulty 
in providing materialist accounts of such concepts as perceptual fields, 
cortical currents, or isomorphic relations between objects in the world 
and objects in the mind (Henle, 1977). Ironically, Gestalt psychology was 
ahead of its time. Formal and algorithmic accounts that have appeared 
in some subdomains of modern cognitive science like connectionism 
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(Bechtel & Abrahamsen, 2002; Dawson, 2004; Rumelhart & McClelland, 
1986) or dynamical systems theory (Port & Van Gelder, 1995) appear to 
offer approaches that could have converted the holism of Gestalt psy-
chology into a more causally grounded emergentism (e.g., Sawyer, 2002).

Wheeler’s notion of the superorganism has enjoyed an enduring 
popularity (Detrain & Deneubourg, 2006; Queller & Strassmann, 2002; 
Seeley, 1989; Wilson & Sober, 1989). However, in terms of biology, this 
idea suffered a fate similar to that of Gestalt psychology. The problem 
with the view that colonies are organisms is that it is very difficult to 
provide a scientific account of the laws that govern them. Where do the 
laws come from? How do laws governing the whole emerge from the ac-
tions of individual parts? Wheeler recognized that such questions posed 
“knotty problems,” but was ultimately unable to provide adequate solu-
tions to them (Evans & Evans, 1970). The result was that entomologists 
rejected the notion of the superorganism (Wilson & Lumsden, 1991).

1.8.2  From Whence Organization?

Rejecting the superorganism, however, does not remove the need for 
explaining how complex structures such as nests could be constructed 
by social insects. If the colony itself was not intelligent, then what was 
the source of amazing structures like termite mounds?

The alternative was to claim that colonial intelligence could be re-
duced to the actions of individual colony members. This view was cham-
pioned by French biologist Etienne Rabaud, who was a contemporary of 
Wheeler. “His entire work on insect societies was an attempt to dem-
onstrate that each individual insect in a society behaves as if it were 
alone” (Theraulaz & Bonabeau, 1999). Biologist E. O. Wilson has adopted 
a similar position. “It is tempting to postulate some very complex force 
distinct from individual repertories and operating at the level of the 
colony. But a closer look shows that the superorganismic order is actually 
a straightforward summation of often surprisingly simple individual 
responses” (Wilson & Lumsden, 1991, p. 402). In short, swarm intelli-
gence wasn’t real — it was just in the eye of the beholder. And the coor-
dination of individuals might be accomplished via the environment, as 
is considered in the following pages.

1.9 programs for nest construction
1.9.1  An Inherited Program

It has been proposed that wasps do not inherit an ideal releaser, but 
instead inherit a program for nest construction. One example of such 
a program is part of a general account of wasp behaviour (Evans, 1966; 
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Evans & West-Eberhard, 1970). In this model, a hierarchy of internal 
drives serves to release behaviours. For instance, high-level drives might 
include mating, feeding, and brood rearing. Such drives set in motion 
lower-level sequences of behaviour, which in turn might activate even 
lower-level behavioural sequences. For example, a brood-rearing drive 
might activate a drive for capturing prey, which in turn activates a set 
of behaviours that produces a hunting flight. So, for Evans, a program 
is a set of behaviours that are produced in a particular sequence, where 
the sequence is dictated by the control of a hierarchical arrangement 
of drives. However, these behaviours are also controlled by releasing 
stimuli that are external to the wasp. In particular, one behaviour in the 
sequence is presumed to produce an environmental signal that serves 
to initiate the next behaviour in the sequence. For instance, in Evans’ 
(1966) model, the digging behaviour of a wasp produces loosened soil, 
which serves as a signal for the wasp to initiate scraping behaviour. 
This behaviour in turn causes the burrow to be clogged, which serves 
as a signal for clearing behaviour. Having a sequence of behaviours un-
der the control of both internal drives and external releasers provides 
a balance between rigidity and flexibility: the internal drives serve to 
provide a general behavioural goal, while variations in external releas-
ers can produce variations in behaviours (e.g., resulting in an atypical 
nest structure when nest damage elicits a varied behavioural sequence). 
“Each element in the ‘reaction chain’ is dependent upon that preceding 
it as well as upon certain factors in the environment (often gestalts), and 
each act is capable a certain latitude of execution” (Evans, 1966, p. 144).

1.9.2  Testing the Theory

Smith (1978) has provided compelling evidence of component of Evans’ 
model, the external control of specific behaviours used by wasps to con-
struct nests. Smith examined a particular mud wasp that digs a hole 
in the ground, lines the hole with mud, and then builds an elaborate 
funnel on top of the hole to keep parasites out. The funnel is a long 
straight tube, to which is added a marked curve, to which is attached a 
large bell-shaped opening. The existence of a mud-lined hole appears to 
be the stimulus that caused the wasp to build the straight tube. Smith 
demonstrated this by creating a hole in the curve that the wasp added 
to the straight tube. This caused the wasp to start creating a brand new 
tube out from the hole in the curve, resulting in a second funnel struc-
ture being built on top of the first. Importantly, and consistent with 
Evans’ (1966) model, external stimuli are not the sole elicitors of be-
haviour (Baerends, 1959). Baerends studied digger wasps that provided 
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for several nests at the same time. The nest is begun with a single egg 
and a single caterpillar as prey. Later, the wasp returns to the nest to 
inspect larval development. Depending upon the size of the larva, and 
upon the amount of food remaining in the nest, the wasp will hunt for 
more prey to be added to the nest. Baerends (1959) found that the state 
of the nest would affect behaviour only when the wasp made its first 
inspection. If he added or removed food after the inspection, the forag-
ing behaviour of the wasp was not altered accordingly, even though the 
wasp was exposed to the new situation inside the nest when it returned 
to it with new prey. In other words, its foraging was not merely under 
the control of the nest-as-stimulus; foraging was also controlled by the 
internal state of the wasp during its first inspection. Nonetheless, in 
models like those of Evans (1966), the environment plays a key role in 
controlling the nest-building behaviour of insects.

1.10 the environment as program
1.10.1  A Complex Environment

Evans’ (1966) theory of nest construction by solitary insects can easily 
be extended to insect societies. It has long been recognized that an in-
sect colony provides a much more complex environment (i.e., a much 
richer set of stimuli) than would be available to asocial insects. The so-
cial insect “must respond not only to all the stimuli to which it reacted 
in its presocial stage but also to a great number of additional stimuli 
emanating from the other members of the society in which it is living” 
(Wheeler, 1923, p. 503). Clearly one sense in which this environment is 
more complex is with respect to the signals used by one colony member 
to communicate to others. Such signals include movements, such as the 
dance that one honeybee performs to communicate the location of a 
food source to others (Frisch, 1966, 1967, 1974), as well as with chemi-
cals (Queller & Strassmann, 2002). “The members of an insect society 
undoubtedly communicate with one another by means of peculiar move-
ments of the body and antennæ, by shrill sounds (stridulation) and by 
odors” (Wheeler, 1923, p. 506).

However, there is another sense in which an insect colony provides 
its individuals a complex and dynamic environment that affects their 
behaviour, even in the possible situation in which there is absolutely no 
direct communication between colony members using actions, sounds, 
or scents.

Consider wasps adding to a nest. Much of this process is parallel be-
cause more than one wasp works on the nest at the same time, as shown 
in Figure 1-5. Imagine an individual working on this nest, guided (as 
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a working hypothesis) by a nest-building program (Evans, 1966). This wasp 
will perform some action governed by its internal state and by some trig-
gering characteristic of the nest. At some point the wasp leaves to obtain 
new building materials. In its absence, the appearance of 
the nest will change because of the activities of other col-
ony members. As a result, the behaviour performed by the 
returning wasp may be quite different than would have 
been the case had the nest been unaltered in its absence. 
In short, different colony members can communicate in-
directly with one another by changing the nest, and as a 
result by changing the available releasing stimuli.

1.10.2  Stigmergy

French zoologist Pierre-Paul Grassé explained the mound-building 
behaviour of termites by appealing to the notion of indirect commu-
nication by changing the environment (Theraulaz & Bonabeau, 1999). 
Grassé demonstrated that the termites themselves do not coordinate or 
regulate their building behaviour, but that this is instead controlled by 
the mound structure itself. The term stigmergy was coined for this type 
of behavioural control (Grassé, 1959). The word stigmergy comes from 
the Greek stigma, meaning sting, and ergon, meaning work, capturing 
the notion that the environment is a stimulus that causes particular 
work (behaviour) to occur. Researchers describe quantitative stigmergy 
as involving stimuli that differ in intensity, but not quality, such as 
pheromone fields (Deneubourg & Goss, 1989). These stimuli modify the 
probability of individual responses. In contrast, qualitative stigmergy 
involves control of a variety of behaviours using a set of qualitatively 
different environmental stimuli (Theraulaz & Bonabeau, 1995).

1.11 stigmergy and the synthetic approach
1.11.1  The Synthetic Approach

Stigmergy appeals to an environmental control structure that coordinates 
the performances of a group of agents. One of the appeals of stigmergy 
is that it explains how very simple agents create extremely complex 
products, particularly in the case where the final product (e.g., a termite 
mound) is extended in space and time far beyond the life expectancy 
of the organisms that create it. As well, it accounts for the building of 
large, sophisticated nests without the need for a complete blueprint and 
without the need for direct communication amongst colony members (Bo-
nabeau et al., 1998; Downing & Jeanne, 1988; Grassé, 1959; Karsai, 1999; 
Karsai & Penzes, 1998; Karsai & Wenzel, 2000; Theraulaz & Bonabeau, 
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1995). One of the reasons that stigmergy can produce such complex 
products is because the behaviours of the agents, and the environmental 
stimuli that elicit these behaviours, are highly non-linear. As a result, 
it is very difficult to take a finished product, such as a completed wasp 
nest, and reverse engineer it to decipher the specific order of operations 
that produced it. However, it is also very difficult to look at a simple set 
of rules, such as a nest program, and to predict with any accuracy the  
final product that these rules could create for a colony of insects.

For this reason, stigmergy is often studied using a synthetic methodol-
ogy (Braitenberg, 1984; Dawson, 2004; Pfeifer & Scheier, 1999). That is, 
researchers propose a small group of rules that are under stigmergic 
control, set these rules in motion in a computer simulation, and observe 
the products that the simulation creates.

1.11.2  Wasp Nest Examples

As an example, consider how the synthetic approach has been used to 
study nest construction by social paper wasps. A nest for such wasps 
consists of a lattice of cells, where each cell is essentially a comb cre-
ated from a hexagonal arrangement of walls. When a large nest is under 
construction, where will new cells be added? This is a key issue, because 
the building activities of a large number of wasps must be coordinated 
in some manner to prevent the nest from growing predominately in 
one direction. Theraulaz and Bonabeau (e.g., 1999) used the synthetic 
approach to answer this question. 

Theraulaz and Bonabeau (1999) proposed that an individual wasp’s 
decision about where to build a new cell wall was driven by the num-
ber of already completed walls that were perceptible. If there is a loca-
tion on the nest in which three walls of a cell already existed, then this 
was proposed as a stimulus to cause a wasp to add another wall here 
with high probability. If only two walls already existed, this was also 
a stimulus to add a wall, but this stimulus produced this action with a 
much lower probability.

The crucial characteristic of this approach is that it is stigmergic: 
when either of these rules results in a cell wall being added to the 
nest, then the nest structure changes. In turn, this causes changes in 
the appearance of the nest, which in turn causes changes in the loca-
tions where walls will be added next. Theraulaz and Bonabeau (1999) 
created a nest building simulation that only used these two rules, and 
demonstrated that it created simulated nests that were very similar 
in structure to real wasp nests. In addition to adding cells laterally to 
the nest, wasps must also lengthen walls that already exist. This is to 
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accommodate the growth of a larva that lives inside the cell. Karsai 
(1999) proposed another stigmergic model of this aspect of nest build-
ing. His rule involved an inspection of the relative difference between 
the longest and the shortest wall of a cell. If the difference was below 
a threshold value, then the cell was untouched. However, if the differ-
ence exceeded a threshold, then this was a stimulus that caused a wasp 
to add material to the shortest wall. Karsai used a computer simulation 
to demonstrate that this simple stigmergic model provided an accurate 
account of the three-dimensional growth of a wasp nest over time.

1.12 stigmergy and the parable of the ant
1.12.1  Intelligence and Stigmergy

Stigmergy may explain how insects can be master architects, but still 
possess a lower intelligence than humans. It has certainly become an 
important concept in cognitive science and robotics (Goldstone & Jans-
sen, 2005; Holland & Melhuish, 1999; Kube & Zhang, 1994; Sulis, 1997). 
However, researchers in cognitive science have been reluctant to apply 
stigmergy to explain the behaviours of higher organisms, including man 
(Susi & Ziemke, 2001). This is an important oversight. Consider beaver 
dams. Morgan (1868/1986) tacitly explained dam characteristics by ap-
pealing to the thoughts of beavers. He ignored the possibility, raised 
by stigmergy, that dams themselves play a large role in guiding their 
development and intricate nature.

The importance of the environment was a theme of early theoretical 
work in artificial intelligence (Simon, 1969). In Simon’s famous parable 
of the ant, observers recorded the path traveled by an ant along a beach. 
How might we account for the complicated twists and turns of the ant’s 
route? Cognitive scientists tend to explain complex behaviours by in-
voking complicated representational mechanisms (Braitenberg, 1984). 
In contrast, Simon noted the path might result from simple internal 
processes reacting to complex external forces — the various obstacles 
along the natural terrain of the beach. “Viewed as a geometric figure, 
the ant’s path is irregular, complex, hard to describe. But its complex-
ity is really a complexity in the surface of the beach, not a complexity 
in the ant” (Simon, 1969, p. 24).

A similar point can show how robot building can inform cognitive 
science. Braitenberg (1984) has argued that when we observe interest-
ing behaviour in a system, we tend to ignore the environment, and ex-
plain all of the behaviour by appealing to internal structure. “When 
we analyze a mechanism, we tend to overestimate its complexity” 
(Braitenberg, 1984, p. 20). He suggested that an alternative approach, 
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in which simple agents (such as robots) are built, and then observed 
in environments of varying complexity, can provide cognitive science 
with more powerful, and much simpler, theories. Such synthetic theo-
ries take advantage of the fact that not all of the intelligence must be 
placed inside an agent. 

1.12.2  Are Mammals Stigmergic?

Might stigmergy account for the intelligence of “higher” organisms? 
Consider the beaver. Morgan (1868/1986) recounts a story of a colony 
that built a dam that threatened a railway line by the beaver pond. The 
track master had a hole cut through the middle of the dam to protect 
the track. “As this was no new experience to the beavers, who were 
accustomed to such rents, they immediately repaired the breach” (p. 
102). The breaking and repairing of the dam went on repeatedly, 10 or 
15 times, at this site. This story describes the tenacity of beavers, but 
perhaps is more revealing considered as a mammalian variant of Fa-
bre’s (1919) experiments revealing the blind instincts of digger wasps.

Beavers might respond to releasing stimuli in a fashion consistent 
with the preceding accounts of insect behaviour. The sound of running 
water brings them immediately to repair the dam. As a result, trappers 
would lure their prey by cutting holes into existing dams (Morgan, 
1868/1986). Water levels around the lodge are stimuli to either raise 
the dam (to conserve water), or to make it leakier (to lower water levels 
(Frisch, 1974)). Researchers have had some success using environmental 
features to predict where dams will be constructed (Barnes & Mallik, 
1997; Curtis & Jensen, 2004; Hartman & Tornlov, 2006). All of these 
observations suggest that it is plausible to hypothesize that stigmergy 
might have an important role in theories of the initiation, development, 
and final characteristics of beaver infrastructure.

If it is at least plausible that stigmergy guides some mammals, then 
is it possible that it might apply to theories of human cognition as well? 
A number of theories in modern cognitive science have opened the door 
to considering this idea.

1.13 embodiment and posthumanism
1.13.1  Posthumanism

Our everyday experience of self-consciousness is inconsistent with the 
view of the mind held by modern cognitive scientists (Varela, Thompson, 
& Rosch, 1991). While we have a compelling sense of self, cognitive theo-
ries reject it. Many researchers believe that the mind is modular, incor-
porating a large number of independent machines that are isolated from 
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consciousness (Fodor, 1983). We can be conscious of mental contents, but 
have no awareness of the mechanisms that represent them (Pylyshyn, 
1981, 1984). Our sense of holistic consciousness is an illusion built from 
the activity of multiple, independent sources (Dennett, 1991, 2005). Entire 
theories of cognition begin with the foundational assumption that the 
mind is a society of simple, unconscious agents (Minsky, 1985, 2006). 

These theoretical trends have resulted in a view that is known as 
posthumanism (Hayles, 1999). “The posthuman view configures human 
being so that it can be seamlessly articulated with intelligent machines. 
In the posthuman, there are no essential differences or absolute demar-
cations between bodily existence and computer simulation, cybernetic 
mechanism and biological organism, robot teleology and human goals” 
(p. 3). According to Hayles, posthumanism results when the content of 
information is more important than the physical medium in which it is 
represented, when consciousness is considered to be epiphenomenal, and 
when the human body is simply a prosthetic. Posthumanism is rooted 
in the pioneering work of cybernetics (Ashby, 1956, 1960; MacKay, 1969; 
Wiener, 1948), but it also flourishes in modern cognitivism.

The posthumanism that has developed from cybernetics and cogni-
tive science denies our intelligence a special status. It proposes not only 
that that our thinking cannot be differentiated from that of animals, 
but also cannot be differentiated from that of machines.

1.13.2  Embodiment

Interestingly, a nascent theme in posthumanism (e.g., Hayles, 1999, 
Chapter 8) is not only blurring the distinction between different types 
of intelligence, but also blurring the distinction between mind, or body, 
and world. However, part of this blurring is motivated by the realiza-
tion that the language of information can be applied equally easily to 
states of the world and to mental states. Hayles notes that one of the 
major implications of posthumanism is the resulting “systematic de-
valuation of materiality and embodiment” (p. 48). One of Hayles’ goals 
is to resist the notion that “because we are essentially information, we 
can do away with the body” (p. 12).

One approach to achieving this goal is to explore the ideas in the new 
field of embodied cognitive science (Agre, 1997; Brooks, 1999; Clark, 1997, 
1999; Gibbs, 2006; Pfeifer & Scheier, 1999). The theories of embodied 
cognitive science recognize that the individual can only be studied by 
considering his or her relationship to the environment, and that this 
relationship depends crucially upon embodiment (our physical struc-
ture) and situation (our sensing of the world). In other words, it places far 
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more emphasis on the environment than has traditionally been found 
in the computational theories of modern cognitive science. It takes 
seriously the idea that Simon’s (1969) parable of the ant might also be 
applicable to human cognition. “A man, viewed as a behaving system, 
is quite simple. The apparent complexity of his behavior over time is 
largely a reflection of the complexity of the environment in which he 
finds himself” (Simon, 1969, p. 25).

This raises two different kinds of questions. The first, explored in Chap-
ter 2, is the degree to which higher-order cognitive phenomena in humans 
might be explained by such notions as embodiment, situation, and stig-
mergy. The second concerns the research methodologies required to study 
human cognition from the perspective of embodied cognitive science.

1.14 stigmergy and classical cognition
1.14.1  Classical Control

It is important to recognize that endorsing new ideas, such as the stig-
mergic control of cognition, does not require the complete abandon-
ment of the representational theory of mind or of classical cognitive 
science. Indeed, stigmergy has a long history in prototypical models of 
higher-order human cognition.

Classical cognitive science views cognition as information processing 
(Dawson, 1998). An explanation in classical cognitive science thus requires 
that researchers propose a cognitive architecture (Pylyshyn, 1984; Van-
Lehn, 1991). A cognitive architecture requires that the basic nature of an 
information processor’s symbols or representations must be detailed. The 
set of rules that can manipulate these symbols must also be stipulated. 

However, these two components are not enough to complete the archi-
tecture. In addition to specifying symbols and rules, a researcher must 
also specify the architecture’s control structure (Hayes-Roth, 1985; Newell, 
1973). A control structure is used to determine, at any given time, which 
particular rule should be used to manipulate the existing symbols in an 
information processor’s memory. “The control problem is fundamental to 
all cognitive processes and intelligent systems. In solving the control prob-
lem, a system decides, either implicitly or explicitly, what problems it will 
attempt to solve, what knowledge it will bring to bear, and what problem-
solving methods and strategies it will apply” (Hayes-Roth, 1985, p. 251).

One example of an information-processing proposal that includes an 
explicit control structure is the production system (Newell, 1973; Newell 
& Simon, 1961, 1972). Production systems have been used to simulate 
many higher-order cognitive phenomena (Anderson, 1983; Anderson et 
al., 2004; Meyer, Glass, Mueller, Seymour, & Kieras, 2001; Meyer & Kieras, 
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1997a, 1997b; Newell, 1990). The simplest production system consists of 
a working memory that holds symbolic expressions, and a set of produc-
tions that manipulate the expressions in memory. Each production is 
a condition-action pair: when it recognizes that its condition is true of 
working memory, it acts, by changing some symbols in memory.

Crucially, the control structure of a production system is stigmergic. 
That is, working memory can be viewed as being analogous to a nest for 
a colony of wasps, and each production can be seen as being analogous 
to an individual member of the colony. Each production is controlled 
by the symbolic expressions in working memory; changes in working 
memory made by one production can produce the conditions that call 
a different production into action. In short, stigmergic control is a key 
characteristic of an architecture that has made significant contribu-
tions to classical cognitive science for decades.

1.14.2  Externalizing Control

The key difference between the stigmergic control of nest construction 
and the stigmergic control of a production system is that the former 
is external (or environmental), while the latter is internal. Production 
systems strongly adhere to the sense–think–act cycle: even in mod-
ern production systems (Anderson et al., 2004; Meyer & Kieras, 1997a, 
1997b), sensing is used to provide input to working memory, and work-
ing memory manipulations are used to plan actions to be carried out 
in the world. One of the main goals of embodied cognitive science is to 
replace the sense–think–act cycle with sense–act processing (Brooks, 
1999; Clark, 1997, 2003; Pfeifer & Scheier, 1999). Embodied cognitive 
scientists recognize that the external world can be used to scaffold cog-
nition (Hutchins, 1995), and that working memory — and other compo-
nents of a classical architecture — have leaked into the mind. In Chapter 
3 we will explore how these ideas can be incorporated into an architec-
ture that is related to a production system. However, before doing so, 
we will first examine a high-order cognitive ability — the composition 
of classical music — to further motivate the need to externalize human 
cognition and its control.
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 Chapter 2
 Classical Music and the Classical Mind 

2.0 chapter overview
The classical approach dominates modern cognitive science. The clas-
sical approach is based upon the assumption that cognition is the 
rule-governed manipulation of mental representations. It adopts the 
sense–think–act cycle (Pfeifer & Scheier, 1999), assuming that the pri-
mary purpose of cognition is to plan future actions by thinking about 
information provided by perceptual mechanisms. One purpose of the 
current chapter is to provide a brief introduction to some general char-
acteristics of classical cognitive science: the prevalence of logicism, the 
manipulation of content-laden formal structures, the disembodiment 
of thought, and the emphasis on central control mechanisms. A second 
purpose of the current chapter is to draw a parallel between classical 
cognitive science and the traditional notion of classical music. This is 
done by showing that these central characteristics of classical cogni-
tive science are also fundamental to the Austro-German tradition of 
classical music.

At the end of Chapter 1, we raised the question of whether higher-
order human cognitive phenomena were less rational than might be 
expected. This question is one of the central motives for focusing on 
classical music in Chapter 2. As the first part of Chapter 2 explores the 
analogy between classical cognitive science and classical music, it seems 
evident that classical cognitive science is ideally suited to explain the 
act of musical composition. However, the second part of Chapter 2 pur-
sues the analogy in such a way as to challenge “classical explanations.” 
First, we explore a number of reactions against Austro-German classical 
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music that are evident in modern classical music. We also show how 
these reactions are analogous to the reactions of embodied cognitive 
science against classical cognitive science. In the end, we see that many 
non-classical characteristics (decentralized control, embodiment, emer-
gence, and stigmergy) are fundamental to modern music, and may also 
be evident in older musical traditions. In this situation, classical cogni-
tive science may not be well suited to explain musical composition after 
all. Alternative traditions, such as embodied cognitive science, may be 
better suited. If this is true for explaining the composition of music, 
then is it not reasonable to expect that many less sophisticated human 
achievements might be better explained by alternative approaches to 
cognitive science? A main goal of Chapter 2 is to motivate this ques-
tion; the chapters that follow then attempt to explore alternative ap-
proaches. For instance, Chapter 3 will introduce the notions of situated 
cognition and bricolage, which are central to the robots that we begin 
to describe in Chapter 4.

2.1 the boolean dream
2.1.1  Cognitive Science

Cognitive science is an interdisciplinary approach to explaining mental 
phenomena (Bechtel, Graham, & Balota, 1998; Dawson, 1998; Goldman, 
1993; Lepore & Pylyshyn, 1999; Pylyshyn, 1980; Simon, 1980; Thagard, 
1996; Von Eckardt, 1993). Cognitive science is dominated by the repre-
sentational theory of mind (Fodor, 1975; Newell, 1980; Pylyshyn, 1984), 
which is frequently called the classical approach, which assumes that 
external behaviour is mediated by the contents of internal represen-
tations. Such representations are intentional (Brentano, 1874/1995), in 
the sense that they stand for, or are about, states of affairs in the ex-
ternal world.

According to classical cognitive science, thinking is the manipula-
tion of mental representations by rules. Rules are sensitive to the formal 
nature of mental symbols (Haugeland, 1985). That is, a symbol’s form 
is used to identify it as being a token of a particular type. When identi-
fied in this way, only certain rules can be applied to it. While the rules 
are sensitive to the formal nature of symbols, they act in such a way to 
preserve the meaning of the information that the symbols represent. 
That is, if one manipulates the symbols according to the available for-
mal rules, then one will not be able to create a meaningless representa-
tion. This property derives from classical cognitive science’s logicism, 
which is discussed below.
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2.1.2  Logicism

Aristotle claimed rationality separated men from beasts: humans have 
minds, and can reason; animals are mindless, and therefore cannot 
reason (Oaksford & Chater, 1998). This view is called logicism, and it is 
strongly linked to classical cognitive science.

Logicism is evident in George Boole’s An Investigation of the Laws of 
Thought (Boole, 1854). Boole noted, “it is unnecessary to enter here into 
any argument to prove that the operations of the mind are in a certain 
real sense subject to laws” (p. 3). Boole’s purpose was to “investigate the 
fundamental laws of those operations of the mind by which reasoning 
is performed; to give expression to them in the symbolic language of 
a Calculus, and upon this foundation to establish the science of Logic 
and construct its method” (p. 1).

Boole’s (1854) logicism equated thinking with applying logical rules. 
“There is not only a close analogy between the operations of the mind 
in general reasoning and its operations in the particular science of 
Algebra, but there is to a considerable extent an exact agreement in 
the laws by which the two classes of operations are conducted” (p. 6). 
Modern versions of logicism endorse this view as well. For instance, a 
famous introductory logic book (Kalish & Montague, 1964) viewed logic 
as mirroring everyday reasoning. Formal logic is also a powerful and 
popular tool for knowledge representation and manipulation in the 
field of artificial intelligence (Genesereth & Nilsson, 1987; Levesque & 
Lakemeyer, 2000).

2.1.3  The Boolean Dream 

Boole’s (1854) formalism attempted to explain reasoning without ap-
pealing to underlying biological mechanisms. This has been called the 
Boolean Dream of classical cognitive science (Hofstadter, 1995). “The tra-
ditional holy grail of AI has always been to describe thoughts at their own 
level without having to resort to describing any biological (i.e. cellular) 
underpinnings of them” (p. 125). The Boolean Dream reflects the clas-
sical approach’s emphasis on the roles or functions of various system 
components (Cummins, 1983; Fodor, 1968), and recognizes that many 
different physical devices can produce identical functions (the multiple 
realization argument). As a result, classical cognitive science is logicist 
in nature, because it attempts to explain cognition by appealing to for-
mal rules or a “language of thought” (Fodor, 1975; Fodor & Pylyshyn, 
1988; Pylyshyn, 1984). “It would not be unreasonable to describe Classical 
Cognitive Science as an extended attempt to apply the methods of proof 
theory to the modeling of thought” (Fodor & Pylyshyn, 1988, pp. 29–30).
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2.2 classical cognitive science 
2.2.1  A Classical Device

There is a long history of performing logical operations with special 
purpose diagrams or machines (Gardner, 1982). The first special-purpose 
“logic machine” was Charles Stanhope’s demonstrator, built sometime 
before 1816.

Classical cognitive science’s logicism results because the modern 
representational theory of mind was inspired by a much more general 
symbol-manipulating device, the digital computer. Symbol-manipulating 
computers were proven to be capable of solving any computable problem 
(Turing, 1936). Philosopher Kenneth Craik linked the operations of such 
machines to laws of thought (Craik, 1943): “My hypothesis then is that 
thought models, or parallels, reality — that its essential feature is not 
‘the mind’, ‘the self’, ‘sense data’ nor ‘propositions’, but is symbolism, 
and that this symbolism is largely of the same kind which is familiar 
to us in mechanical devices which aid thought and calculation” (p. 57). 
It did not take long for prominent researchers to become convinced of 
the inevitability of machine intelligence (Turing, 1950).

The prototypical “mechanical device” for manipulating symbols is 
the Turing machine (Hodges, 1983; Turing, 1936). It uses tickertape as a 
medium for storing data. The tape is divided into cells, each of which 
can store a single symbol from a finite alphabet. The Turing machine’s 
machine head moves back and forth along the tape, reading symbols, and 
rewriting the tape according to rules stored in a machine table.

A Turing machine is a device for answering questions. A question is 
written on the machine’s tape, and is then given to the machine head. 
When the machine head halts, it has written an answer to the question 
on the tape. The kind of question that a particular Turing machine can 
answer is dictated by its machine table. To answer different types of 
questions, different machine tables are required, requiring a hardware 
change in the machine head (Dawson, 1998). 

However, one notable exception to this is the universal Turing machine. 
It can pretend to be any possible Turing machine using software. The ma-
chine table of the desired Turing machine is written as a program on the 
ticker tape, along with the to-be-answered question. The universal machine 
simulates the actions of the desired Turing machine by moving back and 
forth between the program and the question, answering the question as 
if the universal machine’s table was identical to the one programmed on 
the tape. “It followed that one particular machine could simulate the work 
done by any machine … It would be a machine to do everything, which 
was enough to give anyone pause for thought” (Hodges, 1983, p. 104).
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One result of Turing’s universal machine was the Church-Turing the-
sis: “Any process which could naturally be called an effective procedure 
can be realized by a Turing machine” (Minsky, 1972, p. 108). This in turn 
has led classical cognitive science to both the computer metaphor and 
the methodology of computer simulation. Early cognitive scientists 
predicted that psychological theories would be expressed as computer 
programs (Simon & Newell, 1958). This view has remained with the mod-
ern classical approach (Johnson-Laird, 1983): “In so far as there can be 
a science of the mind it will almost be certainly restricted to accounts 
that can be formulated as computer programs” (p. 8). 

2.2.2  Three Key Characteristics

The link between logicism, classical cognitive science and the digital 
computer implies that classical theories will have three general char-
acteristics. First, a classical theory will include a set of symbols for rep-
resenting knowledge. Second, such a theory will include a set of rules 
for manipulating these symbols in a fashion analogous to a Turing ma-
chine. Third, a classical theory will stipulate some control procedure 
that chooses which rule to apply at any given moment in time.

2.3 classical views of mind and music
2.3.1  Mind and Music

Chapter 1 explored the notion that, in virtue of our rationality, humans 
create and control their environment, while (irrational) animals do 
not. Even when impressive architectural feats accomplished by social 
insects and other animals are considered, it can be argued that these 
accomplishments are products of mindless environmental control. This 
reassuringly supports the age-old idea that human mentality separates 
us from the beasts. However, it also raises an obvious question: to what 
extent might complex human behaviours also be the result of envi-
ronmental control rather than rational thought? The current chapter 
explores this question by taking a prototypical example of human in-
tellect — classical music — and examining the extent to which some of 
the ideas introduced in Chapter 1 can be applied to it. There are several 
reasons for using classical music to explore these ideas. First, classical 
music arguably embodies some of the highest accomplishments of hu-
man intellect. If such compositions could be explained by appealing 
to non-rational factors such as stigmergy, then this would provide a 
compelling reason to explore non-rational accounts of other cognitive 
phenomena. Second, classical music has been analyzed by a diverse 
range of thinkers, including composers, performers, critics, historians, 
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philosophers, neuroscientists, and psychologists. As a result there is an 
extremely rich array of material that can be used to explore classical 
music as a cognitive product.

Third, there is an interesting analogy to draw between classical music 
and the classical notion of mind. This analogy is introduced below.

2.3.2  A Classical Analogy

There are many striking parallels between the classical mind and clas-
sical music, particularly the music composed in the Austro-German 
tradition of the eighteenth and nineteenth centuries. First, both rely 
heavily upon formal structures. That is, logicism can easily be found to 
apply to many aspects of classical music.

Second, both emphasize that their formal structures are content-
laden. In classical cognitive science, mental representations have con-
tent, and we can predict the behaviours of others by ascribing mental 
content (Dennett, 1987). Classical music is also widely held to be mean-
ingful (Meyer, 1956). Furthermore, its meaning is tightly linked to its 
formal structure: “One musical event (be it a tone, a phrase, or a whole 
section) has meaning because it points to and makes us expect another 
musical event” (Meyer, 1956, p. 35). 

Third, both attribute great importance to abstract thought inside 
an agent (or composer), at the expense of contributions involving the 
agent’s environment or embodiment. For instance, Mozart “carried his 
compositions around in his head for days before setting them down on 
paper” (Hildesheimer, 1983): in a letter that he wrote to his father in 
1780, Mozart noted that “everything is composed, just not copied out 
yet.” Fourth, both emphasize central control. In classical cognition, con-
trol is required to choose which rule to apply next. In classical music, 
a performance is also under strict control (Green & Malko, 1975): “The 
conductor acts as a guide, a solver of problems, a decision maker. His 
guidance chart is the composer’s score; his job, to animate the score, to 
make it come alive, to bring it into audible being” (p. 7).

Fifth, the “classical” traditions of both mind and music have faced 
strong challenges, and many of the challenges in one domain can be 
related to parallel challenges in the other. Modern classical music is a 
reaction against the key attributes of Austro-German music (Griffiths, 
1994, 1995), just as embodied cognitive science is a reaction against the 
central claims of classical cognitive science (Brooks, 1999, 2002; Clark, 
1997; Varela et al., 1991).
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2.4 musical logicism
2.4.1  Musical Formalisms

Music’s formal nature extends far beyond musical symbols on a sheet of 
staff paper. For example, some combinations of tones played in unison 
are pleasing to the ear while other combinations are not. This experi-
ence is easily related to the degree of separation between notes on a 
musical scale (Krumhansl, 1990). For instance, if one plays middle C on 
a piano, then a pleasing sound will be produced if the note F is played 
at the same time, because F is a perfect fifth (7 semitones) above C.

The consonance of two notes that are a perfect fifth apart can be ex-
plained by the physics of sound waves (Helmholtz & Ellis, 1954). Such 
physical relationships are ultimately mathematical. Indeed, there is an 
extensive literature on the mathematical nature of music (Assayag, Fe-
ichtinger, Rodrigues, & European Mathematical Society., 2002; Benson, 
2007; Harkleroad, 2006). For instance, different approaches to tuning 
instruments reflect the extent to which tunings are deemed mathemati-
cally sensible (Isacoff, 2001).

2.4.2  Sonata-Allegro Form

Importantly, musical formalisms exist at levels beyond individual notes. 
A musical offering is expected to have a particular structure (Copland, 
1939), “the planned design that binds an entire composition together” 
(p. 113). For Copland this structure is “one of the principal things to lis-
ten for,” and much of his What to Listen for in Music describes structural 
variants. One important musical structure is sonata-allegro form (Cop-
land, 1939). This is an example of three-part form in which there is an 
initial exposition of musical ideas, followed by their free development, 
and ending with their recapitulation as shown in Table 2-1.

Each of these parts has its own structure. The exposition introduces 
an opening theme in the tonic key (that is, the initial key signature of 
the piece), then follows with a second theme in the dominant key (a 
perfect fifth above the tonic), and finishes with a closing theme in the 
dominant key. The recapitulation uses the same three themes in the 
same order, but all are in the tonic key. The development section ex-
plores the exposition’s themes, but does so using new material written 
in different keys.

The themes are expected to have certain characteristics as well. The 
opening theme is dramatic, the second theme is lyrical, and the third 
theme “may be of any nature that leads to a sense of conclusion … This 
juxtaposition of one group of themes denoting power and aggressive-
ness with another group which is relaxed and more song like in quality 
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is the essence of the exposition section and determines the character of 
the entire sonata-allegro form” (Copland, 1939, p. 185).

Sonata-allegro form was historically important because it foreshad-
owed the modern symphony, and it produced a market for purely instru-
mental music (Rosen, 1988). Importantly, it also provided a structure, 
shared by both composers and their audiences, which permitted instru-
mental music to be expressive. Rosen notes the sonata became popular 
because it “has an identifiable climax, a point of maximum tension to 
which the first part of the work leads and which is symmetrically re-
solved. It is a closed form, without the static frame of ternary form; it has 
a dynamic closure analogous to the denouement of eighteenth-century 
drama, in which everything is resolved, all loose ends are tied up, and 
the work rounded off” (p. 10). In short, its formal structure provided a 
logical structure that permitted the music to be meaningful.

2.5 a harmonious narrative
2.5.1  Representational Explanation

Classical cognitive science explains cognition by using mental represen-
tations. By noting that an agent has certain (semantically interpreted) 
goals, as well as beliefs about how these goals can be attained, it pre-
dicts the agent’s future behaviour. “We can conclude that the represen-
tational, or semantic, level represents a distinct, autonomous level of 
description of certain kinds of systems” (Pylyshyn, 1984, p. 33).

Classical cognitive science’s appeal to representations reveals its 
deep commitment to logicism. In order for the contents of representa-
tional states to predict behaviour, some general principles or laws must 
govern these states. One key principle is rationality, which is the notion 
that agents will use the content of their beliefs to achieve their goals. 
Rationality is at the foundation of Dennett’s (1987) intentional stance: 
“This single assumption, in combination with home truths about our 
needs, capacities and typical circumstances, generates both an inten-
tional interpretation of us as believers and desirers and actual predic-
tions of behavior in great profusion” (p. 50). Similarly, Pylyshyn (1984, 

Exposition (A) Development (B) Recapitulation (A)

a b c abc a b c
First Second Closing

Free combination of the  
three themes, and new  
material in foreign keys

First Second Closing

theme in theme in theme in theme in theme in theme in

tonic 
key

dominant 
key

dominant 
key

tonic 
key

tonic 
key

tonic 
key

Table 2-1 The hierarchial structure of sonata-allegro form.
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pp. 20–21) notes, “the principle of rationality … is indispensable for giv-
ing an account of human behavior.”

Classical cognitive science recognizes that there are no causal prin-
ciples relating semantics to behaviour. This is why the digital computer 
is so important, for it illustrates how a symbolic system preserves mean-
ings while at the same time existing as a purely causal, physical ma-
chine. Symbols in a representational system have two lives: semantic 
and physical (Haugeland, 1985). Physical manipulations of the symbols 
are systematic, and preserve the meanings of symbolic expressions. 
Haugeland describes this with the formalist’s motto: take care of the syn-
tax, and the semantics will take care of itself.

2.5.2  Musical Expressions

One of the central questions in the philosophy of music is whether 
music can represent. As late as 1790, the dominant philosophical view 
of music was that it was incapable of conveying ideas, but by the time 
that E.T.A. Hoffman reviewed Beethoven’s Fifth Symphony in 1810, this 
view was rejected (Bonds, 2006). Nowadays most philosophers of music 
agree that it is representational, and are concerned with how musical 
representations are possible (Kivy, 1991; Meyer, 1956; Robinson, 1994, 
1997; Sparshoot, 1994; Walton, 1994).

Composers certainly believe that music can express ideas. Aaron 
Copland (1939, p. 12) notes that “my own belief is that all music has an 
expressive power, some more and some less, but that all music has a 
certain meaning behind the notes and that that meaning behind the 
notes constitutes, after all, what the piece is saying, what the piece is 
about.” John Cage believed that compositions had intended meanings 
(Cage, 1961); “It seemed to me that composers knew what they were 
doing, and that the experiments that had been made had taken place 
prior to the finished works, just as sketches are made before paintings 
and rehearsals precede performances” (p. 7).

How do composers convey intended meanings with their music? One 
answer is by using the conventions of particular musical forms. Such 
forms provide a structure that generates expectations, expectations 
that are often presumed to be shared by the audience. Indeed, Copland’s 
(1939) book on music listening — which places such a strong emphasis 
on musical form — is designed to educate the audience so that it can 
better understand his compositions, as well as those of others: “In help-
ing others to hear music more intelligently, [the composer] is working 
toward the spread of a musical culture, which in the end will affect 
the understanding of his own creations” (p. vi). The extent to which the 
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audience’s expectations are toyed with, and ultimately fulfilled, can 
manipulate its emotion. These manipulations can be described com-
pletely in terms of the structure of musical elements (Meyer, 1956). In 
this sense, the formalist’s motto also applies to classical music as tra-
ditionally conceived.

2.6 the nature of classical composition
2.6.1  The Disembodied Mind

Classical cognitive science attempts to explain cognitive phenomena by 
appealing to a sense–think–act cycle (Pfeifer & Scheier, 1999). In this 
cycle, sensing mechanisms provide information about the world, and 
acting mechanisms produce behaviours that might change it. Think-
ing — manipulating mental representations — is the interface between 
sensing and acting (Wilson, 2004). Interestingly, the sense–think–act 
cycle does not reflect the true nature of the classical approach. Classi-
cal cognitive science places an enormous amount of emphasis on the 
“thinking” part of the cycle, with an accompanying under-emphasis 
on sensing and acting (Clark, 1997). Sensors are merely providers of in-
formation that can be manipulated; actors are simply devices that are 
capable of carrying out a well-thought-out plan of action.

One can easily find evidence for the classical emphasis on represen-
tations. Autonomous robots developed following classical ideas devote 
most of their computational resources to using internal representations 
of the external world (Brooks, 2002; Moravec, 1999; Nilsson, 1984). Most 
survey books on cognitive psychology have multiple chapters on rep-
resentational topics like memory and reasoning, and rarely mention 
embodiment, sensing, or acting (see Anderson, 1985; Best, 1995; Haber-
landt, 1994; Robinson-Riegler & Robinson-Riegler, 2003; Solso, 1995; 
Sternberg, 1996). Classical cognitive science’s sensitivity to the multiple 
realization argument (Fodor, 1968, 1975), with its accompanying focus 
on functional (not physical) accounts of cognition (Cummins, 1983), un-
derlines its view of thinking as a disembodied process.

2.6.2  The Thoughtful Composer

Composing classical music is also viewed as abstract, disembodied, and 
rational. Does not a composer first think of a theme or a melody, and 
then translate this mental representation into a musical score? 

One example of this is the story of Mozart carrying around completed 
compositions in his head prior to writing them out (Hildesheimer, 1983). 
Similar examples are easily found. Benson (2007, p. 25) notes that “Stra-
vinsky speaks of a musical work as being ‘the fruit of study, reasoning, 
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and calculation that imply exactly the converse of improvisation’.” In 
the liner notes of his Grammy award–winning Symphony No. 1 (Sony 
Classical Music, 1999), Joe Jackson recalls that “I had a handful of very 
simple musical themes in my head and wanted to see if they could be 
developed and transformed throughout four whole movements.”

There is a general prejudice against composers who rely on external 
aids (Rosen, 2002). Copland (1939, p. 22) observes that “a current idea ex-
ists that there is something shameful about writing a piece of music at 
the piano.” Rosen traces this idea to Giovanni Maria Artusi’s 1600 criti-
cism of composers such as Monteverdi: “It is one thing to search with 
voices and instruments for something pertaining to the harmonic fac-
ulty, another to arrive at the exact truth by means of reasons seconded 
by the ear” (Rosen, 2002, p. 17). The expectation (then and now) is that 
composing a piece involves “mentally planning it by logic, rules, and 
traditional reason” (Ibid). This expectation is completely consistent with 
the disembodied, classical view of thinking.

To appreciate this, consider composing from the opposite perspective. 
From the early 1950s, John Cage’s compositions were non-intentional 
(Griffiths, 1994); he increasingly used chance mechanisms to deter-
mine musical events. He worked toward removing the composer from 
the composition, perhaps succeeding most with his 1952 “silent piece” 
4’33’’. Cage was reacting against the Austro-German tradition of com-
position (Nyman, 1999). He advocated “that music should no longer be 
conceived of as rational discourse” (Nyman, 1999, p. 32). He explicitly 
attacked the logicism of traditional music, declaring “any composing 
strategy which is wholly ‘rational’ is irrational in the extreme” (Ross, 
2007, p. 371).

2.7 central control of a classical performance
2.7.1  Central Control

Herbert Simon argued that “an adequate theory of human cognitive pro-
cesses must include a description of the control system — the mechanism 
that determines the sequence in which operations will be performed” 
(Simon, 1979, p. 370). In classical cognitive science, such control is typi-
cally central. There is a centralized mechanism that controls, at any 
given time, which rule will manipulate the symbols in memory. This 
is consistent with the digital computer metaphor. In a modern digital 
computer, the central processing unit (CPU) is responsible for determin-
ing what operation will be used to modify a specific memory location at 
every tick of the CPU’s clock cycle. Central control is also characteristic 
of classical music, as is discussed below.
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2.7.2  Conductor as Central Controller

Within the Austro-German tradition, a musical composition is a for-
mal structure intended to express ideas. A composer uses musical nota-
tion to signify the musical events that, when realized, accomplish this 
expressive goal. An orchestra’s purpose is to bring the score to life, in 
order that the performance will deliver the intended message to the 
audience (Benson, 2003). “We tend to see both the score and the per-
formance primarily as vehicles for preserving what the composer has 
created. We assume that musical scores provide a permanent record or 
embodiment in signs; in effect, a score serves to ‘fix’ or objectify a mu-
sical work” (Benson, 2003, p. 9). However, it is generally acknowledged 
that a musical score is vague; it cannot completely determine every min-
ute detail of a performance (Benson, 2003; Copland, 1939). As a result, 
during a performance the score must be interpreted in such a way that 
the missing details can be filled in without distorting the composer’s 
desired effect. In the Austro-German tradition of music an orchestra’s 
conductor takes the role of interpreter, and controls the orchestra in 
order to deliver the composer’s message: “The conductor acts as a guide, 
a solver of problems, a decision maker. His guidance chart is the com-
poser’s score; his job, to animate the score, to make it come alive, to 
bring it into audible being” (Green & Malko, 1975, p. 7).

The conductor provides another link between classical music and clas-
sical cognitive science, because the conductor is the orchestra’s central 
control system. The individual players are expected to submit to the 
conductor’s control. “Our conception of the role of a classical musician is 
far closer to that of self-effacing servant who faithfully serves the score 
of the composer. Admittedly, performers are given a certain degree of 
leeway; but the unwritten rules of the game are such that this leeway is 
relatively small and must be kept in careful check” (Benson, 2003, p. 5). 
It has been suggested — not necessarily validly — that professional, classi-
cally trained musicians are incapable of improvisation (Bailey, 1992)!

2.7.3  The Controlling Score

The conductor is not the only component of a performance’s control 
structure. While it is unavoidably vague, the musical score of a com-
position also is designed to control the musical events generated by an 
orchestra. That is, if the score is a content-bearing formal expression, 
then it is reasonable to assume that it designates the musical events 
that the score is literally about.

Benson (2003, p. 5) describes this aspect of a score as follows: “The 
idea(l) of being ‘treu’ — which can be translated as true or faithful — implies 
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faithfulness to someone or something. Werktreue, then, is directly a kind 
of faithfulness to the Werk (work) and, indirectly, a faithfulness to the 
composer. Given the centrality of musical notation in the discourse of 
classical music, a parallel notion is that of Texttreue: fidelity to the writ-
ten score.” Note Benson’s emphasis on the formal notation of the score. 
It highlights the idea that the written score is analogous to a logical 
expression, and that converting it into the musical events that the score 
is about (in Brentano’s sense) is not only desirable, but also rational. 
This logicism of classical music perfectly parallels the logicism found 
in classical cognitive science.

2.8 disembodiment and the classical audience
2.8.1  Disembodiment

An infinite number of different physical substrates can deliver the same 
set of information-processing functions (Putnam, 1967). For example, 
Turing machines can be created from brass gears (Swade, 1993), toy train 
sets (Stewart, 1994), artificial neural networks (McCulloch & Pitts, 1943; 
Siegelmann, 1999), mixtures of chemicals (Hjelmfelt, Weinberger, & Ross, 
1991), or LEGO (Agullo et al., 2003). This possibility of multiple realiza-
tions makes classical cognitive science adopt functionalism (Cummins, 
1983). That is, it explains systems by describing the functional roles of 
system components, and not by appealing to their physical nature. This 
is why simulations can be used in cognitive science: the physical dif-
ferences between computers and brains are irrelevant, as long as func-
tional correspondences are maintained (Pylyshyn, 1984).

Classical cognitive science’s functionalism is one example of its move 
toward disembodiment: representational theories can ignore the physi-
cal substrate that is instantiating symbols and the rules that manipulate 
them. However, there is another form of disembodiment that charac-
terizes much of classical cognitive science.

Classical cognitive science explains psychological phenomena by ap-
pealing to the representational states of agents. Different behavioural 
predictions must be grounded in different representational states. A rep-
resentational theory of mind must therefore be capable of individuating 
different representational states. This could be done in terms of their 
content (i.e., different states must refer to different entities in the world), 
but there are well-known philosophical problems with this approach 
(Pessin, Goldberg, & Putnam, 1996). An alternative approach that has 
strongly influenced classical cognitive science is methodological solipsism 
(Fodor, 1980). In methodological solipsism, representational states are 
individuated only in terms of their relations to other representational 
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states. Relations of the states to the external world — the agent’s envi-
ronment — are not considered. “Methodological solipsism in psychology 
is the view that psychological states should be construed without refer-
ence to anything beyond the boundary of the individual who has those 
states” (Wilson, 2004, p. 77).

2.8.2  Audience and Composition
Methodological solipsism provides another link in the analogy between 
the classical mind and classical music. As was noted in Section 2.7, when 
a piece is performed it is brought to life with the intent of delivering a 
particular message to the audience. Ultimately, then, the audience is a 
fundamental component of a composition’s environment. To what ex-
tent does this environment affect or determine the composition itself?

In traditional classical music, the audience has absolutely no effect 
on the composition. Composer Arnold Schoenberg believed that the au-
dience was “merely an acoustic necessity — and annoying one at that” 
(Benson, 2003, p. 14). Composer Virgil Thompson defined the ideal lis-
tener as “a person who applauds vigorously” (Copland, 1939, p. 252). In 
short, the purpose of the audience is to passively receive the intended 
message. It too is under the control of the score: “The intelligent listener 
must be prepared to increase his awareness of the musical material and 
what happens to it. He must hear the melodies, the rhythms, the harmo-
nies, the tone colors in a more conscious fashion. But above all he must, 
in order to follow the line of the composer’s thought, know something 
of the principles of musical form” (Copland, 1939, p. 17).

To relate this to methodological solipsism, consider how compositions 
are to be identified or differentiated from one another. Traditionally, 
this is done by referring to a composition’s score (Benson, 2003). That 
is, compositions are identified in terms of a particular set of symbols, a 
particular formal structure. The identification of a composition does not 
depend upon identifying which audience has heard it. A composition can 
exist, and be identified, in the absence of its audience-as-environment.

2.9 classical reactions
2.9.1  Reacting to Music

Another parallel between the classical mind and classical music is that 
there have been significant modern reactions against the Austro-German 
musical tradition (Griffiths, 1994, 1995). Interestingly, these reactions 
parallel many of the reactions of embodied cognitive science against 
the classical approach. In the pages that follow we will consider some 
of these reactions, and explore the idea that they make plausible the 
claim that “non-cognitive” processes are applicable to classical music.
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2.9.2  Classical Competitors

The modern interdisciplinary study of mind begins with the science 
of cybernetics in the 1940s (Ashby, 1956; Conway & Siegelman, 2005; 
de Latil, 1956; Hayles, 1999; Wiener, 1948), and its famous Macy con-
ferences through the 1950s. Cybernetics had waned by the end of the 
1950s. It was replaced by cognitive science, whose origin occurred on 
September 11, 1956 (Gardner, 1984; Miller, 2003). Cognitive science has 
since flourished, dominated by the classical approach.

The classical view is not without its competitors. Connectionists be-
lieve that cognitive science is not best served by the digital computer 
metaphor (Bechtel & Abrahamsen, 2002; Medler, 1998; Quinlan, 1991; 
Schneider, 1987). They argue that the serial, rule-governed, centrally 
controlled processing performed by digital computers is too slow, too 
inflexible, and too divorced from biology to meaningfully account for 
human cognition. They insist that the information processing is the 
result of the parallel processing of multiple, simple, intercommunicat-
ing units. They model such information processing with artificial neu-
ral networks. Connectionists use such networks to support the claim 
that cognition does not require explicit rules and symbols, but instead 
emerges from neuronally inspired processes best described using statis-
tical mechanics (Clark, 1989, 1993; McClelland & Rumelhart, 1986; Mc-
Clelland, Rumelhart, & Hinton, 1986; Rumelhart & McClelland, 1986).

A second competitor to the classical approach, called embodied cogni-
tive science, has concerns similar to connectionism, but develops them 
within a fundamental attack on methodological solipsism.

Classical and connectionist cognitive science are both fundamentally 
representational in nature (Dawson, 1998, 2004), emphasizing internal 
information processing at the expense of environmental influences. 
Embodied cognitive science views this as a serious mistake. Embodied 
cognitive scientists argue that a cognitive theory must include an agent’s 
environment, as well as the agent’s experience of that environment 
(Agre, 1997; Clancey, 1997; Clark, 1997; Pfeifer & Scheier, 1999; Varela 
et al., 1991). They recognize that this experience depends on how the 
environment is sensed (situation), that an agent’s situation depends upon 
its physical nature (embodiment), and that an embodied agent can act 
upon and change its environment (Webb & Consi, 2001). The embodied 
approach replaces the notion that cognition is representation with the 
notion that cognition is the control of actions upon the environment. 
In embodied cognitive science, the environment contributes in such a 
way that it can be said that an agent’s mind has leaked into the world 
(Clark, 1997; Wilson, 2004). For example, research in behaviour-based 
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robotics eliminates resource-consuming representations of the world 
by letting the world serve as its own representation, one that can be 
accessed by a situated agent (Brooks, 1999). This robotics tradition has 
also shown that non-linear interactions between an agent and its envi-
ronment can produce surprisingly complex behaviour, even when the 
internal components of an agent are exceedingly simple (Braitenberg, 
1984; Grey Walter, 1950b; Webb & Consi, 2001). This observation recon-
nects cognitive science with cybernetics.

In short, to the notions of emergence and biological plausibility, em-
bodied cognitive science adds the ideas of situation and embodiment. 
Interestingly, we will see that these ideas can also be found in reactions 
to classical music.

2.10 modern music
2.10.1  Out with the Old

By the end of the nineteenth century, classical music had reached its 
zenith. Composers had invented a market for instrumental music that 
was fueled by their discovery and refinement of particular musical 
forms (Rosen, 1988). For example, in the early seventeenth century, the 
symphony was merely a short overture played before the raising of the 
curtains at an opera (Lee, 1916). The more interesting of these composi-
tions came to be performed to their own audiences outside the theater. 
The modern symphony, which typically consists of four movements 
that each has an expected form and tempo, begins to be seen in the 
eighteenth-century compositions of Carl Philip Emmanuel Bach. Ex-
periments with this structure were conducted in the later eighteenth 
century by Haydn and Mozart.

When Beethoven wrote his symphonies in the early nineteenth cen-
tury, symphonic form was established, and Beethoven proved its enor-
mous expressive power. “No less a person than Richard Wagner affirmed 
that the right of composing symphonies was abolished by Beethoven’s 
Ninth’” (Lee, 1916, p. 172). What are some general characteristics of pro-
totypical classical music, such as a Beethoven symphony? Consider the 
properties of sonata-allegro form, which is always used to structure a 
symphony’s first movement. First, this form is based upon particular 
musical themes or melodies. Second, these melodies are associated with 
a specific tonality: they are written in a particular musical key (such 
as the tonic or dominant mentioned in the discussion of Table 2-1). 
The tonality of the form dictates harmonic structure; that is, within a 
musical key certain combinations of notes (chords) will be concordant, 
while others will not be played because they will be discordant. The 
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form itself indicates an expected order in which themes and musical 
keys will be explored, and an established rhythmic structure (related 
to a time signature) will be used throughout.

Perhaps the key feature from this list is tonality: the use of particu-
lar major and minor musical keys to establish an expected harmonic 
structure in a composition. “Harmony is Western music’s uniquely dis-
tinguishing element” (Pleasants, 1955, p. 97). In the early twentieth cen-
tury, strongly affected by both world wars, classical music found itself 
in a crisis of harmony (Pleasants, 1955). Composers abandoned most of 
the features listed above in an attempt to create a new music that bet-
ter reflected modern times. “’Is it not our duty’, he [Debussy] asked, ‘to 
find a symphonic means to express our time, one that evokes the prog-
ress, the daring and the victories of modern days? The century of the 
aeroplane deserves its music’” (Griffiths, 1994, p. 98).

2.10.2  In with the New

Griffiths (1994) places the beginning of modern music with the flute 
solo that opens the Prélude à ‘L’après-midi d’un faune’ composed by Claude 
Debussy between 1892 and 1894. The Prélude begins to break away from 
the harmonic relationships defined by strict tonality. It fails to logically 
develop themes. It employs fluctuating tempos and irregular rhythms. 
It depends critically on instrumentation for expression. Debussy “had 
little time for the thorough, continuous, symphonic manner of the 
Austro-German tradition, the ‘logical’ development of ideas which gives 
music the effect of a narrative” (Griffiths, 1994, p. 9).

“Debussy had opened the paths of modern music — the abandonment 
of traditional tonality, the development of new rhythmic complexity, 
the recognition of color as an essential, the creation of a quite new form 
for each work, the exploration of deeper mental processes” (Griffiths, 
1994, p. 12). In the twentieth century, composers experimented with 
new methods that further pursued these paths. We shall see, in the pro-
gression of these experiments, those reactions to traditional classical 
music parallel reactions to classical cognitive science, particularly in 
exploiting notions of emergence, embodiment, and stigmergy.

2.11 dodecaphony
2.11.1  Tonality and Atonality

The crisis of harmony was addressed by composing deliberately atonal 
music. The possibility of doing this is illustrated in Table 2-2. The top row 
of this table illustrates the keys on a piano from the note A to a second 
A that is an octave higher than the first. On the piano, some of these 
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keys are white, and others are black; the colour of each key is depicted 
in the table. The interval between adjacent keys (e.g., from B to C, or 
from C to C#) is a semitone. If one were to play the top row in sequence, 
the result would be a chromatic scale, in which thirteen different notes 
were played (from A to A), and each note that is played is a semitone 
higher than the previous note.

A major scale is a sequence of notes that is associated with a particu-
lar key; for example, the A major scale is associated with the musical 
key (or tonal centre) of A. The A major scale is played by starting with 
the low A at the left of the table, and by playing notes in sequence until 
the high A at the right of the table is played. This scale has a distinc-
tive sound because not all of the notes in the chromatic scale are used. 
The second row of the table illustrates the subset of notes that, when 
played, produces the A major scale. If there is a checkmark beneath the 
key, then it is played in the scale; if there is no checkmark then the key 
is not part of the scale. By choosing a different subset of notes a very 
different-sounding scale is produced. The third row of Table 2-2 shows 
the subset of piano notes that would be used to play a minor scale begin-
ning with the note A.

A scale’s tonality is the result of only including a subset of possible 
notes. That is, to compose a piece that had the tonal centre of A major, 
one would only include those notes that belonged to the A major scale.

In contrast, to produce music that is atonal, one would include all 
the notes from the chromatic scale. Because all notes are included, it is 
impossible to associate this set of notes with a tonal centre. One method 
of ensuring atonality is the “twelve-tone technique,” or dodecaphony, in-
vented by Arnold Schoenberg.

2.11.2  The Twelve-Tone Method

When dodecaphony is employed, a composer starts by listing all twelve 
notes in a chromatic scale in some desired order. This creates the tone 
row. The tone row is the basis for a melody: the composer begins to write 
the melody by using the first note in the tone row (for a desired dura-
tion, possibly with repetition). However, this note cannot be reused in 
the melody until the remaining notes have also been used in the order 
specified by the tone row. This ensures that the melody is atonal, because 
all the notes that make up a chromatic scale have been included.

Once all twelve notes have been used, the tone row is then shifted to 
create the next section of the melody. At this time, the tone row can be 
manipulated to produce musical variation (e.g., by reversing its order, 
or by inverting the musical intervals between adjacent tones). 
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The first example of a dodecaphonic composition was Schoenberg’s 
1923 Suite for Piano, Op. 25. Schoenberg and his students (Alban Berg, An-
ton Webern) composed extensively using the twelve-note technique. A 
later movement in music, serialism, used similar systems to determine 
other parameters of a score, such as note duration and dynamics. It was 
explored by Olivier Messiaen and his followers, notably Pierre Boulez 
and Karlheinz Stockhausen (Griffiths, 1995).

Piano Keys With 
Note Name A

A#

B C

C#

D

D#

E F

F#

G

G#

A

A Major Scale √ √ √ √ √ √ √ √

A Minor Scale √ √ √ √ √ √ √ √

Table 2-2.  The top row illustrates keys (white and black) on a piano from one A to the A 
an octave higher.  The last two rows provide the subsets of notes that define A major and 
A minor scales; checkmarks are used to indicate which notes are included in a scale.

2.12 reactions to atonal structure
2.12.1  From Structure to Structure

Schoenberg wrote his original atonal works without the aid of dodeca-
phony. The lack of a guiding structure made it difficult to create large, 
coherent, atonal works. His invention of dodecaphony solved this prob-
lem. Schoenberg was “troubled by the lack of system, the absence of 
harmonic bearings on which large forms might be directed. Serialism 
at last offered a new means of achieving order” (Griffiths, 1994, p. 81).

The twelve-tone technique provides an alternative to the traditional 
forms of classical music. However, this new form still followed the Austro-
German tradition’s need for structure. “The new rules must be applied 
to the construction of forms and textures in the old manner” (Griffiths, 
1994, p. 85). Composer Philip Glass recognized this situation: “To me, it 
was music of the past, passing itself off as music of the present. After all, 
Arnold Schoenberg was about the same age as my grandfather!” (Glass, 
1987, p. 13). Critics accused serialist compositions of being mathematical 
or mechanical (Griffiths, 1994). Indeed, serialism made computer com-
position possible: in 1964 Gottfried Koenig created Project 1, which was 
a computer program that composed serial music (Koenig, 1999). 

Serialism also shared the traditional approach’s disdain for the audi-
ence. American composer Steve Reich (Reich, 1974) notes that “in serial 
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music, the series itself is seldom audible” (p. 10), which appears to be a 
serial composers’ intent (Griffiths, 1994). This music’s opacity, and its 
decidedly different or modern sound, frequently led to hostile recep-
tions. One notable example is music critic Henry Pleasants’ The Agony Of 
Modern Music (Pleasants, 1955): “The vein which for three hundred years 
offered a seemingly inexhaustible yield of beautiful music has run out. 
What we know as modern music is the noise made by deluded specula-
tors picking through the slag pile” (p. 3).

That serial music was derived from a new kind of formalism also 
fuelled its critics. “Faced with complex and lengthy analyses, baffling 
terminology and a total rejection of common paradigms of musical ex-
pression, many critics — not all conservative — found ample ammunition 
to back up their claims that serial music was a mere intellectual exercise 
which could not seriously be regarded as music at all” (Grant, 2001).

2.12.2  Reducing Central Control

At issue was the fact that European composers were steeped in the cen-
turies-old traditions of classical music, which made it difficult for them 
to break free of the old forms even when they recognized a need for new 
music (Griffiths, 1994). Schoenberg wrote, “I am at least as conservative 
as Edison and Ford have been. But I am, unfortunately, not quite as pro-
gressive as they were in their own fields” (Griffiths, 1995, p. 50).

 American composers were certainly not drawn to the new atonal 
structures. Philip Glass describes his feelings about serialism: “A waste-
land, dominated by these maniacs, these creeps, who were trying to 
make everyone write this crazy creepy music” (Schwarz, 1996). When 
Glass attended concerts, the only “breaths of fresh air” that he expe-
rienced was when works from modern American composers like John 
Cage were on the program (Glass, 1987). The new American music was 
more progressive than its European counterpart because American 
composers were far less shackled by musical traditions.

American composers were willing to relinquish the central con-
trol of the musical score, recognizing the improvisational elements 
of classical composition (Benson, 2003). Some were even willing to 
relinquish much of the composer’s control over the piece (Cage, 1961). 
They recognized that many musical effects depended upon the audi-
ence’s perceptual processes (Potter, 2000; Schwarz, 1996), and many 
examples of experimental music relied heavily upon the audience as 
an equal partner in bringing the composition to life (Nyman, 1999). 
It is these insights that provide links between the new music and the 
new cognitive science.
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2.13 control and emergence in cage’s music
2.13.1  Silence

In 1937 composer John Cage declared, “The present methods of writing 
music, principally those which employ harmony and its reference to 
particular steps in the field of sound, will be inadequate for the com-
poser, who will be faced with the entire field of sound” (Cage, 1961, p. 
4). Cage was well versed in the twelve-tone technique (Ross, 2007), but 
did not see tonality (or atonality) as the defining characteristic of music. 
Instead, Cage emphasized rhythmic structuring, “since duration is the 
most fundamental musical characteristic, shared by both sound and si-
lence” (Griffiths, 1994, p. 118). For Cage the entire field of sound included 
silence and sounds typically considered to be non-musical.

Cage’s music was largely motivated by his desire to free it from the 
composer’s will. He wrote, “when silence, generally speaking, is not in 
evidence, the will of the composer is. Inherent silence is equivalent to 
denial of the will” (Cage, 1961, p. 53). In Cage’s compositions we see a 
composer who is willing to relinquish the central control so fundamen-
tal to traditional classical music.

Cage’s most famous example of relinquishing control is in his com-
position 4’33’’, first performed by pianist David Tudor in 1952 (Nyman, 
1999). It consists of three parts; the entire score for each part reads “TA-
CET,” which instructs the performer to remain silent. Tudor signalled 
the start of each part by closing the keyboard lid, and opened the lid 
when the part was over. When the composer relinquishes control in 
this way, what happens? 4’33’’ also illustrates Cage’s desire to place more 
responsibility upon his audience. Nyman (1999, p. 24) quotes Cage on 
this subject: “Most people think that when they hear a piece of music, 
they’re not doing anything but something is being done to them. Now 
this is not true, and we must arrange our music, we must arrange our 
art, we must arrange everything, I believe, so that people realize that 
they themselves are doing it.”

2.13.2  Chance and Emergence

The intentional uses of silence, and the expectation of an actively involved 
audience, were not the only innovations that Cage pioneered as he decen-
tralized control in his compositions. From the early 1950s onward Cage 
also made extended use of chance operations when he composed.

His 1951 piece 16 Dances (BMG Music, 1994) paved the way for Cage’s 
use of chance. 16 Dances was composed using an 8 × 8 sound chart. Each 
entry on the chart was a particular musical event. Only one entry on 
the chart could be played at any given moment. Each movement of 16 
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Dances involved playing one chart entry after another; Cage varied the 
contents of the chart for each movement of 16 Dances. The tabular ar-
rangement of this piece suggested the possibility of making arbitrary 
moves in the sound chart. Cage used dice rolls to determine the order 
of sounds in his 1951 piano piece Music of Changes (Ross, 2007).

The stochastic nature of Cage’s compositional practices did not pro-
duce music that sounded random. This is because Cage put tremendous 
effort into choosing interesting sound elements. “In the Music of Changes 
the effect of the chance operations on the structure (making very appar-
ent its anachronistic character) was balanced by a control of the mate-
rials” (Cage, 1961, p. 26). Cage relaxed his influence on control (that is, 
upon which element to perform next) with the expectation that this, 
coupled with his careful choice of elements, would produce surprising 
and interesting musical results. Cage intended novel results to emerge 
from his compositions.

The combination of well-considered building blocks to produce emer-
gent behaviours that surprise and inform is characteristic of the robotics 
research (Braitenberg, 1984; Brooks, 1999; Pfeifer & Scheier, 1999; Webb 
& Consi, 2001) that has inspired embodied cognitive science. It is also 
found in the works of the minimalist composers inspired by Cage.

2.14 emergence in minimalist music 
2.14.1  Tape as Medium

Cage’s interest in expanding the field of sounds was fuelled by modern 
technology. Cage was enthused about using magnetic tape “to make a 
new music that was possible only because of it” (Cage, 1961, p. 9).

Tape compositions were prominent in early minimalist music. Com-
poser La Monte Young, described minimalism as “that which is created 
with a minimum of means” (Schwarz, 1996, p. 9). Young created works 
that had nearly no musical notation, but were instead performance in-
structions that might lead to the production of musical sounds. Philip 
Glass was shocked at one of Young’s performances: “He wasn’t playing 
music; he was just drawing a line” (Schwarz, 1996, p. 111).

Minimalist pioneer Terry Riley began working with tape technology 
in 1960 (Potter, 2000). He recorded a variety of sounds and made tape 
loops from them. A tape loop permitted a sound segment to be repeated 
over and over. He then mixed these tapes using a device called an echo-
plex that permitted the sounds “to be repeated in an ever-accumulating 
counterpoint against itself” (Potter, 2000, p. 98). Further complexities 
of sound were produced by either gradually or suddenly changing the 
speed of the tape to distort the tape loop’s frequency. Riley’s tape loop 
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experiments led him to explore the effects of repetition, which was to 
become a centrally important feature of minimalist music.

2.14.2  It’s Gonna Rain

Riley’s work strongly influenced another minimalist composer, Steve 
Reich. One of the most famous minimalist tape compositions is Reich’s 
1965 It’s Gonna Rain. Reich recorded a sermon of a famous street preacher, 
Brother Walter, who made frequent Sunday appearances in San Fran-
cisco’s Union Square. From this recording Reich made a tape loop of a 
segment of the sermon that contained the title phrase.

Reich played two copies of this tape loop simultaneously on differ-
ent tape machines (Reich, 2002), and made a profound discovery: “In 
the process of trying to line up two identical tape loops in some par-
ticular relationship, I discovered that the most interesting music of all 
was made by simply lining the loops up in unison, and letting them 
slowly shift out of phase with each other” (p. 20). He recorded the result 
of phase-shifting the loops, and composed his piece by phase-shifting a 
loop of this recording. Composer Brian Eno describes Reich’s It’s Gonna 
Rain: “The piece is very, very interesting because it’s tremendously sim-
ple. It’s a piece of music that anybody could have made. But the results, 
sonically, are very complex. … What you become aware of is that you 
are getting a huge amount of material and experience from a very, very 
simple starting point.”

The complexities of It’s Gonna Rain emerge from the dynamic com-
bination of simple components, and thus are easily linked to the relin-
quishment of control that was begun by John Cage. However, they also 
depend to a large extent upon the perceptual processes of a listener 
when confronted with the continuous repetition of sound fragments.

“The mind is mesmerized by repetition, put into such a state that 
small motifs can leap out of the music with a distinctness quite unre-
lated to their acoustic dominance” (Griffiths, 1994, p. 167). From a per-
ceptual point of view, it is impossible to maintain a constant perception 
of a repeated sound segment. During the course of listening, the per-
ceptual system will habituate to some aspects of it, and as a result — as 
if by chance — new regularities will emerge. “The listening experience 
itself can become aleatory in music subject to ‘aural illusions’” (Griffiths, 
1994, p. 166). Minimalism took advantage of the active role of the lis-
tener, and exploited repetition to deliberately produce aural illusions. 
The ultimate effect of a minimalist composition is not a message created 
by the composer and delivered to a (passive) audience, but is instead a 
collaborative effort between musician and listener.
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2.15 a minimalist score 
2.15.1  In C

In the early days of minimalism, composers were able to discover the 
power of such techniques as repetition and phase shifting by working 
with electronic media. However, they felt a need to find a method that 
would transport these ideas into more traditional media (i.e., the cre-
ation of scores to be performed by musicians). The means of doing so 
was provided by Terry Riley.

Riley’s 1964 composition In C is 53 bars of music written in the key of 
C major, indicating a return to tonal music. Each bar is extremely simple, 
and the entire score fits onto a single page. Performers were instructed 
to play each bar in sequence. However, they were to repeat a bar as many 
times as they liked before moving on to the next. When they reached 
the final bar, they were to repeat it until all of the other performers had 
reached it. At that time, the performance was to be concluded.

Riley’s In C can be thought of as a tape loop experiment realized as a 
musical score. Each performer is analogous to one of the tape loops, and 
the effect of the music arises from their interactions with one another. 
The difference, of course, is that each “tape loop” is not identical to the 
others, because each performer controls the number of times that they 
repeat each bar. Performers listen and react to In C as they perform it. In 
his performance instructions, Riley notes “one of the joys of In C is the 
interaction of the players in polyrhythmic combinations that sponta-
neously arise between patterns. Some quite fantastic shapes will arise 
and disintegrate as the group moves through the piece.”

2.15.2  Minimalism and Stigmergy

There are two compelling properties that underlie a performance of In 
C. First, each musician is an independent agent who is carrying out a 
simple act. At any given moment each musician is performing one of the 
bars of music. Second, what each musician does at the next moment is 
largely under the control of the musical environment that the ensemble 
of musicians is creating. A musician’s decision to move from one bar to 
the next depends upon what they are hearing. In other words, the mu-
sical environment being created is literally responsible for controlling 
the activities of the agents who are performing In C. This is a musical 
example of stigmergy, a concept introduced in Chapter 1.

In stigmergy, the behaviours of agents are controlled by an environ-
ment in which they are situated, and which they also can affect. The 
performance of a piece like In C illustrates stigmergy in the sense that 
musicians decide what to play next on the basis of what they are hearing 
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right now. Of course, what they decide to play will form part of the en-
vironment, and help guide the playing decisions of other performers.

The stigmergic nature of minimalist music contrasts with the ideal 
of a composer transcribing mental representations (see Section 2.6). One 
cannot predict what In C will sound like by simply examining the score. 
Only an actual performance will reveal what In C’s score represents. 
“Though I may have the pleasure of discovering musical processes and 
composing the musical material to run through them, once the process 
is set up and loaded it runs by itself” (Reich, 1974, p. 9).

Reich’s idea of a musical process running by itself is reminiscent of 
the synthetic approach introduced in Section 1.11. In the synthetic ap-
proach, one includes a set of primitive processes in an agent. Typically 
there are non-linear interactions between these building blocks, and 
between the building blocks and the environment (in which the agent 
is embodied and situated). As a result, complex and interesting behav-
iours emerge — results that far exceed behavioural predictions based on 
knowing the agent’s makeup (Braitenberg, 1984). Human intelligence 
is arguably the emergent product of simple, interacting mental agents 
(Minsky, 1985). The minimalists have tacitly (and presciently) adopted 
this view, and have created a mode of composition that reflects it.

2.16 musical stigmergy 
The continual evolution of modern technology has had a tremendous 
impact on music. Some of this technology has created situations in 
which musical stigmergy is front and centre.

2.16.1  Musical Swarms

Consider a computer program called Swarm Music (Blackwell, 2003; 
Blackwell & Young, 2004a, 2004b). In Swarm Music there are one or 
more swarms of particles. Each particle is a musical event: it exists in 
a musical space where the coordinates of the space define musical pa-
rameters (e.g., pitch, duration, loudness); its position defines a particular 
combination of these parameters. The swarm of particles is dynamic, 
and is drawn to attractors that are placed in the space. The swarm can 
thus be converted into music. “The swarming behavior of these particles 
leads to melodies that are not structured according to familiar musical 
rules, but are nevertheless neither random nor unpleasant” (Blackwell 
& Young, 2004a, p. 124). Swarm Music is made dynamic by coupling it 
with human performers in an improvised — and stigmergic — perfor-
mance. The sounds created by the human performers are used to re-
vise the positions of the attractors for the swarms, causing the music 
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generated by the computer system to change in response to the other 
performers. The human musicians then change their performance in 
response to the computer.

Performers who have improvised with Swarm Music provide accounts 
that highlight its stigmergic nature. Singer Kathleen Willison “was sur-
prised to find in the first improvisation that Swarm Music seemed to 
be imitating her: ‘[the swarm] hit the same note at the same time — the 
harmonies worked’. However, there was some tension; ‘at times I would 
have liked it to slow down … it has a mind of its own … give it some 
space’. Her solution to the ‘forward motion’ of the swarms was to ‘wait 
and allow the music to catch up’” (Blackwell, 2003, p. 47).

2.16.2 The ReacTable

Another new technology in which musical stigmergy is evident is the 
reacTable (Jordà, Geiger, Alonso, & Kaltenbrunner, 2007; Kaltenbrunner, 
Jordà, Geiger, & Alonso, 2007). The reacTable is an electronic synthesizer 
that permits several different performers to play it at the same time. 
The reacTable gained widespread acclaim when Björk featured it in per-
formances for the tour of her 2007 album Volta.

The reacTable is a circular, translucent table upon which objects can 
be placed. Some objects generate wave forms; some objects perform al-
gorithmic transformations of their inputs; some objects control others 
that are nearby. Rotating an object, and using a fingertip to manipulate 
a visual interface that surrounds it, modulates a musical process (e.g., 
changes the frequency and amplitude of a sine wave). Visual signals 
displayed on the reacTable — and visible to all performers — indicate the 
properties of the musical event produced by each object, as well as the 
flow of signals from one object to another. At the time this section was 
written, a number of demonstrations of the reacTable were available on 
YouTube (e.g., ReacTable: Basic Demo #1, found at http://www.youtube.
com/watch?v=0h-RhyopUmc).

The reacTable is an example of musical stigmergy because when mul-
tiple performers use it simultaneously, they are reacting to the exist-
ing musical events. These events are represented as physical locations 
on the reacTable itself (i.e., the positions of objects), the visual signals 
emanating from these objects, and the aural events that the reacTable 
as instrument is producing. By co-operatively moving, adding, or remov-
ing objects the musicians collectively improvise a musical performance. 
The reacTable is an interface intended to provide a “combination of in-
timate and sensitive control, with a more macro-structural and higher 
level control which is intermittently shared, transferred and recovered 
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between the performer(s) and the machine” (Jordà et al, 2007, p. 145). 
That is, the reacTable — and the music that it produces — provides control 
analogous to that provided by the nest-in-progress of an insect colony as 
discussed in Chapter 1.

2.17 from hot to cool
2.17.1  The Conduit Metaphor

Cybernetics began with the study of communication (Shannon, 1948; 
Wiener, 1948). Classical cognitive science developed when many cyber-
netic ideas were explored in a cognitivist context (Conrad, 1964; Leibo-
vic, 1969; Lindsay & Norman, 1972; MacKay, 1969; Selfridge, 1956; Singh, 
1966). As a result, the cybernetic notion of communication — transfer of 
information from one location to another — is easily found in the clas-
sical approach’s literature.

The classical study of communication is dominated by the conduit 
metaphor (Reddy, 1979). According to the conduit metaphor, language 
provides containers (e.g., sentences, words) that are packed with mean-
ings and delivered to receivers, who unpack them to receive the in-
tended message. Reddy provides a large number of examples of the 
conduit metaphor, including: You still haven’t given me any idea of what 
you mean; You have to put each concept into words very carefully; The sen-
tence was filled with emotion.

The conduit metaphor also applies to the traditional view of classi-
cal music, which construes this music as a “hot medium” to which the 
listener contributes little (McLuhan, 1994). The composer places some 
intended meaning into a score, the orchestra brings the score to life 
exactly as instructed by the score, and the (passive) audience unpacks 
the delivered music to get the composer’s message. If traditional music 
were a “cool medium,” then much of the meaning would be contributed 
by an active audience. The conduit metaphor breaks down in modern 
music. If control is taken away from the score and the conductor; if 
the musicians become active contributors to the composition (Benson, 
2003); if the audience is actively involved in completing the composition 
as well; if music is actually a cool medium, then what is the intended 
message of the piece?

2.17.2  Audible Processes

Minimalist composers adopt a McLuhanesque view of their composi-
tions: the music doesn’t deliver a message, but is itself the message. After 
being schooled in the techniques of serialism, which deliberately hid 
the underlying musical structures from the audience’s perception, the 
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minimalists desired to create a different kind of composition. In their 
compositions the audience would hear the musical processes upon which 
the pieces were built. Reich (2002, p. 34) is “interested in perceptible 
processes. I want to be able to hear the process happening throughout 
the sounding music.”

Reich’s made processes perceptible by making them gradual. But this 
didn’t make his compositions any less musical. “Even when all the cards 
are on the table and everyone hears what is gradually happening in a 
musical process, there are still enough mysteries to satisfy all. These 
mysteries are the impersonal, unintended, psychoacoustic by-products 
of the intended process” (Reich, 2002, p. 35).

Reich’s recognition that the listener contributes to the composi-
tion — that classical music is a cool medium, not a hot one — is funda-
mental to minimalist music (see also Section 2.14.2). Philip Glass was 
surprised to find that he had different experiences of different perfor-
mances of Samuel Beckett’s Play (for which Glass composed music) (Glass, 
1987). He realized that “Beckett’s Play doesn’t exist separately from its 
relationship to the viewer, who is included as part of the play’s content” 
(p. 36). Audiences of Glass’s Einstein on the Beach had similar experiences. 
“The point about Einstein was clearly not what it ‘meant’ but that it was 
meaningful as generally experienced by the people who saw it” (p. 33).

In the cool medium of modern music, the composition has appeared 
to “leak” from the composer’s mind, and requires contributions from 
both the performers and the audience. Imagine the goal of explaining 
the psychological processes that produced such a composition. Could 
classical cognitive science accomplish this goal, or would alternative 
theories and methods be required?

2.18 the shock of the new
2.18.1  Classical Value

While new theories seem necessary to explain how modern music is 
composed, a classical theory might be able to explain the composition 
of traditional classical music. Some consider modern music not to be 
music at all (Pleasants, 1955): perhaps there is no need for a non-classical 
cognitive science of music.

One reason for considering this view is that in the cool medium of 
modern music, where control of the composition is far more decentral-
ized, a modern piece seems more like an improvisation than a traditional 
composition. “A performance is essentially an interpretation of something 
that already exists, whereas improvisation presents us with something 
that only comes into being in the moment of its presentation” (Benson, 
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2003, p. 25). Jazz guitarist Derek Bailey notes that the ability of an audi-
ence to affect a composition is expected in improvisation (Bailey, 1992). 
“Improvisation’s responsiveness to its environment puts the perfor-
mance in a position to be directly influenced by the audience” (p. 44). 
Such effects, and more generally improvisation itself, are presumed to 
be absent from the Austro-German musical tradition: “The larger part 
of classical composition is closed to improvisation and, as its antithesis, 
it is likely that it will always remain closed” (Bailey, 1992, p. 59).

Perhaps modern music will require alternative theories to explain 
composition because it is improvisational, while traditional classical 
music is not.

2.18.2  A Tradition of Improvisation

However, there is a problem with this dismissal. Modern music suggests 
that the composition, performance, and perception of music can involve 
processes that are not easily included in the theories of classical cog-
nitive science. Are such possibilities true of traditional music as well? 
Perhaps one of the shocks delivered by modern music is that many of 
its characteristics also apply to traditional classical music.

For instance, Austro-German music has a long tradition of improvi-
sation, particularly in church music (Bailey, 1992). A famous example 
of such improvisation occurred when Johann Sebastian Bach was sum-
moned to the court of German Emperor Frederick the Great in 1747. The 
Emperor played a theme for Bach on the piano, and asked Bach to create 
a three-part fugue from it. The theme was a trap, probably composed 
by Bach’s son Carl Philipp Emanuel (employed by the Emperor), and 
was designed to resist the counterpoint techniques required to create 
a fugue. “Still, Bach managed, with almost unimaginable ingenuity, to 
do it, even alluding to the king’s taste by setting off his intricate coun-
terpoint with a few galant flourishes” (Gaines, 2005, p. 9). This was pure 
improvisation, as Bach composed and performed the fugue on the spot.

Benson (2003) argues that much of traditional music is improvisa-
tional, though perhaps less evidently than in the example above. Austro-
German music was composed within the context of particular musical 
and cultural traditions. This provided composers with a constraining 
set of elements to be incorporated into new pieces, while being trans-
formed or extended at the same time. “Composers are dependent on the 
‘languages’ available to them, and usually those languages are relatively 
well defined. What we call ‘innovation’ comes either from pushing the 
boundaries or from mixing elements of one language with another” 
(p. 43). Benson argues that improvisation provides a better account of 
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how traditional music is composed than do alternatives like “creation” 
or “discovery,” and then shows that improvisation also applies to the 
performance and the reception of pre-modern works.

The possibility that classical music shares many of the properties 
of modern music — improvisation, decentralized control, dependence 
upon the audience-as-environment (Benson, 2003) — raises a challenge 
to classical cognitive science’s ability to explain musical composition. 
If much of classical music (modern or not) is cool, then what kinds of 
theories are required to explain how it is composed?

2.19 musical methods and the mind 
2.19.1  Characteristic Questions

Earlier in this chapter it was hypothesized that there was a strong 
analogy between classical cognitive science and classical music. As 
a result, the classical approach seemed ideally positioned to provide 
a cognitive science of music. However, the nature of modern music 
raises serious doubts about the validity of this analogy, and of what 
the analogy implies.

Classical music relied heavily upon formal structures (Copland, 1939). 
However, modern music rejects this reliance, and can develop in the 
absence of formal notation. “Stravinsky did not set out to produce a 
compendium of new rhythmic ideas; they came unbidden, and he found 
that he was inventing music which he did not at first know how to no-
tate” (Griffiths, 1994, p. 41).

Classical music depended upon tonality, harmony, and conventional 
formats to communicate meanings to a passive audience (Meyer, 1956). 
Modern music abandons these ideas, content with communicating mu-
sical processes, but expecting aesthetic results to emerge from the in-
teractions of a score, musicians, and an audience (Glass, 1987; Potter, 
2000; Reich, 2002; Schwarz, 1996). “Minimalism was marked by a spirit 
of discovery: the discovery of models in extra-European music […], and 
the discovery of how extended musical structures could be created out 
of rudimentary ideas” (Griffiths, 1994, p. 188).

Classical music adhered to the ideal of the disembodied composer, 
capable of creating themes in his or her mind alone, to be later com-
mitted to a score (Hildesheimer, 1983). To modern music this is not an 
ideal, but a myth. “It is also enlightening that Mozart refused to compose 
without a keyboard at him, for the traditional view is that he was able 
to compose everything in his head’” (Benson, 2003, p. 59). Modern music 
recognizes that the responsibility of a composition has “leaked out” of 
the composer’s mind (Clark, 1997; Wilson, 2004) into an environment 
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that includes the conductor, the performers, and even the audience.
Classical music placed total control of a performance in the hands of 

a conductor whose mission was to deliver the message contained in a 
score. “Presence of mind is among his [the conductor’s] central attributes; 
law-breakers must be curbed instantly. The code of laws, in the form 
of the score, is in his hands” (Canetti, 1962). Modern music recognizes 
that there is no central control, and uses this recognition to explore the 
full range of musical possibilities. “One way of thinking about a musi-
cal work is that it provides a world in which music making can take 
place. Performers, listeners, and even composers in effect dwell within 
the world it creates. And their way of dwelling is best characterized as 
‘improvisation’” (Benson, 2003, p. 32). If ideas like decentralized con-
trol, emergence from musical agents, and stigmergy can plausibly be 
applied to a complex psychological phenomenon like the composition 
of classical music, then is it not also plausible that these ideas can be 
applied to more mundane aspects of cognition? If this is the case, then 
what new kinds of theories are needed in cognitive science? And what 
new kinds of methods are required to permit these theories to flourish?

2.19.2  The Synthetic Approach

Classical cognitive scientists prefer to locate the source of complicated 
behaviour within the organism, and not within its environment (Brait-
enberg, 1984). This has been called the frame of reference problem (Pfeifer 
& Scheier, 1999), whose implications were long ago highlighted in the 
parable of the ant (Section 1.12). A consequence of the frame-of-reference 
problem is that relatively simple systems can surprise us, and generate 
far more complicated behaviour than we might expect. To take advan-
tage of this, Braitenberg has called for the adoption of the synthetic ap-
proach. In the synthetic approach, one takes an interesting set of building 
blocks, creates a working system from them, and then sees what the 
system can or cannot do (Dawson, 2004). The next chapter explores the 
relationship between the synthetic approach and the new alternatives 
to classical cognitive science.
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 Chapter 3
 Situated Cognition and Bricolage

3.0 chapter overview
One example of a prototypical architecture for classical cognitive sci-
ence is the production system (Newell & Simon, 1972). Early production 
systems were used to explore the manipulation of mental representa-
tions. Thus, logicism is one central characteristic of production system 
models. As production systems evolved, researchers included elements 
that modelled perception and action (Anderson et al., 2004; Meyer & Ki-
eras, 1997a, 1997b). However, there were no direct interactions between 
sensing and acting. As a result, modern production systems preserve 
logicism and maintain a strict adherence to the sense–think–act cycle.
However, some theories that endorse logicism, such as Piaget’s theory 
of cognitive development, are open to the idea that logicism is founded 
upon actions in the world. Indeed, computational arguments, as well as 
numerous results from cognitive neuroscience, support the claim that 
human cognition involves both sense–think–act and sense–act process-
ing. As a result, new theories are arising in cognitive science in which 
the external world plays a more important role in cognition. Cognitive 
processing is seen to be aided or scaffolded by worldly support, and for 
this reason some researchers claim that the mind has leaked into the 
world. As well, rather than identifying a unifying theory of mind (a prin-
cipal goal of production system architectures), some researchers argue 
that cognition is mediated by a diverse collection of cognitive agents 
(Minsky, 1985, 2006). Thinking thus is not viewed as the rational applica-
tion of logical rules, but is instead viewed as a form of bricolage in which 
thinkers choose subsets of processes at hand, some sense–think–act and 
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other sense–act, and interact with the world to solve problems. How 
does one study a mind that is both leaky and composed of a collection 
of non-linear agents? One approach is to adopt a synthetic methodology 
in which a set of interesting primitive processes is selected, organized 
into a system, and then observed in action as the embodied and situated 
system interacts with its environment. It has been claimed that this syn-
thetic approach can lead to simpler theories than would be the case if 
more traditional analytic methodologies were employed (Braitenberg, 
1984). But how, then, do we train students to consider the mind in this 
different way, and how do we prepare them to study the mind using 
synthetic methodologies? At the end of this chapter it is proposed that 
we train them to be bricoleurs to construct and observe simple robots in 
action. Specific examples of such training are then introduced in this 
book, beginning with Chapter 4.

3.1 three topics to consider
3.1.1  Review to This Point

Chapter 1 began by exploring the age-old view that man is different 
from, and superior to, beast. Many have suggested that the source of 
this difference is human rationality. It is by virtue of rationality that 
man controls his environment, while animals are controlled by their 
environment. We considered potential exceptions to this view, such as 
the large and complex nests constructed by the social insects. However, 
we saw that many researchers believe that these intricate structures 
emerge from the stigmergic control of insects by their environment. 
But, if the giant mounds of termites can be explained by appealing to 
straightforward environmental control mechanisms, then why would 
it be unreasonable to offer similar explanations for human creations?

Chapter 2 explored this question by considering a prototypical exam-
ple of human intelligence: composing classical music. We saw that the 
traditional view of composition treated music as the ultimate product of 
a rational, representational mind. However, these ideas were challenged 
when the characteristics of modern classical music were examined. We 
saw that modern music removed itself from the traditions of classical 
music by abandoning structure, by eliminating the goal of communicat-
ing particular messages, by exploring the complex products that could 
emerge from the interaction of simple processes, and by removing cen-
tral control from the score in the conductor and distributing control 
to the performers and the audience. Furthermore, we encountered the 
argument that these characteristics of modern classical music could 
also be found in more traditional music if one took the care to search 
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for them. If it is possible for the composition of classical music to involve 
processes that are not completely rational, then is it not also possible 
that this is true of more mundane cognitive activities?

3.1.2  New Headings

Importantly, questions about human rationality do not hinge upon the 
structure of insect nests or the nature of modern music. We have seen 
that classical cognitive science views rationality as a fundamental prin-
ciple of cognition; this is consistent with its reliance upon logicism. To 
its credit, classical cognitive science has developed influential and pow-
erful theories of reasoning and problem solving that have rationality 
and logicism as their foundation. Nonetheless, a large number of ex-
perimental results concerning judgment, decision making, or problem 
solving have shown human cognition to depart from rational norms 
(Hastie, 2001; Mellers, Schwartz, & Cooke, 1998; Oaksford & Chater, 1998; 
Piattelli-Palmarini, 1994; Tversky & Kahneman, 1974). Many attempts 
have been made to revise these norms, or to propose alternative repre-
sentational processes that incorporate additional constraints and move 
beyond these norms, to accommodate these irrational results within a 
rational cognitive science.

Of course, these results have also motivated alternative views of the 
mind. For instance, embodied cognitive science might attempt to ex-
plain apparently irrational results by noting these results make perfect 
sense in the context of an agent and its environment. One purpose of 
the current chapter is to explore an alternative view of mind that ac-
knowledges the contributions of the environment to cognition.

The emergence of new views of mind has also led to the development 
of new approaches to its study. In particular, new approaches to model-
ling have appeared that involve novel relationships between the model 
and the system being modelled. A second purpose of the current chapter 
is to discuss the general characteristics of such models. New views of 
the mind, and new approaches to modelling cognitive phenomena, also 
raise questions about how these ideas should be introduced to students 
of cognitive science. A third purpose of the current chapter is to pro-
pose a general approach to instruction that is adopted and illustrated 
in more detail in subsequent chapters. 

3.2 production systems as classical architectures
3.2.1  The Production System

Let us start by describing the general characteristics of a classical infor-
mation processing architecture, the production system. Production systems 
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are powerful architectures that have been used to model many psycho-
logical phenomena (Anderson, 1983; Anderson et al., 2004; Anderson & 
Matessa, 1997; Meyer et al., 2001; Meyer & Kieras, 1997a, 1997b; Newell, 
1990; Newell & Simon, 1972). One aim of this chapter is to dispute some 
of the traditional assumptions of this architecture. The intent is not to 
attack production systems in particular, or to attack classical cognitive 
science in general. Rather, we will explore the idea that the foundational 
assumptions of production systems can easily be modified to show how 
this presumed classical system can incorporate the general character-
istics of alternatives to classical cognitive science.

A production system is a general purpose symbol manipulator (An-
derson, 1983; Newell, 1973; Newell & Simon, 1972). Like the Turing 
machine, and like most digital computers, production systems are de-
fined by a sharp distinction between data and process. In the Turing 
machine, data are the symbols stored on the tickertape, while process 
is the set of rules that reside in the machine head. In a modern digital 
computer, data are the representations stored in random access memory 
(RAM), while process consists of the basic operations built into the cen-
tral processing unit (CPU). In a production system, data are symbolic 
expressions that are stored in a working memory (and in some versions 
also stored in a long-term memory), while process consists of a set of 
rules (productions) that are capable of manipulating these expressions 
to achieve a desired information-processing end. Each production in 
a production system is a condition–action pair that scans the expres-
sions in working memory for a pattern that matches its condition. If a 
match is found, then the production’s action is carried out. An action 
usually involves manipulating symbols in working memory (e.g., add-
ing new symbols).

In general, all the productions scan working memory in parallel. 
When one production finds its condition, it takes control for a mo-
ment, disabling the other productions while the controlling produc-
tion changes memory. Then control is released, and the parallel scan 
of working memory is reinitiated. Additional control mechanisms can 
be added to deal with the situation in which more than one production 
finds its condition at the same time, or when one production finds its 
condition at different places in memory at the same time. As well, some 
productions might write goals into the working memory, and these 
goals can be included as conditions for some of the productions. This 
permits a hierarchical set of goals and subgoals to control the order in 
which productions are activated (Anderson, 1983, pp. 7–10).
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3.2.2  Classical Characteristics

In addition to contributing to cognitive science by modelling many 
higher-order cognitive phenomena, production systems have all of the 
prototypical characteristics of classical information processing. First, 
they distinguish symbols from processes. Second, they are serial informa-
tion processors in the sense that only one production can alter working 
memory at any given time. Third, the entire purpose of a production 
system is to manipulate symbolic expressions. Fourth, production sys-
tems have the requisite computational power. It has been proven that 
a production system is capable of solving the same problems that can 
be solved by a universal Turing machine (Newell, 1980).

The purpose of presenting production systems at this point in the 
chapter is to provide a concrete example to which we can later return. 
In the pages that follow we will consider some positions that challenge 
the classical assumptions that production systems embody. We will then 
see how the traditional notion of the production system can be modi-
fied in response to these challenges.

3.3 sense–think–act with productions
3.3.1  An Early Production System

Production systems are prototypical classical architectures in the sense 
that they adhere to a strict sense–think–act cycle (Pfeifer & Scheier, 1999). 
That is, the goal of perceptual mechanisms is to generate symbolic expres-
sions about the world to be stored in working memory. Internal mecha-
nisms manipulate these expressions, producing other expressions that 
can represent plans for action that might affect the outside world.

The role of working memory (and operations upon it) as a mediator 
between sensing and acting is illustrated in Figure 3-1A below. This fig-
ure illustrates the main properties of early production systems used to 
model human cognition (Newell & Simon, 1972). The “thinking” com-
ponent of the model is the large grey box that contains both a working 
memory and a procedural memory (i.e., a set of productions). The double-
headed arrow indicates that control can flow from working memory to 
procedural memory, and vice versa. 

The single-headed arrows illustrate that sensing adds content to the 
working memory, and that the contents of working memory later cause 
actions upon the world. Early production system models did not elaborate 
theories about sensing or acting, in spite of the fact that their developers 
recognized a need to do so. “One problem with psychology’s attempt at cog-
nitive theory has been our persistence in thinking about cognition without 
bringing in perceptual and motor processes” (Newell, 1990, p. 15).
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3-1a

3-1b
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3.3.2  The Next ACT

Figure 3-1B illustrates the general properties of the next stage of pro-
duction system models, Anderson’s adaptive control of thought (ACT) 
architecture (Anderson, 1983). Two of its major innovations are rep-
resented in the figure: the introduction of a declarative memory to 
serve as a store of knowledge that was independent of productions, 
and the introduction of learning mechanisms (indicated by the one-
headed arrow from the procedural memory to itself) that permitted 
new productions to be added. Of course, ACT included other innova-
tions, such as new formats for the elements that were represented in 
the “thinking” part of the system. However, the early ACT architec-
tures remained true to their antecedents by acknowledging the exis-
tence of sensing and acting, but also by failing to elaborate the nature 
of these components. The ACT architecture “historically was focused 
on higher level cognition and not perception or action” (Anderson et 
al., 2004, p. 1038).

3.4 logic from action
3.4.1  Productions and Logicism

Researchers who employ production systems are searching for a uni-
fied theory of cognition (Anderson, 1983; Anderson et al., 2004; Newell, 
1990). “The unitary approach holds that all higher-level cognitive func-
tions can be explained by one set of principles” (Anderson, 1983, p. 2). Of 
course, in a production system some behaviours (e.g., errors, latencies 
to perform various tasks) are the result of memory limitations, or the 
timing of certain operations (Meyer & Kieras, 1997b).

Nevertheless, the basic claim of a production system theory “is that 
underlying human cognition is a set of condition-action pairs” (Ander-
son, 1983, p. 5). The crucial behaviours to be explained by a production 
system are not found in (for instance) memory limitations, but are in-
stead grounded in how the productions themselves rationally manipu-
late representational content. “All the behavioral flexibility of universal 
machines comes from their ability to create expressions for their own 
behavior and then produce that behavior. Interpretation is the necessary 
basic mechanism to make this possible” (Newell, 1980, p. 158). Produc-
tion systems realize a commitment to logicism, a logicism instantiated 
as a particular representational theory of mind.

3.4.2  Logic as Internalized Action

However, logicism can be rooted in non-logical action. Consider Piaget’s 
theory of cognitive development (Inhelder & Piaget, 1958, 1964; Piaget, 
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1970a, 1970b, 1972; Piaget & Inhelder, 1969). According to Piaget, chil-
dren achieve adult-level cognitive abilities at the stage of formal operations 
sometime in their early teens. This stage is formal in the sense that the 
child operates on symbolic representations. Furthermore, these opera-
tions are logical in nature. Formal operations involve completely abstract 
thinking, where relationships between propositions that represent the 
full range of possibilities are considered. “Considering possibilities” 
involves representing potential states of affairs in an organized com-
binatorial matrix. Different locations in this matrix encode different 
combinations of values of whatever variables are critical to the problem 
at hand. The INRC group is a set of four logical operations (identity, ne-
gation, reciprocal, and correlation) that permit the child to manipulate 
the combinatorial matrix, moving from one location to another, orga-
nizing it into logically significant groups. Clearly, the stage of formal 
operations is representational, and is an expression of logicism.

However, the route to formal operations begins with direct interac-
tions with objects in the world (the sensorimotor stage). These objects are 
later internalized as symbols in the preoperational stage. In the next stage 
(concrete operations) these symbols can be manipulated, but these manip-
ulations are not abstract: they bear “on manipulable objects (effective 
or immediately imaginable manipulations), in contrast to operations 
bearing on propositions or simple verbal statements (logic of proposi-
tions)” (Piaget, 1972, p. 56). According to Piaget, the roots of logic are the 
child’s physical manipulation of his or her world. “The starting-point 
for the understanding, even of verbal concepts, is still the actions and 
operations of the subject” (Inhelder & Piaget, 1964, p. 284).

For example, through their actions, children naturally group (clas-
sify) and order (seriate) objects. Classification and seriation are opera-
tions that can be defined in precise, formal terms. Piagetian theory 
attempts to explain how, as a child develops, their classifications and 
seriations conform to formal specifications provided by logic or math-
ematics. Piaget concludes that such formal abilities are “closely linked 
with certain actions which are quite elementary: putting things in piles, 
separating piles into lots, making alignments, and so on” (Inhelder & 
Piaget, 1964, p. 291).

Production systems, like most classical theories, emphasize thinking 
at the expense of sensing and action. Theories like those of Piaget pro-
vide alternatives in which humans are agents who act upon their world. 
This doesn’t mean that all sense–think–act cycles should be abandoned. 
Rather, it raises the possibility that they should be supplemented with 
sense–act processes.
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3.5 an EPIC evolution
3.5.1  Productions, Sensing, and Action

Production system researchers should, rightly, object to the criticism 
that they ignore sensing and acting. The omission of sensing and acting 
from such models was merely historical: central processes were simply 
modelled first (Anderson et al., 2004; Newell, 1990). Modern production 
system architectures do include sensing and acting.

3.5.2  The EPIC Architecture

Consider the EPIC (for executive-process interactive control) architecture 
(Meyer & Kieras, 1997a, 1997b). EPIC is designed to model temporal 
regularities observed when humans perform single or multiple tasks. 
One main focus of EPIC has been modelling the psychological refractory 
period (PRP). Imagine a subject who is simultaneously performing two 
tasks (e.g., making one response to stimulus 1, and a second response 
to stimulus 2). The stimulus onset asynchrony (SOA) for this subject is 
the duration from the onset of stimulus 1 to the onset of stimulus 2. 
When the SOA is long (1 second or more), the time taken to make the 
response for either task is similar. However, when the SOA is short 
(0.5 seconds or less) the latency for the second response is longer than 
that for the first. This increase in response latency when SOA is short 
is the PRP.

EPIC is very similar to the production system that was illustrated 
in Figure 3-1B. EPIC consists of declarative, procedural, and working 
memories. The major innovation of EPIC as a production system is that 
it permits productions to act in parallel. That is, at any time cycle in 
EPIC processing, all productions that have matched their conditions in 
working memory will act to alter working memory. This is important; 
when multiple tasks are modeled there will be two different sets of 
productions in action, one for each task.

EPIC also extends earlier production systems by including sensory 
processors, such as virtual eyes and ears. These sensory processors use 
table lookups to classify some physical aspect of the world, and then 
add symbols to working memory to represent this physical quality. For 
example, at first the virtual ear will indicate the presence of a signal 
by writing the string “auditory detection onset” to working 
memory. Later, the identity of the signal will be represented (e.g., by 
writing “auditory tone 800 on” to memory).

Another EPIC extension is the inclusion of motor processors. This 
recognizes that action can provide constraints on performing cogni-
tive tasks. For example, in EPIC a single motor processor controls both 
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“virtual hands.” This permits interference between two tasks that in-
volve making responses with different hands.

Motor processors take symbols from working memory. For instance, 
the string “left index” in working memory is an instruction from 
the “cognitive processor” (i.e., the three memories working in unison) 
to perform some action with the left index finger. The motor processors 
convert working memory symbols into symbols that can be used to con-
trol a motor system, and place these into a memory buffer devoted to the 
motor system. This permits sequences of motor actions to be planned 
and stored, and also permits actions to be repeated by using the motor 
buffer directly to run a motor program that has already been created. 
Motor processors also send information back to working memory for 
central processes to monitor the progress of requested actions.

The preparation and activation of motor commands, as well as the 
transfer of information from sensory processors, are all operations 
that take specific amounts of time. When the EPIC architecture is used 
to simulate human performance on multiple tasks (producing what 
Meyer and Kieras (1997a) call the strategic response-deferment model), 
additional assumptions are used to coordinate the different tasks, and 
these assumptions also have temporal implications. As a result, this 
architecture can successfully simulate the reaction time regularities 
observed in a number of experimental studies of the PRP. 

3.6 productions and formal operations
3.6.1  Sense — Think — Act

While the inclusion of sensing and acting components in models like 
EPIC (Meyer & Kieras, 1997a, 1997b) is commendable, it is accomplished 
by shoehorning them into the classical conception of mind. Figure 3-2 
provides an illustration of an EPIC-like production system to help make 
this point. To simplify matters, it only illustrates a single sensor and a 
single motor processor.

It is evident in Figure 3-2 that both sensing and acting are mediated 
by central cognitive processing. Sensing transduces properties of the 
external world into symbols to be added to working memory. Working 
memory provides symbolic expressions to be interpreted by motor pro-
cessors. Thus working memory centralizes the “thinking” that maps 
sensations onto actions. There are no direct connections between sens-
ing and acting that bypass working memory.

When sensing and acting are placed in a sense–think–act cycle, em-
bodied cognitive science (sometimes called situated action [Vera & Simon, 
1993]) becomes rooted in symbol manipulations. “It follows that there 
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is no need, contrary to what followers of SA [situated action] seem some-
times to claim, for cognitive psychology to adopt a whole new language 
and research agenda, breaking completely from traditional (symbolic) 
cognitive theories. SA is not a new approach to cognition, much less a 
new school of cognitive psychology” (Vera & Simon, 1993, p. 46).

3.6.2  Formal Operations

Making situated action “cognitive” by forcing sensing and acting to be 
mediated by symbol manipulations is analogous to the formal opera-
tions proposed by Piaget that were discussed in Section 3.4. In models 
such as EPIC, the bulk of sensation and action have been internalized as 
symbol manipulations. EPIC uses completely virtual sensors and actors. 
The assumption is that if these virtual components were replaced with 
real sensors and actors, then the main results of EPIC would still hold.

However, this is not necessarily the case. First, in order for the sense–
think–act cycle to work, a detailed internal model of the external world 
must be constantly maintained. As the complexity of this model increases 
(e.g., by increasing the number or complexity of sensors), a number of 
logical and practical problems emerge (Brooks, 1999, 2002; Clark, 1997; 
Pylyshyn, 1987). In general, more and more resources are required for 
modeling, and as a result action becomes slower and slower. 

3-2
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Second, the sense–think–act cycle usually requires the use of a com-
mon language (e.g., the symbols in working memory). However, simple 
and fluid interactions between sense and action may result when one 
considers specialized coordinate systems (Hutchins, 1995). “Intelligence 
and understanding are rooted not in the presence and manipulation of 
explicit, language-like data structures, but in something more earthy: 
the tuning of basic responses to a real world that enables an embodied 
organism to sense, act, and survive” (Clark, 1997, p. 4). We see next that 
neuroscientists have uncovered evidence for such earthy processing in 
the human brain.

3.7 evidence for sensing and acting 
      without thinking

3.7.1  Classical Modularity

An influential idea in cognitive science is that of modularity (Fodor, 1983). 
A module is a domain-specific system that solves a very particular prob-
lem, is incapable of solving other information-processing problems, and 
is usually associated with fixed neural architecture.

The modularity proposal is usually incorporated into the “sense–
think–act” cycle of classical cognitive science (Dawson, 1998). Specifically, 
most modules solve particular perceptual problems (sense). The output 
of these modules is then passed on to visual cognition or higher-order 
cognition for inferential or semantic processing (think). The results of 
this higher-order processing are then used to generate actions (Wright 
& Dawson, 1994). However, this is not the only way in which modular-
ity has been incorporated into cognitive science.

3.7.2  Visuomotor Modules

Research on the vision of the frog has established the existence of proces-
sors that do not appear to feed into higher-order thinking mechanisms, 
but instead serve directly as “sense–act” or visuomotor modules (Ingle, 
1973). Ingle surgically removed one hemisphere of the optic tectum of a 
frog; the optic tectum is the part of the frog brain most responsible for 
visual processing. Ingle’s lesion produced a particular form of blindness 
in which the frog pursued prey presented to the eye that was connected 
to the remaining tectum, but did not respond to prey presented to the 
eye that was originally connected to the ablated tectum.

Ingle found that, over time, the nerve fibres from the tectumless eye 
grew to be connected to the remaining optic tectum on the “wrong” 
side of the animal’s head. As a result, when a target was presented to 
this eye, the frog was no longer blind to it. However, the animal’s motor 
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responses were aberrant! The frog always moved toward a location that 
was mirror-symmetrical to the actual location of the target, and this 
incorrect response was shown to be due to the topography of the regen-
erated nerve fibres. This result demonstrated that the frog optic tectum 
converts a visual sensation directly into a motor response. “The visual 
system of most animals, rather than being a general-purpose network 
dedicated to reconstructing the rather limited world in which they live, 
consists instead of a set of relatively independent input-output lines, or 
visuomotor ‘modules’, each of which is responsible for the visual control 
of a particular class of motor outputs” (Goodale & Humphrey, 1998, p. 183).

Such results, and conclusions, are not limited to the frog. Parallel results 
have been found in the gerbil (Mlinar & Goodale, 1984). As well, studies of 
brain-injured patients have demonstrated that the human visual system 
may also be organized into visuomotor modules (Goodale, 1988, 1995; 
Goodale & Humphrey, 1998; Goodale, Milner, Jakobson, & Carey, 1991).

For instance, Goodale and his colleagues have studied one patient, 
DF, who suffered irreversible brain damage that dramatically impaired 
the ability to recognize visual shapes or patterns. However, DF’s visuo-
motor abilities were not impaired at all. Another patient, VK, had the 
exact opposite pattern of dysfunction after a series of strokes. VK had 
normal form perception, but her visuomotor control — in particular, 
her ability to form her hand to grasp objects of different shapes — was 
severely impaired.

Goodale and Humphrey (1998) have argued for the existence of two 
complementary visual systems, one responsible for controlling object-
directed action, the other responsible for creating an internal model of 
the external world. “Although there is clearly a division of labor between 
the perception and action systems, this division reflects the complemen-
tary role the two systems play in the production of adaptive behavior” (p. 
203). This view, called the duplex theory, supports roles for both sense–act 
and sense–think–act processing. Such a view is not evident in modern 
production system models such as EPIC, which require that all percep-
tion and action be mediated by central cognitive processing.

3.8 action without representation?
3.8.1  Multiple Visual Pathways

There are two parallel physiological pathways in the human visual sys-
tem (Livingstone & Hubel, 1988; Maunsell & Newsome, 1987; Ungerleider 
& Mishkin, 1982). One, the ventral stream, seems to process visual form 
(i.e., specifying what an object is), while the other, the dorsal stream, 
seems to process visual motion (i.e., specifying where an object is).
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These pathways are distinct: brain damage can produce deficits in 
motion perception, but not affect form perception, or vice versa (Botez, 
1975; Hess, Baker, & Zihl, 1989; Zihl, von Cramon, & Mai, 1983). Simi-
larly, cell recordings have revealed neurons that are sensitive to stimu-
lus movement, but not to form (Albright, 1984; Dubner & Zeki, 1971; 
Maunsell & van Essen, 1983; Rodman & Albright, 1987; Zeki, 1974). 

Historically, these two streams were considered to be representa-
tional: the ventral stream represented information about form, while 
the dorsal stream represented information about motion or location. 
Furthermore, the two streams were only sensitive to the information 
that they could represent. Goodale’s contribution to this literature is 
to reconceptualize the pathways. 

In the duplex approach to vision (Goodale & Humphrey, 1998), the 
two pathways are sensitive to similar information, but use different 
transformations to perform distinct, though complementary, functions. 
The ventral stream creates perceptual representations, while the dorsal 
stream mediates the visual control of action. “The functional distinc-
tion is not between ‘what’ and ‘where’, but between the way in which 
the visual information about a broad range of object parameters are 
transformed either for perceptual purposes or for the control of goal-
directed actions” (Goodale & Humphrey, 1998, p. 187). 

3.8.2  Blindsight

Additional evidence supports Goodale and Humphrey’s (1998) posi-
tion. Consider the phenomenon called blindsight (Weiskrantz, 1986, 
1997; Weiskrantz, Warrington, Sanders, & Marshall, 1974). A patient 
who exhibits blindsight claims to be unable to see presented stimuli. 
That is, visual experiences have been ablated as the result of brain in-
jury. However, these patients still demonstrate some ability to point 
to or detect visual stimuli. Blindsight occurs in human patients who 
have had damage to their primary visual cortex, and can be created 
experimentally in primates by surgically removing their visual cortex 
(Stoerig & Cowey, 1997).

Blindsight must be mediated by neural pathways not affected by the 
damage to primary visual cortex. Such damage has severe effects upon 
the ventral stream of processing. However, a variety of results suggest 
that much of the functionality of the dorsal stream remains intact 
(Danckert & Rossetti, 2005). “Action-blindsight depends on the integ-
rity of residual pathways that terminate in the dorsal ‘action’ stream” 
(Danckert & Rossetti, 2005, p. 1041). These results, and the phenomena 
associated with blindsight in general, are completely consistent with 
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Goodale and Humphrey’s (1998) claim for a non-representational stream 
responsible for visually guided action.

Healthy subjects can also provide support for the duplex theory. In 
one study (Pelisson, Prablanc, Goodale, & Jeannerod, 1986), subjects 
reached toward an object while detailed measurements of their move-
ment were recorded. However, the experimental method was such that 
as subjects reached, the object’s position was changed — but only when 
a subject’s eyes performed a saccadic eye movement. This manipulation 
resulted in subjects not being consciously aware that the object had ac-
tually moved. Nevertheless, their reach was adjusted to compensate for 
the object’s new position. “No perceptual change occurred, while the 
hand pointing response was shifted systematically, showing that differ-
ent mechanisms were involved in visual perception and in the control 
of the motor response” (Pelisson et al., 1986, p. 309).

3.9 a need for action 
3.9.1  Incorporating Action

The earliest production systems were prototypical examples of classi-
cal cognitive science (Newell, 1973; Newell & Simon, 1972). They have 
evolved into architectures that explicitly include sensing and acting 
(Anderson et al., 2004; Meyer & Kieras, 1997a, 1997b). However, this is 
accomplished via an explicit sense–think–act cycle, and ignores the pos-
sibility of sense–act processing.An alternative to the classical approach 
is called embodied cognitive science (Agre, 1997; Brooks, 1999, 2002; 
Clancey, 1997; Clark, 1997, 2003, 2008; Pfeifer & Scheier, 1999; Robbins & 
Aydede, 2009; Varela et al., 1991). Embodied cognitive science recognizes 
the importance of sensing and acting, but reacts against central cogni-
tive control. Its more radical proponents strive to completely replace the 
sense–think–act cycle with sense–act mechanisms. “In particular I have 
advocated situatedness, embodiment, and highly reactive architectures 
with no reasoning systems, no manipulable representations, no symbols, 
and totally decentralized computation” (Brooks, 1999, p. 170).

That some behaviour results from sense–act processing is supported 
by research on multiple perceptual streams in the brain (Livingstone & 
Hubel, 1988; Maunsell & Newsome, 1987; Ungerleider & Mishkin, 1982), 
the hardwiring of sense–act reflexes (Ingle, 1973; Mlinar & Goodale, 
1984), and the cognitive neuroscience of visually guided action (Goo-
dale, 1988, 1990, 1995; Goodale & Humphrey, 1998; Goodale et al., 1991; 
Pelisson et al., 1986). However, embodied cognitive scientists are not 
primarily motivated by such evidence. Instead, they see good computa-
tional reasons for removing central cognitive control. “The realization 
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was that the so-called central systems of intelligence — or core AI as it 
has been referred to more recently — was perhaps an unnecessary illu-
sion, and that all the power of intelligence arose from the coupling of 
perception and actuation systems” (Brooks, 1999, p. viii).

3.9.2  Advantages of Action

Survival depends upon swift action. Attempts to employ the sense–think–
act cycle in early mobile robots (Moravec, 1999; Nilsson, 1984) produced 
systems that took too long to think (see the discussion of Shakey in Sec-
tion 7.2.2), and therefore could not act appropriately in real time. “The 
disparity between programs that calculate, programs that reason, and 
programs that interact with the physical world holds to this day. All 
three have improved over the decades, buoyed by a more than million 
fold increase in computer power in the fifty years since the war, but 
robots are still put to shame by the behavioral competence of infants 
or small animals” (Moravec, 1999, p. 21).

Some argue that this is due to the computational bottleneck caused 
by the cost of maintaining an internal model of the world. This bot-
tleneck might be removed by using the world as its own model. This 
eliminates the costly need to internalize it (e.g., Brooks, 1999), making 
actions faster and more adaptive.

Slow action might also characterize unifying theories of mind (An-
derson et al., 2004; Newell, 1990). This is because they need to mediate 
all sensing and acting via a common symbolic framework. In addition 
to the cost of maintaining this framework, its generality may ignore 
faster solutions that are possible with more specialized processing. 
An alternative is to use specialized external devices to reduce cogni-
tive demands, and to speed information processing up (Dourish, 2001; 
Hutchins, 1995). “By failing to understand the source of the computa-
tional power in our interactions with simple ‘unintelligent’ physical 
devices, we position ourselves well to squander opportunities with so-
called intelligent computers” (Hutchins, 1995, p. 171).

This raises another crucial advantage of action: extending the capacity 
of central cognition by using external objects to support computation. 
This is called cognitive scaffolding (Clark, 1997), and we will now turn to 
exploring its implications. 

3.10 the external world and computation
3.10.1  Worldly Support for Cognition

Nobel laureate physicist Richard Feynman once took an advanced biol-
ogy course (Feynman, 1985). He presented a seminar about a paper on 
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nerve impulses in cat muscles. To understand the paper, he had gone 
to the library to consult “a map of the cat.” Feynman began his presen-
tation naming various muscles in a drawing of an outline cat. He was 
interrupted by his classmates’ claiming they already knew this. “‘Oh,’ I 
say, ‘you do? Then no wonder I can catch up with you so fast after you’ve 
had four years of biology.’ They had wasted all their time memorizing 
stuff like that, when it could be looked up in fifteen minutes” (Feyn-
man, 1985, p. 59).

Feynman’s tale illustrates that there are different approaches to 
solving information-processing problems. One could memorize all of 
the information that might be required. Or, one could reduce cogni-
tive strain by using the external world. One doesn’t have to (internally) 
remember all of the details if one knows where they can be found in 
the environment.

The world is more than just a memory. Hutchins (1995) describes a task 
in which a navigator must compute a ship’s speed using the measure of 
how far the ship has travelled over a recent interval of time. One solution 
to this task involves calculating speed based on internalized knowledge of 
algebra, arithmetic, and conversions between yards and nautical miles.

A second approach is to draw a line on a three-scale representation 
called a nomogram. The top scale of this tool indicates duration, the 
middle scale indicates distance, and the bottom scale indicates speed. 
The user marks the measured time and distance on the first two scales, 
joins them with a straight line, and reads the speed from the intersec-
tion of this line with the bottom scale. In this case “it seems that much 
of the computation was done by the tool, or by its designer. The per-
son somehow could succeed by doing less because the tool did more” 
(Hutchins, 1995, p. 151).

3.10.2  Scaffolding

The use of external structures like the nomogram to support cognition 
is called scaffolding (Clark, 1997, 2003). The exploitation of the external 
world to support thinking has a long history in developmental psychol-
ogy. For example, in Piagetian theory sensorimotor stage processing pre-
dominantly involves scaffolding, while concrete operations represent a 
stage in which previously scaffolded thought is internalized.

Such a view is more explicit in other theories of cognitive develop-
ment (Vygotsky, 1986). Vygotsky, for example, emphasized the role of 
assistance in cognitive development. He defined the difference between 
a child’s ability to solve problems without aid and their level of ability 
when assisted as the zone of proximal development. Vygotsky argued that 
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the zone of proximal development was crucial, and noted that children 
with larger zones of proximal development did better in school. He 
criticized methods of instruction that required children to solve prob-
lems without help. “The true direction of the development of thinking 
is not from the individual to the social, but from the social to the indi-
vidual” (p. 36). 

Vygotsky is also important for broadening the notion of what resources 
were available in the external world for scaffolding. For example, he 
viewed language as a tool for supporting cognition: “Real concepts are 
impossible without words, and thinking in concepts does not exist beyond 
verbal thinking. That is why the central moment in concept formation, 
and its generative cause, is a specific use of words as functional ‘tools’” 
(Vygotsky, 1986, p. 107). Clark (1997, p. 180) argues that intelligence de-
pends upon scaffolding in this broad sense: “Advanced cognition depends 
crucially on our abilities to dissipate reasoning: to diffuse knowledge 
and practical wisdom through complex social structures, and to reduce 
the loads on individual brains by locating those brains in complex webs 
of linguistic, social, political, and institutional constraints.” 

3.11 some implications of scaffolding 
3.11.1  The Leaky Mind

The scaffolding of cognition causes cognitive scientists to face a number 
of important theoretical issues. First, where is the mind located (Wilson, 
2004)? The traditional view — typified by the production system models 
that we have briefly considered — is that thinking is inside the individ-
ual, and that sensing and acting involve the world outside. However, if 
cognition is scaffolded, then some thinking has moved from inside the 
head to outside in the world. “It is the human brain plus these chunks 
of external scaffolding that finally constitutes the smart, rational infer-
ence engine we call mind” (Clark, 1997, p. 180). From this perspective, 
Clark describes the mind as a leaky organ, because it has spread from 
inside our head to include whatever is used as external scaffolding.

The leaky mind has a profound impact on classical cognitive science. 
For example, in the classical approach it is standard to assume that men-
tal states are realized as brain states (Wilson, 2004). Leaky minds mean 
that this commonplace view of realization has to be revisited.

3.11.2  Group Cognition

The scaffolding of cognition also raises the possibility of public cognition, 
in which more than one cognitive agent manipulates the world that is 
being used to support information processing. Hutchins (1995) provides 
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an excellent example of this in describing how a team of individuals 
is responsible for navigating a ship. He argues that “organized groups 
may have cognitive properties that differ from those of the individu-
als who constitute the group” (p. 228). For instance, in many cases it is 
very difficult to translate the heuristics used by a solo navigator into a 
procedure that can be implemented by a navigation team.

The possibility that group abilities are qualitatively different from 
those of a group’s component individuals is an example of a central 
theme in embodied cognitive science, emergence (Holland, 1998; Johnson, 
2001; Sawyer, 2002). We have already been introduced to emergence in 
both the behavioural products of social insects (Detrain & Deneubourg, 
2006) and in the musical processes of minimalist music (Reich, 2002).

The computational power of groups over individuals is growing in 
importance, and can be found in discussions on collective computation 
and swarm intelligence (Deneubourg & Goss, 1989; Goldstone & Jans-
sen, 2005; Holland & Melhuish, 1999; Kube & Zhang, 1994; Sulis, 1997). 
For cognitive science, it raises the issue of whether there might exist 
a “group mind” that cannot be associated with an individual (Wilson, 
2004). It also raises the possibility of collective human cognition that 
is a product of stigmergy.

3.11.3  Specialized Cognition

Public cognition can proceed in a variety of ways. The most obvious is 
when two or more individuals collaborate on a task using a shared envi-
ronment (Hutchins, 1995). Less obvious is the contribution, over time, of 
specialized environmental tools used in scaffolding. Hutchins stresses 
the cultural and historical nature of these tools. For instance, he notes 
that navigation is impacted by the mathematics of chart projections 
that was worked out centuries ago, as well as by number systems that 
were developed millennia ago. 

Hutchins (1995) suggests extending the parable of the ant (Simon, 
1969) that was introduced in Section 1.12. Instead of watching a single 
ant for a brief period, Hutchins argues that we should instead arrive 
at a beach after a storm, and watch many generations of ants working 
on this tabula rasa. As the ant colony matures, the ants appear smarter, 
because their behaviours are more efficient. But this is because “the en-
vironment is not the same. Generations of ants have left their marks on 
the beach, and now a dumb ant has been made to appear smart through 
its simple interaction with the residua of the history of its ancestor’s 
actions” (Hutchins, 1995, p. 169).
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3.12 stigmergy of thought
3.12.1  Environmental Import

Scaffolded cognition disrupts the classical approach’s reliance on the 
sense–think–act cycle. The purpose of this cycle is to use central cogni-
tive processes to control sensing and acting. However, with scaffolding, 
such central (and internal) control is lost. Thinking becomes the result 
of action on the world, not the control of it. Scaffolding raises the pos-
sibility that the sense–think–act cycle can be replaced with sense–act 
processes that interact directly with the world, and not with an inter-
nal representation of it (Brooks, 1999). This emphasizes a completely 
different notion of control: the world elicits actions upon itself. This is 
another example of stigmergy (Theraulaz & Bonabeau, 1999) that was 
introduced in Chapter 1. Indeed, traditional production system control 
is internally stigmergic, because the contents of working memory deter-
mine which production (or productions, as in the case of EPIC [Meyer & 
Kieras, 1997a]) will act at any given time. When working memory leaks 
into the world via scaffolding, cognitive control becomes as stigmergic 
as a wasp nest’s control of its own creation.

We can now reformulate our earlier production system illustrations. 
Figure 3-3 is a recasting of Figure 3-1B; its working memory has leaked 
into a scaffolding world. This is shown by extending the working memory 
“box” so that it includes at least a subset of the external world.

The second alteration evident in Figure 3-3 is that procedural mem-
ory has been generically described as a set of primitives that sense and 
act. Their behaviour is identical to that of the productions in classical 
theories (Anderson, 1983, 1985; Meyer & Kieras, 1997a, 1999; Newell, 
1990; Newell & Simon, 1972): when a triggering condition is sensed, then 
some action is carried out. However, there is no need to commit to the 
claim that these are productions in the traditional sense.

Rather, the key claim to make is that there are four general types of 
these primitives, and these types are defined in terms of whether they 
interact with internal or external memory. One primitive is like the 
traditional production: it senses information in working memory, and 
also acts on this working memory. The other three are less traditional. 
One type senses information in working memory, but acts on the world. 
One type senses information in the world, but acts on working memory. 
The final type senses and acts on the world.

Figure 3-3 is extremely simple, and is not intended to illustrate a 
complete architecture. Its purpose is to highlight the coexistence of 
two different types of processing, involving two different notions of 
control. One is the sense–think–act cycle, represented by primitives 
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that sense internal information. The other is sense–act processing, rep-
resented by primitives that sense external information. It is this second 
type of processing that brings the environment (and stigmergy) to the 
forefront via scaffolding. It is also this second type of processing that 
is excluded from the production system architectures that have been 
discussed in preceding pages.

3.13 bricolage 
3.13.1  Resource Allocation

Figure 3-3 indicates that there are two different styles of processing 
available: sense–think–act or sense–act. Scaffolding raises the possibil-
ity of sense–act processing, but also raises the issue of the degree to 
which such processing might be combined with the more traditional 
sense–think–act cycle. Even when sensing and acting are included in 
production systems (Anderson et al., 2004; Meyer & Kieras, 1997a) they 
are under cognitive control. Unified theories of mind (Anderson, 1983; 
Newell, 1990) rely on sense–think–act processing; sense–act processing 
is absent from such models. Behaviour-based robotics architectures 
(Brooks, 1989, 1999, 2002), which reacted against classical theories, 
rely completely upon sense–act processing, and deliberately exclude the 
sense–think–act cycle. In short, radical classical approaches, and radical 
reactions to them, deny the simultaneous existence of both processes. 

3-3
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More moderate views, such as the duplex theory that we have intro-
duced (Goodale & Humphrey, 1998), and Figure 3-3, acknowledge the 
complementary existence of both types of processes, and must therefore 
go on to consider their allocation. “Minds may be essentially embodied 
and embedded and still depend crucially on brains which compute and 
represent” (Clark, 1997, p. 143).

One example of both types of processing being active at the same 
time is horizontal décalage from Piagetian developmental theory (Flavell, 
1963). A horizontal décalage occurs when a child can use a more advanced 
level of operations to solve one problem, but cannot do so for a related 
problem. For example, children conserve quantity or mass earlier than 
they conserve weight. Given that it can be argued that Piaget’s earlier 
stages of development involve more sense–act processing than do later 
stages, the existence of horizontal décalages suggest that cognitive devel-
opment can exhibit periods during which sense–act and sense–think–
act cycles coexist.

3.13.2  Thought as Bricolage

Cognitive scientists are not the only ones faced with allocating resources 
between sense–act and sense–think–act cycles. If both are available to 
a cognitive agent, then the agent itself has to flexibly allocate these re-
sources as well. An agent might solve a problem with sense–think–act 
processing at one time, yet solve it with sense–act processing at another, 
and therefore be able to choose processing types. Even more plausibly, 
both types of processes might be in play simultaneously, but applied 
in different amounts when the same problem is encountered at differ-
ent times and under different task demands (Hutchins, 1995). Resource 
allocation might depend upon something like the 007 principle (Clark, 
1989): “Creatures will neither store nor process information in costly 
ways when they can use the structure of the environment and their op-
erations upon it as a convenient stand-in for the information-processing 
operations concerned. That is, know only as much as you need to know 
to get the job done” (p. 64). 

The sense–act operators in Figure 3-3 comprise a finite set of “tools” 
available for information processing. At a given point of time, a subset 
of these tools is employed. Depending upon the subset that is selected, 
a problem could be solved with sense–think–act cycles, with sense–act 
processes, or with some combination of the two.

Such information processing — the selection of a subset of available 
operators — is akin to the notion of bricolage (Lévi-Strauss, 1966). A brico-
leur is an “odd job man” in France. “The ‘bricoleur’ is adept at performing 
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a large number of diverse tasks, but unlike the engineer, he does not 
subordinate each of them to the availability of raw materials and tools 
conceived and procured for the purpose of the project. His universe of 
instruments is closed and the rules of his game are always to make do 
with ‘whatever is at hand’” (Lévi-Strauss, 1966, p. 17). 

3.14 the power of bricolage 
3.14.1  The Savage Mind

The notion of bricolage was introduced in The Savage Mind (Lévi-Strauss, 
1966). Lévi-Strauss was interested in explaining the practice of totem-
ism, in which individuals or groups in a society are given names of ani-
mals or plants. He found that totemism was based upon sophisticated 
classification systems. “Native classifications are not only methodical 
and based on carefully built up theoretical knowledge. They are also 
at times comparable from a formal point of view to those still in use 
in zoology and botany” (p. 43). Furthermore, the logic of totemism in-
volved mapping relationships between classified items in the world to 
analogous relationships between groups.

For example, imagine that one clan was assigned an eagle totem, 
while another was assigned a bear totem. These totems capture second-
order properties, or differences between pairs of categories: a charac-
teristic used to distinguish the two clans is mapped onto an observed 
difference between eagles and bears in a detailed classification scheme 
(Lévi-Strauss, 1966, Chapter 4).

Lévi-Strauss (1966) argued that the regularities governing totemism 
established that such thought was not primitive. Nevertheless, when he 
used the analogy of the bricoleur to illustrate “primitive” thinking as be-
ing different from scientific thought, Lévi-Strauss still cast it in a nega-
tive light. “The ‘bricoleur’ is still someone who works with his hands 
and uses devious means compared to those of a craftsman” (pp. 16–17). 
The problem was that the bricoleur is limited to a fixed set of materials 
at hand. These components or tools can be rearranged, but cannot be 
extended. “The engineer is always trying to make his way out of and 
go beyond the constraints imposed by a particular state of civilization 
while the ‘bricoleur’ by inclination or necessity always remains within 
them” (p. 19).

3.14.2  Power from Non-linearity

The view that the bricoleur is constrained by finite materials fails to rec-
ognize that, in particular circumstances, finite resources provide sur-
prising power. Consider a set of sense–act operators in Figure 3-3 as a 
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finite resource. One characteristic of these particular operators is their 
non-linearity: they follow an “all or none law,” and only carry out their ac-
tion when particular triggering information has been sensed (Dawson, 
2004). Such non-linearity is a source of incredible computational power; 
the collective power of simple non-linear operators is huge.

For example, artificial neural networks are comprised of very simple, 
non-linear components. As a result they can solve the same problems 
as a universal Turing machine (Cybenko, 1989; Hornik, Stinchcombe, & 
White, 1989; Lippmann, 1987; McCulloch & Pitts, 1943). Even critics of 
connectionism (Fodor & Pylyshyn, 1988) have noted that “the study of 
Connectionist machines has led to a number of striking and unantici-
pated findings; it’s surprising how much computing can be done with a 
uniform network of simple interconnected elements” (p. 6). In general, 
interactions between non-linear components produce complex emer-
gent phenomena such that the behaviour of the whole goes beyond, or 
cannot be predicted from, the behaviour of the component parts (Hol-
land, 1998; Luce, 1999).

Bricolage is receiving renewed respect (Papert, 1980; Turkle, 1995). 
Papert notes that “if bricolage is a model for how scientifically legit-
imate theories are built, then we can begin to develop a greater re-
spect for ourselves as bricoleurs” (p. 173). Turkle describes bricolage as 
a sort of intuitive tinkering, a dialogue mediated by a virtual inter-
face. “As the computer culture’s center of gravity has shifted from pro-
gramming to dealing with screen simulations, the intellectual values 
of bricolage have become far more important. … Playing with simula-
tion encourages people to develop the skills of the more informal soft 
mastery because it is so easy to run ‘What if?’ scenarios and tinker 
with the outcome” (p. 52). We will shortly argue for the use of bricolage 
to further our understanding of embodied cognitive agents.

3.15 the society of mind
3.15.1  Agents and Agencies

Unified theories of mind aim to provide an account of cognition that 
explains a diversity of phenomena by appealing to a single set of rules. 
“All the higher cognitive processes, such as memory, language, prob-
lem solving, imagery, deduction and induction, are different manifes-
tations of the same underlying system” (Anderson, 1983, p. 1). However, 
theories that view the mind as a collection of non-linear operators do 
not necessarily share this goal. Consider, for example, Minsky’s society 
of mind (Minsky, 1985, 2006).

The society of mind is a theory that grows from a basic assumption: 

FromBricksToBrains_Interior.indd   80 29/04/10   8:06 PM



Chapter 3  Situated Cognition and Bricolage    81

“Any brain, machine, or other thing that has a mind must be composed 
of smaller things that cannot think at all” (Minsky, 1985, p. 322). Min-
sky then proceeds to generate hypotheses about what these smaller 
things might be, how they might interact, and what these interactions 
can produce.

Minsky (1985, 2006) proposes that the basic building blocks of the 
mind are agents. An agent is given a very vague definition: “Any part 
or process of the mind that by itself is simple enough to understand” 
(Minsky, 1985, p. 326). However, in practice an agent is analogous to a 
production, a sense–act operator from Figure 3-3, or a unit in an arti-
ficial neural network. That is, an agent is a simple device that receives 
input, makes a decision on the basis of this input (i.e., it is non-linear), 
and then sends an output signal.

Minsky (1985, 2006) proposes a large number of different types of 
agents, each associated with performing different kinds of tasks. His 
collection of agents includes censors, demons, direction-nemes, memo-
rizers, micronemes, nemes, nomes, paranomes, polynemes, pronomes, 
recognizers, sensors, and suppressors. Luckily, Minsky (1985) also pro-
vides a glossary to help manage the diverse nature of his theory!

The power of a society of mind comes from organizing a number of 
agents into groups called agencies. Again, Minsky (1985, 2006) proposes 
a diversity of agencies, involving different organizational principles, 
and designed to accomplish different higher-order tasks: A-brains, B-
brains, cross-exclusions, cross-realm correspondences, frames, frame 
arrays, interaction-squares, k-lines, picture-frames, transframes, and 
uniframes.

An agency is an explicit example of a whole transcending the com-
putational power of its parts. Early on, Minsky (1985) describes an ex-
ample agency for building with toy blocks called Builder. “If you were 
to watch Builder work, from the outside, with no idea of how it works 
inside, you’d have the impression that it knows how to build towers. But 
if you could see Builder from the inside, you’d surely find no knowledge 
there. You would see nothing more than a few switches, arranged in 
various ways to turn each other on and off” (p. 23).

Interestingly, though the society of mind is untraditional in its con-
strual of thinking, it is still presented as a traditional sense–think–act 
model. However, sense–think–act processing is not a necessary charac-
teristic of this theory. If agents could interact with the environment 
as well as with each other, then even greater computational surprises 
would emerge from a society of mind.
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3.15.2  Explaining Mental Societies

The diversity at the heart of the society of mind poses problems for ex-
plaining cognition. Minsky (1985, p. 322) argues against unified theories 
modelled after physics: “The operations of our minds do not depend on 
similarly few and simple laws, because our brains have accumulated 
many different mechanisms over aeons of evolution. This means the 
psychology can never be as simple as physics, and any simple theory 
of mind would be bound to miss most of the ‘big picture’. The science 
of psychology will be handicapped until we develop an overview with 
room for a great many smaller theories.” However, Minsky leaves an un-
answered question: How do we make such room in our theories?

3.16 engineering a society of mind
What is required to explain a society of mind? Minsky (1985, p. 25) 
sketches a general strategy: “First, we must know how each separate 
part works. Second, we must know how each part interacts with those 
to which it is connected. And third, we have to understand how all these 
local interactions combine to accomplish what that system does — as seen 
from the outside.” What tactics might we employ to carry out Minsky’s 
strategy?

3.16.1  Reverse Engineering

One popular approach is called reverse engineering. Reverse engineering 
takes Minsky’s strategy in the opposite order. It begins with observations 
of what the system does from the outside, and then uses these obser-
vations (usually collected with clever experimental methodologies) to 
infer interactions between parts. Ultimately, it attempts to ground this 
analysis in a set of primitives — that is, the basic parts of the system.

Classical cognitive science makes extensive use of reverse engineer-
ing. Most cognitive theories are the product of a general approach called 
functional analysis (Cummins, 1975, 1983). Functional analysis proceeds 
as follows: First, a general function of interest is defined. Second, this gen-
eral function is decomposed into an organized system of subfunctions 
capable of carrying out the general function. Subfunctions themselves 
might be further decomposed into organized systems of sub-subfunctions. 
This analysis proceeds until the final stage of subsumption. When a sub-
function is subsumed, it is explained by appealing to physical laws, and 
cannot be decomposed into any smaller functions.

The earliest production system models of cognition were achieved by 
functional analysis. For instance, human subjects solved cryptarithme-
tic problems, thinking aloud as they worked. Their verbalizations were 
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transcribed and analyzed to identify a likely set of productions being 
used to solve the problem. In one famous example, a set of only 14 dif-
ferent productions produced a remarkable fit to how a single subject 
solved a single cryptarithmetic problem (Newell & Simon, 1972).

The problem with reverse engineering is that it often runs into the 
frame of reference problem (Pfeifer & Scheier, 1999). The frame of ref-
erence problem occurs when the parable of the ant (Simon, 1969) is ig-
nored, as was briefly discussed in Chapter 1. When functional analysis 
is performed, it is typical to place all of the complexity inside the cog-
nitive system, and ignore potential accounts of this complexity that 
might be provided by including environmental factors. As a result, it 
has been argued that theories that are produced via analysis are more 
complicated than necessary (Braitenberg, 1984).

3.16.2  Forward Engineering

An alternative approach that is deliberately designed to avoid the frame 
of reference problem is to perform forward engineering. In forward engi-
neering, one follows Minsky’s strategy in his stated order. A set of build-
ing blocks is created, and a system is built from them. The system is then 
observed to determine whether it generates surprising or complicated 
behaviour. This has also been called the synthetic approach (Braiten-
berg, 1984). It is not as widely practised as reverse engineering. “Only 
about 1 in 20 ‘gets it’ — that is, the idea of thinking about psychologi-
cal problems by inventing mechanisms for them and then trying to see 
what they can and cannot do” (Minsky, 1995, personal communication).

Forward engineering addresses the frame of reference problem be-
cause when complex or surprising behaviours emerge, pre-existing 
knowledge of the components — which were constructed by the re-
searcher — can be used to generate simpler explanations of the behav-
iour. “Analysis is more difficult than invention in the sense in which, 
generally, induction takes more time to perform than deduction: in 
induction one has to search for the way, whereas in deduction one fol-
lows a straightforward path” (Braitenberg, 1984, p. 20).

3.17 synthesis in action
3.17.1  Cricket Phonotaxis

In later chapters we will explore historical examples of forward engi-
neering, including Braitenberg’s Vehicle 2 (Braitenberg, 1984) and Grey 
Walter’s cybernetic animal Machina speculatrix (Grey Walter, 1950a, 1950b, 
1963). For the time being, though, let us briefly consider how the syn-
thetic approach is used to study an interesting insect behaviour. Female 
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crickets track down a mate by listening to, and following, a male cricket’s 
song. Crickets have an ear located on each foreleg, and can use differ-
ences in stimulation of each ear to compute directional information. 
This ability is called phonotaxis (Webb, 1996). Many researchers are inter-
ested in determining the mechanisms that mediate cricket phonotaxis.

Phonotaxis depends crucially upon the structure of the male cricket’s 
song. The cricket’s familiar “chirps” are pure tone signals that have a 
frequency of 4–5 kHz and are delivered in bursts or syllables that are 
10–30 ms in duration (Webb & Scutt, 2000). If the frequency of the song, 
or the interval between repetitions of syllables, is disrupted then so too 
is phonotaxis. Webb notes that researchers typically propose that pho-
notaxis is mediated by mechanisms used to localize a call, as well as 
additional mechanisms that operate in parallel to analyze the signal. 
Signal analysis is assumed, for instance, to explain how a female cricket 
chooses to follow one song when several male crickets are attempting 
to attract her at the same time.

3.17.2  Robot Phonotaxis

Barbara Webb and her colleagues have used forward engineering to 
study cricket phonotaxis by building call-following robots, beginning 
with wheeled devices (Webb, 1996; Webb & Scutt, 2000) and later us-
ing six-legged machines (Horchler, Reeve, Webb, & Quinn, 2004; Reeve, 
Webb, Horchler, Indiveri, & Quinn, 2005). This research is motivated by 
a simple guiding hypothesis: the female cricket moves toward a song by 
sensing whether it is coming from the left or the right, and by turning 
in the sensed direction. Consistent with the synthetic approach, these 
robots begin with very simple circuits: “a more powerful way to explore 
the actual functional roles of the neurons is to look at what behavior it 
is possible to obtain with gradual elaborations of simpler circuits” (Webb 
& Scutt, 2000, p. 250). Surprisingly, a four-neuron circuit can model 
cricket phonotaxis without requiring separate song analysis.

The model uses two auditory neurons, each receiving signals from 
one side of the cricket. Two motor neurons cause the robot to turn in a 
particular direction. An auditory neuron excites the motor neuron on 
the same side, and inhibits the other motor neuron. All four components 
are highly non-linear, generating action potentials at frequencies that 
are governed by external stimulation, and by internal signals, which 
vary over time. To cause a turn, one auditory neuron must repeatedly 
“spike” before the other in order to produce a motor neuron spike.

The robot successfully demonstrates phonotaxis (Webb & Scutt, 2000). 
However, it also behaves as if songs are being analyzed. When song 
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syllable interval is modified, the robot’s phonotaxis is impaired. As well, 
the robot meanders to non-directional songs presented from above, which 
is usually taken as evidence of song analysis in real crickets. The robot 
can also choose, moving in the direction of a single song when other 
similar songs are being played from other speakers at the same time.

How is this simple circuit capable of performing song analysis? Re-
sponses of the robot depend upon the temporal properties of the model, 
which are affected by the separation of ears on the robot, and the laten-
cies of the model’s neurons. These temporal properties result in sensitiv-
ity to very particular temporal properties of songs. That is, the circuit 
analyzes song structure “for free” because of its dynamic, temporal 
properties. “Thus it is clear from our results that much of the evidence 
for the standard ‘recognize and localize’ model of phonotaxis in crick-
ets is insufficient to rule out an alternative, simpler model” (Webb & 
Scutt, 2000, pp. 265–66).

3.18 verum-factum
3.18.1  Synthetic Psychology

The use of robots to study cricket phonotaxis (Webb & Scutt, 2000) il-
lustrates synthetic psychology (Braitenberg, 1984). In synthetic psychol-
ogy, a system is first constructed from a set of interesting components. 
The behaviour of the system is then observed and explored, usually by 
embedding the system in an interesting or complicated environment. 
For instance, Webb and Scutt manipulated the location, number, and 
nature of calls being presented to their cricket robot. Non-linear inter-
actions between components, or between the system and its environ-
ment, can produce behaviour that is more complicated than expected. 
For example, Webb and Scutt’s system was designed to localize sounds, 
but also behaved as if it analyzed sound properties. Finally, the fact that 
the system is both simple and constructed by the researchers means 
that simpler theories can be proposed to account for complex or sur-
prising behaviour.

3.18.2  Vico’s Philosophy

The synthetic approach has been described as “understanding by build-
ing” (Pfeifer & Scheier, 1999). The idea that the route to understanding 
a system comes from our ability to construct it is not new. It is rooted 
in the philosophy of Giambattista Vico, who was an early-eighteenth-
century philosopher. Vico reacted against the seventeenth-century 
philosophy of René Descartes, which inspired the logicism of classi-
cal cognitive science (Devlin, 1996). For example, Vico believed that if 
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Cartesian methods were taught too early, they would stifle a student’s 
imagination and memory (Vico, 1990). Indeed, Vico developed a meta-
physics and theory of mind that attempted to replace Cartesian views 
(Vico, 1988), and attempted to explain societal creations, such as law 
(Vico, 1984).

Vico’s philosophy is based on the central assumption that the Latin 
term for truth, verum, was identical to the Latin term factum. As a re-
sult, “it is reasonable to assume that the ancient sages of Italy enter-
tained the following beliefs about the true: ‘the true is precisely what 
is made’” (Vico, 1988, p. 46). This assumption leads to an epistemology 
that resonates nicely with forward engineering. “To know (scire) is to put 
together the elements of things” (p. 46). Vico believed that humans could 
only understand the things that they made, which is why he turned his 
philosophical studies to societal inventions, such as the law. A famous 
passage (Vico, 1984, p. 96) highlights Vico’s philosophical position: “The 
world of civil society has certainly been made by men, and its principles 
are therefore to be found within the modifications of our own human 
mind. Whoever reflects on this cannot but marvel that the philosophers 
should have bent all their energies to the study of the world of nature, 
which, since God made it, he alone knows.” 

This view also resulted in an embodied view of mind that stood 
in stark contrast to the disembodied view espoused by Descartes. For 
instance, Vico recognized that the Latins “thought every work of the 
mind was sense; that is, whatever the mind does or undergoes derives 
from contact with bodies” (Vico, 1988, p. 95). Indeed, Vico’s verum-factum 
principle is based upon embodied mentality. Because the mind is “im-
mersed and buried in the body, it naturally inclines to take notice of 
bodily things” (Vico, 1984, p. 97).

Classical cognitive science, with emphasis on the rule-governed ma-
nipulation of symbols, has evolved from Descartes’ view of the rational, 
disembodied mind (Descartes, 1637/1960). Reactions against classical 
cognitive science are in essence reactions against the Cartesian mind. 
“The lofty goals of artificial intelligence, cognitive science, and math-
ematical linguistics that were prevalent in the 1950s and 1960s (and 
even as late as the 1970s) have now given way to the realization that the 
‘soft’ world of people and societies is almost certainly not amenable to 
a precise, predictive, mathematical analysis to anything like the same 
degree as is the ‘hard’ world of the physical universe” (Devlin, 1996, p. 
344). Perhaps it is fitting that the synthetic approach is rooted in a phi-
losophy that reacted against Descartes, and which attempted to explain 
regularities in this “softer” domain.
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3.19 mind and method
3.19.1  Mind

Consider the possibility that intelligence must be explained using a so-
ciety of mind (Minsky, 1985, 2006). In such a theory, the mind is com-
posed of a diversity of agents that are non-linear in nature, that interact 
with one another, and through these interactions produce surprising, 
complex, emergent results.

That the mind might be of this nature is not a radical idea. Produc-
tion systems, old and new (Anderson, 1983; Anderson et al., 2004; Meyer 
& Kieras, 1997a, 1997b; Newell, 1973, 1990; Newell & Simon, 1961, 1972), 
can be considered to be particular instances of societies of mind. Indi-
vidual productions serve the role of agents; they are non-linear in the 
sense that they only perform their actions when their conditions are 
precisely matched. Productions interact with one another via their 
manipulation of working memory. Production systems are powerful 
in the sense that small numbers of productions are capable of produc-
ing sophisticated behaviour. Production systems are surprising because 
working memory’s stigmergic control of productions make it impossible 
to predict what a complete system will do without actually running a 
simulation.

Consider now that human intelligence might result from a society of 
mind that is not limited to the sense–think–act cycle of classical cogni-
tive science (Pfeifer & Scheier, 1999). At least some of cognition is likely 
scaffolded (Clark, 1997; Hutchins, 1995; Wilson, 2004) and involves sense–
act processes. In this view, some of the mind has leaked into the world, 
and the world can be directly accessed so that computational resources 
are not used to build internal representations of it (Brooks, 1999).

In embodied cognitive science, the environment is part of intelli-
gence (Varela et al., 1991). Problem solving occurs by seeking solutions 
in actions on the world. This is exploited when, for example, children 
learn about geometry by programming a LOGO Turtle (Papert, 1980, 
1993). “To solve the problem look for something like it that you already 
understand. The advice is abstract; Turtle geometry turns it into a con-
crete, procedural principle: Play Turtle. Do it yourself. In Turtle work an al-
most inexhaustible source of ‘similar situations’ is available because we 
draw on our own behavior, our own bodies” (Papert, 1980, p. 64). Again, 
this idea is not new. For instance, we have seen that the developmental 
theories of Piaget and Vygotsky recognize that thinking develops from 
action on the world.

The importance of the embodied view is its increased emphasis on the 
environment, which seems missing from the classical sense–think–act 
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cycle. Embodied cognitive science recognizes that complex behaviour 
can result when a cognitive system interacts with its environment, as 
typified by the parable of the ant (Simon, 1969).

This view that intelligence is the product of an embodied society of 
mind suggests that thinking is bricolage. Available are a set of primi-
tive operations, some sense–think–act and others sense–act, which can 
be drawn upon to solve information-processing problems as they arise. 
Learning to think becomes learning to choose what operations to use at 
any given time. This in turn may depend upon internally represented 
goals, or upon externally present stimuli or aids. “The process reminds 
one of tinkering; learning consists of building up a set of materials and 
tools that one can handle and manipulate. Perhaps most central of all, 
it is a process of working with what you’ve got” (Papert, 1980, p. 173).

3.19.2  Method

If intelligence is the product of an embodied society of mind, if cognizing 
systems are bricoleurs, then how should cognitive science proceed? One 
promising approach is for researchers to think like the systems that they 
study — to become bricoleurs themselves. The synthetic approach, which 
assembles available elements into embodied agents whose surprising 
behaviour exceeds what might be expected of their simple components, 
is an example of a cognitive science that depends upon ‘tinkering’.

3.20 synthesis as process, not as design
3.20.1  Synthesis Is Not Design

Most models in classical cognitive science are derived from the analy-
sis of existing behavioural measurements (Dawson, 2004). In contrast, 
models created using the synthetic approach involve making some as-
sumptions about primitive capacities, building these capacities into 
working systems, and observing the behaviours that result. In synthetic 
psychology, model construction precedes behavioural analysis. With the 
synthetic approach, “the focus of interest shifts from reproducing the 
results of an experiment” (Pfeiffer & Scheier, 1999, p. 22).

What does the focus of interest shift to when the synthetic method-
ology is employed? Pfeiffer and Scheier (1999) argue that a key element 
of synthetic psychology is design. “What we are asking is how we would 
design a system that behaves in a particular way that we find interest-
ing” (p. 30). However, this design perspective is in conflict with the spirit 
of synthetic psychology. This is because if one designs a system with 
particular goal behaviours in mind, then one might be blind to inter-
esting unintended behaviours that the system produces.
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A former student’s project in a robot-building course illustrates the 
problems with synthesis as design. She built two Braitenberg Vehicle 
2s (Braitenberg, 1984) from LEGO components, as will be described in 
detail in the next chapter. These robots can produce behaviour in which 
they move toward light. Her design goal was to mount a light on the 
back of one of these robots in order to cause the other robot to follow it 
closely. That is, her desire was to create a “robot convoy.”

However, this goal proved difficult to achieve. The behaviour that 
she desired (i.e., following) was never produced. As a result, she crafted 
new lighting systems, powered by battery packs that she created her-
self, to create more potent stimuli for one of the robots to follow. This 
engineering did not produce the desired result either, and this student 
became very frustrated.

However, when others watched her machines in action at this point, 
they saw complicated interactions between robots that were clearly 
affected by the mounted lights, but which were quite different from 
the (intended) following behaviour. It was only when an outside ob-
server — not committed to her design perspective — pointed out these 
interesting emergent behaviours that the student was able to break free 
from the constraints of her design, and document the robot behaviour 
that she definitely did not intend.

The synthetic approach, when dominated by design, is analogous to 
the serialist reaction to Austro-German music (see Chapter 2). In this 
musical example, one rigid set of rules was replaced with a different set 
that was no less rigid. Conducting synthetic psychology with design in 
mind is no different than using analytic models to reproduce experi-
mental results. That is, both modelling approaches evaluate the quality 
of the model in terms of its ability to meet predefined criteria (e.g., fit 
extant data, or accomplish a design’s objective).

3.20.2  Synthesis as Process

Synthetic psychology might better be conducted in a fashion analogous 
to the minimalist reaction to both Austro-German and serialist music. 
Recall from Chapter 2 composer Steve Reich’s notion of choosing musical 
processes, and then setting them in motion. In this musical approach, 
Reich was content to let the resulting composition run itself. As a re-
sult, he was able to experience auditory effects that emerged from the 
processes from which the composition was constructed. This approach 
was successful because of the care that Reich and other minimalists 
took to choose the musical processes in the first place. Rather than begin 
with an overarching design, synthetic psychologists should begin with 
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a carefully selected set of processes (e.g., agents in a society of mind), 
set them in motion, and be open to the surprising behaviours that are 
most certain to emerge.

3.21 building bricoleurs
3.21.1  Cartesian Alternatives

There is a deep Cartesian bias underlying most of modern cognitive sci-
ence (Devlin, 1996). Descartes’ dualism now exists as the distinction be-
tween the internal self and the external world, a distinction that agrees 
with our everyday experience. However, some have argued that our notion 
of a holistic internal self is illusory (Clark, 2003; Dennett, 1991, 2005; 
Minsky, 1985, 2006; Varela et al., 1991). “We are, in short, in the grip of a 
seductive but quite untenable illusion: the illusion that the mechanisms 
of mind and self can ultimately unfold only on some privileged stage 
marked out by the good old-fashioned skin-bag” (Clark, 2003, p. 27).

For researchers, the frame of reference problem is one consequence 
of not challenging this illusion (Pfeifer & Scheier, 1999). Our Cartesian 
bias, coupled with traditional analytic methodologies, causes us to ig-
nore the parable of the ant (Simon, 1969), to assign too little credit to 
the world, and to assign too much credit to internal processes.

Classical cognitive science views thought as the rational, goal-driven 
manipulation of symbols by a mind that can be studied as an abstract, 
disembodied entity. New approaches in cognitive science react against 
this Cartesian-rooted position. Embodied cognitive scientists comfortably 
view thought as bricolage involving a collection of non-linear processes 
that have leaked outside of the “skin-bag” into the world. 

This alternative view has led to methodologies that replace analysis 
with synthesis. Systems are first constructed from collections of non-
linear components, and are then situated in an interesting world (Brait-
enberg, 1984). Do unexpected behaviours arise when simple agents are 
in a world that they can sense and manipulate?

3.21.2  Students as Bricoleurs

If seasoned researchers frequently face the frame of reference problem, 
then imagine the challenge facing students who are beginning to learn 
about embodied cognitive science. Everyday experience provides con-
vincing support for our self-concept, and our brains are so proficient 
at exploiting the world that we are often unaware of scaffolding. Clark 
(2003, p. 48) asks “how can we alter and control that of which we are 
completely unaware?” Further to this, how can we teach students about 
a view of mind that they may not naturally experience?
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One approach would be to merely tell students about this view. Clark 
(2003, p. 33), however, is of the opinion that this will not suffice: “We 
cannot understand what is special and distinctively powerful about hu-
man thought and reason by simply paying lip service to the importance 
of the web of surrounding structure. Instead, we need to understand 
in detail how brains like ours dovetail their problem-solving activities 
to these additional resources, and how the larger systems thus created 
operate, change, and evolve.” Our view in the current book is that to 
“understand in detail” is to experience.

One can provide hands-on experience of embodied cognitive science. 
Tools such as LEGO Mindstorms enable students to build simple robotic 
agents, situate them in manipulable environments, and observe the 
surprising results. Such agents provide concrete examples of scaffold-
ing and the perils of the frame of reference problem. Robot design and 
exploration also provides first-hand experience of bricolage: students use 
the materials at hand to build robots and their environments.

The next few chapters provide some examples of robot projects that 
have been used to allow students to experience embodied cognitive 
science. They provide theoretical and historical contexts, as well as de-
tailed instructions for construction. For those readers not able or not 
inclined to build these machines, the following chapters also provide 
example videos of robot behaviour that illustrate key themes. However, 
consistent with Vico’s verum-factum principle, building and exploring 
the projects that follow is much more rewarding than merely reading 
about them.
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 Chapter 4 
 Braitenberg’s Vehicle 2

4.0 chapter overview
Three general themes have been developed in the preceding chapters. 
The first has been the general nature of the classical approach in cogni-
tive science. Classical cognitive science views thinking as the rule-gov-
erned manipulation of symbols, inspired by the workings of the digital 
computer. As a result, its general characteristics include logicism, the 
manipulation of content-laden formal structures, the disembodiment 
of thought, and the emphasis on central control mechanisms. A second 
theme has been that alternative approaches are arising; these new views 
are reactions against classical cognitive science. In embodied cognitive 
science, an agent’s world is seen as an important contributor to its in-
telligence. The mind is said to have leaked into a world that scaffolds 
intelligence or thinking. Thought is not disembodied rationalism, but 
is instead bricolage in which different processes — some scaffolded, oth-
ers not — are selected to solve problems at hand. A third theme has been 
that theories in embodied cognitive science might be best developed 
by using a synthetic approach. In this approach, systems are first con-
structed from interesting components, and then observed in action to 
see what kinds of interesting behaviours they can produce, and how 
these behaviours are affected by changing the environment in which 
the system is embedded.

At the end of Chapter 3, it was suggested that not only were bricolage 
and the synthetic approach important to the theories of embodied cog-
nitive science, but these notions were also central to teaching students 
about the embodied approach. The purpose of Chapter 4 is to provide a 
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concrete example of this. It provides detailed instructions about build-
ing, programming, and observing a simple robot constructed from LEGO 
Mindstorms components. This robot is used to provide some hands-on 
experience with the themes that have been introduced in the first three 
chapters. This robot also sets the stage for slightly more advanced ma-
chines that are discussed in later chapters. Of particular note is the 
antiSLAM robot that is presented in Chapter 9, which demonstrates 
the navigational capabilities of a Vehicle 2 that has “evolved” to have 
additional sensory mechanisms.

4.1 a robot’s parable
4.1.1  Path of a Robot

In the parable of the ant (Simon, 1969), a researcher’s task was to explain 
the complex path taken by an ant along a beach. Figure 4-0 illustrates 
another path; one traced by a pen attached to a robot that wandered 
along a sheet of paper. What mechanisms are responsible for the shape 
of the robot’s path? This chapter explains these mechanisms.

4.1.2  Analysis and Synthesis

Braitenberg has argued that “when we analyze a mechanism, we tend 
to overestimate its complexity” (Braitenberg, 1984, p. 20). There is an 
overwhelming tendency to explain complex behaviour by attributing 
complex mechanisms to a behaving agent. Contributions of the agent’s 
environment are ignored. Noting this, Braitenberg proposed the law of 
uphill analysis and downhill synthesis. According to this law, theories pro-
duced by analyzing agent behaviours will be more complicated than 
theories created by building a situated system and observing what sur-
prising and complex behaviours it can produce. The goal of building a 
robot to produce the path in Figure 4-0 can be used to illustrate Brait-
enberg’s point.

For example, one could analyze Figure 4-0 with the goal of writing 
a LOGO program that would cause the LOGO turtle (Papert, 1980) to 
reproduce it. The program would tell the turtle when to move forward, 
when to turn, when to put the pen down, and so on. Comparisons would 
be made between the drawing made by the turtle and Figure 4-0. Any 
discrepancies between the two would result in the program being modi-
fied until the LOGO turtle produced a satisfactory rendering. At this 
point, this program would likely be long, complex, and would make 
the LOGO turtle completely responsible for the drawing. The turtle’s 
environment would play no role.
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An alternative synthetic approach would be to ignore Figure 4-0 alto-
gether and instead build a simple system that was attracted or repelled 
by stimuli in the environment. In exploring the behaviour of this sys-
tem, it might be discovered that a complex environment would cause 
the simple robot to follow the path illustrated in the figure below. In the 
following pages, we will show that a robot that uses two light sensors 
to control the speeds of two motors will follow a moving light around, 
and can produce the path below — in a complex environment. The path 
of Figure 4-0 is the result of a simple robot following the more complex 
path of a moving light. 

4.2 braitenberg’s thought experiments
4.2.1  A Thought Experiment

In his classic book Vehicles, neuroscientist Valentino Braitenberg explores 
synthetic psychology by describing, as thought experiments, a number 
of different robots (Braitenberg, 1984). One, called Vehicle 2, propelled 
itself underwater. It had two separate engines, one on each side, and two 
separate sensors (e.g., for measuring temperature), again on each side 
of the agent. The output of one sensor was used to control one motor, 
and the output of the other sensor was used to control the other motor, 
as follows: motor speed was directly proportional to the value detected 
by its sensor, so that when this value increased, the motor sped up, and 
when this value decreased, the motor slowed down.

This chapter provides instructions for building Vehicle 2 out of LEGO 
NXT Mindstorms components. This robot is a land-based agent that has 
been inspired by Braitenberg’s (1984) thought experiment.

4-0

FromBricksToBrains_Interior.indd   95 29/04/10   8:06 PM



96    from bricks to br ains

Braitenberg (1984) argued that Vehicle 2 would generate complicated 
behaviour if it were embodied and situated in an interesting world. Fur-
thermore, the kind of behaviour generated would depend upon whether 
a sensor was attached to the motor on the same side of the robot or to 
the motor on the other side.

Our incarnation is a “tractor-like” robot (Figure 4-1) that is intended 
to move around fairly flat surfaces.

4.2.2  Goals

Vehicle 2 is a simple robot that is fairly easy to build, to program, and 
to observe. It provides an ideal platform to introduce some of the con-
cepts and skills that are central to this book.

With respect to skills, this robot provides hands-on experience with 
construction, including basic principles of sensors and motors. It requires 
the builder to also learn some simple programming skills in order to 
bring Vehicle 2 to life. Finally, it introduces the builder to the process 
of observing the agent’s behaviour, and as well as the manipulation of 
this behaviour by varying both the robot’s environment and some ba-
sic aspects of its design.

With respect to concepts, this robot begins to reveal the complexi-
ties of behaviour that can emerge when a simple, embodied agent is 
situated in an interesting, dynamic environment. Might human intel-
ligence be derived from similar principles?

4-1
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4.3 foraging for parts
4.3.1  Parts and Foraging

Figure 4-2 depicts the parts required to construct the version of Vehicle 
2 that was illustrated in Figure 4-1. For our students, one approach to 
creating the robot might be to gather all of these parts prior to construc-
tion, foraging amongst the bins of available LEGO pieces.

4.3.2  Robot Bricolage

However, it is important to remember that some of these parts are not as 
plentiful as others, and that other robot builders are foraging for them 
as well. In some instances a desired part might be unavailable. In that 
case, the robot builder’s — the bricoleur’s — ingenuity must take over, and 
other (less desirable?) parts must be used instead. Slight deviations from 
the instructions might be required. As well, consistent with Braitenberg’s 
(1984) recognition of natural selection as a robot design principle, these 
deviations might result in the construction of a better robot than the 
one that was originally used to create this chapter of instructions.

The pages that follow provide instructions for constructing the LEGO 
Vehicle 2. If the reader would prefer to use wordless, LEGO-style instruc-
tions, they are available as a pdf file from the website that supports this 
book (http://www.bcp.psych.ualberta.ca/~mike/BricksToBrains/).

4-2
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4.4 chassis design (steps 1 through 4)
4.4.1  General Design

Our NXT version of Braitenberg’s Vehicle 2 will employ two light sen-
sors, which in turn will control two motors, which in turn will rotate 
two rear wheels. The chassis of this robot is a rigid, central “spine” to 
which all of the other robot parts will be attached. The chassis is es-
sentially constructed from a set of different liftarms that are held to-
gether by pins.

4.4.2  Initial Chassis Construction

The first four steps for building 
the chassis are illustrated in 
Figure 4-3, and are labelled on 
the left of the figure. In Step 1, 
a black pin (with friction) is in-
serted into a bent 9-hole liftarm. 

In Step 2, a second bent 9-hole 
liftarm is attached to the pin in-
serted in Step 1. A length-4 axle 
is inserted through the axle hole 
on each end of the joined lift-
arms so that an equal amount 
of axle protrudes from each side. 
Then two pins are attached as 
shown.

For Step 3, slide a 2 × 4 L-
shaped liftarm on the axle on 
the long end of the bent liftarm. 
At this point it will hang loosely 
and easily fall off, but will be at-
tached more firmly soon. Insert 
a length-4 axle into the axle hole 
of the L-shaped liftarm as shown.

Step 4, shown at the bottom of 
Figure 4-3, involves sliding two 
more L-shaped liftarms onto the 
axle that was added in Step 3, and 
inserting two pins into each as 
shown in the image.

4-3

4-4
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4.5 constructing the chassis (steps 5 through 7)
4.5.1  General Design

Figure 4-4 illustrates the next three steps involved in creating the chas-
sis. In Step 5, attach a 2 × 4 L-shaped liftarm as illustrated, and insert 
two pins into it. Now the pieces cannot slip off the axle but will still 
swing freely. Complete this step by attaching two more pins in the same 
position in the liftarm on the other side.

To begin Step 6, slide two perpendicular axle joiners onto a length-4 
axle side by side and centred on the axle. Slide the axle into the axle 
hole of a 2 × 4 L-shaped liftarm so that the axle joiners protrude in the 
opposite direction of the L and attach the L-shaped liftarm to the cen-
terpiece as shown in Figure 4-4. Secure it with a second L-shaped liftarm 
and then insert a pin into each of the axle joiners.

For Step 7, connect two perpendicular axle joiners with 2-holes with 
a length-4 axle and attach them to the pins added in Step 6.

4.6 the nxt interactive servo motor
4.6.1  The Evolution of LEGO Motors

Vehicle 2 will move on its own by activating two NXT servo motors 
that will rotate wheeled axles. These are the latest generation of mo-
tors provided for LEGO robots, and they have distinct advantages over 
their ancestors, the 9V Technic mini-motor.

One problem with this older LEGO motor is that it rotates very quickly 
(about 340 rpm when there is no load), but it supplies very little rota-
tional force. As a result, even a moderate load on an axle will stall the 
motor. In order for the motor to supply sufficient torque to move Vehi-
cle 2, this problem must be overcome, usually by using a gang of gears 
to increase the torque that is required to use the wheels to drive the 
robot forward.

A second problem with this older motor is that it is designed to be 
attached to other LEGO pieces using studs. However, half of the bottom 
of the motor is smooth, stud-free, and extends below the pips on the 
other part of the motor’s bottom. As a result, it is impossible to securely 
attach the mini-motor to a chassis on its own. Several additional parts 
are required to reinforce the motor; because of this, the motor itself 
does not contribute to the structural integrity of the robot.

4.6.2  The NXT Servo Motor

The NXT servo motor (Figure 4-5) that we will use in this chapter has 
been explicitly designed to solve both of these problems (Astolfo, Fer-
rari, & Ferrari, 2007). In terms of its internal structure, this motor has a 
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built-in gear train of eight gears that produces a substantial gear reduc-
tion. As a result, while the maximum rotational speed of this motor is 
half of the older mini-motor (170 rpm versus 340–360 rpm, as reported 
on http://www.philohome.com/motors/motorcomp.htm), the NXT servo 
motor delivers 3–4 times the mechanical power. This reduces the need 
for additional gears to be added to the robot.

In terms of its external structure, an NXT servo motor was designed 
not only to be incorporated into a studless design (i.e., a design that uses 
studless liftarms or beams instead of studded bricks), but also to provide 
structural support when used (Astolfo et al., 2007). As can be seen in 

Figure 4-5, the motor has one built-in 3-hole 
beam near its narrow end, and two such built-
in beams at the opposite end of the motor. As 
well, there are three holes perpendicular to 
the pair of built-in beams that accept pins. 

In addition to the built-in gear reduction 
and studless connectivity, the NXT servo mo-
tor has an internal rotation sensor. It is an op-
tical encoder that counts the rotations of the 
motor shaft, and is accurate to 1° of rotation 
(Astolfo et al., 2007). The motor is interactive 

in the sense that while the NXT brick can send commands to turn the 
motor on, it can also receive signals from this rotation sensor, and use 
these signals to offer precise motor control. For example, one could use 
this sensor to determine when the motor is in a particular rotational 
position, or to impose relational properties, such as synchronization, 
on two or more motors. Our Braitenberg Vehicle 2 will not require ex-
ploiting this internal rotation sensor, but we will take advantage of its 
existence for more complex robots that we will discuss later in this book.

4.7 adding motors to the chassis (steps 8 and 9)
Construction Step 8, shown in Figure 4-6 below, completes the chassis 
of our NXT Braitenberg Vehicle 2. It involves attaching a perpendicular 
axle joiner with double holes on to each end of the axle added in Step 7. 
Then insert pins into the holes as shown in the figure. Later, these pins 
will be used to attach the NXT brick.

The chassis is now ready to have two NXT servo motors attached to it, 
as shown in Step 9 below. Push the two neighbouring pins on one side 
of the chassis into the holes in the motor near the orange motor output. 
Then insert the pin and adjacent axle into the holes on the rear. With 
the motor attached the centrepiece will no longer swing freely. The 

4-5
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second motor is then added to the other side of the chassis, mirroring 
the first. Note how the structural integrity of the chassis is due to the 
rigidity of the motors — the motors are part of the chassis too!

4.8 adding a front slider (step 10)
4.8.1  Passive Front Support

The front slider attaches to the rear of the motors, which will be the 
front of the robot. It further secures the two motors, and will also be 
used to help attach the NXT brick. The front slider supports the robot 
as it moves. Importantly, using a slider (instead of a front wheel) means 
that all of the robot’s turning will be due to differences in the speeds 
of the two motors. 

4.8.2  Constructing the Front Slider

Step 10, the construction of the front slider, is illustrated in Steps 1 
and 2 of the subassembly shown in Figure 4-7. To begin, slide three 
perpendicular axle joiners onto a length-5 axle, as shown. Then attach 
a double-hole perpendicular axle joiner on to each end of the axle so 
that the double holes are oriented perpendicular to the holes of the 
three single-hole axle joiners (see image). In the centre single-hole axle 
joiner insert a pin with bush so that the bush is on the same side as 
the double-hole axle joiners’ holes. Insert a long pin into the other two 
axle joiners and two long pins into each of the double-hole axle joiners 
as in the image.

4-6
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Next, attach a 7-hole beam on to the long pins; it should have two holes 
protruding on either side. Insert a pin into each of the holes on the end. 
The pins protruding from the beam will serve as the second attachment 
point for the NXT brick. The last step in the centrepiece is to insert a 
length-6 axle into the stop bush, to add a large wheel centre to the end 
of the axle, and to attach the entire slider to the chassis as illustrated.

4.9 constructing rear axles (step 11)
4.9.1  Wheel Axle Design

Step 11 of our robot construction involves building the wheel axles. The 
orange motor output on the NXT motors has an axle hole in the centre 
and four pin holes around it. We can take advantage of the pin holes to 
add some extra strength to our wheel axles. 

4.9.2  Constructing the Wheel Axles

There are three steps to constructing wheel axles, as shown in the sub-
assembly illustrated in Figure 4-8. In Step 1 slide a 3-hole beam on to a 

4-7
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length-8 axle. In Step 2, slide two bushes onto the axle and insert two 
long pins with stop bushes into the empty holes of the beam as shown 
in the Figure. For Step 3, insert a length-3 axle into each of the stop 
bushes and add a second beam of the same length. Remember to use 
these steps to build two axle assemblies, one for each motor. Once 
constructed, they can be attached to the robot as shown in Figure 4-9.

4.10 attaching the nxt brick (step 12)
4.10.1  The NXT Brick

Our Braitenberg Vehicle 2 requires that light sensor inputs be converted 
into motor speed outputs. In our robot, such sense–act connections 
are mediated by the NXT brick. This brick is a small computer that has 
four different input ports and three different output ports; it also has 
a USB port to connect it to a computer in order to download programs 
onto it. The heart of this device is a 32-
bit ARM7 microprocessor. The NXT brick 
can be powered by six AA batteries, or by 
a rechargeable lithium battery pack. It is 
possible to connect three different NXT 
bricks together, and to have communica-
tion between them, in order to develop 
a more complicated robot. However, our 
Vehicle 2 is simple enough that only one 
of these bricks is required. 

4.10.2  Attaching the Brick

In Step 12, shown in Figure 4-9, the NXT 
brick is connecting to the chassis by at-
taching the holes on its back to the pins 
on top of the chassis. Make sure that the 
screen is on the same side as the front 
slider! Add two pins to each side of the 
NXT brick as illustrated. They will serve as 
attachment points for the sensor mounts.

4.11 attaching light sensor supports (step 13)
4.11.1  Sensor Mount Design

For Vehicle 2 to be situated in its environment it requires sensors. Brait-
enberg’s (1984) description of Vehicle 2 is general enough to permit a 
variety of different sensors to be employed. For our robot, we will use 
light sensors because they are very responsive to changes in light and 

4-9

FromBricksToBrains_Interior.indd   103 29/04/10   8:06 PM



104    from bricks to br ains

give a simple output that is easily used to control motor output. The 
light sensors are mounted on axles and can be slid back and forth and 
angled inward. They are easily changeable to allow for experimenta-
tion on how the embodiment of the robot affects its behaviour. Step 13, 
shown in Figure 4-10, illustrates how to construct the basic structure 
to which light sensors will be attached. A 1 × 11.5 double bent liftarm is 
attached to each side of the NXT brick using the pins that were inserted 
in Step 12. Then a length-12 axle is inserted into the end of each liftarm 
as shown in the figure.

4.12 adding light sensors (step 14)
4.12.1  Mounting Light Sensors

In Step 14, shown in Figure 4-11 below, a mount for each light sensor is 
constructed and then is mounted to the axles added in Step 13. 

There are four steps involved in building a light sensor mount; these 
steps are illustrated in the subassembly part of Figure 4-11. Start by con-
necting a stack of two 1 × 1 plates to the end stud of a 1 × 4 brick with 
holes (Step 1). Duplicate this piece for the second mount.

Proceeding to Step 2, attach a 1 × 3 locking joint to the each brick and 
add a second 1 × 4 brick on top. In Step 3, insert 2 pins into each of the 
bricks as shown in Figure 4-11. Note that the position of the pins in the 
right sensor mount mirror the position of the pins in the left sensor mount.

Finally, attach a light sensor and a perpendicular axle joiner with 
two holes as shown in the image. The light sensors have two diodes 
protruding from the front. The pale pink one emits red light when 
the sensors are in reflected light mode but does not when in ambient 
light mode. For this robot the sensors will be set to measure the am-
bient light. 

4-10
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4.13 wheels and cable considerations
4.13.1  Completing the Robot

Step 15 (shown in Figure 4-12) is the 
final stage of constructing Vehicle 2, 
in which we add wheels onto the ax-
les and connect the cables. The right 
motor should be connected to port 
C and the left motor should be con-
nected to port B. 

The options for connecting the 
light sensor cables are more interest-
ing. One can make the relationship 
between sensors and motors contra-
lateral — the sensor on the robot’s left 
controls the speed of the motor on 
the robot’s right, and the right sen-
sor controls the left motor’s speed. 
This is accomplished by connecting 
the left sensor to input port 4 and the 
right sensor to input port 1 (Figure 
4-13). Note the crossing of the cables 
in Figure 4-13.

4-11
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A second approach to connectivity would be to enforce an ipsilateral 
relationship between sensors and motors, where the left sensor controls 
the left motor, and the right sensor controls the right motor. To accom-
plish this, connect the left sensor to input port 1 and the right sensor to 
input port 4 (Figure 4-14 or Figure 4-12). Note that in these two figures 
the sensor cables do not cross. 

We will see that whether the sensor-motor relation is contralateral 
or ipsilateral has a huge impact on the behaviour of our Vehicle 2. How-
ever, in order to see this in our assembled robot, we must first create 
a simple program that mediates the relationship between sensed light 
and motor speed.

4.14 sensing, acting, and the NXT brick
4.14.1  The NXT Brick

What is the point of building Vehicle 2? It is to start to explore the kinds 
of surprising or complex behaviours that might emerge from a simple 
embodied agent that is situated in an interesting environment. The 

notion of agent at this point is 
intended to mean a constructed 
robot that is capable of sensing 
some properties of its environ-
ment, and to directly convert 
these properties into certain 
actions. That is, the agent is 
defined by its sense–act cycles 
(Pfeifer & Scheier, 1999) — es-
sentially, by its reflexes, which 
directly link sensing to acting 
and do not require any interme-
diary thinking.

4-15
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The implementation of these reflexes in Vehicle 2 is the job of the 
NXT brick that is mounted on top of it. That is, the NXT serves as the 
interface between LEGO sensors and motors (Figure 4-15). While, as de-
scribed below, the NXT is a small digital computer, we will avoid con-
sidering it as a “thinking” component of a sense–think–act cycle. This 
is because the simple code that we develop to link sensing and acting 
could be implemented by replacing the NXT with hardware components 
that perform the same function as the NXT and our code.

At the heart of the NXT is a small computer, which employs a 32-bit 
central processing unit (CPU) — Atmel’s ARM7 microprocessor. This system 
has access to four input ports and three output ports, is capable of analog-
to-digital conversion using an ARV coprocessor. This computer is small — 
it has available only 64 kb of random-access memory (RAM). The NXT’s 
operating system (its firmware) is held in a 256 kb FLASH memory.

In Vehicle 2, analog-to-digital converters built into the NXT convert 
the sensor readings into a usable form. That is, the sensor readings will 
be converted into a form that the program we write for the robot can 
translate into an output signal to be delivered from the NXT’s output 
ports to the motors mounted on the rear of the robot.

The NXT uses pulse-width modulation (PWM) to control motor speed. 
When a signal is sent from the output port, it is a pulse of constant am-
plitude. Motor speed is varied by altering the duration of this pulse. For 
example, to run the motor at 35% speed, a pulse is sent that is on for 
35% of 128µs cycle that is standard for the brick, and then the output 
is switched off for the remaining 65% of the cycle (Gasperi, Hurbain, & 
Hurbain, 2007). In order to increase the speed of the motor, there is a 
decrease in the proportion of the cycle during which a pulse is sent. Be-
cause the speed of the motor is determined by the average voltage that it 
receives, there is a linear relationship between speed and applied voltage.

Pulse-width modulation works quite nicely to achieve turning be-
haviour in our Vehicle 2 when the two motors are running at different 
speeds because of differences between the two light sensors. As noted 
earlier, the servo characteristics of the motor provide more sophisticated 
means of control that will be exploited in later chapters, but which are 
not required for this particular robot.

4.15 NXT light sensor properties
4.15.1  The LEGO Light Sensor

Programming the desired sense–act cycles into Vehicle 2 is helped by 
having a reasonable understanding of the workings of the device that 
situates the robot, the NXT light sensor shown in Figure 4-16. This device 
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is an analog sensor that measures the intensity of light that it receives. 
Its sensitivity covers a fairly broad range, from 0.5 lux (where a lux is the 
measure of lumens per square meter) to 500 lux (Prochnow, 2007).

While this device is treated as a light sen-
sor when used in Vehicle 2, it actually is more 
sophisticated. It can be used an active sensor. 
As an active sensor, it consists of two func-
tional components. One is a phototransistor 
that measures incoming light. The other is a 
light-emitting diode that generates light. In 
active mode, the light sensor activates the 
LED for a short period of time, and then it 

measures returning light with the phototransistor. It is continually os-
cillating between sending light and receiving light.

The light sensor can also be configured as a passive sensor, which 
is its typical usage in Vehicle 2. As a passive sensor, the LED is never 
turned on, and the light sensor uses its phototransistor to measure the 
intensity of the ambient light in the environment.

The LEGO light sensor has several properties that can make it tricky 
to work with. It has peak sensitivity to light in the infrared range of 
the spectrum, and is less sensitive to shorter wavelengths of light. This 
means, for example, that it will see incandescent light bulbs as being 
brighter than would be experienced by a human observer. As well, as 
battery power changes, the behaviour of the light sensor is affected. As 
a result, light sensors are affected by changes in ambient light, by the 
reflective properties of environmental objects, and by decreasing battery 
power. Some of these sensing nuances might be sources of an interesting 
set of robot behaviours. However, it might be desirable to control some 
of these properties to some extent to reduce light sensor fluctuations.

One approach to controlling the light sensor involves deciding how 
it will be read by the NXT brick. The analog-to-digital conversion that 
the NXT brick performs on its input ports can be processed in a num-
ber of different ways. 

For instance, one mode for taking light sensor readings is RAW. 
When this is done, the digital representation of sensor output is used 
directly. When the light sensor is detecting very bright light, readings 
will be values in the order of 300, while very dark conditions will pro-
duce readings around 1023.

Alternatively, one can set the NXT brick to deliver readings in PER-
CENT mode. When this mode is used, the brightest light produces a 
value of 100, while darkness produces a value of 0. Another interesting 
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mode for the light sensor is boolean; in this mode the light sensor 
only provides a signal when a change in light is detected!

While the default mode for light sensors is percent, other modes 
might provide greater control over the variability of light sensor behav-
iour, and their effects on robot behaviour are worthy of exploration.

Of course, in addition to exploring the modes in which a sensor is 
read, Vehicle 2’s behaviour can be affected by whether the light sensors 
are active or passive. For instance, in a highly reflective environment, 
active sensors will provide additional light sources, and will produce 
different behaviour than will passive sensors!

4.16 programming the NXT brick
4.16.1  Programming Steps

With the robot constructed, and armed with some understanding of 
the brick and the light sensor, we are now in a position to create a pro-
gram that will mediate light sensor readings and motor speeds. This 
requires choosing a programming language, and creating some code 
in that language. This merely involves writing a text file on a desktop 
computer, where the contents of the file are the lines of the program. 
This text file is then processed by a compiler, which converts the text 
into a form that can be executed by the brick. Finally, the executable 
code is downloaded from the computer to the NXT brick using a cable 
that LEGO provides.

4-17
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4.16.2  Programming Environment

Because of the popularity of LEGO Mindstorms robots, there are a num-
ber of different programming environments that integrate code creation, 
downloading, and other activities involving the brick. LEGO provides 
one environment with a Mindstorms kit, and many others are available 
on the internet as freeware.

We have elected to program the NXT brick using a language called 
Not eXactly C (NXC), and to do so in a programming environment called 
BricxCC, which is available from http://bricxcc.sourceforge.net/. This 
environment permits NXC code to be typed and saved, provides aids 
for debugging code, permits the code to be compiled and downloaded, 
and provides a number of other useful tools for programming and ex-
amining the brick. It also comes with a comprehensive set of help files 
that provide instruction in using the various menu items for BricxCC, 
as well as a complete manual describing the NXC language. Figure 4-17 
illustrates BricxCC loaded with the Vehicle 2 program to be described 
in the following pages. 

4.17 a simple main task
4.17.1  The Main Task

Any NXC program requires that one or more tasks are defined. A task 
defines a standalone operation, in the sense that it is assumed that more 
than one task can be running at the same time.

One of the tasks in the program must be called “main.” For Vehicle 2, the 
main task initializes the light sensors, controls what information is dis-
played on the LCD screen of the NXT brick, and starts two other tasks.

The listing at the bottom of this page provides the main task written 
for our robot, and begins with the declaration “task main() {”. The first 
two lines of the task tell the NXT that two of its input ports are going 
to be connected to light sensors, and that these sensors are passive. The 
next two lines request the NXT brick to process the signals from these 
two sensors in PERCENT mode. The next two lines start two additional 
tasks, called “DriveLeft” and “DriveRight,” which will be discussed shortly. 
The only point to note here is that they are initiated by the main task.

4.17.2  Defining Variable Names

The main task that is listed below uses variable names like “LeftEye” and 
“RightEye” that make the program easier to read. These “plain English” 
terms are established using a set of #define statements that are also part 
of the program. Our Vehicle 2 program uses four of these statements, 
which are given below. For instance, the first one lets us use the term 
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LeftEye in place of S1, which is how NXC typically names input port 1. 
The third line lets us use the term LeftMotor instead of OUT_B, which is 
what NXC usually uses to represent output port B. 

//Plain English definitions.

#define  LeftEye  S1

#define  RightEye  S4

#define  LeftMotor  OUT_B

#define  RightMotor  OUT_C

Note that these variable definitions will occur outside of any task, and 
are usually the first bit of code in any program.

4.17.3  Miscellaneous Syntax

The listing below provides many examples of NXC syntax; the semico-
lons and the use of parentheses are critical, and more information about 
syntax can be found in the NXC documentation. BricxCC also provides 
utilities to help keep proper NXC syntax. The indenting and comment-
ing of the code is helpful for understanding it, and is recommended 
practice, but is not required for the code to function properly.

//Main task. Turn on the eyes (but not their LEDs) and start the tasks.

task main(){

   SetSensorType(LeftEye,  SENSOR_TYPE_LIGHT_INACTIVE);

   SetSensorType(RightEye,  SENSOR_TYPE_LIGHT_INACTIVE);

   SetSensorMode(LeftEye,  SENSOR_MODE_PERCENT);

   SetSensorMode(RightEye,  SENSOR_MODE_PERCENT);

   start DriveLeft;

   start DriveRight;

}  // end task

4.18 linking light sensors to motors
4.18.1  Two More Tasks

The main task described in Section 4.17.1 started two additional tasks, 
two variables DriveLeft and DriveRight. These two tasks are used to convert 
a light sensor reading into a motor speed; one task links one sensor-
motor pair, the second sensor-motor pair is linked by the other. The 
listing of each of these tasks is provided below.

The two tasks are identical, with the exception that DriveLeft processes 
LeftEye and LeftMotor, while DriveRight processes RightEye and RightMotor. 
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When they are started by the main task, they will both be working at 
the same time. These tasks are written assuming ipsilateral connec-
tions between sensors and motors; however, if one changes the cabling 
to produce contralateral connections, the code does not have to be altered 
to keep the robot working.

To understand these two tasks, let us consider DriveLeft alone. The 
first line of this task states a while (true) loop. This construction initiates 
an infinite loop, so that the task repeatedly carries out any commands 
that are in between the { and } of the loop’s syntax.

The operations in the infinite loop of DriveLeft work as follows: First, 
OnFwd is a command that turns a motor on, rotating in a forward direc-
tion. This command needs to specify which motor, and which speed. The 
motor that this command affects is the LeftMotor. The speed of this mo-
tor is going to be sent as a percentage (where 100% would be full speed, 
and 0% would be full stop). This percentage is determined by reading the 
light sensor. The Sensor(LeftEye)command reads the light sensed by the 
LeftEye as a percentage; it is this percentage that is used as the speed of 
the motor. The brighter the light detected by this sensor, the faster the 
motor; the motor will slow down as less light is detected by this sensor. 

The DriveRight task proceeds in exactly the same manner, using the 
other input port to determine the percentage speed associated with the 
motor attached to the other output port.

//The next two tasks run in parallel and constantly feed the values of each

//eye into the respective motor as a speed.

task DriveLeft(){

    while(true){	// Run the LeftMotor at the LeftEye’s speed

        OnFwd(LeftMotor, Sensor(LeftEye)); 

    }  //  end while loop

}  //  end task

task DriveRight(){

    while(true){             // Run the RightMotor at the RightEye’s speed

        OnFwd(RightMotor, Sensor(RightEye));

    }  //  end while loop

} // end task

4.19 a complete program
The listing below is a complete example program for our Vehicle 2, and is 
available from the website that supports this book (http://www.bcp.psych.
ualberta.ca/~mike/BricksToBrains/). The complete program is simply a 
concatenation of all of the components that we have been describing 
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in the preceding sections. This program would exist on a computer as 
a text file, and could then be downloaded to the NXT brick by a utility 
such as BricxCC (available at http://bricxcc.sourceforge.net/). Once the 
utility compiles and downloads the program into the robot that we as-
sembled, the sense–act cycles that define Vehicle 2 will come to life, 
and the robot should be capable of demonstrating the behaviours that 
Braitenberg imagined in his 1984 thought experiment.

//Lego NXT Braitenberg Vehicle 2 code - Brian Dupuis 2008

//Plain English definitions.

//Note that these are arbitrary; LeftMotor may

//actually be wired to the right input port.

#define LeftEye S1

#define RightEye S4

#define LeftMotor OUT_B

#define RightMotor OUT_C

//The next two tasks run in parallel and constantly feed the values of each

//eye into the respective motor as a speed.

task DriveLeft(){

    while(true){	// Run the LeftMotor at the LeftEye’s speed

        OnFwd(LeftMotor, Sensor(LeftEye)); 

    } // end while loop

} // end task

task DriveRight(){

    while(true){              // Run the RightMotor at the RightEye’s speed

        OnFwd(RightMotor, Sensor(RightEye));

    } // end while loop

} // end task

//Main task. Turn on the eyes (but not their LEDs) and start the tasks.

task main(){

   SetSensorType(LeftEye, SENSOR_TYPE_LIGHT_INACTIVE);

   SetSensorType(RightEye, SENSOR_TYPE_LIGHT_INACTIVE);

   SetSensorMode(LeftEye, SENSOR_MODE_PERCENT);

   SetSensorMode(RightEye, SENSOR_MODE_PERCENT);

   start DriveLeft;

   start DriveRight;

} // end task
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4.20 exploring vehicle 2 behaviour
4.20.1  Three Test Environments

With Vehicle 2 constructed and programmed, all that remains to do is 
to explore the behaviour of this robot. Vehicle 2 is most apt for moving 
about a flat world with few obstacles, because it has no sensors to detect 
obstacles, or reflexes to avoid them. Vehicle 2’s only sensors are light 
detectors; it is ideally suited for environments in which light sources 
are present.

4.20.2  A Simple World

From the preceding instructional pages, it is obvious that Vehicle 2 is 
a very simple robot. When it is placed in a simple environment, its be-
haviour is also quite simple. This is demonstrated in the early segments 
of Video4-1.mpg, available from the website for this book (http://www.
bcp.psych.ualberta.ca/~mike/BricksToBrains/). When the robot’s world 
consists of a single light, ipsilateral motor connections cause the light 
to be avoided, and contralateral connections cause the robot to move 
toward the light. A slight change of embodiment in this simple world 
produces an interesting array of behaviours. For instance, the light sen-
sors can be angled so that their receptive fields overlap. With this em-
bodiment — and contralateral connections — the robot avoids lights when 
they are far away, but attacks them when they are nearby. Overlapping 
receptive fields also result in Vehicle 2 spiralling toward a light over a 
period of time.

4.20.3  A More Complex World

The parable of the ant (Simon, 1969), and the law of uphill analysis and 
downhill synthesis (Braitenberg, 1984), claim that simple devices can 
generate complex behaviour. Their ability to do so is contingent upon 
being situated in a world, and also depends upon the complexity of 
that world. One can increase the complexity of a robot’s behaviour by 
increasing the complexity of its environment, without manipulating 
the robot at all.

The final segments of Video4-1.mpg illustrate this principle. The 
video illustrates a number of ways in which the environment was made 
more complicated, producing complex behaviours that did not require 
a different program to be created for the robot. Vehicle 2 demonstrates 
colour preferences and the ability to follow another machine — provided 
that the second machine has a light source mounted on it. In a dark 
room, the robots move slowly, and come to a stop underneath a hanging 
light source. They are “awakened” when the room is illuminated, and 
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actively explore their world. If overhanging lights begin to swing, then 
the robots move away. Multiple robots appear to compete for resources. 
Imagine having to explain all of these behaviours analytically, without 
having direct knowledge of the robots’ embodiment or programming. 
Would the theory that resulted be as simple as the synthetic theory 
represented by the instructions on the previous pages?

4.20.4  Complexities via Embodiment

A number of computer simulations of Braitenberg vehicles are avail-
able on the internet, such as Thornton’s popbugs package, available 
at http://www.cogs.susx.ac.uk/users/christ/popbugs/braitenbergs.html. 
Why, then, would we go to the trouble of embodying Vehicle 2 as a LEGO 
artifact? The physical structure of the robot itself is another source of 
complexity. Computer simulations of Braitenberg vehicles are idealiza-
tions in which all motors and sensors work perfectly. This is impossible 
in a physically realized robot. Slight manufacturing differences will 
mean that one motor may not be as powerful as another, or that one 
sensor may be less sensitive than another. Such differences will affect 
robot behaviour. These imperfections are another important source of 
behavioural complexity, but are absent when such vehicles are created 
in simulated and idealized worlds.

4.21 further avenues for bricoleurs
4.21.1  Exploring Embodiment

The preceding instructions define one possible Vehicle 2. Of course, 
many alternative versions of this robot can be explored. For instance, 
alternative Vehicle 2 robots can be created by exploring alternative ro-
bot embodiments. One could start with minor changes of the existing 
robot: how does it behave when light sensors are slid to different po-
sitions? What happens when the light sensors are angled in different 
directions? 

More elaborate bricolage involves redesigning some of the robot’s 
structure. What occurs when the front slider is replaced with a balanced 
wheel, or a wheel that isn’t completely balanced, or with a wheel that 
is not able to rotate a full 360°? What is the result of using different 
sensors, such as temperature sensors?

4.21.2  Manipulating Environments

One of the lessons of Vehicle 2 is that changing the robot is but one av-
enue to changing its behaviour. One can also manipulate behaviour by 
modifying the environment, while leaving the robot alone. The robot’s 
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environment can be explored by changing the number and location of 
lights, or by adding mirrors. The type of light can also be manipulated: 
the light sensors used in our version of Vehicle 2 are highly sensitive to 
infrared light, and therefore can process signals from remote controls 
used for televisions! Recognizing that an embodied robot is part of its 
world, light sources could be attached to the robot chassis, and more 
than one robot run at the same time.

4.21.3  Modifying Code

Yet another avenue for robot development would be to modify the ro-
bot’s program. The program reads the light sensors in percent mode. 
What might be the effect of reading the sensors in raw mode, and then 
doing some sort of processing of these readings that does not involve 
percentages? For example, one could compare raw sensor readings to 
each other, or to some standard value, or to an average light reading 
that is updated by the robot. As well, the robot’s light sensors could be 
initialized to be active; they would then become additional sources of 
light that could affect behaviour, particularly if the environment con-
tained surfaces that reflected the LED emissions.

4.21.4  Bricolage, Not Design

All of the avenues mentioned above consider robot exploration from a 
synthetic perspective. That is, robot bricoleurs take some available com-
ponents of interest, use them to modify or elaborate a machine, and 
then observe the result in order to understand what the robot can or 
cannot do within an environment that is also being manipulated. The 
robot is created first, and produces data of interest. This is in contrast to 
the more analytic approach, where a theory (e.g., a robot) is constructed 
on the basis of existing data (e.g., the robot path introduced at the start 
of the chapter in Figure 4-0).

The synthetic approach could be criticized in the sense that it is not 
goal directed. However, the success of the synthetic approach is derived 
from the components that are explored. As the minimalist composers 
found with their music, if the effort is made to begin with an interest-
ing set of component mechanisms, then the resulting product should 
provide interesting or surprising results. The next few chapters will at-
tempt to illustrate this by providing accounts of a variety of different 
robots constructed from LEGO components. 
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 Chapter 5 
 Thoughtless Walkers

5.0 chapter overview
The preceding chapters have contrasted classical cognitive science with 
embodied cognitive science, and have also contrasted the analytic prac-
tices of the former with the synthetic methodologies of the latter. The 
discussion to this point might be interpreted as an argument to aban-
don classical cognitive science, and to replace analytic methods with 
synthetic ones. The point of this chapter is to prevent the reader from 
coming to this conclusion. This chapter considers a very general phe-
nomenon, walking, from both analytic and synthetic perspectives. It 
attempts to demonstrate that analytic and synthetic methods comple-
ment one another. Each approach has its own strengths and weaknesses, 
and when used in combination they provide a powerful arsenal for 
conducting cognitive science. This theme is explored in detail by intro-
ducing two simple walking robots that do not require programming, 
because neither uses the NXT brick to function. One is a LEGO version 
of a passive dynamic walker. The other is a LEGO version of a walking 
sculpture created by Theo Jansen (2007). The relationship between ana-
lytic and synthetic approaches is also explored using a third LEGO ro-
bot, which moves by using worm-like movements. This robot requires 
a small amount of programming to permit motors to sense rotation in 
their axles and to react against it. This simple exploitation of feedback 
permits an interesting robot to be constructed and explored — without 
requiring multitudes of mathematical analyses of snake-like movement 
that are often used to inspire such robots!
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5.1 analysis vs. synthesis
5.1.1  Synthetic Methodology

Previous chapters have introduced the methods of synthetic psychology 
(Braitenberg, 1984; Dawson, 2004; Pfeifer & Scheier, 1999). Pfeifer and 
Scheier (1999, p. 22) aptly describe the synthetic approach as “under-
standing by building.” That is, the synthetic approach begins with the 
construction of a system from a set of interesting components. The behav-
iour of the system (in an environment of interest) is then observed.

Typically there exist non-linear relationships between system com-
ponents, and between the system and its environment. Because of this, 
synthetic researchers can take advantage of emergence (Holland, 1998; 
Johnson, 2001; Sawyer, 2002). That is, the non-linear relationships gov-
erning the synthesized system are likely to produce more complex be-
haviour than one might expect by considering the properties of the 
system’s components in their own right. Emergent behaviours are there-
fore surprises; the power of the synthetic approach is that simpler theo-
ries (i.e., a description of some components and how they are organized) 
can be provided to explain behavioural complexities (i.e. the surprising 
behaviours that emerge when the system is observed).

One of the properties of the synthetic approach is that a model is cre-
ated prior to collecting data (Dawson, 2004; Dawson & Zimmerman, 2003). 
This is because the data of interest is the system’s behaviour. In other words, 
the synthetic approach examines what kinds of behaviours can (and can-
not) emerge from a synthesized system; it does not primarily aim to re-
produce the results of a previous experiment (Pfeifer & Scheier, 1999).

5.1.2  Analytic Methodology

The synthetic approach is usually (Braitenberg, 1984; Dawson, 2004; Pfe-
ifer & Scheier, 1999) described by contrasting it with analytic method-
ologies, which are “universally applied in all empirical sciences” (Pfeifer 
& Scheier, 1999, p. 21). In the less traditional synthetic approach, mod-
els precede data. In the more common analytic approach, data precede 
models. If the synthetic approach is “understanding by building,” then 
the analytic approach is “understanding by taking apart.”

The analytic approach begins with a researcher being confronted 
with an intact, behaving system. The system is a black box — because 
it was not constructed by the researcher, its internal mechanisms are 
unknown. The researcher collects data from which the system’s inter-
nal mechanisms are to be inferred. Frequently, the analytic approach 
produces models of internal mechanisms. That is, a researcher makes 
a hypothesis about internal mechanisms, converts this hypothesis into 
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a model, and then tests the adequacy of the hypothesized model. Such 
models can be in a variety of forms — models of data, mathematical 
models, or computer simulations (Dawson, 2004).

Regardless of the type of model, analytic researchers evaluate them 
in terms of their capability to generate data similar to that obtained 
from observing the intact system. That is, analytic researchers evaluate 
models by determining their fit to data that has already been collected 
(Dawson, 2004; Pfeifer & Scheier, 1999).

5.1.3  Complementary Methodologies

It is not uncommon to see analytic and synthetic methodologies con-
trasted with one another, and this can lead to a sense that these two 
approaches are competitors. For instance, the law of uphill analysis and 
downhill synthesis (Braitenberg, 1984) is a statement of why the syn-
thetic approach is to be preferred over the analytic one. In the preceding 
chapters, the analytic approach seems to be exclusively associated with 
classical cognitive science, while the synthetic approach has been tied 
fundamentally to embodied cognitive science. However, it is important 
to recognize that these two approaches are complementary (Pfeifer & 
Scheier, 1999). The complementary relationship between analytic and 
synthetic methodologies will be explored in more detail in the current 
chapter, using a particular topic: the biomimetic study of walking.

5.2 biomimetics and analysis 
5.2.1  Natural Technology

One modern approach to design, biomimetics, involves studying Nature’s 
solutions to problems with the aim of incorporating similar solutions 
into human artifacts (Bar-Cohen, 2006). “Nature’s capabilities are far 
superior in many areas to human capabilities, and adapting many of its 
features and characteristics can significantly improve our technology” 
(p. P1). Example adaptations include making self-cleaning windows by 
exploiting the rough microstructure of the leaf of the lotus, developing 
adhesives inspired by the bristles of the gecko’s foot, and inventing de-
ployable structures by mimicking the folding of leaves (Forbes, 2006).

One area that has received particular attention in biomimetics is 
locomotion. In particular, researchers believe that robots that use legs 
will be able to move about a much greater variety of environments than 
wheeled robots. However, it is much more difficult to build robots that 
walk with legs. 

For instance, Honda began work on a humanoid bipedal robot in 1986; 
it took until 1993 to build a set of legs that could stably carry a torso; 
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public unveiling of a walking robot, Asimo, did not occur until 2003 
(Hirose & Ogawa, 2007). Another bipedal robot, H7, also took years to 
develop, and requires complex software to plan and execute movements 
using motors that control the angles of 30 different joints (Nishiwaki, 
Kuffner, Kagami, Inaba, & Inoue, 2007). It has been noted that robots 
like Asimo and H7 “imitate a human walk quite well, but require com-
plex, fast, precise control mechanisms, and use far more energy than 
a walking human would” (Alexander, 2005, p. 58).

One hope is that biomimetics can provide insights into walking that 
in turn will result in simpler, more efficient, walking robots. Usually, 
this first involves the careful analysis of movements of biological sys-
tems that already possess legged locomotion. 

5.2.2  Early Analysis of Locomotion

The analysis of movement has a long history (Andriacchi & Alexander, 
2000), and has depended critically upon available technology. The earli-
est photographic recordings of moving animals were obtained by Ead-
weard Muybridge (Clegg, 2007; Solnit, 2003). In a long shed, Muybridge 
placed twelve stereoscopic cameras at intervals of 21 inches. He invented 
a shutter that, when triggered, moved a slit quickly across a camera’s 
lens, providing an exposure of 1/1000th of a second. 

Muybridge used electromagnets to trigger the camera shutters. Wires 
were laid from the electromagnets across a racetrack in front of the 
shed. When a moving horse pulled a sulky along the track, the wheels 
of the sulky completed a circuit, triggering the shutter mechanism. The 
twelve cameras were triggered in rapid sequence by the moving horse, 
producing a record of its movement in a series of static images. Muy-
bridge used such photographs to provide evidence of many different 
horse gaits (see Section 5.21.1), and to show that in many of these gaits 
there were moments during which none of the horse’s hooves were in 
contact with the ground (Muybridge, 1887/1957).

Later, Muybridge developed new clockwork shutter mechanisms that 
permitted him to photograph the motion of many different organisms, 
and permitted photographs from multiple perspectives. Muybridge’s 
photographs revealed that many artistic renderings of horse movements 
are incorrect (Muybridge, 1887/1957). “Clearly, the eye was not capable of 
capturing the sequence of rapid limb movements of horses in motion” 
(Andriacchi & Alexander, 2000, p. 1217).

The introduction to the 1957 edition of Animals in Motion notes that 
Muybridge’s photographs “are still the basic authorities on the move-
ments and gaits natural to most animals, particularly to man and the 
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horse. Despite the moving-picture and slow-motion cameras we now 
possess, little has been learned that Muybridge did not discover” (p. 9). 
Indeed, modern programs developed to analyze movement have been 
tested by examining their ability to reconstruct movements represented 
in Muybridge’s photographs (Bregler, Malik, & Pullen, 2004). 

5.3 from motion analysis to walking robots 
5.3.1  Modern Motion Analysis

Much modern research on locomotion follows the spirit of Muybridge’s 
photographic efforts. The movement of animals is recorded using tech-
nology that is far more sensitive than the naked eye. However, modern 
technology incorporates records that are not purely photographic.

For instance, in addition to the recording of the movement of the 
cockroach Periplaneta americana with high-speed video (Full & Tu, 1991), 
its locomotion can also be studied using a force platform (Bartsch, Fed-
erle, Full, & Kenny, 2007; Full & Tu, 1991). Such a platform is capable of 
measuring horizontal, vertical, and lateral forces exerted by an insect’s 
legs as it moves over a surface. This permits detailed analyses of the 
mechanical power being generated by the cockroach, as well as of the 
mechanical energy required to move the insect’s centre of mass over 
particular distances.

Why are biomechanical measurements critical to modern analyses 
of animal locomotion? One reason is that biomimetics might not best 
proceed by merely attempting to copy an existing biological system 
(Forbes, 2006). Instead, it might be more likely to succeed by analyz-
ing existing systems to discover general principles, and by using these 
general principles to inspire new technologies. Biomechanical measure-
ments provide one source of information that can reveal such principles 
for locomotion.

For example, many insects move with their legs in a sprawled posture. 
These legs generate substantial lateral forces that are not in the direc-
tion of motion (Dickinson et al., 2000). Analyses of these forces suggest 
that elastic energy storage and recovery may occur within the horizon-
tal plane. “By pushing laterally, legs create a more robust gate that can 
be passively self-stabilizing as the animal changes speed, moves over 
uneven ground, or is knocked askew by uneven terrain, a gust of wind, 
or a would-be predator” (p. 101). Similar analyses have revealed that the 
structural properties of insect muscles themselves permit them to sta-
bilize a moving agent (Nishikawa et al., 2007). As well, the mechanical 
properties of isolated cockroach legs suggest that they might serve as 
springs capable of storing and releasing energy (Dudek & Full, 2006).
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Another reason for biomechanical measurements is that these can 
be used to create elegant mathematical models that describe the fun-
damental characteristics of animal locomotion. A walking organism 
can be described as an inverted pendulum in which a rigid leg is analo-
gous to a pendulum’s cable attached to a mass (Dickinson et al., 2000). 
During slow walking, the mass vaults over the leg, which involves first 
converting kinetic energy into potential energy, and then recovering 
the potential energy as kinetic energy. Alternatively, when an organism 
runs, the rigid leg of the inverted pendulum is better viewed as a spring. 
Kinetic and potential energies are stored as elastic energy, and the sys-
tem bounces as if it were on a Pogo stick. These two metaphors can be 
applied to mathematically describe the locomotion of a wide variety of 
bipedal, quadrupedal, and polypedal organisms (Blickhan & Full, 1993).

5.3.2  Biologically Inspired Robots

Unlike Muybridge’s pioneering work, modern analyses have also been 
used to design walking, legged robots. One example is the hexapod 
robot Rhex (Altendorfer, Moore et al., 2001; Altendorfer, Saranli et al., 
2001; Koditschek, Full, & Buehler, 2004). Rhex is designed to reflect the 
pendulum and spring models of walking or running agents (Blickhan 
& Full, 1993), and is in essence an idealized cockroach. It can move over 
badly broken terrain, and is five times faster than previous legged ro-
bots. More recent work involves developing legged robots that can also 
use their legs to climb vertical surfaces (Spenko et al., 2008). It has been 
observed (Delcomyn, 2004) that “there is little doubt that incorporating 
elements of biological systems into the design and control of a legged 
robot can confer on that robot a more sophisticated level of performance 
than has so far been possible without such elements” (p. 61).

5.4 analysis that constrains synthesis
5.4.1  Passive Dynamic Walking

“The obvious way to make a humanlike robot walk is to provide it with 
motors to drive every joint, and a computer to control them” (Alexander, 
2005, p. 58). Examples of this approach are bipedal robot successes like 
Asimo (Hirose & Ogawa, 2007) and H7 (Nishiwaki et al., 2007). Such ro-
bots are active dynamic walkers because their gaits are actively controlled 
by computers (McGeer, 1990a). However, such walking requires complex 
control mechanisms, and is very energy-inefficient (Alexander, 2005). 
Mathematical analyses of locomotion have pointed the way to an alter-
native form of walking that addresses these two problems.

The movement of a variety of animals can be mathematically 
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summarized as a single rigid leg that 
is used to vault or spring a centre of 
mass forward (Blickhan & Full, 1993). 
This model recognizes that legs are not 
analogous to wheels, and that wheel-like 
locomotion is rarely seen in the animal 
kingdom (Full, Earls, Wong, & Caldwell, 
1993).

Nonetheless, some researchers have 
explored models of walking by translat-
ing wheels into walkers (McGeer, 1990a). 
McGeer imagined splitting the rim of 
a wagon wheel halfway between each spoke, and then removing all 
of the spokes but two (Figure 5-0). “Could the dynamics be such that 
while one leg is rolling along the ground, the other swings forward in 
just the right way to pick up the motion where the first leg leaves off?” 
(McGeer, 1990a, p. 66).

McGeer (1990a) proceeded to provide an affirmative answer to this 
question, and to build a working model that walked down a ramp. This 
model is a passive dynamic walker because active control is not required 
to generate its gait. “Gravity and inertia alone generate the locomotion 
pattern” (p. 63). Passive dynamic walkers are of interest they “show us 
that bipedal robots far simpler than their predecessors work as effec-
tively and far more economically” (Alexander, 2005, p. 59). They may 
also be easily modified to add motors that eliminate the need for ramps 
(McGeer, 1990a; Ohta, Yamakita, & Furuta, 2001). A number of new and 
more advanced passive dynamic walkers have also been constructed 
(Collins, Ruina, Tedrake, & Wisse, 2005). These include walkers with 
flat feet (Wu & Sabet, 2004), with knees (Collins, Wisse, & Ruina, 2001; 
McGeer, 1990b), with torsos (Wisse, Hobbelen, & Schwab, 2007; Wisse, 
Schwab, & van der Helm, 2004), and with the ability move down stairs 
(Safa, Saadat, & Naraghi, 2007).

5.4.2  Search and Construct

Mathematical analyses demonstrated the possibility of passive dynamic 
walking. However, the complexity of these equations often leads re-
searchers to avoid them when faced with the task of actually construct-
ing a passive dynamic walker. Instead, researchers proceed by tinkering 
with plausible physical components. For example, Collins et al. (2001, 
p. 612) “decided to forgo three-dimensional analytic modeling” and in-
stead worked directly with physical components, using “trial, error, and 

5-0
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correction to minimize three-dimensional effects” (p. 612). This illus-
trates one way in which analysis can inform synthesis. The mathematical 
analysis of passive dynamic walking revealed the possibility that such 
a device could work, and provided some general guidelines about the 
device’s nature. These guidelines help limit or constrain a developer’s 
search for a working physical configuration. That is, some physical ar-
rangements of parts will not be explored because they are completely 
at odds with the mathematics. As a result, the process of synthesizing 
a working device can be guided by prior analysis.

5.5 a LEGO passive dynamic walker
5.5.1  Synthesis after Analysis

McGeer’s (1990a) math-
ematical analyses indi-
cated that one should 
be able to build a work-
ing, straight-legged, pas-
sive dynamic walker. He 
proceeded to convert “in 
principle” into “in prac-
tice” by constructing a 
simple demonstration 
machine. Given its sim-
plicity, can McGeer’s 
straight-legged walker 
be constructed from 
LEGO parts? The next 

few pages provide instructions for building the passive dynamic walk-
ing system illustrated in Figure 5-1. If the reader would prefer to use 
wordless, LEGO-style instructions, they are available as a pdf file from 
the website that supports this book (http://www.bcp.psych.ualberta.
ca/~mike/BricksToBrains/).

5.5.2  Parts and Foraging

The passive dynamic walker is comprised of two modules: the walker 
itself and the ramp it walks on. You will need to assemble both compo-
nents to observe its behaviour. The parts used to construct the system 
in Figure 5-1 are illustrated in Figure 5-2. Treat the Figure 5-2 parts list 
as a suggestion. The exact bricks used, particularly on the ramp, matter 
very little to the overall behaviour of the system. Only the final propor-
tions truly matter.

5-1
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5.6 building a straight-legged hinge
5.6.1  Centre Post

The passive dynamic walker is essentially a hinge with weights, and is 
simple to construct. Since the weight distribution on the walker mat-
ters, take care to assemble the robot symmetrically.

The hinge consists of a 
centre post and an outer sup-
port. Begin by constructing 
the centre post, as shown in 
Step 1 of Figure 5-3. Next, run 
a length-4 axle through the 
holes in the two connected 
1 × 2 beams, attaching an 
axle joiner to each side to 
hold the axle in place (but 
permitting it to rotate in the 
hole). A length-6 axle holding 
three bushes is attached to 
each axle joiner (Step 2 in Fig-
ure 5-3), providing the basis 
of the walker’s hinge joint.

5.6.2  Support Legs

The second part of the walking “hinge” is a pair of outer legs that swing 
together, and permit the walker to stand upright as a tripod. A support 
leg (Step 3, Figure 5-4) is constructed as follows: Lay a 1 × 16 Technic beam 
with holes, and a 1 × 2 Technic beam with an axle hole, end to end. Use 
two 1 × 4 plates to join these two beams together. Two of these support 
legs must be constructed. Note that each support leg is half as wide as 
the centre post, because the centre post is constructed from pairs of 
beams, while only single beams are used in the support legs.

5-2

5-3
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The support legs can 
now be attached to the 
centre post by inserting a 
leg on each free axle end 
of the centre post. A bush 
is then used to hold a sup-
port leg in place. Black 
Technic pins (i.e., those 
without friction) can now 
be added to all three legs, 
as shown in Step 4 of Fig-
ure 5-4. These pins will 
be used to connect ad-
ditional beams that will 
serve as weights.

5.7 weighting the walker
5.7.1  The Need for Weights

McGeer’s (1990a) formal analyses of passive dynamic walking indicated 
that one crucial element was the weight distribution along the robot’s 
legs. In order for gravity to pull the walker down a slope with legs swing-
ing, weights are required at both the top and the bottom of the hinged 
structure that was built in Section 5.6

5.7.2  LEGO Weights

5-5

5-6

5-4
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5-7

Weights are added to the appropriate locations of the LEGO passive dy-
namic walker by attaching beams and wheels to serve as heavy feet. 
The first step is to attach beams and liftarms to all three legs using the 
pins that were added in Figure 5-4. The locations of these new pieces are 
illustrated in Figure 5-5. Note that several new black Technic pins are 
then inserted into these components. Be certain to attach extra pins to 
the 1 × 4 beams on the centre leg and to the liftarms; these serve both 
as extra weight adjustment and as mounting points for the feet.

Finally, mount three 30.4 × 14 wheels on the pins in the liftarms, as 
shown in Figure 5-6. These wheels will not spin — instead, they serve 
as rounded, heavy, high-traction feet. This completes the passive dy-
namic walker.

5.8 a specialized environment
5.8.1  The Need for Holes

The completed walker (Figure 5-9) will not walk down an ordinary in-
clined ramp. This is because the walker has no knees, and thus no gen-
eral capability of swinging its feet free of a ramp’s surface. In order for 
the system to walk down a ramp, gaps in the ramp’s surface must be 
strategically placed to permit the legs to swing freely.

5.8.2  Building a Ramp with Gaps

Begin by assembling four struts, of final dimensions 2 × 52, two bricks 
thick. Be sure to prevent the brick seams from overlapping the two lay-
ers in each strut. These struts are separated by enough distance to fit 
a length-6 beam between them, forming three “channels,” as shown 
in Figure 5-7.

Ten 6 × 8 plates will be 
attached to these struts in 
a staggered formation. At-
tach the first plate to the 
two struts in the centre 
of Figure 5-8 (the leftmost 
plate in the figure). Only 
use two pips of the plate to 
attach it to the struts. This 
will leave four pips on the 
plate free; other parts will 
be attached to these free 
pips later. The next two 
plates will be beside each 
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other, but shifted along the struts down from the first plate that was 
connected. One of these next plates is connected to the two struts on 
the left of Figure 5-8; the other is connected to the two struts on the 
right. They are shifted down the struts so that there are three empty 
pips (i.e., pips to which no plates are attached) on the centre struts be-
tween the first plate and the next two. Next, a single plate is attached 
across the centre channel, again shifted along so that there are three 
empty pips between it and the two plates that were previously added 
to the left of it in Figure 5-8.

The steps described above 
(add one plate to the centre 
channel, then advance and add 
two plates to the side channels) 
are repeated until all ten plates 
are attached, each time advanc-
ing a plate’s position to leave 
three blank pips between it and 
the preceding plates. The final 
plate is only attached by one 
pip for now (see the right end of  

Figure 5-14, which shows the ramp structure viewed from the top). 
The result is a “checkerboard” pattern of plates attached to the struts. 
The holes or gaps in the “checkerboard” will permit the walker’s straight 
legs to swing when it moves down this ramp.

5.9 raising the ramp
5.9.1  Reinforced Ends

In order to use the platform constructed in Section 5.8 as a ramp, its 
ends must be reinforced, and a support must be constructed to elevate 
one end of the ramp.

The ends of the platform are reinforced with LEGO beams. Build an 
extension to one end of the ramp as illustrated in Step 3 of Figure 5-9.

5-9
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Mirror this assembly on the other end of the platform (Step 4 in Fig-
ure 5-9). Then use two 2 × 4 plates to reinforce the mirrored end piece 
by attaching it to the two centre struts side, supporting it with plates. 
This end needs this reinforcement because of the longer extension of 
the last plate beyond the struts.

5.9.2  Elevating the Platform

The final step in building the platform is to create a support that will 
raise one of its ends to convert it into an inclined ramp. Assemble a sup-
port “arch” six bricks high. The exact formation of this arch does not 
matter; its height is what is important. Attach this arch to the extended 
6 × 8 plate on the ramp, as shown in Figure 5-10. Note that the upside-
down plates provide a relatively smooth surface for the walker to step 
onto, and again the gaps between plates provide space for the walker’s 
feet to swing mid-step.

Finally, add bricks to the oppo-
site end of the ramp, as is also 
shown in Figure 5-10. It is impor-
tant to use LEGO bricks (and not 
some smaller or larger LEGO pieces) 
and to mount them exactly as 
shown. This is because these bricks 
serve as the “feet” of the ramp, and 
their placement will affect the plat-
form’s angle of elevation.

Adjusting the height of the ele-
vating arch (by adding or remov- ing bricks, or substituting plates in 
place of bricks) can produce radically different behaviour in the walker; 
experimentation is encouraged, as the 6-brick height here was arrived 
at by trial-and-error and is in all likelihood not the optimal height.

5.10 from talking the talk to walking the walk
5.10.1  Passive Dynamic Walking

Mathematical analyses revealed the in-principle possibility of passive 
dynamic walking (McGeer, 1990a). We have already seen that these 
analyses led to practical successes with the development of a number of 
different passive dynamic walkers. One question remains: is our LEGO 
system capable of joining this club?

If the LEGO passive dynamic walker is successful, then it should be 
capable of taking a succession of steps and walk from the top of the 
ramp to its end. One way to test this with the LEGO walker is to place 
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its centre support leg on the top centre plate, gently swing its outer 
legs downward, and release the walker. Examples of this system work-
ing as a passive dynamic walker can be seen in Video5-1.mpg, available 
from the website for this book (http://www.bcp.psych.ualberta.ca/~mike/
BricksToBrains/). A careful viewing of this video will reveal other ap-
proaches to starting the walker on its downhill journey.

5.10.2  Implications

One implication of the LEGO passive dynamic walker is that it provides 
an example of prior analysis informing later synthesis. That is, McGeer’s 
(1990a) mathematical analysis of passive dynamic walking in general, 
and of such walking in two-dimensional straight-legged systems in 
particular, guided the construction of our LEGO device. For example, 
the prior analysis helped constrain design decisions about the length 
of the legs, the position and amount of weights on the walker, the size 
and slope of the ramp, and so on.

A second implication of this system is that it illustrates the need to 
consider an agent in the context of its environment. In earlier chapters, 
we saw that classical cognitive science adopted the idea of a disembod-
ied mind that had descended from Descartes’ claim cogito ergo sum. Em-
bodied cognitive scientists have been strongly influenced by reactions 
against Descartes, such as Martin Heidegger’s Being and Time (Heidegger, 
1962). Heidegger was extremely critical of Cartesianism, noting that 
Descartes had adopted many of the terms of older philosophies, but had 
failed to recognize a critical element: “The ancient way of interpreting 
the Being of entities is oriented towards the ‘world’ or ‘Nature’ in the 
widest sense” (p. 47). Heidegger attempted to correct this flaw by argu-
ing that a primary mode of existence was Being-in-the-world. Being-in-
the-world was not just being spatially located in an environment, but 
instead was a mode of existence in which an agent was engaged with 
entities in the world.

Being-in-the-world is related to the concept of affordances developed 
by psychologist James J. Gibson (Gibson, 1979). “The affordances of the 
environment are what it offers the animal, what it provides or furnishes, 
either for good or ill” (p. 127). Gibson stressed that what the environment 
afforded an agent depended upon the agent’s abilities or dispositions. 
“Note that the four properties listed — horizontal, flat, extended, and 
rigid — would be physical properties of a surface if they were measured 
with the scales and standard units used in physics. As an affordance 
of support for a species of animal, however, they have to be measured 
relative to the animal. They are unique for that animal. They are not just 
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abstract physical properties” (p. 127). For this reason, Gibson argued that 
agents and environments were inseparable. “It is often neglected that the 
words animal and environment make an inseparable pair” (p. 8). The LEGO 
passive dynamic walker illustrates this inseparability of agent and envi-
ronment. The straight-legged hinge that was constructed in Section 5.7 
has the disposition to walk, but requires a specialized environment — a 
particular set of affordances — to have this disposition realized. These 
affordances are provided by the slope, surfaces, and gaps of the ramp 
constructed in Section 5.9. The LEGO passive dynamic walker will only 
walk when it encounters the affordances of the ramp. Clearly, the walk-
ing is not in the hinge, or in the ramp, but in the interaction between 
the two. Passive dynamic walking is not a characteristic of a device, 
but is instead a characteristic of a device being in a particular world.

5.11 synthesis in aid of analysis
5.11.1  The Opposite Direction

Up to this point, we have discussed how prior analysis can guide later 
synthesis. However, the complementary nature of these two approaches 
can also work in the opposite direction. At this point in Chapter 5 we 
will change direction and explore how prior synthesis can support 
later analysis.

5.11.2  Analytic Intractability

It has long been believed that advances in the “soft sciences” require 
the development of specialized formalisms. Such formalisms emerged 
with formal information theory (Khinchin, 1957; Shannon, 1948; Wie-
ner, 1948). “There now exists a well developed logic of pure mechanism, 
rigorous as geometry, and likely to play the same fundamental part, in 
our understanding of the complex systems of biology, that geometry 
does in astronomy” (Ashby, 1960, p. v).

These techniques have evolved into the diverse formal methods now 
employed at the so-called computational level of analysis (Dawson, 
1998; Marr, 1982; Pylyshyn, 1984). Researchers can prove what types of 
information processing problems a system can — and cannot — solve. 
“The power of this type of analysis resides in the fact that the discovery 
of valid, sufficiently universal constraints leads to conclusions … that 
have the same permanence as conclusions in other branches of science” 
(Marr, 1982, p. 331). 

Cognitive formalisms are frequently non-linear. In a non-linear 
system, the whole is not merely the sum of its parts (Luce, 1999). In-
stead, there are complex interactions between parts; the behaviour that 
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emerges from a non-linear system is more complicated than one would 
predict from knowing the properties of its constituents.

There are many different sources of non-linearity in cognitive theo-
ries. These include explicitly non-linear equations (Dawson, 2004), itera-
tion (Rescorla & Wagner, 1972; Stone, 1986), recursion (Hofstadter, 1979; 
Pylyshyn, 1984), or feedback (Ashby, 1956, 1960; Bateson, 1972; Wiener, 
1948). The advantage of incorporating such non-linearity, as already 
noted, is that it permits more complex behaviour to emerge from the 
interactions of components (Holland, 1998; Johnson, 2001; Sawyer, 2002).

The problem with non-linearity, though, is that it makes system 
analysis extraordinarily complex, sometimes to the point of making it 
impossible. Consider, for example, the study of feedback to machines 
(Ashby, 1956, 1960). For Ashby, a machine was simply a device whose 
output can be completely predicted from knowing a) its current inter-
nal state, and b) its current input. With this general definition, machine 
inputs and outputs can be defined as being numerical, and so in prin-
ciple machine behaviour can be explored analytically using mathemat-
ics. Ashby was interested in using equations to analyze the behaviour 
of systems that were constructed by having several different machines 
interacting with one another in feedback relationships.

However, Ashby (1956, p. 54) realized that even a four-component feed-
back system could not be completely understood analytically. “When 
there are only two parts joined so that each affects the other, the prop-
erties of the feedback give important and useful information about the 
properties of the whole. But when the parts rise to even as few as four, 
if every one affects the other three, then twenty circuits can be traced 
through them; and knowing the properties of all the twenty circuits 
does not give complete information about the system.”

How did Ashby solve this problem? Ashby replaced the analytic analy-
sis of his system with a synthetic one. He built a system that was com-
prised of four identical machines, incorporated mutual feedback, and 
observed the resulting behaviour. “A better demonstration can be given 
by a machine, built so that we know its nature exactly and on which we 
can observe what will happen in various conditions” (Ashby, 1960, p. 99). 
The next section briefly describes Ashby’s synthetic approach.

5.12 ashby’s homeostat
5.12.1  Homeostat Design

The machine that Ashby (1956, 1960) synthesized to study feedback was 
called the Homeostat. The Homeostat was a system of four identical com-
ponent machines; their inputs and outputs were electrical currents. The 
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purpose of each component was to transform the input current into 
the output current. This was accomplished by using the input current 
to change the position of a pivoted magnet (attached to an observable 
needle) mounted on the top of the component. All things being equal, 
a large input current would cause a large deflection of the magnet (and 
needle), which in turn would result in a proportionately large current 
being output from the component.

The electrical current that was input to one unit was the sum of the 
electrical currents that were output by each of the other three units, 
after each of these three currents was weighted using a potentiometer. 
The result was a dynamic system that was subject to feedback. “As soon 
as the system is switched on, the magnets are moved by the currents 
from the other units, but these movements change the currents, which 
modify the movements, and so on” (Ashby, 1960, p. 102).

The Homeostat automatically moderated the currents produced by 
its components. Each unit was equipped with a 25-valued uniselector or 
stepping switch, where each value was a randomly assigned resistance 
that mediated current. If the output current was below a predeter-
mined threshold level, the uniselector did not activate, and resistance 
was unchanged. However, if the output current exceeded the threshold, 
the uniselector activated, advanced, and changed the resistance value.

In general, then, the Homeostat was a device that monitored its own 
internal stability (i.e., the amount of current being generated by each 
of its four component machines). If subjected to external forces, such 
as an experimenter moving one of its four needles by hand, then this 
internal stability was disrupted and the Homeostat was moved into a 
higher energy state. When this happened, the Homeostat would modify 
the internal connections between its component units by advancing one 
or more of its uniselectors, returning it to a lower energy state. 

5.12.2  Behaviour of the Homeostat

Ashby (1960) tested the Homeostat by placing some of its components un-
der his direct control, manipulating these components, and observing the 
changes in the system as a whole. Many surprising emergent behaviours 
were observed. Ashby found that the system was capable of learning when 
the needle of one component was used to “punish” the Homeostat for an 
incorrect response (i.e., for moving one of its needles in the incorrect direc-
tion). Over time, the Homeostat adapted so that it moved the goal needle 
in the desired direction. Ashby also found that the Homeostat could adapt 
to two different environments that were alternated from trial to trial.

The Homeostat is one of the earliest examples of the synthetic 
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methodology. It permitted dynamic feedback to be studied at a time 
when mathematical accounts were intractable, and also at a time when 
computer simulations of feedback were not feasible. The large number 
of different internal states that were available to a working Homeostat 
provided the machine with many degrees of freedom with which to pro-
duce a low energy state. These same degrees of freedom made it difficult 
for the analytic approach to be applied to it. “Although the machine is 
man-made, the experimenter cannot tell at any moment exactly what 
the machine’s circuit is without ‘killing’ it and dissecting out the ‘ner-
vous system’” (Grey Walter, 1963, p. 124). In other words, it was much 
easier to produce interesting behaviour in the Homeostat than it was to 
analytically explain it. However, the fact that the Homeostat produced 
interesting behaviour indicated that future analytic accounts of it were, 
in principle, possible.

5.13 the great pretender
5.13.1  Synthesis and Scaling Up

Because of the inherent complexity, Ashby (1960) did not analyze sys-
tems whose few components were involved in non-linear interactions. 
Instead, he used a synthetic approach — the construction of the Homeo-
stat to observe what would be produced by four interacting sub-units — to 
reveal that such a system could adapt to a variety of environments. Via 
synthesis, Ashby observed what the Homeostat could and could not do, 
and argued that the principles that governed the Homeostat also gov-
erned adaptation in living organisms.

However, the link between the Homeostat and biological agents was 
strained by a difference in scale: “The Homeostat is, of course, grossly 
different from the brain in many respects, one of the most obvious being 
that while the brain has a very great number of component parts the Ho-
meostat has, effectively, only four” (Ashby, 1960, p. 148). Ashby went on 
to speculate on what would be required for the efficient functioning of 
a Homeostat built from a large number of component units. He realized 
that for it to work efficiently, functional connections between compo-
nents would have to be limited, and independently discovered stigmergy 
(see our earlier discussion beginning with Section 1.10.2): “Coordination 
between parts can take place through the environment; communication 
within the nervous system is not always necessary” (p. 222).

Ashby did not go on to actually build a larger-scale Homeostat. How-
ever, there are many examples available in which the properties of 
scaled-up systems are explored synthetically. Let us consider one such 
example related to a topic central to the current chapter: walking. In 
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particular, let us explore the many-legged walking machines, Strand-
beests, created by sculptor Theo Jansen (Jansen, 2007). 

5.13.2  Strandbeest

Theo Jansen is a sculptor famous for his large installations that resem-
ble animal skeletons. These walking skeletal systems are called Strand-
beests, and are intended to be a new species of organism that live on, 
and adapt to, conditions of a seaside beach. Jansen’s artistic aim is given 
on his website (www.strandbeest.com): “I make skeletons that are able 
to walk on the wind, so they don’t have to eat. Over time, these skel-
etons have become increasingly better at surviving the elements such 
as storms and water and eventually I want to put these animals out in 
herds on the beaches, so they will live their own lives.”

The Strandbeests reflect Jansen’s long-time interest in evolutionary 
theory and genetic algorithms (Jansen, 2007). Prior to 1990, he used 
genetic algorithms to program creatures that existed as lines on a com-
puter’s screen, and whose likelihood of reproducing depended upon how 
quickly they moved. He then transferred this interest to dynamic arti-
facts, building moving machines from plastic tubing. These machines 
have become wind-powered devices that walk along beaches, capable of 
anchoring themselves against storms, storing air, gathering sand, avoid-
ing water, and using pneumatic nerve cells. Jansen continues to use ge-
netic algorithms by racing Strandbeests against one another, and using 
parts of the losers to make (possibly imperfect) copies of the winners. He 
is currently exploring how to make his Strandbeests self-replicate.

Jansen’s (2007) work is of interest to us because his Strandbeests have 
been developed synthetically. That is, he has discovered how to make these 
large walking systems not by analyzing movement, but by letting his basic 
building blocks (plastic tubes) guide his discovery of multilegged walking 
structures. Rather than analyzing what makes a gait “lifelike,” Jansen 
explored, from the ground up, configurations of tubing that resulted in 
amazingly lifelike, many-legged, walking sculptures. In the sections that 
follow, we will gain some understanding of Jansen’s synthetic discoveries 
by constructing our own Strandbeest out of LEGO components.

5.14 a LEGO strandbeest
5.14.1  Alternative Material

Jansen’s (2007) Strandbeest originated from the goal of building crea-
tures from particular material. “I want to make everything out of plastic 
tubing. Just as nature as we know it consists largely of protein, I want 
to make my own life-forms from a single material” (Jansen, 2007, p. 35). 
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One reason that Jansen began his inventions by choosing their basic 
material is that he has found that limitations imposed by this choice 
guide (or force) his later creative thinking. “Remarkably, chance is more 
likely to play a role when there are restrictions. Financial restrictions, 
for example, may mean that drawers in the workplace stay closed. This 
necessitates looking for other possibilities elsewhere. During this search 
new ideas automatically emerge, ideas that are often better than the 
ones you first had. Again, the restrictions of the plastic tubing oblige 
you to look for technical solutions that are less than obvious” (p. 37).

  In following 
sections, we will 
explore building 
a machine that 
is inspired by the 
Strandbeest, but is 
composed of yet  
another “mater- 
ial”: LEGO parts. 
The machine that 
we will create is il-
lustrated in Figure 
5-11. Because we 
are choosing a ma-
terial that differs 
from Jansen’s, we 

will be forced — by our material — to make some creative decisions in or-
der to create a device that behaves in a similar fashion to those that Jansen 
has created and described. The primary goal of the device that we will 
build is to walk; when it walks we will see that it does so in a fashion that 
is remarkably lifelike, as is the case for Jansen’s self-locomoting devices.

5.15 segmented design

5-11

5-12
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5.15.1  Parts and Foraging

If the reader would prefer to use wordless, LEGO-style instructions, they 
are available as a pdf file from the website that supports this book (http://
www.bcp.psych.ualberta.ca/~mike/BricksToBrains/). The components in 
Figure 5-12 are used to construct the LEGO Strandbeest. This machine’s 
gait is dependent completely on the particular proportions of its leg com-
ponents: if certain parts are not available, creative substitutes must be 
developed that maintain the proportions that will be described in more 
detail in Section 5.18. This is one way in which the LEGO parts can drive 
the creative process, just as the plastic tubing guided Jansen (2007, p. 
37): “What is handy about the artist’s method is that you yourself don’t 
have to devise or invent anything. The material does that for you. So it 
was the plastic tubes that put the idea of a new nature into my head.”

5.16 from the ground up
5.16.1  Ankles and Feet

Unlike Vehicle 2 (and many other robots in this book), the Strandbeest is 
capable of moving on soft surfaces such as carpets. It accomplishes this 
by having feet with ankles, which are controlled solely by gravity and 
geometry. Naturally, you will need to build one foot for every leg you 
want, but like the walker itself the foot design is repeatable (that is, every 
leg, regardless of position or orientation, uses the same foot design).

To assemble these feet, begin by snapping two 1 × 5 liftarms to the 
top of a 2 × 4 LEGO brick, as shown in Figure 5-13. This can be quite 
tight, so press firmly. Attach a 1 × 4 inverted dish to the centre of the 
liftarms once they connect. 

Next, flip the Figure 5-13 assembly over. A length-5 axle is used to 
hold two type 1 connectors and a 2 × 2 plate (with axle hole) in place 
with half-bushes, as shown. Once this is connected to the brick, slide 
two 2-axles into the connectors, as in Figure 5-14.

Finally, add two 1 × 4 beams to the brick, and a connector (with axle 
hole) to each 2-axle. The beams serve as stoppers to prevent the foot from 
flipping over. The resulting assembly is shown in Figure 5-15.

5-13

5-14

5-15
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5-16

5-17

5-18

5.16.2  Feet vs. Wheels

The feet described in Section 5.16.2 are to be attached to robot legs of 
unique design. Among roboticists there has been considerable debate con-
cerning whether autonomous robots should use wheels or legs. Wheels 
have the advantage of being very efficient and stable, because their axle 
does not move up and down as the wheel rotates. Largely for this reason, 
successful autonomous robots sent to Mars (such as the rovers Spirit and 
Opportunity, which were designed to last 90 Martian days, but at the 
time of this writing are still working well over 1,500 Martian days past 
their “expiry date”) have used wheels instead of legs.

In principle, however, legs have many advantages over wheels. Be-
cause legs do not have to be continuously in contact with the ground, 
they can step over small obstacles in uneven terrain, and therefore 
are more adaptive to a wider variety of circumstances than are wheels 
(Jansen, 2007). The problem with legs is their potential for instability, 
because they are not wheel-like — the hips to which they are attached 
usually move up and down with each step, unlike the axle of a wheel.

Jansen (2007, p. 51) has discovered how to construct legs to solve 
this problem; like McGeer (1990a), he discovered how to convert walk-
ing into wheel-like locomotion: “The upper and lower leg parts move 
relative to one another in such a way that the hip joint (at the juncture 
with the upper leg) remains at a constant height, just as with the axle 
of a wheel.” Let us now turn to constructing such special legs.

5.17 a strandbeest leg
5.17.1  Precise Proportions

The Strandbeest translates rotational motion along a fixed axis into 
horizontal motion, much like a wheel. Furthermore, the precise propor-
tions of the different parts of the leg convert that motion into a smooth 
walking gait.

Begin by laying out two 3 × 5 L-shaped liftarms with quarter ovals 
(see Figure 5-16), and connecting them to four length-2 axles, a length-8 
axle, and a length-4 axle in the positions shown.
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Next, slide two 1 × 5 liftarms onto the pegs as shown 
in Figure 5-17, securing one of them with half-bushes. 
The other is left unsecured for now.

Next, slide two LEGO bushes onto the length-8 axle 
on the 1 × 5 liftarm’s side, and three on the other side 
of the same axle, as illustrated in Figure 5-18. 

Next, on the upper remaining length-2 axle, slide 
a half-bush, followed by a 1 × 4 liftarm as shown in 
Figure 5-19. Finally, the foot can be attached using 
both ends of the axle at the bottom of Figure 5-17. 
The positioning of the attached foot is also shown in 
Figure 5-19.

5.18 LEGO legs and holy numbers
5.18.1  Completing a Leg

Leg construction is completed by attaching two 
double-bent liftarms to the assembly by their 
second pinhole, as in Figure 5-20. The upper one 
uses a low-friction pin (grey, not black) to con-
nect to the 1 × 4 liftarm, while the lower one is 
secured to the length-4 axle using a half-bush. 
To complete the Strandbeest, many copies of this 
leg must be assembled. For now, just build two 
of them.

5.18.2  The Holy Numbers

The lifelike motion of Jansen’s (2007) Strandbeest depends crucially on 
the proportions of various leg parts. Jansen used genetic algorithms to 
choose proportions that optimized the shape of the leg’s walking curve 
(to maximize hip stability) and the duration that the leg was in the air 
(which was minimized). The resulting “holy numbers” are provided in 
Figure 5-21, which depicts Jansen’s leg design. Each black line in the 
figure represents one plastic tube. The numbers give tube lengths in 
arbitrary units. “It is thanks to these numbers that the animals walk 
the way they do” (Jansen, 2007, p. 57).

A leg of the LEGO Strandbeest (Figure 5-20) is an attempt to imple-
ment these “holy numbers” as accurately as possible. Figure 5-22 shows a 
side view of the Figure 5-20 leg superimposed by a Jansen leg. The units 
in this figure are LEGO studs; this configuration of lengths is our best 
approximation of the optimal lengths in Figure 5-21. Thus, the struc-
ture of the LEGO leg — the actual parts, and their relative placement — is 

5-19

5-20
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the direct result of seeking this match while being restricted to dif-
ferent materials. The exact structure of a LEGO leg is dictated by the 
constraints imposed by LEGO parts.

5.19 reinventing the wheel
5.19.1  Pairing Legs into a Module

After assembling two legs (Figure 5-28), create a leg module. First, posi-
tion both legs as shown in Figure 5-23. Run a length-6 axle through the 
first pinhole on each liftarm, joining the four liftarms together.

Next, slide a wedge belt wheel onto each side of the length-6 axle that 
connects the four liftarms. Pin each wheel in place with half-bushes 
(Figure 5-24). The length-6 axle must pass through the same hole on 
both wedge belt wheels (see below). Insert a length-4 axle through the 
axle hole in the centre of each wedge belt wheel, followed by a half-bush.

5-21

5-22

5-23

5-24
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When wedge belt wheels are at-
tached (Figure 5-32), note that there are 
six different holes that could be used 
(Figure 5-25). Within a leg module, the 
length-6 axle must be inserted in the 
same hole of both wedge belt wheels. If 
this is not done, then the legs will not 
move properly.

Next, place a 1 × 16 Technic beam on each side of the assembly. The 
length-8 axles from each leg pass through the third pinhole from the end, 
while the length-4 axles you just placed go through the central hole. Pin 
the beam in place with a half-bush on each length-4 axle (Figure 5-26).

Brace the two beams with the 1-width plates, as demonstrated in 
Figure 5-27. The 6 -length plates brace the 1 × 8 plates crossing the as-
sembly, reducing the slipping one would expect from 1-width bracings.

The legs can now be moved by rotating the central axle by hand. 
Movement might be restricted because of the tightness of various con-
nections. Fine-tune the connections, making sure that all axles are flush 
with their connectors, that the half-bushes holding the beams in place 
are snug, and that the legs move smoothly.

5.20 quadruped
5.20.1  Mounting the Modules

Using the instructions from Sections 5.16 through 5.19, build four legs, 
and use these legs to create two leg modules. Once this is done, the sim-
plest version of a walking Strandbeest — a quadrupedal version — can 
be assembled. 

5-26

5-27

5-25
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Begin by replacing the central half-
bush on one leg module with a 24-tooth 
gear. Using axle pins, mount an 8-tooth 
gear and another 24-tooth gear to the 
right of the axle, followed by seven 1 × 
4 plates in the configuration shown in 
Figure 5-28.

Repeat this step on the second leg 
module to create two identical assem-
blies that can be connected using a 
Technic axle joiner on the central axle 
such that the gear trains face each 
other, as in Figure 5-29.

Using a pair of 1 × 4 plates, 1 × 8 plates, 
1 × 4 beams and 2 × 4 plates, attach a 
pair of 9V mini-motors to the joined 
leg modules. The positions of the mo-
tors are shown in Figure 5-30. Note that 
the two leg modules are separated by 
seven LEGO pips, so the 1 × 8 plates will 
have some overhang, and the axle joiner 
(from the above step) should have some 
play. The motors should hold 8-tooth 
gears, each of which should mesh with 
a gear that is part of a leg module.

5.20.2  Gait Exploration

With the motors attached, a quadru-
ped Strandbeest is finished. Its walk-
ing gaits can now be explored. Attach 
both motors to the same LEGO battery 
pack (using two wires from the battery 
pack’s output) and turn it on. If the ro-
bot seizes up, the wires are not con-
nected in the same direction; if they are 
connected correctly the motors should 
turn smoothly. Later in this chapter, we 
will present a video that illustrates the 
behaviour of this quadrupedal Strand-
beest, as well as of one that involves 
more than two leg modules.

5-28
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5.21 manipulating quadruped gaits
5.21.1  Quadruped Gaits

As was noted in Section 5.3.2, early photographic analysis of animal 
locomotion revealed a number of distinct animal gaits (Muybridge, 
1887/1957). Quadruped gaits that Muybridge reported included the walk, 
in which a horse supported itself first with 3 legs, and then with 2 legs, 
in alternation. The particular feet involved in support during the walk 
alternated in a distinct sequence; there were eight different support 
stances in the sequence before it repeated itself.

The amble was identified as the evolution of the walk into a faster 
form of locomotion. The horse supported itself first with 2 legs, then 
with 1 leg, in an alternating sequence of eight different support stances 
before the entire sequence of the amble began again.

“The trot is a system of progress in which each pair of diagonal feet 
are alternately lifted with more or less synchronism, thrust forward, 
and again placed on the ground; the body of the animal making a tran-
sit, without support, twice during each stride” (Muybridge, 1887/1957, 
p. 41). The rack, or the pace, was identical to the trot with the exception 
that lateral leg pairs were alternated instead of diagonal leg pairs.

The canter is a more complex gait than the previous four. It involves the 
same sequence of footfalls as the walk, but at irregular intervals. It comprises 
a spring from a forefoot, followed by a landing on the diagonal hind foot, 
with the body being supported by 1, 2, or 3 legs in a complex sequence.

Finally, the gallop is the gait that produces the most rapid quadrupedal 
movements. Each foot impacts the ground in a sequence. One sequence is 
known as a transverse gallop, while an alternative sequence is known as 
a rotational gallop. During galloping, a horse’s body is supported by 0, 1, 
or 2 feet at any given moment.

5.21.2  Exploring Strandbeest Gaits

The quadruped LEGO Strandbeest is also capable of producing a variety 
of different gaits, which are determined by the phase of the legs in one 
module relative to the legs in the other. One can manipulate relative 
phase in increments of 90° as follows: detach the axle that joins adja-
cent leg modules together (as seen earlier in Figure 5-36). Rotate the 
40 -tooth gear of module to shift its legs, and then reattach the axle. 
(The fact that the axle and axle joiner are cross-shaped constrains this 
phase manipulation. Phase shifts that are not multiples of 90° will not 
permit the axle to be reattached.)

A second variable that affects phase involves the wedge belt wheels 
that were attached in Figure 5-32. Within a module, both wedge belt 
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wheels must be attached using the same hole (Figure 5-33). However, 
across modules, different holes can be used. In certain instances, when 
different modules use different wedge belt wheel holes, different phase 
manipulations become possible.

Imagine that in one leg module, the hole that is used is the one at 
the top left of Figure 5-33. If this hole, or the hole 180° from it (bottom 
left Figure 5-33), is used in a second module, then the phase between 
the modules can only be manipulated in 90° increments when the mod-
ules are disconnected and manipulated as described earlier in this sec-
tion. However, if the second module uses any of the other four possible 
holes illustrated in Figure 5-33, then the phase difference between the 
modules can be manipulated in increments of 60°.

One of the revelations provided by the early analysis of animal move-
ment was that in some instances all four legs might be off the ground 
at the same time (Muybridge, 1887/1957). The slow movement of the 
quadruped Strandbeest prevents this from ever happening. However, 
you will observe that by manipulating the phase of adjacent modules, 
different gaits can be produced. How many of these gaits were observed 
by Muybridge? Can this machine produce any gaits that Muybridge did 
not observe in his analytic studies of locomotion?

5.22 an octapedal strandbeest
5.22.1  Additional Legs

One of the advantages of Jansen’s (2007) modular leg design is that it 
is fairly easy to scale Strandbeests up and explore their behaviour. For 
instance, what gaits might be seen in an octapedal Strandbeest? To 
answer this question, one builds additional leg modules, adds them to 
the quadrupedal Strandbeest, and observes the result — while at the 

same time manipulating phases 
between adjacent leg modules.

To continue exploring the 
Strandbeest, you will need to as-
semble two additional leg mod-
ules (Section 5.19). Once these 
extra leg modules are assembled, 
mounting them to the Strand-
beest is extremely simple. Begin 
by sliding a Technic axle joiner 
to the extended length-4 axles 
on either side of the walker, as 
shown in Figure 5-31.

5-31
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Next, slide one of the new leg modules into the joiner on each side of 
Figure 5-31, as illustrated in Figure 5-32. Be careful when doing this to 
line up the legs in adjacent modules so that their phase relationship is 
what you desire. For instance, to set adjacent modules 180° out of phase, 
ensure that the legs in one module are in “up” position, while the legs in 
the adjacent module are in a “down” position. This should be the case for 
each of the four adjacent leg modules that are illustrated in Figure 5-32.

To complete the octapedal Strandbeest, the leg modules added in Fig-
ure 5-32 must be reinforced. To do this, snap on five 2 × 6 Technic plates 
between each of the new segments and the existing ones: two on the 
ends, and one in the centre, as shown in Figure 5-33.

5.22.2  Walking with Eight Legs

The walker will now operate as an octapod, with eight legs working in 
unison. Connect the motors to a single LEGO battery pack and turn it 
on just as before. Observe the walking behaviour. How does it compare 
to that of the quadrupedal Strandbeest? When the machine walks for-
ward, how are its legs coordinated? What happens when you reverse the 

5-32

5-33
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direction of the motor, or manipulate leg phases? What happens when 
the two motors are run from separate battery packs? What happens 
when the central axle joiner is disconnected, producing a walker that 
uses two independent quadrupedal modules? How does this thought-
less machine coordinate its legs so that it moves forward? 

5.23 strandbeests in action
5.23.1  Observing Strandbeest Gaits

When the octapedal Strandbeest is completed, we are in a position to 
begin to explore the dynamics of Strandbeest locomotion. Video5-2.
mpg, available from the website for this book (http://www.bcp.psych.
ualberta.ca/~mike/BricksToBrains/), provides some examples of walking 
in both the quadrapedal and the octapedal versions of the Strandbeest. 
It also illustrates how changing the phases of the leg modules — by 90° 
increments in the video — clearly affects Strandbeest gaits. More impor-
tantly, the effect on gait interacts with the number of leg modules in 
use. That is, when identical phase manipulations are performed on the 
quadrupod and the octapod, different gaits are observed.

The video also demonstrates another advantage of adopting the 
synthetic methodology — that is, of building the Strandbeest from the 
ground up without an extensive pre-analysis of its structure or behav-
iour. The advantage is that the working model can be exposed to envi-
ronments that were not originally considered when the machine was 
being built. For instance, the video shows how the Strandbeest’s legs, 
and the positions of its ankles, smoothly adapt to changes in slope.

Another advantage of the synthetic approach is that one can quickly 
explore how the machine reacts to changes in its embodiment. Two such 
changes are explored in the video. In one, the two central motors in 
the octapedal Strandbeest are run in opposite directions. The result is 
that the machine executes a smooth turn. In the second, the axle joiner 
connecting the two central leg modules of the octapedal Strandbeest is 
disconnected. As a result, its left and right sets of legs are independent 
machines. When it is run, these two independent sets of legs become 
desynchronized, and the machine begins to turn. However, in spite of 
their independence, the two sets of legs later resynchronize, and the 
machine stops turning.

How is it possible for the independent legs to resynchronize? This phe-
nomenon is a reminder that the Strandbeest is an embodied agent that 
exists in an actual environment, and that its behaviour (like that of the 
LEGO passive dynamic walker) must be considered with the environment 
kept firmly in mind. While the Strandbeest is not strongly situated in its 
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environment, because (unlike Vehicle 2) it does not take measurements 
with sensors, it is at least weakly situated in its world (see also Dawson, 
2004, Chapter 6). That is, the exact position of a leg not only depends 
upon the current position of its axles and wedge belt wheels, but also 
upon the floor that is pushing against the leg. This in turn will have an 
effect on the positions of other parts of the robot. So, if desynchroniza-
tion produces an awkward stance for the robot, this in turn can slow 
the movement of some legs down (e.g., increased force might strain one 
motor, slowing it down). This can change the position of one set of legs 
relative to the other set, and permit resynchronization to occur. In short, 
just as was the case in Ashby’s (1960) account of a large-scale Homeo-
stat, the disconnected legs can communicate with one another because  
they are embodied, and weakly situated, in a common environment.

5.23.2  Exploiting Stronger Situation

Above, the coherent walking behaviour of the Strandbeest was explained 
by appealing to feedback between legs that are embodied and weakly 
situated. A similar account is provided by Dawson’s (2004, Chapter 6) 
analyses of the different gaits produced by multi-legged walkers con-
structed from K’Nex components.

These two examples lead to an obvious next step: the development 
of a robot that propels itself by taking advantage of feedback between 
components that are more strongly situated. To end this chapter, we 
will discuss one such example of a straightforward LEGO robot. This 
robot is a snake-like or worm-like machine that is created by chaining 
four identical motors together in a sequence. Coherent movement can 
be produced by having motors react to their own rotation, which can 
be caused by the motor itself, or by the motor’s axle being influenced 
by the rotation of other motor axles in the robot’s body.

5.24 alternative gaits and robotic snakes
5.24.1  Snake-like Movement

The two LEGO robots that have been described in this chapter illustrated 
the complementary nature of analytic and synthetic approaches to loco-
motion. Both were extremely simple — so simple, in fact, that they did not 
need an NXT brick to control their behaviour. The final robot described 
in this chapter, called the Wormeostat, is more advanced in the sense 
that it uses NXT bricks to control motors. However, it too is a very simple 
device, and shows how local feedback can be used to control globally co-
herent actions that are capable of producing movement. The Wormeostat 
also illustrates a synthetic alternative to a great deal of analytic research 
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that has been used to develop robots that move in the world by emulat-
ing the locomotion of such beasts as snakes and inchworms.

Japanese roboticist Shigeo Hirose began research on robots that em-
ploy snake-like locomotion in the early 1970s, and has continued to be 
a leader in this field of research (Endo, Togawa, & Hirose, 1999; Hirose, 
1993; Hirose, Fukushima, & Tsukagoshi, 1995; Hirose & Mori, 2004; Hi-
rose & Morishima, 1990). When Hirose began his research, he was inter-
ested in two different questions. First, at the time it was not clear how 
snakes were able to move forward without the use of legs, and Hirose 
was interested in using engineering to explore this issue. Second, Hirose 
believed that a robot that was snake-like in form would be extremely 
versatile, capable of moving across a variety of terrains, and able to solve 
a variety of problems. This is because a snake’s body can be used in many 
different ways: as “legs” when locomoting, as “arms” when climbing, 
and as “fingers” when grasping. Indeed, snake-like and inchworm-like 
robots are being applied to such diverse tasks as search and rescue (Ito 
& Murai, 2008; Matsuno, 2002) and for surgery (Phee et al., 2002).

Snakes can propel themselves using one of four different kinds of 
gaits: serpentine, side-winding, concertina, and rectilinear (Saito, Fu-
kaya, & Iwasaki, 2002). For instance, when snakes use the serpentine 
gait, their body takes a particular form called the serpenoid curve. 
When in this shape, there is greater friction tangential to the snake’s 
body and less friction in the direction parallel to its body. As a result, 
movement of body parts causes the entire body of the snake to move 
forward instead of sideways (Hirose, 1993).

Hirose exploited such principles when developing a serpentine robot, 
which he called the active cord mechanism. The original version was 
about 2 metres long, and had 20 different joints that linked modular 
servo-mechanisms. The mechanism at each segment of this robot en-
abled a particular joint to bend to the left or to the right. Casters were 
attached to each segment to manipulate friction — a segment could eas-
ily be pushed in the direction normal to the robot’s body, but could not 
be so easily moved in the direction orthogonal to the body. Serpentine 
was achieved by bending the robot’s body at a particular angle at the 
front of the machine, and then sending this angle back toward the rear 
of the robot as a travelling wave.

5.24.2  Analyzing Snake Locomotion

Hirose’s robots were inspired by a biomechanical analysis of the loco-
motion of living snakes (Hirose, 1993). Not surprisingly, the literature 
on snake-like movement for robots provides numerous mathematical 
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models of the dynamic forces that are involved in propelling snakes 
forward in two or three dimensions (Bayraktaroglu, 2009; Chirikjian 
& Burdick, 1995; Hirose & Morishima, 1990; Ito & Murai, 2008; Lobon-
tiu, Goldfarb, & Garcia, 2001; Saito et al., 2002; Shan & Koren, 1993; 
Skonieczny & D’Eleuterio, 2008; Transeth, Leine, Glocker, & Pettersen, 
2008; Transeth, Leine, Glocker, Pettersen, & Liljeback, 2008). These con-
tributions are similar to the detailed analytic research that inspired 
the passive dynamic walkers discussed earlier in the current chapter. 
However, it is also possible to synthetically produce such devices. In the 
next section, we introduce a LEGO robot that can move like a snake, 
and which was inspired by tinkering with some of the basic principles 
of the Homeostat (Ashby, 1956, 1960).

5.25 the wormeostat: a synthetic snake or worm
5.25.1  Feedback and Motion

The Wormeostat is a simple robot that consists of a chain of four NXT 
motors, as shown in Figure 5-34. These motors are linked in such a way 
that when one of them moves (i.e., when one of them rotates its axle), it 
can physically cause other motors in the robot to move too by contort-
ing the robot’s body.

Each of the motors in the Wormeostat’s body is analogous to one of 
the four electrical components in the Homeostat (Ashby, 1956, 1960). 
That is, in addition to being able to affect the other components, each 
motor reacts to the effects of the other motors and itself. If a motor ro-
tates above a threshold level — either by running, or by being rotated by 
the action of other motors — then the motor attempts to rotate in the 
opposite direction in order to return to its original position. If the mo-
tor’s rotation is below threshold, then it does not react.

When such feedback is linked in the body of the Wormeostat, the 
result is that the body contorts in waves of motion up and down, like a 
caterpillar or worm. (The motors can be mounted sideways so that the 
contortions are side to side, analogous to the movement of a snake.) 
These contortions cause the robot to move forward, and even permit it 
to climb over obstacles.

5.25.2  Motion from Friction

The reason that the contortions of the Wormeostat’s body cause it to 
move forward is because it has a number of friction points that provide 
resistance to movement in one direction, but do not resist movement in 
the opposite direction. This is similar to Hirose’s use of differential fric-
tion in his robot snakes (Hirose, 1993).
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5.26 foraging for wormeostat parts
5.26.1  Building the Wormeostat

The next few pages provide instructions for building the Wormeostat 
that was illustrated in Figure 5-34. If the reader would prefer to use 
wordless, LEGO-style instructions, they are available as a pdf file from 
the website that supports this book (http://www.bcp.psych.ualberta.
ca/~mike/BricksToBrains/).

5.26.2  Parts and Modules

The complete Wormeostat is comprised of two modules. Each module 
consists of one NXT brick and two motor components, all linked together 
in a flexible assembly. When the two modules are connected together, 
the Wormeostat is finished. All of the parts that are used to construct 
this robot are illustrated below in Figure 5-35.

However, it is important to realize that there are subtle differences 
between the two modules. The instructional images that follow illustrate 
how to build each module, and how to link them together. Be careful 
to look at the details of these instructional images, though, so that the 
two modules that you will construct are not identical.

5-35

5-34
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5.27 motor and tire assemblies
5.27.1  Motor Modules

Much of the Wormeostat’s body is composed of 
four assemblies, each of which is an NXT mo-
tor to which additional parts will be attached. 
The first step in building the Wormeostat is to 
begin to build these four components, as illus-
trated in Figure 5-36. An axle that is 5 studs in 
length, four pins, and two double-bent liftarms, 
are attached to each NXT motor as in the figure.

5.27.2  Tire Assemblies

Other components that will eventually be at-
tached to the motors are a number of tire as-
semblies. These assemblies are not designed 
to work as wheels, but will instead provide 
points of friction that will prevent the robot 
from sliding backward when force is applied. 
Each of these components is very simple, and 
14 of them must be constructed. The instruc-
tions for tire assembly construction are also 
provided in Figure 5-36. They will be attached 
later in the robot’s construction.

5.28 preparing two NXT bricks
5.28.1  Control and Friction

The Wormeostat uses two NXT bricks to con-
trol the feedback amongst motors. One brick 
controls the two motors in the front half of the 
robot, while the other brick controls the two 
motors in the back half of the robot. In addi-
tion to holding the tasks that run the motors, 
each brick also holds a set of tire assemblies 
(Figure 5-36) that serve as points of friction 
that prevent the robot from sliding backward 
when it squirms. In this step, two NXT bricks 
are prepared to hold these tire assemblies using 
pins and double bent liftarms, as is illustrated 
in Figure 5-37.

5-36

5-37
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5-38

5.29 front end friction
5.29.1  Motor Friction

In this step, friction-producing tires are added to a motor that will be 
part of the front end of the robot. Pins are used to prevent the tire as-
semblies from pushing too far forward, and elastics are used to pull the 
tire assemblies back into place. Examining the motor assembly that is 
the top part of Figure 5-38 provides the logic of this design. 

If this motor were pushed to the right of this figure, then the tire 
assemblies would be pushed into the surface that the robot was on, 
would provide friction, and would prevent this motion. In contrast, if 
this motor were pushed to the left of this figure, then the tire assem-
blies would be pushed up, and would therefore not provide friction, 
and motion to the left would not be inhibited. When the motor shifted 
position (e.g., if it twisted forward), the tire assemblies would be pulled 
back into position by the elastics, and would be ready to provide fric-
tion again if required.

5.29.2  Brick Friction

To complete this step, tire as-
semblies identical to those 
added to the motor are added 
to the NXT brick as well.

With a casual glance, the 
front half of the Wormeo-
stat appears to be identical 
to its back half (e.g., Figure 
5-34). However, this is not the 
case — a careful inspection 
reveals subtle but important 
differences. One example of 
such a difference can be seen 
in the front NXT brick. No-
tice the direction in which 
the tire assemblies are point-
ing, and note that the but-
tons on the NXT brick are 

pointing in the same direction. Note that the assembly involving the 
second NXT brick (Figure 5-42, presented later this chapter) is a mir-
ror image of Figure 5-38 — the two NXT brick assemblies are not ex-
actly the same!
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5.30 a second front end motor
5.30.1  Reflected Construction

The front half of the Wormeostat in-
cludes two motors. The tire assemblies 
are attached to the second motor as 
illustrated below in Figure 5-39. Note 
that this motor assembly is different 
from the other front-end motor that 
was illustrated in Figure 5-38: the mo-
tor has a reflected orientation, so that 
the tire assemblies that are attached 
to it have a different position relative 
to the double-bent liftarms.

5.31 completing the front half
5.31.1  Connecting Three Components

The front half of the Wormeostat is 
created by joining the three modules 
that have been described in the pre-
ceding pages. The motor assembly il-
lustrated in Figure 5-39 is attached to 
the front NXT brick assembly as illus-
trated in Figure 5-40. Note that the ro-
tating axle of this motor is what links 
the motor to the brick. This is impor-
tant; it means that this motor can lift 
the front brick upward, permitting 
the Wormeostat to climb over obsta-
cles. Note too that elastics are added 
to the tire assemblies at the connec-
tion between the brick and the motor.

A 5-stud–length axle is then used to 
connect the motor illustrated in Fig-
ure 5-38 to the motor that is attached 
to the NXT brick, making a chain of three major components. Take note 
of the orientation of the motors to one another, and of the fact that all of 
the friction-producing tire assemblies are pointing in the same direction.

Construction of the front half of the Wormeostat is completed by 
attaching cables between the motors and Output Ports A and B of the 
NXT brick.

5-39

5-40
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5.32 modules for the rear half
5.32.1  Replicating Components

The rear half of the Wormeostat is also 
created from three major components, 
two involving motors and one involving 
an NXT brick. The instructions for build-
ing the two motor modules are provided 
in Figure 5-41. Notice an important differ-
ence between these instructions and those 
for the front motors. The lower motor in 
Figure 5-41 is the one that will be attached 
to the rear NXT brick. It will be attached 
using the axles that are inserted into the 
double-bent liftarms attached to the mo-
tor. This means that the rotating axle of 
this motor will not be directly connected 
to the NXT brick.

The rear NXT brick module is com-
pleted as shown in Figure 5-42. Note 
that while it is similar to the front NXT 
brick module, the two are not identical, 
as was discussed earlier in Section 5.29. 
This brick assembly is a mirror image of 
the one that was provided earlier in Fig-
ure 5-38.

5.33 completing the rear half
5.33.1  A Second Chain

The rear half of the Wormeostat is created by linking the three compo-
nents described in Section 5.32 together in a chain. This is illustrated 
below in Figure 5-43. Again, pay attention to subtle differences between 
this figure and Figure 5-40. The rotating axles of the motors in Figure 
5-43 point away from the NXT brick, not toward it. Also note the orien-
tation of the motors relative to one another. Once the components are 
united as shown, this step is completed by attaching cables between the 
motors and Output Ports A and B of the NXT brick.

5.34 the total wormeostat
5.34.1  Linking the Halves

The Wormeostat can now be completed by attaching its two halves to-
gether with a 5-stud–length axle, as illustrated in Figure5-44. Note that 

5-41
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when this step is completed, the four motor components have alternat-
ing orientations. Also note that all of the tire assemblies point in the 
same direction.

5.34.2  Programming Feedback

Now that the Wormeostat has been constructed, NXC code must be writ-
ten to create the feedback between motors that will lead to the robot’s 
movement. The pages that follow describe the program.

5.35 wormeostat code for motor 1
5.35.1  Motor Behaviour

In general, the Wormeostat’s movement is produced by having a motor 
sense how much its axle has rotated in a brief period of time. If this rota-
tion is below a threshold value, then the motor does nothing. However, 
if the rotation is above this threshold, then the motor turns on and at-
tempts to rotate the axle back to its original position.

The NXC code below provides three tasks that accomplish this. Mo-

tor1SenseRotation senses motor rotation. Motor1ComputeRotation computes a 
response to this sensed rotation. Motor1React uses the computed response 
to run the motor, but only if the sensed rotation is above a threshold.

5-43

5-44
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//Wormeostat_v1 -- Run this program on both NXT bricks simultaneously. 

//The motors feed back to themselves electrically and to each other physically. 

#define Motor1 OUT_A 

#define Motor2 OUT_B 

const int  RefreshDelay = 50; //time between sensing rotation and running motor 

const int  Strength = 80;  //motor strength in percent 

const int Threshold = 8;  // Used to decide to run motor, or not 

const int reverse = -1, forward = 1; //a few basic constants 

//Motor1====================================================== 

int Motor1Response, Motor1Activation, Motor1Sense, Motor1Lag, Motor1Direction; 

task Motor1SenseRotation(){ 

	 //This task senses the amount that Motor1 has rotated. It records this 

	 //value in a variable (Motor1Sense). This permits more than one task 

	 //to have access to this value at the same time. 

	 while (true){ 

		  Motor1Sense = MotorRotationCount(Motor1); 

	 } 

} 

//Compute movement: Compute rotation required to return to initial position. 

task Motor1ComputeRotation(){ 

	 while (true){ 

		  Motor1Response = (-1 * Motor1Sense); //Response opposite to sensed rotation 

		  //Hold computed value until it is reached or until motor jams 

		  until ((Motor1Response == Motor1Sense) || MotorOverload(Motor1)); 

		  Wait(Motor1Lag); // short delay before recomputing 

	 } 

} 

//React by running the motor as computed by Motor1ComputeRotation. 

// Only run the motor if sensed rotation is greater than a threshold 

task Motor1React(){ 

	 while (true) { 

		  //Set the direction in which to run the motor 

		  if(Motor1Sense > Motor1Response) Motor1Direction = reverse; 

		  else Motor1Direction = forward; 

		  //If sensed rotation is above threshold, run the motor to react 

		  if (abs(Motor1Sense - Motor1Response) > Motor1Activation){ 

			   OnFwdReg (Motor1, Motor1Direction * Strength, OUT_REGMODE_SPEED); 

		  } 

		  else Float(Motor1); //If below threshold, do not run the motor 

	 } 

}
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5.36 wormeostat code for motor 2
5.36.1  Second Verse Same as the First

Each NXT brick is used to control the two motors nearest the brick. All 
of these motors are controlled in exactly the same way, because each 
motor is an identical component that simply reacts to movement by try-
ing to reverse the motion that it has sensed. The NXC code listed below 
is the code used by one NXT brick to control the second motor that it 
is responsible for. Note that this code is identical to the code that was 
described in the previous section, with the exception that all variable 
names refer to Motor2 instead of Motor1.

//Motor2 mirrors Motor1 in all ways.===================== 
int Motor2Response, Motor2Activation, Motor2Sense, Motor2Lag, Motor2Direction; 
task Motor2SenseRotation(){ 
	 //This task senses the amount that Motor2 has rotated. It records this 
	 //value in a variable (Motor2Sense). This permits more than one task 
	 //to have access to this value at the same time. 
	 while (true){ 
		  Motor2Sense = MotorRotationCount(Motor2); 
	 } 
} 
//Compute movement: Compute rotation required to return to initial position. 
task Motor2ComputeRotation(){ 
	 while (true){ 
		  Motor2Response = (-1 * Motor2Sense); //Response opposite to sensed rotation 
		  //Hold computed value until it is reached or until motor jams 
		  until ((Motor2Response == Motor2Sense) || MotorOverload(Motor2)); 
		  Wait(Motor2Lag); // short delay before recomputing 
	 } 
} 
//React by running the motor as computed by Motor2ComputeRotation. 
// Only run the motor if sensed rotation is greater than a threshold 
task Motor2React(){ 
	 while (true) { 
		  //Set the direction in which to run the motor 
		  if(Motor2Sense > Motor2Response) Motor2Direction = reverse; 
		  else Motor2Direction = forward; 
		  //If sensed rotation is above threshold, run the motor to react 
		  if(abs(Motor2Sense - Motor2Response) > Motor2Activation){ 
			   OnFwdReg (Motor2, Motor2Direction * Strength, OUT_REGMODE_SPEED); 
		  } 
		  else Float(Motor2); //If below threshold, do not run the motor 
	 } 

} 
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5.37 wormeostat main task
5.37.1  The Main Task

The main task is used to initialize the variables that control the re-
sponses of each motor under an NXT brick’s control, and then to acti-
vate the three tasks that run each motor. The NXC code for the main 
task is provided below. The complete Wormeostat program is available 
from the website that supports this book (http://www.bcp.psych.ualberta.
ca/~mike/BricksToBrains/).

5.37.2  Modular Duplication

As is apparent from the instructions for building it, the Wormeostat is 
a highly modular machine constructed from identical functional com-
ponents (four motor assemblies and two NXT bricks all linked together 
in a flexible structure). All four motors run exactly the same three 
procedures (SenseRotation, ComputeRotation, React), but can influence one 
another, producing interesting behaviour as discussed in the next sec-
tion. Each NXT brick is responsible for controlling two of these motor 
modules. Thus, each NXT brick will run exactly the same program: the 
main task listed below, and the two sets of motor routines described in 
the preceding two sections. 

//Main==========================================

task main()

{

// Set Initial Activation Levels and Lag

  Motor1Activation = Threshold;

  Motor1Lag = RefreshDelay;

  Motor2Activation = Threshold;

  Motor2Lag = RefreshDelay;

//Activate Motor1 Modules

  start Motor1SenseRotation;

  start Motor1ComputeRotation;

  start Motor1React;

//Activate Motor2 Modules

  start Motor2SenseRotation;

  start Motor2ComputeRotation;

  start Motor2React;

}
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5.38 the wormeostat’s behaviour
5.38.1  Fireside Dogs

The Homeostat (Ashby, 1956, 1960), and autoassociative artificial neural 
networks (Hopfield, 1982, 1984; Hopfield & Tank, 1985), are examples 
of systems a) that are constructed from multiple components that are 
identical in nature, and b) in which the activity of these components 
depends upon feedback amongst them. In general, these systems ma-
nipulate the signals transmitted from component to component (e.g., by 
altering the activity of each component) until a stable state is reached. 
When this state is reached, component activities stabilize, and the en-
tire system is inert. It remains in this state until some external influ-
ence disrupts the stability that has been achieved. The Homeostat was 
“like a fireside cat or dog which only stirs when disturbed, and then 
methodically finds a comfortable position and goes to sleep again” 
(Grey Walter, 1963, p. 123). The Wormeostat is another example of such 
a system.

5.38.2  Wormeostat Movement

The Wormeostat is able to convert the feedback amongst its four motors 
into a coherent movement that propels it forward, with a fairly jerky gait, 
over a variety of terrains. One of the reasons that it is capable of move-
ment is the variable friction that is provided by the tires connected to 
the underside of the robot. In one position, these tires come in contact 
with the terrain and provide friction that causes forces to be transferred 
through the body of the robot and prevent backward movement. In an-
other position, the tires are no longer in contact, permitting a segment 
of the robot’s body to be slid forward in the direction of the forces that 
are being applied. Video 5-3 presents some examples of Wormeostat’s 
movement; this video is available from the website for this book (http://
www.bcp.psych.ualberta.ca/~mike/BricksToBrains/),

Of particular interest is that the “fireside dog” nature of the Homeo-
stat was preserved in the Wormeostat. Usually the programs in the two 
NXT bricks are started, successively, with the entire robot’s body rest-
ing on the floor. Because the body is at rest, none of the motors detect 
rotation, so there is no attempt by any motor to move. As a result, the 
motor programs are all running, but there is no movement. However 
if the robot is disturbed, it suddenly erupts into movement that it at-
tempts to stabilize. For instance, if one segment of the robot is pulled 
up from the floor, this launches a complex feedback process that pro-
duces contortions that are converted into locomotion, such as those il-
lustrated in Figure 5-45. 
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If someone comes along, though, and restrains the robot so that it 
cannot move as is being done in Figure 5-46, then after a short period 
the rotations detected by the motors fall below threshold, and Wormeo-
stat reverts to its “sleeping” state. As shown in Video 5-3, a relatively 
small poke of the robot will awake it from this state and make it move 
again.

5.39 implications
5.39.1  Two Cultures

It is generally acknowledged that there exists a rift between science and 
the humanities, a rift that Charles Percy Snow explored in his famous 
essay “The Two Cultures” (Snow, 1969).

This same rift would appear to separate those who apply analytic 
methods from those who apply synthetic ones. For instance, Jansen 
(2007) identifies the former as being “engineers,” and the latter as being 
“artists” (see also Section 5.15.1). “Given the restrictions of this material 
[plastic tubing] I was forced to seek out escape routes that were neither 

5-45

5-46
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logical nor obvious. The strategy I followed to assemble the animals is in 
fact the complete opposite of that taken by an engineer” (Jansen, 2007, 
p. 35). Jansen built his Strandbeests from the ground up, being informed 
by the constraints of his parts, and not beginning with a carefully ana-
lyzed design. In contrast, he feels that engineers build “devices that are 
first thought out and then assembled. That’s how engineers work. They 
have ideas and then they make these ideas happen” (p. 35).

Within cognitive science, there is a definite tension between analysis 
and synthesis. We have seen arguments that analytic theories will be 
more complicated than synthetic ones, because they usually ignore the 
frame of reference problem (Braitenberg, 1984; Pfeifer & Scheier, 1999). 
It has also been argued that models created from analytic methods are 
evaluated by their fit to existing data, and therefore are less able to 
provide the surprising insights that often accompany models created 
via synthetic methods (Dawson, 2004; Dawson, Boechler, & Valsangkar-
Smyth, 2000; Dawson & Zimmerman, 2003).

A famous anecdote (Josephson, 1961) nicely illustrates the tension 
between the analytic and synthetic cultures. In 1878, Francis Upton 
was hired to work as a specialist in mathematical physics in Thomas 
Edison’s Menlo Park laboratory. Upton was a Princeton graduate, who 
had studied for a year in Germany under Helmholtz. As one of his first 
tasks, Upton was asked by Edison to calculate the volume in cubic cen-
timetres of a pear-shaped glass bulb used in the lab for experiments 
on electric lighting. With his mathematical training, Upton adopted 
an analytic approach to solve this problem. “Upton drew the shape of 
the bulb exactly on paper, and got the equation of its lines, with which 
he was going to calculate its contents” (Josephson, 1961, p. 193). Af-
ter an hour, Edison asked Upton for the results, and was told that the 
mathematician was only halfway done and needed more time. Edison 
responded that a synthetic approach would have been more efficient: 
“‘Why’, said Edison, ‘I would simply take that bulb, fill it with a liquid, 
and measure its volume directly’.”

5.39.2  Mending the Rift

The Upton anecdote was told many times, because it illustrated “the 
contrast between the practical, ‘Edisonian’ rule-of-thumb method and 
the mathematical scientists’ different mode of attack on the same prob-
lem” (Josephson, 1961, p. 193). However, what the anecdote leaves out is 
that Edison realized that Upton’s approach complemented his own, and 
that he needed Upton’s analytical skills to translate his intuitions into 
rigorous equations. Menlo Park succeeded because Edison combined 
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analytic and synthetic methods. Jansen (2007) also recognizes that the 
two methods can be combined. His use of genetic algorithms to deter-
mine his holy numbers is one example of such integration.

The complementary nature of the two approaches is also illustrated 
in the walking machines that we have been discussing in Chapter 5. De-
tailed analyses (McGeer, 1990a) laid the groundwork for the creation of 
simple passive dynamic walkers, such as the LEGO model that we built. 
However, as was illustrated with the Homeostat, analysis may become 
difficult or impossible when non-linear systems are scaled up. In this 
case, synthetic models such as the Strandbeest and the Wormeostat can 
be created in the absence of analysis. Their existence can then be used 
to constrain later analysis that will ground the “practical demonstra-
tion” in rigorous mathematics.
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 Chapter 6
 Machina Speculatrix

6.0 Chapter Overview
The first autonomous robots were created by William Grey Walter in 
the late 1940s in Bristol, England. Grey Walter was a master publicist 
for his research, and the feats of these machines received a fair amount 
of coverage in the British press. These descriptions make clear that 
these machines, called Machina speculatrix by their inventor, were ca-
pable of generating a variety of complex behaviours. However, at the 
root of this complexity was an extremely straightforward and elegant 
design. As we have seen with other machines described in previous 
chapters, Machina speculatrix was a fairly simple robot that performed 
its complex behaviours because it was situated in an interesting en-
vironment. One purpose of this chapter is to provide a brief histori-
cal introduction to this particular type of robot. The second purpose 
is to provide detailed instructions about how to build a functionally 
similar robot out of LEGO Mindstorms components in order to explore 
its behaviour.

The LEGO Tortoise is a more complicated device than the LEGO robots 
that have been described in preceding chapters. Part of this complexity 
comes from the fact that the motors that are used to control two general 
behaviours (moving forward and steering) are under the influence of 
two different sensory systems (light detection and obstacle detection). 
We have found that the programming of such robots is facilitated by 
adopting an approach called the subsumption architecture (Brooks, 
1999). An account of this general approach, and a subsumption archi-
tecture for the LEGO Tortoise, is the topic of Chapter 7.
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6.1 william grey walter
6.1.1  Biographical Highlights

Born in Kansas City, Missouri, in 1910, William Grey Walter moved 
with his family to England when he was seven years old. His secondary 
education was at Westminster School. He then entered King’s College 
at Cambridge, where he took a First in Natural Sciences in 1931 (Bladin, 
2006). He studied nerve physiology as a postgraduate, and received his 
MA in 1934. Unfortunately this work did not result in his being awarded 
a fellowship at King’s. “Cambridge still could not accept the brain as a 
proper study for the physiologist” (Grey Walter, 1963, p. 55).

Frederick Golla led the Central Pathological Laboratory at Maudsley 
Hospital in London, and had been interested in the clinical possibilities 
of electroencephalography (EEG) since at least 1929 (Grey Walter, 1963, 
p. 55). Inspired by a presentation of William Lennox at the 1935 London 
International Neurology Conference, Golla recruited Grey Walter for 
the task of developing an EEG machine.

Beginning in 1935, Grey Walter himself designed, assembled, and 
tested the initial EEG equipment. His tests on neurological patients con-
firmed the utility of EEG for studying epilepsy that had been reported 
by Lennox, but Grey Walter also demonstrated that his machine could 
be used to locate brain tumours (Bladin, 2006). This pioneering work 
included the discovery and naming of delta and theta rhythms. In 1947 
Cambridge awarded him his ScD in recognition of his enormous scien-
tific contributions.

In 1939, Golla moved his research group from London to the Burden 
Neurology Institute in Bristol. Grey Walter became head of this insti-
tute, holding this position for thirty years. He died of a heart attack in 
1977. One obituary (Cooper, 1977) listed his many important practical 
contributions, which included developing the first British machine for 
electroconvulsive therapy, creating the first portable electroencephalo-
graph, designing the first automatic low-frequency wave analyzer, and 
making electrodes for recording deep in the brain during neurosurgery. 
A second obituary noted that “few scientific disciplines owe as much to 
one man as electroencephalography and clinical neurophysiology owe 
to Grey” (Shipton, 1977).

6.1.2  A Very Public Robot

Though famous for his discoveries in EEG, Grey Walter is also celebrated 
for his pioneering work in cybernetics and robotics. He created the first 
biologically inspired robots (Holland, 2001, 2003a, 2003b); they are the 
subject of this chapter.
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Grey Walter was an unconventional man for his time. “His popular 
and academic reputation encompassed a heterogeneous series of roles 
ranging from robotics pioneer, home guard explosive experts, wife 
swapper, t.v.-pundit, experimental drugs user, and skin-diver to anar-
cho-syndicalist champion of leucotomy and electro-convulsive therapy.” 
(Hayward, 2001, p. 616). Part of his unconventionality was reflected in 
his desire and ability to generate publicity about his research.

For instance, the existence of Grey Walter’s robots, which he labelled 
Machina speculatrix but were more commonly called Tortoises, was first 
revealed in a story in the Daily Mail in 1949, and the BBC created a 
television newsreel film about these robots in 1950 (Holland, 2003a). 
The robots were displayed at the 1951 Festival of Britain, and in 1955 
he released them to roam about the audience at a meeting of the Brit-
ish Association. “The tortoises, with their in-built attraction towards 
light, moved towards the pale stockings of the female delegates whilst 
avoiding the darker legs of the betrousered males” (Hayward, 2001, 
p. 624).

The purpose of this chapter is to explore Machina speculatrix in more 
detail, first by examining Grey Walter’s accounts of their behaviours 
and inner workings, and second by constructing our own version of this 
robot from LEGO components.

6.2 the tortoise
6.2.1  Appearance

William Grey Walter constructed his first Tortoise, Elmer (for Electro-
Mechanical Robot) in 1948; a second machine, Elsie (for Electro Light 
Sensitive Internal External) was built several months later (de Latil, 
1956). Both were comprised of wartime surplus components. “The first 
model of this species was furnished with pinions from old clocks and 
gas meters” (Grey Walter, 1963, p. 244). They were eventually replaced 
by six new devices built in 1951 by ‘Bunny’ Warren (Holland, 2003a), 
two of which are currently displayed in museums.

Grey Walter (1963, p. 113) classified the machines “Machina speculatrix, 
inevitable name of the species for the discerning, though ‘tortoise’ to 
the profane.” The latter name arose because each machine was covered 
by a tortoise-like shell. In the 1949 Daily Mail article, they were described 
as “toys containing an electric brain” (Holland, 2003a, p. 2090).

There was also an enclosure that was used to recharge robot batteries. 
“On the floor, in a corner of the room, was a sort of hutch in a portable 
box illuminated by a very strong lamp inside it” (de Latil, 1956, p. 212). 
Figures that illustrate the Tortoise entering its hutch, as well as other 
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figures that illustrate Tortoise behaviour, are available at (http://www.
ias.uwe.ac.uk/Robots/gwonline/gwarkive.html).

While other robots predated the Tortoises, such as the “electric dog” 
created in 1912, and “philidog,” exhibited in Paris in 1929, Grey Walter’s 
robots represented an advance because they were autonomous (Sharkey 
& Sharkey, 2009). This resulted in behaviour that was much more life-
like than either “robotic dog,” because the feedback exploited by the 
Tortoises caused them to explore their environment.

6.2.2  Behaviour

The general press was provided a fairly eclectic description of the be-
haviours of the Tortoises. The Daily Mail reported that “the toys possess 
the senses of sight, hunger, touch, and memory. They can walk about 
the room avoiding obstacles, stroll round the garden, climb stairs, and 
feed themselves by automatically recharging six-volt accumulators from 
the light in the room. And they can dance a jig, go to sleep when tired, 
and give an electric shock if disturbed when they are not playful” (Hol-
land, 2003a, p. 2090).

The general public received similar written accounts from Grey Wal-
ter himself in his popular book The Living Brain (Grey Walter, 1963). For 
instance, he described his invention as “an electro-mechanical creature 
which behaves so much like an animal that it has been known to drive 
a not usually timid lady upstairs to lock herself in her bedroom, an in-
teresting blend of magic and science” (pp. 124–25).

Of course, Grey Walter had particular scientific interests in his ma-
chines, and used behavioural observations to support a general theoreti-
cal position that played an important role in cybernetics (Grey Walter, 
1950a, 1950b, 1951). Grey Walter (1963, p. 112) described the Tortoise 
as an example of “a free goal-seeking mechanism.” The purpose of the 
Tortoise was to “demonstrate the first of several principles exemplified 
in the mechanisms of most living creatures” (p. 113). He generated a list 
of nine such principles, and chose particular Tortoise behaviours to il-
lustrate these principles in action (Grey Walter, 1950a). Some of these 
behaviours are described in the pages that follow.

Grey Walter’s synthetic use of robots was intended to explore how 
basic biological and neurological principles might affect behaviour, 
and this tradition of research remains an important influence on many 
modern researchers (Reeve & Webb, 2003). Grey Walter’s “ingenious 
devices were seriously intended as working models for understanding 
biology: a ‘mirror for the brain’ that could both generally enrich our 
understanding of principles of behaviour (such as the complex outcome 

FromBricksToBrains_Interior.indd   166 29/04/10   8:07 PM



Chapter 6  Machina Speculatrix    167

of combining simple tropisms) and be used to test specific hypotheses 
(such as Hebbian learning)” (Reeve & Webb, 2003, p. 2245). For this rea-
son alone, they are worthy of review; let us begin by considering their 
diverse behaviours.

6.3 speculation and positive tropisms
6.3.1  Exploration as Speculation

Grey Walter was intrigued by the idea that new developments in ma-
chines, beginning with James Watt’s steam engine governor, challenged 
traditional distinctions between the living and the non-living (Grey 
Walter, 1950a). The notion that a living organism’s behaviour could 
be controlled by negative feedback was commonplace in biology and 
physiology. The new machines of interest to Grey Walter also appeared 
to be governed by this principle, a discovery that was fundamental to 
the then-new field of cybernetics (Ashby, 1956; Wiener, 1948). He was 
interested in the extent to which fairly simple machines could gener-
ate interesting, active, lifelike behaviour in virtue of receiving negative 
feedback. He developed Machina speculatrix to explore this issue.

He gave these robots this “mock-biological name” because “they illus-
trate particularly the exploratory, speculative behavior that is so char-
acteristic of most animals” (Grey Walter, 1950b, p. 43). De Latil (1956, 
p. 209) provided a first-hand account of this behaviour: “Elsie moved to 
and fro just like a real animal. A kind of head at the end of a long neck 
towered over the shell, like a lighthouse on a promontory and, like a 
lighthouse; it veered round and round continuously.” Grey Walter argued 
that the Tortoises were different from other computing devices because 
of their constant search for “problems to solve” (Grey Walter, 1963, p. 
126), a search that would cover several hundred square feet in an hour.

6.3.2  Phototropism

What, though, did the Tortoises search for? Grey Walter designed his 
machines to seek light of moderate intensity. When this stimulus was 
not visible, the Tortoise would engage in active exploration, “like the 
restless creatures in a drop of pond water, it bustles around in a series 
of swooping curves” (1963, p. 126). The “head at the end of a long neck” 
mentioned by de Latil was a photocell mounted on the robot that could 
be used to detect light. When moderate light was detected, exploration 
would stop, and the robot would approach the light source. 

De Latil (1956) visited Grey Walter’s house to see a demonstration of 
the Tortoises. It was a “dull dark day,” and when Grey Walter switched 
on a lamp the attention of the robot was immediately drawn. “She 
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continued on her way towards the attraction of the light source. Even 
so, she interrupted her direct course towards the light by one or two 
‘hesitation waltz’ steps. At last, however, her course became firm and 
direct. Her head no longer turned, but remained fixed in the direction 
of the light as if fascinated by it” (p. 210).

Grey Walter described this behaviour as being “analogous to the 
reflex behavior known as ‘positive tropism’, such as is exhibited by a 
moth flying into a candle” (1950b, p. 43). He frequently used biological 
and psychological terms to describe his robots because of his aim to il-
lustrate that cybernetic principles were capable of imparting very life-
like qualities to machines.

6.3.3  Inferring Internal Mechanisms

One way to distinguish analytic from synthetic approaches to explain-
ing behaviour is to consider the kinds of theories that would be pro-
posed by external observers of agents, and to compare these with those 
of the agents’ creator (Braitenberg, 1984). Braitenberg’s position was 
that the analytic account generated by the external observer would be 
obtained with greater difficulty, and would likely also be more compli-
cated than necessary.

To this point we have been provided some general notions of the ap-
pearance of Grey Walter’s robots, as well as an account of how these 
machines behave in darkness, and in moderate light. We are thus in 
a position to adopt the analytic approach, and to begin to generate a 
theory that explains why the Tortoises act as they do. What mechanisms 
can you propose that would produce the sorts of behaviour that Grey 
Walter demonstrated to de Latil? Would these mechanisms be capable of 
generating other behaviours if the robot’s environment was changed?

6.4 not all lights are the same
6.4.1  A Negative Phototropism

Importantly, the Tortoises were designed to be attracted to light, but 
not to any light. That is, not all lights produced the same behaviour in 
Machina speculatrix. While Elsie would be attracted to moderate light, she 
would be repelled by light that was too bright or intense. The detection 
of bright light elicits a negative tropism in which “the creature abruptly 
sheers away and seeks a more gentle climate” (Grey Walter, 1950b, p. 44).

One problem that is encountered when considering the behaviours 
exhibited by the Tortoises is that there is little information available. 
There are a few written descriptions of a standard set of theoretically in-
teresting behaviours (de Latil, 1956; Grey Walter 1950a, 1950b, 1951, 1963). 
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The BBC film of these robots is still in existence, and is probably the only 
moving picture of Machina speculatrix in action. Holland (2003a) provides a 
written transcript of this film, but it is not available for general viewing.

Fortunately, Grey Walter left an important static record of robot be-
haviour that foreshadowed Herbert Simon’s parable of the ant (Simon, 
1969). For a series of experiments that were conducted at his home, Grey 
Walter mounted candles on the robots. He then took extended exposure 
photographs of his machines. As a result, the candles produced bright 
lines in these photographs that traced the path taken by the robots over 
an extended period of time. Some of these photographs can be viewed 
at http://www.ias.uwe.ac.uk/Robots/gwonline/gwarkive.html.

Figure 6 -1 is an example of a path that could be produced by the ro-
bot when it encountered an environment 
in which there was a single light source (a 
lamp) placed on the floor in front of it. In 
general terms, the robot circles the light 
at a moderate distance, as is roughly indi-
cated by the arrows in Figure 6-1. However, 
the actual path of the robot is much more 
complicated than this, as is indicated by the 
solid dark line in the figure. For another 
example of this behaviour, see Figure 8 in 
Holland (2003b).

Holland (2003a) also discovered a docu-
ment at the archives of the Burden Neurol-
ogy Institute entitled “Accomplishments 
of an artifact,” which was likely written by Grey Walter and provides 
descriptions of several of Grey Walter’s pictures of Tortoise behaviour. 
The text that accompanies the photograph of Elsie circling the light was, 
“Attracted at first by a distant bright light the creature reaches the zone 
of brilliant illumination where it is repelled by the excessive brilliance 
of the light and circles round it at a respectful distance, exhibiting a 
search for optima rather than maxima — the idea of moderation of the 
classical philosophers” (Holland, 2003a, p. 2107).

6.4.2  Analysis of Behaviour

The behaviour illustrated in Figure 6-1 indicates that Machina speculatrix 
will produce a trajectory in which it “circles” a light at a safe distance, 
although the path taken by the robot is much more complicated than 
mere circling. “The machine circles around [the light] in a complex path 
of advance and withdrawal” (Grey Walter, 1950b, p.44). Presumably this 
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path is the result of some combination of its positive and negative pho-
totropisms. What mechanisms would be required to generate such be-
haviour in the robot? To what extent could these putative mechanisms 
be used to predict the precise, complex path of the robot?

6.5 choice
6.5.1  Buridan’s Ass

In On The Heavens (Aristotle, 1953/350 BC), Aristotle (Book 2, Section 
13.III, p. 27) describes a particularly drastic state of indecision: “the 
man who, though exceedingly hungry and thirsty, and both equally, 
yet being equidistant from food and drink, is therefore bound to stay 
where he is.” 

Since mediaeval times, this situation has become known as a paradox 
called “Buridan’s ass.” In this paradox, two equally attractive stacks of 
hay are placed at identical distances from a donkey. The poor animal 
starves to death because the stacks of hay, being identical in every re-
spect, do not provide the information that enables the donkey to choose 
one over the other. The paradox is named for French philosopher Jean 
Buridan (c. 1300–1358). He himself did not use the paradox; instead, it 
is a parody of his theory of free will, in which one must choose an ac-
tion that produces the greatest good.

Presumably the force of this parody is that a living organism would 
never fall prey to it. We have already seen that one of Grey Walter’s in-
terests was in using cybernetic principles to generate lifelike behaviour 
in machines. Indeed, one aspect of human psychology and animal be-
haviour that Machina speculatrix was intended to demonstrate was “the 
uncertainty, randomness, free will or independence so strikingly absent 
in most well-designed machines” (Grey Walter, 1950b, p. 43). 

6.5.2  Complicating the Environment

What would a Tortoise do if it found itself in the position of Buridan’s 
ass? To answer this question, Grey Walter complicated the robot’s envi-
ronment by adding a second light source. An example of the behaviour 
that would be expected is illustrated in Figure 6 -2. The dark lines indi-
cate paths taken around the lights, and the arrows indicate the direc-
tion of motion. A photograph demonstrating the behaviour, and taken 
by Grey Walter, can be seen as Figure 9 in Holland (2003b).

Holland (2003a, p. 2108) reports that Grey Walter described the be-
haviour that it depicts as follows: “The solution of the dilemma of Bu-
ridan’s ass. The photoelectric cell which functions as the creature’s 
eye scans the horizon continuously until a light signal is picked up; 
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the scanning stops, and the creature is di-
rected towards the goal. This mechanism 
converts a spatial situation into a temporal 
one and in this process the dilemma of two 
symmetrical attractions is automatically 
solved, so that by the scholastic definition 
the creature appears endowed with ‘free-
will’. It approaches and investigates first 
one goal and then abandons this to inves-
tigate the other one, circling between the 
two until some other stimulus appears or it 
perishes for want of nourishment.” Holland 
notes that this demonstration was viewed 
by Grey Walter as one of the Tortoise’s most 
impressive achievements.

It is clear that one method for making 
the behaviour of the Tortoise more compli-
cated is to increase the complexity of its environment. The robot that 
generates the example trajectories in Figures 6-1 and 6-2 is the same; the 
only difference is the number of light sources. Are the possible mecha-
nisms that you have been inferring for Machine speculatrix sufficient to 
account for this result, not to mention for the robot’s ability to choose?

6.6 additional negative tropisms
6.6.1  Avoiding Obstacles

Because of their constant exploration of their environment, the Tortoises 
were likely to encounter physical objects that would serve as barriers be-
tween them and their goal (intermediate light). To cope with this, Grey 
Walter built in a second negative tropism toward “material objects.”

Figure 6 -3 provides an example path produced by this negative tro-
pism. The robot can sense the light through the legs of a stool, but en-
counters the stool as a physical obstacle that must be avoided before 
the journey to the light can continue.

Another example is a photograph (see Holland, 2003b, Figure 7) — la-
belled “discernment” by Grey Walter — which he described (Holland, 
2003a, pp. 2106 -2107) as follows: “Presented with a remote goal (seen 
at the top of the slide) the creature encounters a solid obstacle that it 
cannot move, and although it can still see the candle it devotes itself to 
circumventing the obstacle (of which it retains a short memory) before 
it circles round in an orbit and reaches the objective.” 

Grey Walter viewed this as evidence of “discernment” because, he 
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argued (e.g., 1950a, p. 210), the obstacle-
avoiding responses that were induced by 
encountering the barrier in the photo did 
more than provide a means for escaping 
this problem. In addition, this behaviour 
eliminated the attractiveness of the light. 
As long as the obstacle was being detected, 
the tortoise had no interest in seeking the 
light. “The search for lights and attraction 
to them when found is not resumed for 
a second or so after a material conflict.” 
Grey Walter explained this by stating that 
the Tortoise had a brief memory of the 
obstacle.

De Latil (1956) provided several ac-
counts of how the Tortoises behaved when 
obstacles were encountered. “I enclosed 
Elsie in a barricade of furniture, but by 
banging herself and reversing and knock-
ing herself and backing and turning again, 

she managed to find her way out” (p. 209). When Grey Walter placed a 
box in Elsie’s way, “she got a shock, seemed to hesitate, and no longer 
continued her way towards the light, although she could see it quite well 
shining above the level of the box” (p. 210). The ensuing discernment 
behaviour, in which the light was ignored while the box was avoided, 
and light seeking was delayed, particularly interested de Latil: “Now 
came the surprising turn. Elsie acted as if she remembered her shock.”

What mechanisms are required to create this negative tropism for 
material objects? How should these mechanisms interface with those 
responsible for Elsie’s other phototropisms, and for obstacle memory?

6.6.2  Avoiding Slopes

Machina speculatrix was also given a negative tropism toward going up or 
going down steep slopes. Whenever the robot finds itself moving along 
a slope that is too steep it generates behaviours similar to those seen 
when it bumps into objects. What mechanisms would you propose to 
explain such behaviour in this machine?

6-3
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6.7 dynamic tropisms
6.7.1  Toys vs. Tools

Humankind has always had a fascination with the possibility of creating 
machines that mimic living creatures, such as the duck and flute-player 
automata created by de Vaucanson in the eighteenth century (Wood, 
2002), or the infamous chess-playing Turk that was constructed by von 
Kempelen in the eighteenth century, and was in and out of the public 
eye until its destruction by fire in 1854 (Standage, 2002). In more modern 
times, this fascination has been fueled by the many depictions of robots 
and cyborgs in popular fiction and movies (Asimov, 2004; Caudill, 1992; 
Ichbiah, 2005; Levin, 2002; Menzel, D’Aluisio, & Mann, 2000).

The life-mimicking automata of previous centuries were only par-
tially successful in the sense that they exhibited a predetermined and 
predictable set of behaviours, and failed to change or adapt their be-
haviour over time. This lack of learning or of the ability to adapt has 
long been used to differentiate living organisms from machines (Grey 
Walter, 1950a; Wiener, 1964). Automata were toys, not tools.

Grey Walter viewed his robots as “electro-mechanical animals” that dif-
fered from most other machines because of their dynamic and unpredict-
able behaviours. One compelling type of evidence that could be marshalled 
in support of this position was the fact that the phototropisms changed 
over time, and were not static characteristics of Machina speculatrix.

6.7.2  Changing Light Sensitivity

To be more precise, the Tortoises were first and foremost electrical de-
vices. This was a key theoretical position adopted by Grey Walter, because 
his EEG research had convinced him that the “nervous mechanism un-
derlying even such elaborate functions as original thought and imagi-
nation may someday be definable in electric terms (1950a, p. 208). As 
well, the reason that he built a positive tropism for moderate light into 
his machines was because he interpreted this tropism as signalling the 
robot’s need for the electrical energy that it required.

We have previously noted that the hutch was an enclosure that was 
designed to recharge the Tortoise batteries, and that also contained a 
very bright light. When the fully charged Tortoise encounters the bright 
light in the hutch, it is repelled by it. The Tortoise withdraws from the 
hutch, and begins to explore elsewhere in its environment. However, 
after a period of exploration, the Tortoise’s negative phototropism ap-
pears to have changed in magnitude. This is because the robot is no lon-
ger repelled by the hutch light. Instead, the robot is attracted to it, and 
has a tendency to re-enter the hutch on its own to permit recharging 
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(see Holland, 2003a, Figures 10 and 11). Grey Walter labelled the photo-
graph that Holland reproduced as his Figure 10 “simple goal seeking,” 
and described it as follows: “Started in the dark the creature finds its 
way into a beam of light and homes on the beam into its feeding hutch” 
(Holland, 2003a, p. 2110).

Importantly, different instances of this simple goal seeking can have 
the same general result, but at a fine level of detail the particular trajec-
tory taken by the machine will vary as a function of the robot’s location, 
its electrical state, and other environmental factors. For instance, the 
two photographs that demonstrate this behaviour in Holland (2003a) 
record the robot’s movement from two different starting points — one 
at the left of the hutch, the other at the right. The trajectories in the 
two photographs are strikingly different, though the end result is the 
same (i.e., entering the hutch).

Holland (2003a) points out that in practice the success of returning to 
the hutch was rather limited. He observes that when the original hutch 
caught fire from its lamp and was destroyed, the replacement hutch 
had a lamp — but did not include a charging system! Nonetheless, Hol-
land agrees that one of the Tortoise’s characteristics was the dynamic 
nature of its phototropisms.

How would the mechanisms inferred by an external analysis of be-
haviour be modified in order to account for this dynamic dimension 
of robot behaviour?

6.8 self-recognition
6.8.1  Self, Not Machine

In Section 6.7 it was argued that adaptability was one characteristic 
that separated machines from living beings. What other characteristics 
might also serve this role? One possibility is that living beings — and 
some would argue only human beings — are the only agents capable 
of self-consciousness or self-awareness (Dawkins, 1993; Dennett, 1991, 
2005; Varela et al., 1991).

Mirrors have had an important role in the study of self-consciousness 
since they were used to provide evidence that chimpanzees could recog-
nize themselves, and therefore demonstrate a form of self-consciousness 
(Gallup, 1970). Gallup allowed chimpanzees to play with mirrors for 10 
days. Then, when they were anaesthetized, a mark was placed on their 
forehead. They were unaware of the mark until they were given the mir-
ror, which they used to guide their hands to touch the mark on their 
own head (and not the mark reflected in the mirror). Monkeys did not 
behave in this way; machines, too, should not.
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6.8.2  The Mirror Dance

 Nevertheless, two decades before Gallup’s (1970) publication Grey Wal-
ter was using mirrors to demonstrate that Machina speculatrix was also 
capable of self-recognition. In the robots, a small pilot light was con-
nected to the front of the robot, and turned on when the machine was 
turning, but not when it was moving straight. This light was bright 
enough to elicit positive phototropism when the pilot light was reflected 
in a mirror. However, as soon as the robot headed toward this reflec-
tion, the light would turn off. Of course, this in turn produced further 
exploration, turning the pilot light on again. “The creature therefore 
lingers before a mirror, flickering, twittering and jigging like a clumsy 
Narcissus” (Grey Walter, 1963, p. 128). Grey Walter described this famous 
mirror dance as evidence of self-recognition. 

Figure 6-4 illustrates an example path that 
the Tortoise could take when encountering 
its reflection in a mirror. Grey Walter’s pho-
tographic evidence of this behaviour is repro-
duced as Figure 6 in Holland (2003a).

Does self-recognition emerge from the 
mechanisms proposed to this point to ex-
plain the various behaviours of Grey Wal-
ter’s robots?

6.9 mutual recognition
6.9.1  The Relative World

To this point we have seen illustrations of a number of different Tortoise 
behaviours. In most cases Grey Walter increased the complexity of the 
observed behaviour by modifying the robots’ environments, and not the 
robots themselves. The simplest environment contained a single light. 
The environment was made more complicated by adding a second light, 
or by having a light and one or more physical obstacles.

The mirrored environment was more complicated still, because the 
mirror served as a barrier that reflected the light source, which was one 
of the robots. As a result, in the mirrored environment the light source 
was very complicated, in the sense that it changed position when the 
robot changed position.

The dynamic nature of the mirrored environment illustrates a key 
concept that is central to Grey Walter’s robots: that robot behaviour 
is the result of the interaction between the robot and its sensed envi-
ronment, and is not merely a function of the internal workings of the 
robot alone. 

6-4
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De Latil (1956, p. 237) was particularly impressed by this concept: 
“The object that I see, that I sense, cannot be thought of as an isolated 
entity; if I sense it, it is part of my system. Such a relativistic view of 
external reality is of course commonplace in many philosophies.” These 
observations from de Latil could easily be part of more modern, more 
anti-representational, accounts of cognition (Braitenberg, 1984; Brooks, 
1999, 2002; Clark, 1997; Pfeifer & Scheier, 1999; Varela et al., 1991; Win-
ograd & Flores, 1987).

6.9.2  Social Environments

Grey Walter created an even more complicated, dynamic environment 
when he activated two of the Tortoises at the same time. In this case 
the candles mounted on the two machines, as well as their flickering 
pilot lights, could fuel the phototropisms. However, they provide added 
complexity because the light sources are constantly moving, and their 
movement is influenced by feedback relations between each robot.

Grey Walter entitled Figure 6-5 below “social organization,” and pro-
vided the following description (Holland, 2003a, p. 2104): 

The formation of a cooperative and a competi-
tive society. When the two creatures are released 
at the same time in the dark, each is attracted 
by the other’s headlight but each in being at-
tracted extinguishes the source of attraction 
to the other. The result is a stately circulating 
movement of minuet-like character; whenever 
the creatures touch they become obstacles and 
withdraw but are attracted again in rhythmic 
fashion. While this evolution was in progress 
the light in the feeding hutch was turned on; 
the common goal disrupted the cooperative or-
ganization and transformed it into a ruthless 
competition, in which both creatures jostled for 
entrance to the source of nourishment. 

Are the mechanisms that the analytic observer has proposed to 
this point powerful enough to explain this activity, or must additional 
mechanisms be hypothesized?

6.10 internal stability
6.10.1  Feedback and Cybernetics

At the time of the Second World War, it was recognized that feedback 
was a fundamental mechanism of control (Ashby, 1956; Wiener, 1948). 

6-5
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Feedback occurs when information about an action’s effect on the world 
is used to inform the progress of that action. For example, “when we 
desire a motion to follow a given pattern the difference between this 
pattern and the actually performed motion is used as a new input to 
cause the part regulated to move in such a way as to bring its motion 
closer to that given by the pattern” (Wiener, 1948, p. 6).

 Wiener also realized that processes like feedback were central to a 
core of problems involving communication, control, and statistical me-
chanics. He provided a mathematical framework for studying these prob-
lems, and this framework defined a new discipline that Wiener called 
cybernetics, which was derived from the Greek word for “steersman” or 
“governor.” “In choosing this term, we wish to recognize that the first 
significant paper on feedback mechanisms is an article on governors, 
which was published by Clerk Maxwell in 1868” (1948, p. 11).

6.10.2  Cybernetics and Simulation

The complexity of feedback relationships is mathematically challeng-
ing. As we saw in Section 5.12.1, another cybernetics pioneer, W. Ross 
Ashby, realized that insights into feedback required alternative methods 
of study. We saw that his synthetic approach was to build and observe 
the Homeostat (Ashby, 1960). 

Modern studies have used the synthetic approach to explore the prop-
erties of dynamic feedback. Rather than adopting Ashby’s approach, 
though, and building physical devices, these systems are usually cre-
ated and studied using computer simulations. 

One example is provided by autoassociative artificial neural networks, 
such as the Hopfield network (Hopfield, 1982, 1984). In its simplest for-
mat, a Hopfield network is a collection of simple processing units that 
can either be “on” or “off.” A unit’s state is determined by the total signal 
that is being sent to it by other units. If that signal is above the unit’s 
threshold, then it turns on; otherwise the unit turns off. A Hopfield 
network is massively parallel, which means that every processing unit 
is connected to every other processing unit in the system. Thus, when 
one unit changes state, this (via feedback sent through the connections) 
can affect the rest of the network.

The weight of each connection is determined by using a simple learn-
ing rule so that the network remembers a small number of patterns 
that are presented to it by turning some of the units on and the others 
off. The task of the network is to retrieve one of these remembered pat-
terns when it later receives a signal (i.e., some pattern that it may not 
have encountered before) from the environment.

FromBricksToBrains_Interior.indd   177 29/04/10   8:07 PM



178    from bricks to br ains

When a signal is received, one of the many processing units in the 
network is selected at random. Then the signal to that unit is computed, 
and it is turned on or off as a result. Over time, all of the network’s units 
are repeatedly selected and updated. Eventually, no matter what unit 
is selected, when the updating rule is applied the unit will not change 
its state. At this point, the network is said to have converged, and its 
processing units represent the information that was recalled as a result 
of the original stimulation. This is useful, because (for example) if one 
presents a “noisy” example of a previously learned stimulus, then the 
network responds by removing the noise.

Importantly, Hopfield network dynamics are identical to those of 
the Homeostat. That is, one can define a metric of the overall “energy” 
in a Hopfield network at any given time (Hopfield, 1982). Hopfield 
proved that whenever a unit in the network changed its state, this 
meant that total network energy decreased. Thus, as one watches a 
Hopfield network dynamically reacting to some stimulus, one sees a 
system changing its units — and the feedback signals that they send to 
other units in the network — in such a way as to seek a lower-energy, 
more stable state.

6.11 parsimony
6.11.1  Two Approaches to Stability

Grey Walter (e.g., 1950a) felt that the Homeostat, in its failure to gen-
erate actions, could only be used to model the maintenance of internal 
stability. A second concern of Grey Walter’s was that the Homeostat’s 
ability to maintain internal stability was based upon a large number of 
internal connections. One of the themes that motivated Grey Walter’s 
robots was parsimony (Grey Walter, 1950a). He deliberately restricted the 
numbers of components in the Tortoises to “two functional elements: 
two miniature radio tubes, two sense organs, one for light and the 
other for touch, and two effectors or motors, one for crawling and the 
other for steering” (Grey Walter, 1950b, p. 43). To him, the complexity 
of the behaviour of his robots indicated that the interconnectedness of 
elements (to themselves, and to the sensed world) was more important 
than the sheer number of internal building blocks in terms of account-
ing “for our subjective conviction of freedom of will.”

The Tortoise can be viewed as a response that was motivated by these 
concerns, where the fundamental goal was to generate complex behav-
iour from much simpler componentry and from far fewer connections 
(Boden, 2006). Grey Walter modelled behaviour “as economically as he 
could — in both the financial and the theoretical sense. Not only did he 
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want to save money […], but he was determined to wield Occam’s razor. 
That is, he aimed to posit as simple a mechanism as possible to explain 
apparently complex behavior. And simple, here, meant simple” (Boden, 
2006, p. 224). 

6.11.2  A Simple Machine

Why does Boden (2006) emphasize the extreme simplicity of Grey 
Walter’s design? It is because the behaviour of the tortoises is rooted 
in the interactions between ridiculously small sets of components. 
The robot used two motors, one to move the robot using front wheel 
drive, the other motor to steer the front wheel. The motors were con-
trolled by two different sensing devices. The first was a photoelectric 
cell mounted on the front of the steering column. The other was an 
electrical contact that served as a touch sensor. This contact was closed 
whenever the transparent shell that surrounded the rest of the robot 
was displaced.

Of a Tortoise’s two reflexes, the light-sensitive one was the more com-
plex. In conditions of low light or darkness, the machine was wired in 
such a way that its drive motor would propel the robot forward while 
the steering motor slowly turned the front wheel. When moderate 
light was detected, the steering motor stopped. As a result, the robot 
moved forward, approaching the source of the light. However, if the 
light source were too bright, then the steering motor would be turned 
on again at twice its normal speed. De Latil (1956) explains how modi-
fying the thresholds associated with these reflexes could impact the 
behaviour of the robots.

The touch reflex was such that when it was activated, any signal from 
the photoelectric cell was ignored. When the Tortoise’s shell encoun-
tered an obstacle, an oscillating signal was generated that first caused 
the robot to drive fast while slowly turning, then to drive slowly while 
quickly turning. Object avoidance was achieved by toggling between 
these two states. When the machine moved along a steep slope, the 
shell would change position, and avoidance behaviour would also result.

These reflexes were responsible for all of the behaviour that has been 
described in the preceding pages. Would an analytical observer be likely 
to invent such a simple theory about Machina speculatrix? Consider the 
example paths that have been illustrated in Figures 6 -1 through 6 -5 
from the perspective of the parable of the ant (Simon, 1969). What kind 
of analytic theory might be proposed to explain these paths? How com-
plicated would an analytic theory assume that the internal mechanisms 
of the Tortoise must be to produce such complex data? 
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6.12 a LEGO tortoise
6.12.1  A New Generation

It was argued earlier that it is unfortunate that Grey Walter’s robots 
are not available for current study. If one is interested in exploring the 
behaviour of these machines, then one is limited to the record that we 
have been considering in the earlier pages of this chapter.

Of course, another possible course of action is to build machines in 
the spirit of Grey Walter’s Tortoises. If we used LEGO Mindstorms com-
ponents to do this, then we could build new machines, explore their 
behaviours, and carry on with Grey Walter’s research program.

The purpose of the remaining pages of this chapter is to provide 
instructions for carrying this research project out. They detail the 
construction of a robot that we will call the Tortoise, and which is il-
lustrated in the figure below. If the reader would prefer to use wordless, 
LEGO-style instructions, they are available as a pdf file from the web-
site that supports this book (http://www.bcp.psych.ualberta.ca/~mike/
BricksToBrains/).

6.12.2  Variations of Design

It should be clear from Fig-
ure 6 -6 that our machine is 
not called Tortoise because of 
its appearance. Rather than 
building an exact replica of 
a Grey Walter robot, we have 
elected to develop a machine 
that shares the name of its 
ancestors because of its func-
tional similarities. The robot 
that we will build has two 
motors, one to power a front 
wheel drive, the other for 
steering the front wheel. A 
light sensor is used to imple-
ment the phototropisms that 
Grey Walter studied. Rather 
than building a shell, we 

have constructed a surround-
ing bumper that permits the machine to change its motor behaviours 
when it detects a material obstacle or when it ventures onto steep slopes.

6-6

FromBricksToBrains_Interior.indd   180 29/04/10   8:07 PM



6.13 parts for a modular design
6.13.1  Sophistication from Tweaking

The LEGO Tortoise that we will uses a light sensor not only to sense vary-
ing degrees of ambient light, but also to implement a “stick in ring” 
method for detecting obstacles. It is far more complex than previous 
robots that we have described: it uses a wider variety of LEGO pieces, 
and we will see in Chapter 7 that it is slightly more complicated to pro-
gram. It also generates more interesting behaviour. Figure 6 -7 shows 
the parts that should be foraged before building can begin!

6-7
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6.14 the “spine” of the chassis
6.14.1  Building a Spine

One of the first steps in the construction of Vehicle 2 was the creation 
of an interior “spine,” which supported other parts that were attached 
around it (Section 4.4). The LEGO Tortoise begins with a similar ap-
proach. Steps 1 through 5 in Figure 6 -8 illustrate how pins are used to 
connect a variety of beams together to fashion a spine that serves as 
the supporting core of the machine.

6.15 mirrored motor assemblies
6.15.1  Two Motor Assemblies

The next stage in con-
structing the LEGO Tor-
toise is to construct two 
separate motor assemblies. 
The instructions for one 
are shown in Figure 6 -9, 
and the instructions for 
the other are shown in 
Figure 6 -10. For the most 
part, the motor assemblies 
are mirror images of each 
other, and are created by 
attaching a small number 
of components to an NXT 
motor.

6-8
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However, note that the long 
axle in Figure 6 -9 is extended 
toward the bottom of the fig-
ure, while the analogous axle 
in Figure 6 -10 is extended up to-
ward the top of the figure (e.g., 
Step 3 in both images). This is 
because the two assemblies, 
though (mostly) mirror images, 
have very different functions. 
A gear attached to the under-
side of the motor in Figure 6 -9 
will be used to power the robot’s 
front wheel drive, while another 
gear attached above the motor 
in Figure 6 -10 will be used to 
provide power steering to the 
machine.

 
6.16 attaching motors to the chassis

6.16.1  Motors and Steering Gear

With the motors constructed, 
they can now be attached di-
rectly to the chassis that was 
constructed in Section 6.14, as 
is shown below in Figure 6 -11. 
Note that when the motors are 
connected, the main axle in the 
motor on the left of the figure 
(see Step 8) extends downward, 
while the main axle in the motor 
on the right of the figure extends 
upward. A supporting beam and 
a gear are added to this latter 
axle in Step 9. This gear, when 
rotated by the motor, will rotate 
a front axle in order to steer the 
LEGO Tortoise.
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6.17 a small stick for big obstacles
6.17.1  Stick-In-Ring Detector

One of Grey Walter’s innovations 
was to attach the Tortoise’s shell 
to a stick-in-ring switch. This per-
mitted the shell to be sensitive 
to objects that struck the shell 
from any direction. In our LEGO 
Tortoise, a similar stick-in-ring 
switch will be able to move in any 
direction, permitting 360° sensi-
tivity to obstacles. However, the 
signal sent by the switch will not 
be processed by a touch sensor. In-
stead, a white plate is attached to 
the bottom of the stick (see Figure 
6-12). When the shell attached 
to the stick causes the stick to 
move, the plate will move, and 
this movement can be detected 
by a light sensor. Figure 6-12 il-
lustrates how to construct this 
version of Grey Walter’s switch.

6.18 adding a drive gear and stick-in-ring switch
6.18.1  Front Wheel Drive

Steps 10 and 11 in Figure 6 -13 
demonstrate how gears are at-
tached to the left motor (shown 
in the figure from below the con-
struction to this point) to drive 
the robot forward. In Step 10, a 
small gear gang is attached to 
the motor axle pointing toward 
the bottom of the figure. In Step 
11, a short beam and a bush are 
used to keep the gears of this 
gang in place.

6-12
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6.18.2  Stick In the Stick-In-Ring

As shown in Step 12 of Figure 6 -13, the stick-in-ring switch can now be 
attached to the chassis, between the rears of the two motors. 

6.19 a vertical front axle
6.19.1  Front Axle Gears

After inserting the stick-in-ring 
switch, two bushes and elastic 
are used to hold it in place, as 
shown in Step 13 of Figure 6-14. 
A vertical front axle can then be 
constructed, as shown in Step 
14 of the same figure. The verti-
cal axle is created by joining a 
length-5 and length-12 axles to-
gether with an axle joiner; note 
(as shown in the subassembly il-
lustrated in Step 14) that these 
two axles are inserted through 
a differential gear, and that the 
axle joiner is placed inside the 
differential. 

The top of this axle is then in-
serted upward through the cen-
tre of the front of the chassis, 
and a large gear is placed at the 
top of this axle so that it meshes 
with the smaller gear that was 
added in Step 9 of Figure 6 -14. 
The large gear is then held in place using a bush. These meshed gears 
now permit the motor on the left of Step 14 of Figure 6 -14 to turn this 
axle, which will cause the robot to turn left or right.

6.20 preparing the NXT brick
6.20.1  Readying the Brick

The next component that will be added to the chassis is the NXT brick 
itself. Before this is done, six pins are first inserted into the brick as 
shown in Step 1 of Figure 6-15. Two beams, and two additional pins, are 
then inserted as shown in Step 2 of the same figure.

6-14
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6.20.2  Stick-In-Ring Detector

When objects affect the stick-in-ring switch that was constructed in 
Section 6.17, the stick moves, and a white tile attached to the bottom 
of the switch shifts. This shifting is detected by a light sensor that is 
mounted directly to the NXT brick, as illustrated in Figure 6 -16. When 
the brick is attached to the chassis, this light sensor will be directly 
below the stick-in-ring switch that was constructed in Section 6.17 and 
mounted to the chassis in Section 6.18.

6.21 supporting rear wheels
6.21.1  Rear Wheel Supports

While the LEGO Tortoise 
will move via a front 
wheel drive, it will be 
supported by two large 
wheels mounted on ei-
ther side of the rear of 
the robot. These wheels 
will freely rotate on ax-
les that are in turn sup-
ported by frames that 
attach each wheel to 
the NXT brick. Figures 
6 -17 and 6 -18 illustrate 
how each frame is con-
structed. Note that the 
two frames are mirror 
images of each other.

6-16
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6.21.2  Brick and Wheel Attachment

Figure 6-19 illustrates the next steps in constructing the LEGO Tortoise. 
First, the NXT brick is attached to the back of the chassis (Step 15). Second, 
the two rear wheels are then attached to the NXT brick (Step 16). Note 
that when the NXT brick is added, the light sensor that was mounted 
on it will be directly below the stick-in-ring switch.

6-19
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6.22 front wheel assembly and attachment
6.22.1  Front Wheel Gear Gang

The front wheel of the LEGO Tortoise is not a passive “caster,” as was the 
case in Chapter 4’s Vehicle 2, but instead is the wheel that moves the 
robot about. As a result, the wheel must be built into an assembly that 
includes a number of gears that will ultimately be driven by the motor 
that was earlier depicted on the left of Figure 6 -11.

The steps for constructing this assembly begin in Figure 6 -20. This 
figure illustrates the building of the side of the assembly that contains 
all the gears. A crown-tooth gear is attached to the end of the vertical 
axle inserted in Step 2 of that figure; it will rotate the horizontal axle 
inserted in Step 3 after being meshed with a second crown-tooth gear 
that is attached in Step 4. Most of the other parts are used to add rein-
forcement to this wheel structure.

6-20
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Figure 6 -21 illustrates the construc-
tion of the remainder of the front wheel, 
which essentially involves adding the 
wheel and securing it with more rein-
forcing parts. The 24-tooth gear added 
in Step 10 of that figure will be driven by 
the motor to power the wheel and propel 
the robot.

The front wheel assembly can now 
be attached (Figure 6 -22) to the vertical 
front axle that was built in Section 6.19. 
The assembly attaches to the lower axle; 
note that the uppermost gear of the front 
wheel assembly will mesh with the lower 
gear on the differential.

6.23 pilot light assembly
6.23.1  A LEGO Pilot Light

Much of the interesting behaviour of Grey 
Walter’s original Tortoise — such as the 
famous mirror dance — resulted when 
the robot’s light sensor reacted to a “pi-
lot light” that was mounted on the ro-
bot. The pilot light would turn on when 
the steering mechanism was active, but 
would turn off when the robot moved in 
a straight line (i.e., when the steering mo-
tor was off as well).

Figure 6-23 illustrates how to build our 
version of the pilot light, which is realized 
as an array of 8 LEGO light bulbs. An NXT 
light sensor will be able to detect the re-
flection of this many lights in a mirror. 
The electricity for these lights is provided 
by old-style RCX cables. As a result, an RCX 
to NXT adapter cable must also be used 
in order for the NXT brick to power this 
pilot light.

6-21
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6.24 attaching pilot lights and connecting wires
6.24.1  Pilot Light Wiring

The pilot light is inserted into the front of 
the chassis “spine,” as illustrated in Fig-
ure 6 -24. The brick assembly that holds 
its many wires together is then attached 
to the motor on the right of Figure 6 -24.

Now the cable that powers the pilot 
lights can be attached. It is thread be-
tween the stick-in-ring light sensor and 
the NXT brick, underneath the rear wheels 
(Figure 6 -25), and around the back of the 
robot to be inserted into Output Port B 
(Figure 6 -26). 

6-23

6-24

FromBricksToBrains_Interior.indd   190 29/04/10   8:07 PM



Chapter 6  Machina Speculatrix    191

We can now connect the stick-in-ring light sensor to Input Port 2 
(Figure 6 -27). A short cable can be thread between the light sensor and 
the NXT brick, around the side of the robot (the right side of the figure) 
and inserted into the port.

6-25
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6.25 a periscope mirror
6.25.1  A 360° Rotating Mirror

The electric eye in the original Tor-
toise was mounted on top of the 
steering axle and could be rotated 
a full 360°. This is not possible to 
do with a LEGO light sensor, be-
cause of the cable that attaches it 
to the NXT brick. If a LEGO light 
sensor were mounted on top of 
an axle that can be rotated 360°, 
the light sensor’s cable would be 
wound around the axle until it was 
pulled off the NXT brick.

To solve this problem, a light 
sensor was mounted on a fixed 
mount above the axle, so that 
the light sensor was stationary. It 
looked down upon an angled mir-
ror, which served as a “periscope,” 
reflecting light up into the light 
sensor. This “periscope mirror” 
was mounted directly on a verti-
cal, rotating, front axle, and could 
rotate freely. The mirror itself was 
a square plate. As a result, it was 
directional: when pointed toward 
a light, it would reflect light up-
ward to the light sensor, but when 
turned away from the light, it 
would reflect less light upward. 
As a result, this approach to light 
sensing was functionally equiva-
lent to the one used by Grey Walter.

Figure 6 -28 illustrates the con-
struction of the mirror component 
of this periscope. We have found 
that if the surfaces of the plates 
that act as the mirror (the surface 
constructed in Steps 1 through 
3 of the figure) are covered with 
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aluminum foil, then its action as a mirror will be satisfactory. After it 
is built, LEGO plates are used to create a “blinder” that surrounds the 
mirror on three sides, as shown in Figure 6 -29.

6.26 sensing light from the periscope
6.26.1  Attaching the Periscope

After construction, the periscope is attached d i -
rectly to the top of the vertical front axle (Fig-
ure 6 -30). Now, it will rotate with this axle, 
and — because it has no cables — can rotate a 
full 360° without a problem.

6.26.2  Sensing Periscope Light

In order to work as a directional light detec-
tor, the light reflected from the periscope 
must be directed into a light sensor. In order 
to accomplish this, a light sensor must be 
mounted directly above the rotating mirror. 
Figure 6 -31 illustrates the construction of a 
frame that is used to suspend a light sensor 
above the periscope. Each bottom end of this 
frame is inserted into one of the motors, as 
is illustrated in Figure 6 -32.

6-30
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6.27 adding more cables
6.27.1  Periscope Wiring

The light sensor above the periscope can now be cabled into Input Port 
1 (Figure 6 -33). To keep this cable from tangling with the rear wheel, a 
short beam and two axle pins are used to hold it against the NXT brick.

6.27.2  Motor Wiring

As well, the two motors can now be wired to the NXT bricks, as shown 
in Figure 6 -34. The motor on the robot’s right is connected to Output 
Port C, and the motor on the robot’s left is connected to Output Port A.

6.28 a surrounding shell
6.28.1  Shell Design

The original Tortoise was surrounded by a shell that triggered a reac-
tion when bumped. This shell was attached to a metal stick that was 
suspended in the centre of a metal ring. When the shell was bumped, 
the stick and ring would come in contact, completing a circuit and trig-
gering a relay. We have constructed a LEGO version of the stick-in-ring 
switch (Section 6-17), but must still add a shell that will surround the 
robot and later be attached to our switch. Figures 6-35 through 6-38 illus-
trate the substeps that are required to construct this surrounding shell. 

6-33
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6.29 suspending the shell
6.29.1  The Suspension System

A rigid connector must be created to be attached to the shell constructed 
in Section 6.28. This is because any movement of the suspended shell 
must be converted into movement of the stick-in-ring switch. Figure 
6 -39 shows how to build the two sides of this suspension system.

Figure 6 -40 illustrates the construction of a central piece that will 
connect the two side pieces. 

The two side pieces and the central “bridge” can now be attached to 
the shell as shown in Figure 6 -41.

6-40
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6.30 completing the tortoise
6.30.1  Attaching the Shell

To complete the construction of the LEGO Tortoise, the shell must be at-
tached. This is accomplished by connecting the central “bridge” across 
the shell directly to the top of the stick-in-ring switch (Figure 6 -42).

6.30.2  Next: Tortoise Programming

The preceding pages have described how to embody our modern ver-
sion of the Tortoise using LEGO parts. However, in order to bring this 
modern robot to life a program must be created to create the simple 
reflexes that Grey Walter originally studied.

The next chapter provides the details of such a program. However, it 
also attempts to illustrate a particular programming philosophy called 
the subsumption architecture (Brooks, 1999). Brooks has argued that the 
subsumption architecture provides a radically different approach to 
the control of mobile robots, and has many advantages over more tra-
ditional approaches. Given that Grey Walter viewed Machina speculatrix 
as a collection of a small number of interacting sense–action reflexes, 
it is appropriate to merge his robots with Brooks’ modern perspective.

6-42
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6.30.3  Embodiment Issues

We will see that many interesting observations can be made by rank-
ordering Tortoise reflexes in a hierarchy, and layering these reflexes 
on top of each other in accordance with this rank-ordering. From this 
perspective, many of our insights into the behaviour of the modern 
Tortoise will come from manipulating Tortoise software.

As was the case with Vehicle 2, this is not the only approach that is 
available to exploring the Tortoise. The instructions that have been pro-
vided have made a number of design decisions that have changed the 
modern Tortoise from the ancestral models built by Grey Walter. For 
instance, the relative positions, widths, and sizes of the Tortoise wheels 
might have profound effects on how the Tortoise moves.

However, before the impact of alternative embodiments can be 
studied, some sort of program needs to be added to our Tortoise. At 
the end of Chapter 6, the robot is embodied, but it is not really situ-
ated, because no program exists that determines how what the ro-
bot senses gets translated into movements. The next chapter details 
an example of the subsumption architecture for our LEGO Tortoise. 
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 Chapter 7
 The Subsumption Architecture

7.0 chapter overview
While the most specific aim of this chapter is to provide a program to 
be used to control the LEGO Tortoise that was constructed in Chapter 
6, it has a more general aim as well: to provide a brief introduction 
to the subsumption architecture (Brooks, 1989, 1999, 2002), which is 
a successful and flexible approach that has been used to program a 
number of different robots. The subsumption architecture explicitly 
rejects the classical view that cognition’s purpose is planning, and that 
cognition mediates perception and action (see our earlier discussion of 
this issue in Chapter 3). Instead, the subsumption architecture views 
a robot as being a stacked set of modules. Each module is a sense–act 
mechanism — thinking or representation is removed as much as possible. 
Lower levels in a subsumption architecture are modules that govern 
more basic or general abilities. Higher levels in a subsumption architec-
ture are modules that take advantage of the abilities provided by lower 
levels and provide more complex abilities. Higher levels might provide 
weak control over lower levels (for instance, by inhibiting them for a 
moment); lower levels have no access to, or control of, modules that are 
higher in the hierarchy.

This chapter proceeds by describing some of the motivation for the 
development of the subsumption architecture, with a brief account of 
a famous example (Brooks, 1989). It then provides a more detailed ex-
ample of this type of architecture by providing the code for the vari-
ous levels that are used to control the behaviour of the LEGO Tortoise. 
At the end, it provides a brief description of the behaviour of both the 
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complete Tortoise and the Tortoise when higher-level modules are re-
moved. The implications of such behaviour are discussed at the end of 
the chapter.

The subsumption architecture is an extremely useful approach for 
developing our robots, particularly as they become more complicated 
because of employing multiple sense–act mechanisms. Additional ex-
amples of the subsumption architecture are also provided for the Lem-
ming robot described in Chapter 8 and for the antiSLAM robot that is 
the topic of Chapter 9.

7.1 a sandwich of vertical modules
7.1.1  Cognitivism

The cognitivist movement arose in psychology in the late 1950s as a re-
action against the behaviourist school (Gardner, 1984). A growing num-
ber of psychologists were frustrated with behaviourism’s reluctance to 
explore internal processes that could not be directly observed, as well 
as with its general position that humans were passive responders to 
environmental stimuli.

The cognitive revolution responded to behaviourism by adopting an 
information-processing metaphor (Miller, 2003). Rather than passively 
responding to the environment, humans were described as active pro-
cessors who received information, manipulated this information to 
make important content explicit, and then used this explicit content 
to guide action. This general approach has been called the sense–think–
act cycle (Pfeifer & Scheier, 1999). The hypothesis that cognition is in-
formation processing amounts to the claim that the human mind is a 
complex system that receives, stores, retrieves, transforms, and trans-
mits information (Stillings et al., 1987). For cognitivists, explanations 
must include accounts of the processes that manipulate information. 
As a result, successful cognitive theories must include proposals about 
the manner in which information is represented, as well as proposals 
about the rules or procedures that can transform these representa-
tions (Dawson, 1998). These theories are instances of what has come to 
known as the classical approach, as the symbolic approach, or as the 
representational theory of mind (Chomsky, 1980; Fodor, 1968, 1975; 
Newell, 1980; Pylyshyn, 1984).

7.1.2  The Classical Sandwich

There are many important consequences of adopting the classical ap-
proach. Two of these involve the relationship between perception, cog-
nition, and action (Hurley, 2001). First, cognition — the rule-governed 
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manipulation of representations — is viewed as being the central char-
acteristic of the mind. Second, perception and action are seen as being 
peripheral characteristics of the mind, as well as being separate from 
one another.

These two consequences arise because the classical view tacitly as-
sumes that one of the primary purposes of cognition is planning (see 
Chapter 3). For example, it has been argued that mind emerged from 
the natural selection of abilities to reason about the consequences of 
hypothetical actions (Popper, 1978). This permitted fatally incorrect 
actions to be discarded before actually being performed. “While an 
uncritical animal may be eliminated altogether with its dogmatically 
held hypotheses, we may formulate our hypotheses, and criticize them. 
Let our conjectures, our theories die in our stead!” (p. 354).

Classical theories tend to take on a stereotypical form when it is 
assumed that the function of cognition is planning. Hurley (2001) de-
scribed this form as a set of vertical modules that stand between (or 
that are sandwiched by) perception and action. Each vertical module 
is classical in nature — each involves a particular form of representa-
tion, and particular processes that modify these representations. Criti-
cally, there are no direct connections between perception and action 
(see Figure 3-1 in Section 3.3). That is, perception can only indirectly 
inform action, by sending information to be processed by the central, 
vertical modules, which in turn ultimately choose which action is to 
be performed. In her critique, Hurley called this structure the classi-
cal sandwich.

Many researchers now question the classical sandwich, and are 
considering alternative roles for cognition. Some have argued that 
cognition is not used to plan, but is instead used to control action 
(Clark, 1997; Varela et al., 1991). The classical sandwich is being disas-
sembled, because direct links between perception and action are ap-
pearing in cognitive theories (Brooks, 1999, 2002). We earlier saw an 
example of this with the “leaky mind” model depicted in Figure 3-3 
(Section 3.12).

7.2 the new look and its problems
7.2.1  The New Look in Perception

Why would the classical sandwich be challenged? One answer to this 
question comes from exploring an example of perceptual theory and 
its performance when it is imported into a behaving robot.

In the late 1940s and early 1950s, psychologist Jerome Bruner and his 
colleagues performed a number of experiments that led to a radically 
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new, cognitive theory of perception (Bruner, Postman, & Rodrigues, 1951). 
These experiments indicated that subjects’ perceptual experiences were 
strongly influenced by their expectations or experiences. 

The implication of such results was that perception (i.e., categorizing 
the visual world, as opposed to sensing light) is equivalent to cognition 
(Bruner, 1957). “A theory of perception, we assert, needs a mechanism 
capable of inference and categorizing as much as one is needed in a 
theory of cognition” (Bruner, 1957, p. 124). The view that perception was 
in essence an active cognitive process became known as the New Look. 
More modern variants of this perspective have also appeared (Gregory, 
1970; Rock, 1983).

For Bruner (1957), the New Look was “a general view of perception 
that depends upon the construction of a set of organized categories in 
terms of which stimulus inputs may be sorted, given identity, and given 
more elaborated, connotative meaning” (p. 148). This is consistent with 
Hurley’s (2001) classical sandwich, because “perception” would merely 
deliver the stimulus inputs, and perceptual categorization would be 
accomplished by the vertical modules. 

7.2.2  Shakey Implications

Beginning in 1966, the Stanford Research Institute conducted research 
on a robot nicknamed “Shakey” (Nilsson, 1984). Shakey plotted its own 
path through a controlled indoor environment, using a television cam-
era, an optical range finder, and touch sensors. Shakey communicated 
what it sensed via radio signals to a central computer that updated 
Shakey’s model of the world, and planned Shakey’s next behaviour. 
Shakey illustrates the classical sandwich, with its vertical modules be-
ing contained in the central computer. 

Shakey’s model of the world was a set of predicate calculus expres-
sions. This predicate calculus also represented Shakey’s goals. A planning 
system (called strips) would attempt to derive a sequence of actions to 
convert the current model to one in which the goal was accomplished. 
Shakey would then execute the sequence of actions to physically ac-
complish the goal.

Shakey was capable of performing a number of impressive tasks, 
many of which are illustrated in the film shakey: Experimentation 
in Robot Learning and Planning, which is available from http://www.
ai.sri.com/movies/Shakey.ram. It could plan routes through its environ-
ment, navigate around obstacles, and move obstacles (large painted 
blocks) to desired locations. However, Shakey also revealed two of the 
main problems with the classical sandwich.
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First, Shakey was as successful as it was because it was placed in a 
carefully constructed and controlled environment that simplified visual 
processing and model building. “Shakey only worked because of a very 
careful engineering of the environment. Twenty years later, no mobile 
robot has been demonstrated matching all aspects of Shakey’s perfor-
mance in a more general environment” (Brooks, 1999, p. 61).

Second, Shakey was extremely slow. Even when placed in a tailored en-
vironment that was not complicated to sense or to model, it took several 
hours for the robot to complete a task (Moravec, 1999). This was because 
maintaining and using the world model was computationally expensive. 
The problem with the sense–think–act cycle in robots like Shakey is that 
by the time the (slow) thinking is finished, the resulting plan may fail 
because the world has changed in the meantime. This problem is dra-
matically accentuated by increasing the complexity of the world model 
that is maintained in the interior of the classical sandwich.

7.3 horizontal layers in the human brain
7.3.1  Evidence from Action

The classical sandwich amounts to the claim that sensing is separated 
from acting by a great deal of thinking, modelling, and planning. How-
ever, this claim begins to be severely challenged when researchers study 
the neural mechanisms that coordinate perception and action (see also 
Section 3.7.2).

For example, consider the examination of the patient known as DF, 
who suffered extensive brain damage as the result of carbon monox-
ide poisoning (Goodale et al., 1991). DF’s brain injuries did not impair 
basic sensation, such as detection of colour, or the spatial resolution 
of images. However, higher-level perception was severely impaired. DF 
had severe visual form agnosia, and could not describe the orientation 
or shape of any visual contour, no matter what visual information was 
used to create it.

Amazingly, while DF could not consciously report orientation or shape 
information, such information was available to control some of her be-
haviour. In particular, when DF was asked to perform a motor activity, 
such as grasping an object, or inserting an object through an oriented 
slot, her actions were identical to controls, even to the fine details that 
are observed when such actions are initiated and then carried out. “At 
some level in normal brains the visual processing underlying ‘conscious’ 
perceptual judgments must operate separately from that underlying 
the ‘automatic’ visuomotor guidance of skilled actions of the hand and 
limb” (Goodale et al., 1991, p. 155).
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DF’s brain injuries caused visual form agnosia, but left visuomotor 
coordination intact. Importantly, other kinds of brain damage produce 
a very different pattern of deficits that support the notion of “separate 
operation” noted above. 

Patients who suffer damage to the posterior parietal cortex can ex-
hibit optic ataxia, in which they are unable to use visual information 
to reach out and grasp objects when presented in the part of the visual 
field affected by the brain injury. Some of the motor skills studied in 
patient DF have also been studied in the patient VK, who was suffer-
ing optic ataxia (Jakobson, Archibald, Carey, & Goodale, 1991). One of 
the main differences between VK and DF was that VK demonstrated a 
number of visuomotor abnormalities. For instance, the size and shape 
of her grasp were only weakly related to the size and the shape of the 
to-be-grasped object, and grasping movements took much longer to be 
initiated and to be executed. A second main difference was that VK, 
unlike DF, had no difficulty recognizing the orientation and shapes of 
visual contours. 

In short, DF and VK illustrate the double dissociation between brain 
mechanisms responsible for the conscious awareness of visual form 
and brain mechanisms responsible for complex visually guided actions, 
such as grasping objects.

7.3.2  Sandwich Alternative

These results can be used to argue that the human brain is not com-
pletely structured as a “classical sandwich.” On the one hand, Goodale 
concedes that one likely function of the visual system is the creation 
of a model of the external world; this is the kind of function that the 
classical sandwich captures, and is disrupted in DF (Goodale & Hum-
phrey, 1998). However, a second function, revealed by the double dis-
sociation, is the control of action. This is accomplished by converting 
visual information directly into motor commands. This is not part of 
the classical sandwich, because it assumes that there is a much more 
direct link between vision and action.

It has been argued that the two functions mentioned above can co-
exist, can interact, and can complement one another (Goodale & Hum-
phrey, 1998). However, some would argue that the typical relationship 
between vision and action has much more to do with controlling action 
than building models. This has led to a proposed architecture that is a 
direct challenge to the classical architecture and to the sense–think–
act cycle. We now turn to considering this alternative proposal.
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7.4 horizontal links between sense and action
7.4.1  A Sandwich Alternative

One alternative to Hurley’s (2001) classical sandwich is much more in 
line with the results from neuroscience that indicate that 1) an impor-
tant function of vision is the control of action, and 2) that this func-
tion is mediated by pathways that are distinct from those involved in 
constructing models or representations of the world (Goodale, 1988, 
1990, 1995; Goodale & Humphrey, 1998; Goodale et al., 1991; Jakobson 
et al., 1991). The alternative is to replace the classical sandwich’s verti-
cal layers that separate perception from action with horizontal layers 
that directly connect perception and action.

One of the primary motivations for such horizontal layers is to recast 
what cognition is all about. The classical approach, as illustrated with 
Shakey, is that cognition amounts to planning, and that this planning 
is required to mediate perception and action. In short form, the classi-
cal view endorses the sense–think–act cycle. The alternative view is to 
assume that cognition is not planning, but instead is the control of ac-
tion (Clark, 1997). “The idea here is that the brain should not be seen as 
primarily a locus of inner descriptions of external states of affairs; rather, 
it should be seen as a locus of internal structures that act as operators 
upon the world via their role in determining actions” (p. 47). Impor-
tantly, these structures serve as links between sensing and acting, not 
as general processes that stand between sensing and acting.

This alternative view represents a strong reaction against the notion 
of central control that is fundamental to classical cognitivism. In the 
classical sandwich, each vertical layer is defined by a particular repre-
sentational medium (i.e., symbols of a particular type) and by a set of 
rules that manipulate these representations. In addition, though, there 
must be some control mechanism that chooses which rule to apply to 
the symbols at any given time. In the thinking and problem-solving lit-
erature, control is usually described as deciding “what to do next,” or 
as searching a problem space (Simon, 1969).

Much of cognitive science is inspired by the metaphor of the digital 
computer (Pylyshyn, 1979), or Turing’s universal machine (Turing, 1936, 
1950). In these devices, control is centralized, and is used to choose one 
rule at a time to manipulate symbols. Not surprisingly, classical cogni-
tive theories usually appeal (either directly or indirectly) to some sort 
of central control mechanism.

Many of the reactions against classical cognitivism, such as the connec-
tionist movement (Schneider, 1987) or situated cognitive science (Greeno 
& Moore, 1993; Touretzky & Pomerleau, 1994), point to problems with the 
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classical view that are due to this central control. Classical systems are of-
ten described as slow, brittle, and unable to gracefully degrade (Feldman 
& Ballard, 1982). One solution to such problems is to decentralize control.

Historically, the first major modern proposal for decentralizing con-
trol is to take advantage of the distributed representations that are 
characteristic of artificial neural networks (McClelland & Rumelhart, 
1986; Rumelhart & McClelland, 1986). Arising slightly later, and having a 
more recent impact, are the sense–act models that have been developed 
within behaviour-based robotics (Brooks, 1999, 2002; Pfeifer & Scheier, 
1999). We will consider one of these approaches, Brooks’ subsumption 
architecture, in more detail in following sections.

However, it is important to be aware that the possibility of decentral-
ized control has broader implications for cognitive science. For example, 
arguments against the “Cartesian theatre” view of consciousness (Den-
nett, 1991, 2005) are completely consistent with this sort of decentraliza-
tion. So too is the notion of high-level cognitive phenomena emerging 
from a “society of mind” (Minsky, 1985, 2006). Similarly, decentralized 
control makes possible the notion of the mind leaking into the environ-
ment, challenging the classical views of boundaries of the mind (Clark, 
1997, 1999; Wilson, 2004). 

7.5 the subsumption architecture
7.5.1  Modularity of Mind

One of the key innovations in modern cognitive science is the idea that 
many cognitive functions are modular (Fodor, 1983). A module can be 
viewed as a special purpose machine that only has access to a limited 
amount or type of information, which permits the machine to be fast. 
The module is designed to solve a particular problem, is associated with 
specific neural circuitry, and cannot be influenced by the contents of 
higher-order beliefs, desires, or expectations. A module would not be 
part of Bruner’s (1957) New Look!

Modularity is not inconsistent with the classical sandwich. Many 
of the horizontal layers that separate perception from action could be 
modular in Fodor’s (1983) sense. For example, the computational theory 
of vision proposed by David Marr (Marr, 1976, 1982; Marr & Hildreth, 
1980; Marr & Ullman, 1981) consists of a set of modules that produce a 
sequence of preliminary representations of visual information (the raw 
primal sketch, the full primal sketch, the 2½D sketch). These modules 
are used as the foundation for a meaningful, useful mental represen-
tation of the world. Marr’s theory is modular, and is also classical in 
exactly the sense that is questioned by Hurley (2001).
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7.5.2  Vertical Modules

The subsumption architecture that has been proposed by roboticist 
Rodney Brooks (1999) is modular, but explicitly departs from the clas-
sical sandwich, and rejects the sense–think–act cycle. The subsumption 
architecture is a set of modules, each of which can be described as a 
sense–act mechanism. That is, every module can have access to sensed 
information, as well as to actuators. This means that modules in the 
subsumption architecture do not separate perception from action. In-
stead, each module is used to control some action on the basis of sensed 
information.

A second characteristic of the subsumption architecture is a hierar-
chical arrangement of modules into different levels. Lower levels are 
modules that provide more basic or more fundamental sense–act func-
tions. Higher levels provide more complex sense–act functions, which 
depend upon (or take advantage of) those provided by lower-level func-
tioning.

The hierarchical structure of the subsumption architecture reflects 
the generality of the sense–act function provided by each level. The 
functions provided by lower levels are more general, in the sense that 
they are required in a very broad array of situations. Higher-level func-
tions are more specific, designed to be used in a narrower range of 
situations.

The hierarchical relationship amongst levels in the subsumption ar-
chitecture is also reflected in how they communicate with one another. 
Consider the lowest level, Level 0, and a level built immediately above 
it, Level 1. Level 1 has access to the sense data of Level 0, and can send 
signals that alter Level 0 (e.g., by inhibition). However, the reverse is not 
true: Level 0 cannot access or influence Level 1. In other words, the hi-
erarchy of the subsumption architecture is one of control.

Importantly, control in the subsumption architecture is not central-
ized. There is no central clock, and no serial processing. All of the levels 
in the architecture run in parallel and asynchronously.

The modular and hierarchical nature of the subsumption architec-
ture is also reflected in how it is created. A designer decides on what 
the lowest level, the broadest sense–act function, should be. This level 
is created, and then never revisited. “We start by building a complete 
robot control system which achieves level 0 competence. It is debugged 
thoroughly. We never alter that system” (Brooks, 1999, p.10). Then this 
process is repeated for the next level, and continues until all of the lev-
els in the subsumption architecture have been completed. 
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7.6 advantages of the subsumption architecture
7.6.1  Reasons for Revolution

Brooks (e.g., 1999) proposed the subsumption architecture as an explicit 
reaction against classical notions of sense–think–act and centralized 
control, particularly as these notions were realized in classical research 
on autonomous robots. Not surprisingly, Brooks has argued that the suc-
cess of his own robots illustrates that the subsumption architecture has 
many demonstrable advantages over robots that are designed with the 
classical sandwich in mind.

7.6.2  Coping with Multiple Goals

Grey Walter’s robots (Grey Walter, 1950a, 1950b) had to accomplish more 
than one goal: seeking moderate light, approaching such light when it 
was found, avoiding bright light, and avoiding physical obstacles.

A classical system that uses centralized control, such as Shakey, must 
carefully consider all of the robot’s goals at any given time to plan an 
appropriate course of action. This process becomes more and more com-
plicated as the number of goals multiplies. Furthermore, as changes 
in the environment occur, their impact on the robot’s goals must be 
re-evaluated, leading to what has been called the frame problem (Pyly-
shyn, 1987). In the frame problem, a classical system is lost in thought, 
evaluating the impact of world changes on its world model, unable to 
perform actions in a timely manner.

Brooks (e.g., 1999) argued that the subsumption architecture can 
deal with multiple goals that are in conflict or change in priority. This 
is because different goals are associated with different levels, and each 
level pursues these goals in parallel. Coping with multiple goals emerges 
from the control structure of the architecture. For example, a higher 
level pursuing the goal of avoiding objects can inhibit lower levels pur-
suing the goal of moving, but only when an object is encountered to 
make the higher level’s goal a more immediate priority.

7.6.3  Combining Multiple Sensors

A classical system is also challenged when the number and types of sen-
sors used to create a model increase. This leads to a need to increase the 
complexity of the model, and the resources used to update the model, 
which is a variation of what is known as the packing problem (Ballard, 
1986).

The subsumption architecture provides an elegant approach to dealing 
with multiple sensors, because usually each level uses only a subset of the 
sensors that are available. As well, increases in computational demands 
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are kept in check because each level is converting sensed information 
into action, and is not updating an internal model of the world.

7.6.4  Robustness

A robust robot generates useful behaviour even when it has problems 
with sensors. The subsumption architecture is argued to be robust 
(Brooks, 1999) because of its hierarchical nature. Lower levels provide the 
most basic and the most generally applicable behaviours, while higher 
levels provide more sophisticated and specialized capabilities. If higher 
levels in the architecture fail, or are processing inputs too slowly, the 
lower levels are still operating. As a result, the robot still performs some 
appropriate behaviour under challenging situations.

7.6.5  Speed with No Modelling

One of the key criticisms of the classical approach is that the need to 
maintain an internal model of the world results in an agent that is too 
slow to take action under the real-time demands of the world. The sub-
sumption architecture deals with this problem by removing the need 
to build internal models. Instead, the world is used as a model of itself, 
which the subsumption architecture senses but does not represent. “The 
realization was that the so-called central systems of intelligence — or core 
AI as it has been referred to more recently — was perhaps an unnecessary 
illusion, and that all the power of intelligence arose from the coupling 
of perception and actuation mechanisms” (Brooks, 1999, p. viii).

7.7 concrete examples
7.7.1  Walking Robots

The advantages of the subsumption architecture have been demon-
strated in a number of different walking robots. One famous example is 
Genghis, a six-legged walking robot (Brooks, 1989). Each leg is affected 
by two motors, one for swinging it back or forth, and another for lifting 
it up or down. The subsumption architecture controls leg movement, 
and interesting walking behaviour emerges from interactions amongst 
the architecture’s layers.

Level 0 for this robot is standup; each leg’s motors are set to hold the 
leg in a position so that all legs together enable the robot to stand.

Level 1 is simple walk. This includes mechanisms to set a leg down 
if it is not down already, to balance the robot (so that if one leg moves 
forward, the other legs will move backward slightly, and to move legs 
up and forward. Most of these mechanisms work independently for each 
leg, but one mechanism totals the back-and-forth position of each leg in 
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an attempt to coordinate the legs. The result is that different walking 
gaits can be produced in the robot.

Level 2 is force balancing. The force on each leg is monitored by 
measuring the force placed on the motor that raises a leg up or down. 
Whenever the force is too high, a signal is sent to lift the leg. This is an 
attempt to compensate for rough terrain.

Level 3 is leg lifting. By measuring the force on the motor used to 
swing a leg forward, this level determines if the leg is hitting an ob-
stacle, and will send a signal to lift the leg higher if the measured force 
is too high.

Level 4 is whiskers. Two whiskers on the front of the robot are used 
to detect obstacles. If a whisker is depressed, the front leg of the robot 
on the whisker’s side will be raised higher.

Level 5 is pitch stabilization, and is used to provide more sophisti-
cated balancing than is provided by Level 2. Pitch stabilization senses 
the angle of the robot’s body, and will lift either the front or the rear 
legs to provide better stability.

Level 6 is prowling. Six infrared sensors are mounted on the front of 
the robot, and with this level the robot will only move if it has detected 
something else that has moved nearby.

Level 7 is steered prowling. The infrared sensors are capable of not-
ing the direction of detected movement, and this level sends signals to 
move legs in such a way that the robot turns in this direction.

This subsumption architecture was built into Genghis, and it pro-
duced a number of very interesting behaviours. The robot could walk 
over a number of different of terrain types without having to be altered 
from one terrain to the next. It could demonstrate more than one gait, 
including one in which subsets of legs supported the robot as alternat-
ing tripods, and one in which the gait ripples through the legs from 
the back to the front. The robot could follow moving objects, such as 
people, using its higher architectural levels.

7.7.2  The Tortoise

The subsumption architecture for Genghis was wired into its structure. 
The basis for a sense–act relation in a level was a simple machine called 
an augmented finite state machine, which is a simple device that has a set 
of registers for storing information such as machine states, a finite state 
machine that determines what should happen to registers given the cur-
rent machine state, and wires that permit one of these machines to send 
signals to another. Fifty-seven such machines were wired into a network 
to provide Genghis’ built-in subsumption architecture (Brooks, 1989).
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In the pages that follow, we will explore our own subsumption ar-
chitecture for the LEGO Tortoise. Instead of soldering one together, we 
will attempt to use the spirit of the subsumption architecture to guide 
our writing of tasks in NXC. The complete code for this robot is avail-
able from the website that supports this book (http://www.bcp.psych.
ualberta.ca/~mike/BricksToBrains/).

7.8 level 0, basic movement
7.8.1  A Fundamental Function

To begin the Tortoise program, we must first decide on the most funda-
mental function to include as the lowest level of a subsumption archi-
tecture. Our choice for Level 0 is basic movement.

By basic movement, we mean a functional layer that will cause the 
Tortoise to move itself forward. The function is so basic that it has no 
sensors. However, it does have direct access to the drive motor. The pur-
pose of this function is to ensure that the drive motor is running, caus-
ing the front wheel to move the robot.

The NXC code for Level 0 is provided below. Note that this level is de-
fined by a single task, called task level_0 (). This task turns on the motor 
that drives the front wheel (which is given the name DriveMotor in the 
main task), and propels it forward at DriveSpeed (which is also defined 
in the main task). As long as this task runs, this motor is on, because 
the command that turns the motor on in a forward direction (OnFwd) is 
contained within a while(true) loop.

If the Tortoise only used Level 0, then how would it behave? It would 
move in one direction, and its motor would not stop. It might move in 
a straight line, or it might turn; this would depend completely upon 
the direction that the front wheel was pointing when Level 0 started. 
Whatever direction it moved, this direction would not change, because 
Level 0 has no influence on the steering motor.

//Level 0: Turn the drive motor on. 

int DriveSpeed; 

task level_0(){ 

	 while(true){ 

		  OnFwd(DriveMotor, DriveSpeed); 

	 } 

} 
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7.9 level 1, steering 
7.9.1  Exploration

The logic of the subsumption architecture is that higher-level layers 
that take advantage of whatever functions are already provided by lower 
layers. For the Tortoise, Level 1 is steering. This level causes the steer-
ing motor to turn on, resulting in the front wheel turning. It does not 
cause the front wheel to drive the robot, which is instead accomplished 
by the lower Level 0.

This layer operates the steering motor at the front of the Tortoise. 
It is slightly more complicated than Level 0, because the front motor 
can be turned at different speeds: a medium speed for exploration, a 
fast speed when the robot is dazzled, and at zero speed — the motor is 
off — when the robot has sensed medium light.

The NXC code for Level 1 (task level_1 ()) is provided below. Note that this 
code is written to reflect the fact that later, higher levels in our architec-
ture will affect robot turning. They will do this by sending a signal down 
to this level that sets the speed at which the turning motor will run.

When Level 1 is considered not by itself, but instead in the context 
of the pre-existing Level 0, we can see how it takes advantage of basic 
movement to advance robot behaviour. That is, when both of these Lay-
ers are operating, the robot will move forward and change direction; 
when it is exploring or avoiding it produces a distinctive “staggering” 
motion. This is only possible because the steering level is taking advan-
tage of the basic movement provided by Level 0.

//Level 1: Turn the steering motor on. 

int TurnSpeed; 

task level_1(){ 

	 while(true){ 

		  OnRevReg(TurnMotor, TurnSpeed, OUT_REGMODE_SPEED); 

	 } 

}

7.10 level 2, sensing ambient light
7.10.1  Light Affects Lower Levels

The next level in the Tortoise is Level 2, which brings the phototropisms 
to life. Recall that Grey Walter’s robots explored in the dark, moved 
straight in moderate light, and then turned away when they were daz-
zled by bright light. The NXC code below for task level_2 () shows how 
such behaviour is added to the Tortoise.
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Level 2 is an infinite loop that always measures light by reading the 
LightSensor, which is set to RAW mode by the main task. This means 
that it returns a large number in the dark, and a smaller number when 
brighter light is detected.

The Level 2 task compares the current light sensor reading to two 
threshold values that are defined in the main task, called dark and bright. 
If it is dark, nothing is done — the robot explores in the fashion defined 
by Levels 0, 1; because steering is initiated, the pilot light is turned 
on. Note that during exploration, the robot is driven at half speed. If 
moderate light is detected, then the front turning motor is stopped by 
sending a signal to the Level 1 task, the pilot light is extinguished, and 
the robot is driven at full speed. If bright light is detected, the turning 
motor is run at half speed, the pilot light is turned on, and the robot 
is driven at full speed. 

Note that this level works by using sensed light to change the be-
haviours of lower levels. The signals that are sent depend upon the 
amount of light sensed, and manipulate the lower levels in such a way 
that the general light-sensitive behaviours that Grey Walter described 
are produced. Note, too, that what this level senses is affected by the 
operations of lower levels, which position the robot — and its periscope 
mirror — in particular positions relative to whatever light sources might 
be in the environment.

task level_2(){ 

	 while(true){ 

		  OnFwd(PilotLight, lightSwitch(TurnSpeed));//Pilot lights on if turning. 

		  if (Vision == 1) {See = Eye;} 

		  //Sensor in dark threshold 

		  if (See <= dark){ 

			   DriveSpeed = HalfDrive; 

			   TurnSpeed = FullTurn; 

		  } 

		  else { 

			   //Sensor in moderate threshold 

			   if (See < bright){ 

				    DriveSpeed = FullDrive; 

				    TurnSpeed = Zero; 

			   } 

			   else { 

				    //Sensor in bright threshold 

				    DriveSpeed = FullDrive;
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				    TurnSpeed = HalfTurn; 

			   } 

		  } 

	 } 

} 

//This just toggles the lights. 

int lightSwitch(x){ 

	 if (x == 0) return 0; 

	 else return 100; 

} 

7.11 level 3, obstacle avoidance
7.11.1  Sophistication from Tweaking

With the first three levels working, the Tortoise will explore the envi-
ronment by sensing ambient light. In many instances, this exploration 
will cause it to bump into an obstacle. Level 3 is obstacle avoidance, 
which permits the Tortoise to find its way around an obstacle when 
it is encountered. An obstacle is detected when the robot’s shell is de-
pressed, and one or more of the touch sensors are triggered. This level 
links obstacle avoiding behaviour to this situation. Importantly, the 
ability of Level 3 to do this depends upon the behaviours created by all 
of the lower levels.

Level 3 operates by constantly reading the touch sensors in front, 
which is done by the Bumpers expression in the NXC code below (task lvl3 

()). If the sensors return a value of 1, then an obstacle has been encoun-
tered, and it is depressing the shell. The Level 3 task then “tweaks” the 
robot’s behaviour in an attempt to move away from the obstacle. These 
“tweaks” consist of sending signals that are used by, and change the 
behaviour controlled by, the lower levels.

If the shell is depressed, the first thing that Level 3 does is make 
the robot’s turning insensitive to light by setting See = 0, which affects 
Level 2. It then sets the sensed light to dark (overriding the light sensor) 
for a short period of time, and then sets it to bright, again for a short 
period of time. The duration of these states depends on current light 
conditions. These states are toggled back and forth until the shell is no 
longer depressed. At that time, the light sensor is reactivated, and all 
routines — including Level 3 — go back to their usual operation.

By toggling the two sensed light conditions, Level 3 sends signals 
that affect the behaviour of Level 2. These signals cause changes in the 
speeds of the steering and drive motor, producing one state that Grey 
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Walter called “steer hard, push gently,” and another called “steer gen-
tly, push hard.” The robot is still steering via Level 1, and driving via 
Level 0, so the overall result is the robot changing direction in various 
ways that eventually cause it to move away from the obstacle that de-
pressed the shell.

//Level 3: The shell can temporarily override the light sensors. 

int TimeConstant, Bumped; //Reaction time constant and threshold for contact. 

task level_3(){ 

	 while(true){ 

		  until (Shell < Bumped); 

		  Vision = 0; 

		  while (Shell < Bumped){//Flicker between dark and bright. 

			   See = dark ; 

			   Wait(TimeConstant * Eye);//Itíll flicker differently if it sees light. 

			   See = bright; 

			   Wait(TimeConstant * Eye * 2); 

		  } 

		  Vision = 1; 

	 } 

}

7.12 the main task
7.12.1  Modular Design

In the code below a number of # define commands name the input and 
output ports. Code for Levels 0 through 3 — which are saved in separate 
files — is then included. The main task initializes motor speeds, sensor 
settings, timing constants, and the sensor values that define dark and 
bright. It also starts each of the tasks that define each level of our sub-
sumption architecture. The code is organized level by level, to reflect the 
nature of our architecture. By deleting a Level’s # include command, and 
by deleting the code that initializes the level’s variables in the main task, 
one can study how the Tortoise behaves with a different version of its 
architecture (i.e., a version with one or more selected levels ablated).

//Tortoise NXT code 

//Definitions in plain English 

#define DriveMotor OUT_C 

#define TurnMotor OUT_A 

#define EyePort S1 
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#define Eye SENSOR_1 

#define ShellPort S2 

#define Shell SENSOR_2 

#define PilotLight OUT_B 

task main(){ 

	 //Set up hardware. 

	 SetSensorType(EyePort, SENSOR_TYPE_LIGHT_INACTIVE); 

	 SetSensorMode(EyePort, SENSOR_MODE_RAW); 

	 SetSensorType(ShellPort, SENSOR_TYPE_LIGHT_ACTIVE); 

	 SetSensorMode(ShellPort, SENSOR_MODE_RAW); 

	 //Init level 0. 

	 DriveSpeed = 70; 

	 start level_0; 

	 //Init level 1. 

	 TurnSpeed = 40; 

	 start level_1; 

	 //Init level 2. 

	 Zero = 0; 

	 HalfDrive = 40; FullDrive = 60; 

	 HalfTurn = 7; FullTurn = 20; 

	 dark = 450; bright = 700; 

	 Vision = 1; 

	 start level_2; 

	 //Init level 3. 

	 TimeConstant = 5; 

	 Bumped = 620; 

	 start level_3; 

}

7.13 observing tortoise behaviour
7.13.1  Level 0

Let us first consider LEGO Tortoise performance as levels are added one 
by one. This is demonstrated in Video 7-1.mpg, available from the web-
site that supports this book (http://www.bcp.psych.ualberta.ca/~mike/
BricksToBrains/). The first behavioural segment in this video shows 
what occurs when only Level 0 is operating. The robot moves forward, 
in whatever direction the front wheel was pointing when the robot was 
activated. The robot is insensitive to the light in its environment.
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7.13.2  Level 0 + Level 1

The next behavioural segment in the video illustrates the effect of adding 
Level 1 to Level 0. Level 1 rotates the front axle a full 360°. When com-
bined with Level 0, this produces a wandering movement. Although the 
robot approaches the light in the video, this is merely accidental — the 
light sensor in the robot is not active at this time. As well, the robot 
bumps into the light, but its shell is also not active at this time. The ro-
bot, in fact, blindly wanders into the light, and then blindly wanders 
away from it.

7.13.3  Level 0 + Level 1 + Level 2

The next behavioural segment illustrates the robot’s behaviour when 
light sensitivity is added to the previous two levels of the subsumption 
architecture. Note, now, that the robot’s behaviour is much more “light 
directed.” First, rather than randomly wandering into the light, the robot 
moves directly toward it. Second, rather than randomly wandering away 
from the light, the robot circles the light at a respectful distance.

This version of the robot does not yet have obstacle avoidance acti-
vated. However, it appears that the robot is able to move away from the 
light when it is bumped. In actuality, this movement depends entirely 
on the front-wheel drive rotating away from the light when bright light 
is sensed. As well, the embodiment of the shell permits the robot to slide 
off an obstacle, much as the shape of a locomotive’s cowcatcher permits 
it to move obstacles out of a train’s path.

7.13.4  All Four Levels

The total LEGO Tortoise adds obstacle detection to the previous three 
levels. In essence, obstacle detection functions as follows: when the ro-
bot’s shell is depressed, light is momentarily ignored. The lower levels 
are manipulated by Level 3 to produce turning behaviour that moves 
the robot away from the obstacle. After a brief period of time, normal 
operations resume. The period of time during which the robot is insen-
sitive to light depends upon the amount of light that is currently being 
sensed. In short, it “remembers” obstacles for a period of time, but then 
forgets them and returns to being a light-sensing robot.

The combination of the four levels can produce behaviour that ap-
pears to be much more complicated than one might predict from know-
ing about the construction and programming of the LEGO Tortoise. For 
instance, during the final behavioural segment of the video, a shoe is 
tossed at the robot, activating its shell. From an analytic perspective, 
the behaviour that ensues seems fairly elaborate. It is as if the robot 
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scurries away from the attack, hiding for a while under the tables that 
are also in the environment. When the coast appears clear, the robot 
is tempted out of its hiding spot by the light.

This raises one interesting theme that can be explored with the LEGO 
Tortoise: the differences between synthetic and analytic theories of its 
behaviour. From a synthetic approach, we have constructed the robot, 
and produced its program. The result is a fairly simple machine that 
uses a handful of loosely co-operating reflexes to navigate through its 
world. Any behaviour that we observe — simple or complex — is going to 
be explained by appealing to this knowledge. In contrast, the analytic 
approach only has available to it observations of robot behaviour, and 
must use these observations to infer internal processes. What kind of 
theory might this produce? Will it be more complicated than the syn-
thetic one? How much will it have to change as more and more envi-
ronments are explored? Let us examine some more robot behaviour to 
consider this issue in more detail.

7.14 the total tortoise
7.14.1  Repeating History

In Chapter 6, we saw a number of photographs that are the records of 
the behaviour of Elsie and Elmer (Holland, 2003a). Can we reproduce 
functionally similar behaviour with the LEGO Tortoise?

7.14.2  Search for an Optimum

Video 7-2.mpg, available from the website that supports this book (http://
www.bcp.psych.ualberta.ca/~mike/BricksToBrains/). demonstrates the 
behaviour of the LEGO Tortoise in a number of situations that were 
inspired by Grey Walter’s studies (Grey Walter, 1963). The video begins 
with the search for an optimum (see Figure 6 -2 and the discussion in Sec-
tion 6.4). In this situation, the robot’s environment consists of a single 
light bulb on the floor, illuminating an otherwise dark room. When 
placed in this situation, the behaviour of the original Tortoise was de-
scribed as follows: “Attracted at first by a distant bright light, the crea-
ture … circles round it at a respectful distance, exhibiting a search for 
optima rather than maxima — the idea of moderation of the classical 
philosophers.”

The LEGO Tortoise generates similar behaviour. In the dark, it oscil-
lates around, seeking light. When the periscope mirror points toward 
the light source, the robot quickly moves toward it. However, when it 
comes too close to the light, it is dazzled. It then proceeds to circle the 
light at a safe distance. Knowing how this fairly simple robot has been 
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constructed and programmed, how would you explain this behaviour? 
How do you think that this behaviour would be explained by someone 
who was not familiar with how the robot was constructed, and could 
only analyze what he or she observed?

7.14.3  Free Will

Now consider an environment in which two light sources are present 
on the floor. Grey Walter observed his Tortoise first circle one light, and 
then move to circle the other, demonstrating choice behaviour (see Fig-
ure 6 -3 in Section 6.5), and rising above Buridan’s ass. Similar choice 
behaviour is demonstrated by the LEGO Tortoise in the video’s next seg-
ment. It begins by respectfully circling the light at the bottom of the 
video screen. When the circle is mostly complete, it quickly departs, 
and moves to the other light, which it also circles. This second “inspec-
tion” complete, it returns to the first light. “By scholastic definition 
the creature appears endowed with ‘free will’. It approaches and inves-
tigates first one goal and then abandons this to investigate the other.” 
Our synthetic methodology allows us to explain the robot behaviour 
without appealing to free will — but to what causes would an analytic 
approach appeal? Would they be the same as those appealed to in an 
analytic theory of Section 7.15.3?

7.14.4  Discernment

Grey Walter explored discernment by combining positive and nega-
tive tropisms. For example, he combined a single attracting light with 
a single repelling obstacle in one study (see Figure 6 -4 in Section 6.6). 
His robot — and the LEGO Tortoise, as seen in the video — avoided the 
obstacle, maintaining a brief memory of its presence before proceeding 
to investigate the light. Again, consider the different accounts of this 
complex behaviour that would be produced by synthetic and analytic 
methodologies. Might analytic theories become more complex as behav-
ioural complexity increases? Is this true of our synthetic theory?

7.14.5  Self-Recognition

Grey Walter’s Tortoise’s are perhaps most famous for performing the 
mirror dance (see Figure 6-6 in Section 6.8). When seeking light in front 
of a mirror, Elsie was attracted to the reflection of her pilot light. How-
ever, when the reflection was approached, her pilot light turned off (be-
cause the steering motor was off), causing new seeking behaviour to be 
produced. The result was a complex trajectory along a mirror that Grey 
Walter noted could be interpreted as evidence for self-awareness. In the 

FromBricksToBrains_Interior.indd   219 29/04/10   8:07 PM



220    from bricks to br ains

video, the LEGO Tortoise produces a similar mirror dance, in the dark 
and in the light. The dance stops as soon as the mirror is removed. We 
possess a simple, synthetic account of this behaviour. How complicated 
would an analytic theory of it be? 

7.15 tortoise implications
7.15.1  Grey Walter’s Legacy

Grey Walter’s Tortoises have been described as the first biologically 
inspired robots, and as the first example of behaviour-based or “new” 
robotics (Holland, 2003b). 

Grey Walter’s robots serve as inspirations for embodied cognitive sci-
ence at a number of different levels. His general purpose was to create 
machines “that would imitate a living creature in performance, as dis-
tinguished from appearance” (Grey Walter, 1963, p. 122). Such imitation 
was to be produced by exploiting a small number of simple principles. 
“Two ideas, goal-seeking and scanning, had combined as the essential 
mechanical conception of a working model that would behave like a 
very simple animal” (p. 125). Furthermore, these simple principles were 
capable of producing emergent behaviour because of feedback between 
the robot and its environment. “This again illustrates an important gen-
eral principle in the study of animal behaviour — that any psychological 
or ecological situation in which such a reflexive mechanism [feedback] 
exists, may result in behaviour which will seem, at least, to suggest self-
consciousness or social consciousness” (p. 130).

In short, Grey Walter’s work illustrated that seemingly complex be-
haviour, often attributed to complex internal processes, might actually 
be the result of simple internal processes interacting with a complex 
environment. This is one of the fundamental ideas of embodied cogni-
tive science.

7.15.2  The LEGO Tortoise

The LEGO Tortoise is important because it permits us to obtain hands-
on experience with Grey Walter’s influential ideas.

First, when the robot is activated, we are armed with a great deal of 
knowledge about its structure and mechanisms, because we have cre-
ated this machine. As a result, whenever we observe complex or surpris-
ing behaviour, we are in a position to explain it by appealing to these 
known mechanisms. Our synthetic approach should produce simpler 
accounts of this complex behaviour than would be achieved by analyz-
ing the behaviour without having built the robot (Braitenberg, 1984).

Second, with the robot we can easily demonstrate environmental 
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contributions to behavioural complexity. That is, behavioural complex-
ity should increase by leaving the machine alone, and by modifying its 
environment. This message was pioneered by early classical cognitive 
scientists (Simon, 1969), then largely ignored by classical cognitive sci-
ence, but championed by embodied cognitive science (Clark, 1997, 2003; 
Dourish, 2001; Norman, 2002).

One example of exploring environmental complexity with the LEGO 
Tortoise was recently provided by one of my students. She created a 
square enclosure for the Tortoise, where each side was either opaque or 
mirrored. She manipulated environmental complexity by manipulat-
ing the number and location of mirrored sides. As more mirrors were 
added, the robot’s environment became increasingly complicated be-
cause of the proliferation of reflections of its pilot lights. The result was 
a steady progression in the elaborateness of the mirror dance that the 
robot produced.

7.15.3  Degrees of Embodiment

The LEGO Tortoise also points us in the direction of the next issue to 
be explored in our study of embodied cognitive science using simple 
robots. It has been argued that robots can be differentiated in terms of 
their degrees of embodiment (Fong, Nourbakhsh, & Dautenhahn, 2003). 
A robot is not merely embodied by being constructed. Rather, its em-
bodiment is reflected in the degree to which it can be perturbed by its 
environment, and can in turn affect is environment. Thus, the LEGO 
Tortoise is only moderately embodied: it can sense its environment, but 
only changes its environment accidentally (e.g., by bumping a light ob-
stacle out of the way). In the next chapter, we will consider what might 
be gained by increasing embodiment, when we describe a robot that is 
no more complex than the Tortoise, but which is explicitly designed to 
modify its environment as it moves through it.
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 Chapter 8
 Embodiment, Stigmergy, and Swarm Intelligence

8.0 chapter overview
The LEGO robots in previous chapters have exhibited various degrees 
of situatedness — from the thoughtless walkers, which (charitably) can 
“sense” elementary forces like gravity, to Braitenberg’s Vehicle 2, which 
has sensors for measuring light, and ending with the LEGO Tortoise, 
which can sense both light and obstacles. While these robots map out 
a continuum of situatedness, at first glance it would seem that they are 
all equally embodied, because they are all constructed out of the same 
types of building blocks.

However, some would argue that embodiment means more than 
just being physically constructed; it has been claimed the degree of 
an agent’s embodiment reflects the extent to which the agent can 
alter or manipulate its environment (Fong et al., 2003). From this 
perspective, a continuum of embodiment is also possible. However, 
the preceding robots do not map out this continuum particularly 
well, because they all react to — and fail to manipulate — the world in 
which they operate. The current chapter describes a new robot, the 
Lemming, which is designed not only to sense its environment, but 
also to change it. Like the Tortoise, the LEGO Lemming can sense and 
avoid obstacles. The Lemming also uses a light sensor. However, the 
function of this sensor assumes that the Lemming operates in a world 
in which coloured objects have been scattered on the floor. When an 
object is encountered by the robot, its colour is detected, and this 
controls the robot’s behaviour. In particular, the sensed colour deter-
mines whether the object will be moved and deposited near a wall at 
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the outskirts of the Lemming’s domain, or will be placed near other 
bricks at the interior of the Lemming’s world. This creates a higher 
degree of embodiment than was exhibited by any of the earlier LEGO 
robots. This is important, because the notion of cognitive scaffolding 
that was introduced in Chapter 3 requires that agents be able to ma-
nipulate their world. The “mind” of the Lemming has leaked into its 
world, because the coloured objects that it moves can be described as 
an external memory.

This chapter explores the Lemming’s “leaky mind” in two con-
texts. The first involves a single Lemming that manipulates its exter-
nal memory of coloured objects. The second involves a small colony 
of Lemmings that manipulate the collective memory of the colony. 
This leads us to consider in more detail both the notion of embodi-
ment and the notion of stigmergy (which was introduced in Chapter 
1), and to explore some of the ideas that are fundamental to collec-
tive intelligence.

8.1 travelling salesmen
8.1.1  The Travelling Salesman Problem

The travelling salesman problem, or TSP, is one of the most famous 
and important problems in the combinatorial optimization literature 
(Gutin & Punnen, 2002; Lawler, 1985). The problem itself is easy to ex-
press: Imagine a salesman who must visit a sequence of cities, stopping 
at each only once. In what order should the salesman visit the cities, so 
as to travel the shortest (and presumably least expensive) route?

The TSP has been studied for a very long time. While it was first 
named by Menger in 1932, its form was first defined by Voight in 1831 
(Laporte & Osman, 1995). The extent of modern research on the problem 
is indicated by the existence of a bibliography of 500 references relevant 
to it (Laporte & Osman, 1995). 

One reason for the long history of research on the TSP is because 
of its importance; the TSP is applicable to a wide variety of real-world 
problems (Punnen, 2002). These include scheduling tasks on a machine 
to minimize the cost of setting the machine up for each new job, and 
assigning a different frequency to each of a network of transmitters 
so that interference between transmitters is minimized. Punnen also 
notes that other areas to which the travelling salesman formulation 
is relevant include data analysis in psychology, X-ray crystallography, 
overhauling gas turbine engines, warehouse order-picking problems, 
and wall paper cutting. 

A second reason for the long history of research on the TSP is its 

FromBricksToBrains_Interior.indd   224 29/04/10   8:07 PM



Chapter 8  Embodiment, Stigmergy, and Swarm Intelligence    225

difficulty. The TSP is a famous example of an NP-complete problem 
(Kirkpatrick, Gelatt, & Vecchi, 1983). This means that as the number of 
cities involved in the salesman’s tour increases linearly, the computa-
tional effort for finding the shortest route increases exponentially. For 
N cities, the number of possible routes to consider when doing an ex-
haustive search for the shortest route is ½ (N − 1)! This means that for a 
4-city tour, one needs only consider 3 different routes to find the short-
est. However, for an 8-city tour, the shortest route is but one of 2,520 
possibilities; there are approximately 4.421e+30 routes to compare to 
find the shortest tour of 30 different cities!

8.1.2  Solving the TSP

Given the importance and the difficulty of the TSP, a number of different 
approaches to its solution have been explored. Many of these approaches 
are algorithms that have a long history in the numerical optimization 
literature (Bellmore & Nemhauser, 1968).

Some more recent solutions to such problems have been inspired by 
physical metaphors. Annealing is a physical process, describable using 
statistical mechanics, by which an optimal structure is obtained by 
bringing a substance to a high temperature, and then slowly cooling 
it. Optimality is discovered because at high temperatures the state of 
the substance (e.g., arrangements of atoms) can be moved out of local 
minima with high probability; the slow cooling can result in the state 
achieving its most stable configuration (i.e., a global minimum). Simu-
lated annealing, where the state being optimized is the cost of the tour, 
has been successfully used to provide excellent solutions to the TSP 
(Kirkpatrick et al., 1983).

Other approaches to the TSP are biologically inspired. Neural networks 
have been used to discover TSP solutions (Hopfield & Tank, 1985; Siqueira, 
Steiner, & Scheer, 2007). Evolutionary programming techniques, such as 
genetic algorithms (Holland, 1992; Mitchell, 1996), have also been suc-
cessfully applied (Braun, 1991; Fogel, 1988). Even molecular computers, 
which encode problem states using DNA molecules, have been explored 
(Lee, Shin, Park, & Zhang, 2004).

Approaches to the TSP have also been inspired by observing how in-
sects deal with real-world situations (Tarasewich & McMullen, 2002). 
These approaches are of interest to us because they raise the possibility 
of using teams of simple robots to solve problems that might be beyond 
the capability of any individual member of the team. Let us now con-
sider these solutions and their implications.
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8.2 swarm intelligence 
8.2.1  Economical Ants

One reason for the travelling salesman problem’s importance is that 
being able to find the shortest route provides enormous advantages for 
a wide variety of human endeavors. However, the importance of this 
ability is not restricted to humankind. Any animal that must move 
regularly between two different locations, such as a nest and a food 
source, would benefit by identifying and using the most economical 
route (Goss, Aron, Deneubourg, & Pasteels, 1989). Is there any evidence 
that they do so?

For one example, consider the Argentine ant Iridomyrmex humilis. Goss 
et al. (1989) studied a laboratory colony of these ants by using a series 
of bridges that linked their nest to a food supply. In this bridge system 
there were two locations at which the ants had to choose between two 
different routes. At each decision point, one choice would lead to a route 
that was much longer than the one that would be followed if the other 
choice had been made. When the bridge system was first put in place, 
food was discovered in a matter of minutes. At this early stage, ants 
went in each direction at both decision points with equal probability. 
However, shortly afterward, a strong preference emerged: almost all of 
the ants chose the path that produced the shortest journey.

How do ants determine the shortest route between two locations? The 
answer to this question is rooted in local, computationally simple, ant 
behaviour. Iridomyrmex humilis leaves a trail of pheromones as it moves 
in either direction along a path between food and its nest. An ant that 
chooses the shortest path will return along it, and add to the pheromone 
trail at the decision points, sooner than an ant that has taken a longer 
route. This means that ants that arrive later at a decision point will find 
a stronger pheromone trail in the shorter direction, will be more likely 
to choose this direction, and will themselves add to the pheromone sig-
nal. “Each ant that passes the choice point modifies the following ant’s 
probability of choosing left or right by adding to the pheromone on the 
chosen path. This positive feedback system, after initial fluctuation, rap-
idly leads to one branch being ‘selected’” (Goss et al., 1989, p. 581).

The ability of ants to find shortest routes inspired a new approach to 
solving the travelling salesman problem (Dorigo & Gambardella, 1997). 
Dorigo and Gambardella programmed a colony of simulated ants to 
leave and follow pheromone trails, which also had a working memory 
that stored cities that had already been visited, so that the artificial 
ants would travel to a new city. They studied a number of different ver-
sions of the problem, and found that the simulated ant colony produced 
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solutions that were as least as good as, and often better than, solutions 
produced by a variety of other algorithms, including neural networks 
and genetic algorithms. 

8.2.2  Emergent Intelligence

The ability of ants — simulated or otherwise — to choose shortest routes 
does not, importantly, require a great deal of computational power 
within each individual. Individual ants do not determine optimal routes; 
it is the ant colony as a whole that solves the problem. “The selection of 
the shortest branch is not the result of individual ants comparing the 
different lengths of each branch, but is instead a collective and self-
organizing process, resulting from the interactions between the ants 
marking in both directions” (Goss et al., 1989, p. 581).

8.3 collective contributions
8.3.1  Swarm Advantages

In Section 1.7.2, we saw that an organism could be defined as a coordi-
nated system of activities that could obtain environmental resources, pro-
duce new activities, and adapt to environmental disturbances (Wheeler, 
1911). This permitted entomologists like Wheeler to define the colonies 
of social insects as superorganisms, from which emerged more complex 
results (such as elaborate nests) than one would predict from examin-
ing the capabilities of individual colony members. Swarm intelligence 
is an interesting evolution of the idea of the superorganism. It offers 
advantages that may not be provided by other computational methods. 
“Nature-inspired intelligent swarm technology deals with complex prob-
lems that might be impossible to solve using traditional technologies and 
approaches” (Hinchey, Sterritt & Rouf, 2007, p. 113). What is provided by 
swarm intelligence that might be missing from traditional approaches?

Importantly, a swarm’s components are only involved in local inter-
actions with each other. This characteristic is the source of many of 
the advantages of swarm intelligence (Balch & Parker, 2002; Sharkey, 
2006). For instance, a computing swarm is scalable — it can be comprised 
of varying numbers of agents, because the same control structure (i.e., 
local interactions) is used regardless of how many agents are in the 
swarm. For the same reason, a computing swarm is flexible — agents can 
be added or removed from the swarm without reorganizing the entire 
system. The scalability and flexibility of a swarm make it robust — it 
can continue to compute when some of its component agents no lon-
ger function properly. A second source of robustness comes from the 
nature of the swarm’s agents themselves. For instance, if each agent 
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is autonomous, and is capable of reacting or adapting to environmen-
tal changes, then these individual advantages will be inherited by the 
swarm as a whole.

8.3.2  Robot Collectives

When a swarm is composed of autonomous, embodied, and situated 
robots, it may be particularly well suited to solving some important 
real-world problems (Beni, 2005; Brooks & Flynn, 1989). One reason for 
this is that a robot collective would have all of the advantages of swarm 
intelligence that were mentioned in Section 8.3.1. A second reason for 
this is that robot collectives are capable of manipulating real-world 
objects and environments, and therefore can serve as real-world tools.

For example, NASA is interested in preparing landing sites on distant 
planets. A swarm of robots provides one possible solution to this problem 
(Parker, Zhang, & Kube, 2003). Parker et al. were inspired by a behaviour 
in some ants, called “blind bulldozing” (Franks, Wilby, Silverman, & Tofts, 
1992), in which nests are constructed stigmergically by pushing material 
away from a nest site. Parker et al. designed a robot collective for blind 
bulldozing. An individual robot in the collective is usually in a plowing 
state, in which it moves straight in some heading, pushing debris as it 
moves. When the friction caused by an accumulation of debris exceeds 
a threshold, the robot switches into a finishing state, which causes it to 
turn a random amount before re-entering the plowing state. The robot 
could also switch into a colliding state when it randomly turns because 
of a collision with another robot in the collective. Parker et al. created 
variously sized robot collectives that created “nests” by pushing away 
gravel while following this algorithm. They found that a nest could be 
constructed by a single robot, but that the use of multiple robots de-
creased the time that was required to accomplish the task. 

Robot collectives are not appropriate for all tasks, but are ideally 
suited for many (Balch, 2002). As we shall see, typical tasks for robot 
collectives include foraging, material transport, and sorting. It has also 
been argued that a collection of simple, mass-produced robots that do 
not require central control provide an ideal and inexpensive medium 
for conducting exploration of remote planets (Brooks & Flynn, 1989).

8.4 critical numbers of agents
8.4.1  When Is a Swarm Intelligent?

In swarm intelligence, a problem’s solution emerges from the activity 
of a collection of agents, suggesting that having a collection of agents 
is better than having a single agent working on the problem. However, 
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swarm intelligence depends on more than mere numbers of agents. For 
a swarm to be considered intelligent, the whole must be greater than 
the sum of its parts. This idea has been used to identify the presence of 
swarm intelligence by relating the amount of work done by a collective 
to the number of agents in the collection (Beni & Wang, 1991).

Consider, for example, a collection of completely independent agents 
foraging for food. As the number of agents increased, one would expect 
that the collective would forage faster. However, if the agents worked 
completely independently of one another — if the whole were equal to 
the sum of its parts — then there would be a linear relationship between 
the amount of work accomplished and the number of agents, as shown 
in the dashed line in Figure 8-1. Beni and Wang (1991) would take this 
linear relationship to indicate the absence of swarm intelligence.

In contrast, consider agents that can interact with each other. A small 

number of agents may not have much opportunity for interaction, and 
therefore may not perform better than the same number of independent 
agents. However, after some critical number of agents is reached, agent 
interaction becomes more likely, and makes the swarm more efficient 

8-1
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than a non-interacting collective. This is shown in the solid non-linear 
function in Figure 8-1. With 2 or 3 agents, there is little difference be-
tween the solid and dashed functions. However, when there are more 
than 3 agents, the interactive collective is far more efficient than the 
non-interactive one. The non-linear relationship between the number 
of agents and the amount of work accomplished is taken by Beni and 
Wang (1991) to indicate the presence of swarm intelligence.

8.4.2  A Foraging Example

One study of robot foraging tested Beni and Wang’s (1991) theory (Sug-
awara & Sano, 1997). In this study, obstacle-avoiding robots moved 
through an arena, collecting pucks, which they then brought back to a 
home location. In some conditions in this experiment the robots inter-
acted: when a puck was encountered, the robot stopped for a set period of 
time and emitted a light that attracted other robots to that location.

Sugawara and Sano (1997) found a non-linear relationship between 
the number of robots and the number of pucks foraged over time, but 
only when robots interacted, supporting the theory of Beni and Wang 
(1991). When robots did not interact, only a linear relationship between 
these two variables was observed. Interestingly, though, robot interac-
tions were not always helpful — they only improved efficiency if the 
pucks were unevenly distributed throughout the environment. Under 
such conditions, a robot emitting light would attract other robots to 
a high concentration of pucks. However, if the pucks were evenly dis-
tributed throughout the arena, then interactions actually caused a de-
crease in efficiency relative to a swarm of non-interacting robots. Thus, 
direct communication in a swarm does not always lead to improved 
performance. In the next section, we will see that an important issue 
in swarm intelligence is the degree to which communication is used 
to coordinate the activities of swarm members.

8.5 coordination, communication, and cost
8.5.1  Costly Coordination

Early research on robot teams studied small groups of homogenous ro-
bots (Gerkey & Mataric, 2004). Modern research examines much more 
sophisticated robot collectives that can consist of different types of ro-
bots that carry out diverse tasks at varying locations or times (Balch 
& Parker, 2002; Schultz & Parker, 2002). “It is no longer sufficient to 
show, for example, a pair of robots observing targets or a large group 
of robots flocking as examples of coordinated robot behavior. Today we 
reasonably expect to see increasingly larger robot teams engaged in 
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concurrent and diverse tasks over extended periods of time” (Gerkey & 
Mataric, 2004, p. 939).

It is desirable to coordinate the actions of a team of diverse robots 
(Gerkey & Mataric, 2002, 2004; Mataric, 1998). One must determine the 
tasks carried out by individual robots in a team at any given time, in 
order to optimally achieve some global goal. This called the multi-robot 
task allocation problem.

With the hardware capabilities of modern robots, one general ap-
proach to solving the multi-robot task allocation problem is to employ 
intentional co-operation (Balch & Parker, 2002; Parker, 1998, 2001). Inten-
tional co-operation is achieved by adopting some form of communica-
tion between robots so that task allocation can be negotiated, or so that 
one robot will be aware of what others are doing so that it does not un-
necessarily duplicate efforts or work in opposition to the current efforts 
of other team members.

Intentional co-operation provides some particular advantages. If it is 
possible to have intentional co-operation amongst robots, then it should 
also be possible have a robot team co-operate with the needs of a hu-
man user (Gerkey & Mataric, 2004). As well, a robot team governed by 
intentional co-operation should be more efficient than one that is not 
(Sugawara & Sano, 1997). “By sharing information and leveraging each 
others’ skills, a group of robots can truly be more than the sum of its 
parts” Gerkey & Mataric, 2002, p. 758).

A robot team governed by intentional co-operation may be extremely 
efficient at performing a task, and may also be able to use communica-
tion to structure robot activities so that a single collective can efficiently 
solve a diversity of problems. However, these advantages are not achieved 
without cost. First, the extent to which intentional co-operation imposes 
central control on the members of the robot team is the extent to which 
many of the advantages of robot collectives described in Section 8.3 are 
diminished. For instance, communication between robots is costly, and 
as more robots are added to a communicating team there is likely to be 
a “communications bottleneck” that makes the team less scalable (Kube 
& Zhang, 1994). Second, as communication makes the functions carried 
out by individual team members more specialized, the robustness of the 
robot collective might be jeopardized (Kube & Bonabeau, 2000).

In short, while the study of intentional co-operation for dealing with 
multi-robot task allocation is ongoing and important, other approaches 
are still worthy of consideration. In particular, is it possible for a robot 
collective to coordinate its component activities, and solve interesting 
problems, in the absence of direction communication?
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8.5.2  A Stigmergic Solution

One answer to this question can be provided by studying the extent to 
which stigmergy can be used to control a team of robots (Kube & Bon-
abeau, 2000). As we saw in Chapters 1 and 3, stigmergy occurs when 
there is indirect communication between agents via the environment. 
An agent makes some change to the environment, which in turn signals 
another agent to perform a different behaviour than it would have in 
the absence of this signal. We have seen that stigmergy provides im-
portant control over the behaviours of social insects; these insect be-
haviours have inspired many studies of robot teams, which have shown 
that such collectives are capable solving interesting problems without 
the need of intentional co-operation. Let us now consider some proto-
typical examples of such research.

8.6 co-operative transport
8.6.1  Robots that Push Boxes

Consider the New World army ant Eciton burchelli (Couzin & Franks, 
2003). A foraging party of 200,000 ants from a colony will kill as many 
as 30,000 prey in a dawn-to-dusk swarming raid, and move this food 
back to the nest, often using co-operative transport (Franks, Sendova-
Franks, & Anderson, 2001). Co-operative transport involves a group of 
agents working together to move a large object.

Roboticists have studied co-operative transport using the box-push-
ing task, in which a box, intentionally too heavy for a single robot 
to move, must be pushed to a goal location. Imagine a group of five 
small robots sitting in the corner of a laboratory room. In the middle 
of the room is a large box (Kube & Bonabeau, 2000). A spotlight hang-
ing from the ceiling of the room is turned on, and the robots begin to 
move throughout the room. Then, a light in the middle of the box is 
turned on. Suddenly, the behaviours of the robots change, as shown 
in this video available from http://www.cs.ualberta.ca/~kube/ra97/
multi-robot.mpeg.

When the box is lit, the robots move toward it and come into con-
tact with it. Some of the robots remain in contact with the box, and 
push it toward the part of the room lit by the spotlight. Other robots 
are in the wrong place to accomplish this, and move around the box 
to take up a more effective position. Still other “robots leave the task, 
seemingly at random, and wander off only to return and join the group 
effort in transporting the box towards its goal” (Kube & Bonabeau, 
2000, p. 99).

The robots move the box toward the goal, but not smoothly: the 
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box may veer off in an incorrect direction, or sometimes stop moving. 
However, at each juncture the robots realign themselves, and eventu-
ally push the box to the intended goal. At this point, if the spotlight is 
turned off, and if a different spotlight is turned on, then the robots will 
reorganize themselves, and again — in a moderately erratic fashion — the 
box will be pushed toward the new goal location.

8.6.2  Stigmergic Co-operation

The robots’ box-pushing behaviour mimics some of the co-operative 
transport behaviours observed in ants, and therefore might serve as 
a model of this insect ability. However, this co-operative behaviour 
emerges without direct communication between robots. “Rather a form 
of indirect communication (stigmergy) takes place through the envi-
ronment by way of the object being manipulated” (Kube & Bonabeau, 
2000, p. 100). This is important because other approaches to solving the 
box-pushing problem usually involve direct communications between 
robots, so (for example) one robot “knows” not to duplicate the efforts 
of another (Mataric, 1998; Parker, 1998, 2001).

Kube and Bonabeau (2000) achieved stigmergic control of box push-
ing by providing robots with behaviours that were elicited by simple 
stimuli. Robots used both touch and infrared sensors to detect (and 
avoid) other robots. Light sensors were used to locate the box as well as 
the goal spotlight. If a touch sensor was depressed, and the box-detect-
ing light sensor was above threshold, then the robot had detected that 
it was in contact with the box. If it was in such contact, and could see 
the goal, then box-pushing behaviour was initiated. If it was in contact 
with the box, but could not see the goal, then other movements were 
triggered resulting in the robot finding contact with the box at a dif-
ferent position.

These behaviours caused the robots to seek the box, push it toward the 
goal, and do so co-operatively by avoiding other robots. Furthermore, as 
the robots acted on the environment, and changed the position of the 
box, this could change the situation sensed by other robots, and pro-
duce corresponding changes in behaviour. For instance, a robot push-
ing the box might lose sight of the goal because of box movement, and 
would therefore leave the box and use its other exploratory behaviours 
to come back to the box and push it from a different location. “Coop-
eration in some tasks is possible without direct communication” (Kube 
& Bonabeau, 2000, p. 100).
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8.7 collective sorting
8.7.1  Spatial Sorting by Ants

We have seen that ant colonies are able to find the shortest routes, to clear 
nests using blind bulldozing, and to move large objects by employing co-
operative transport. Ants are also very adept at sorting objects — produc-
ing order from disorder — into useful and interesting spatial patterns. 
These patterns are frequently described as the products of collective 
intelligence (Franks & Sendova-Franks, 1992; Holland & Melhuish, 1999; 
Sendova-Franks, Scholes, Franks, & Melhuish, 2004).

One example of such behaviour is called patch sorting. In patch sort-
ing, two or more classes of objects are placed in separate clusters, so 
that each cluster contains only one class of objects, and each cluster is 
spatially separated from the others (Holland & Melhuish, 1999). Ants 
exhibit patch sorting when they place eggs, larvae, and cocoons into 
separate piles (Deneubourg et al., 1991) or when they place corpses into 
different clusters when constructing a cemetery (Theraulaz et al., 2002).

 Another example is the annular sorting of Leptothorax ant colonies 
(Sendova-Franks et al., 2004). A colony’s brood is placed in a single clus-
ter within the nest, but this cluster is highly structured: it is a set of 
concentric annuli, with each ring comprised of a different type of brood 
items. “Eggs and small larvae are in the middle whereas medium and 
large larvae are in concentric annuli increasingly further out towards 
the periphery” (Sendova-Franks et al., 2004, p. 1095). As a result, brood 
items that require more care are more easily accessed because they are 
in the outer rings of the sorted structure.

8.7.2  Stigmergic Sorting by Robots

Researchers have investigated whether interesting spatial patterns be 
produced by sorting procedures that are completely under stigmergic 
control (Holland & Melhuish, 1999). Robots used a “gripper” in front to 
capture a Frisbee lying on the floor. They could also sense Frisbee colour, 
and had proximity detectors that could register the presence of obstacles 
such as walls or other robots. The gripper also had a micro-switch that 
would not be triggered if the robot gripped a single Frisbee, but would 
be triggered if two or more Frisbees were pushed by the robot.

Holland and Melhuish (1999) explored a number of different algo-
rithms that were used to control the behaviour of each of a collection of 
10 robots. One, the pullback algorithm, consisted of three simple rules. First, 
if the gripper held a Frisbee, and an obstacle was encountered, then the 
robot made a random turn away from the obstacle. Second, if the gripper 
held a Frisbee, and another Frisbee was encountered, the robot would 
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pull the Frisbee it held back a distance that depended on the Frisbee’s 
colour, drop it, and turn away from it. Third, if no object was held, then 
the robot simply moved forward. This algorithm sorted Frisbees into a 
single cluster that was roughly annular in organization — one colour of 
Frisbee was in the centre of the cluster, which was surrounded by Fris-
bees of a different colour. Simpler sets of rules — for instance rules that 
were not sensitive to Frisbee colour — produced patch sorting.

Importantly, this sorting behaviour is produced by stigmergy. None 
of the robots directly communicate with one another. Instead, they in-
directly communicate by moving Frisbees to different locations; these 
newly positioned Frisbees will in turn alter the behaviour of the robots, 
and spatial sorting emerges from this stigmergic system.

Variations of the pullback algorithm are capable of producing more 
striking annular sorting, and the sorting capabilities of robots and 
ants have been directly compared (Melhuish, Sendova-Franks, Scholes, 
Horsfield, & Welsby, 2006; Scholes, Wilson, Sendova-Franks, & Melhu-
ish, 2004; Wilson, Melhuish, Sendova-Franks, & Scholes, 2004). This 
research demonstrates an interesting interplay between disciplines in 
which ant behaviour inspires robotics research, which in turn is being 
used to develop theories about ant behaviour. It also demonstrates that 
stigmergy is capable of producing spatially organized patterns.

8.8 stigmergy and degrees of embodiment
8.8.1  Extending the Mind into the World

In Chapter 3, we were introduced to an important idea in em-
bodied cognitive science, the leaky or the extended mind 
(Clark, 1997, 1999, 2003, 2008; Wilson, 2004, 2005). According to the 
extended mind hypothesis, the mind and its information processing 
is not separated from the world by the skull. Instead, the mind inter-
acts with the world in such a way that information processing is both 
part of the brain and part of the world — the boundary between the 
mind and the world is blurred, or disappeared. We saw in Chapter 3 
that this can occur because of cognitive scaffolding. A simple example 
of cognitive scaffolding is extending memory by using external aids. 
However, full-blown information processing can be placed outside the 
traditional mind, into the world, by using appropriate artifacts. We 
saw an example of this in our discussion of the nomogram (Hutchins, 
1995) in Section 3.10.1.

In order for cognitive scaffolding to occur — in order for the mind to 
extend itself into the world — cognitive agents must be able to interact 
with and alter the physical world. This was the reason that Chapter 3 
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argued for a central role of action in the series of cognition.
The extended mind hypothesis can be applied to single cognitive 

agents. However, when information processing leaks into the world 
then the extended mind hypothesis can also be applied to a group of 
agents that operate in a shared environment (Hutchins, 1995). The ex-
amples of stigmergy that have been described in the current chapter, 
as well as those that were introduced in Chapter 1, are also examples of 
scaffolded or extended group cognition. In particular, stigmergy places 
the control structure of the information-processing collective into the 
environment, removing the need for members of the collective to di-
rectly communicate with one another. Section 3.12 argued that such 
stigmergic control could also be considered to be a central characteris-
tic of a modern production system.

Importantly, stigmergic control also requires that agents be able to 
manipulate the environment in which they are situated. Ants can only 
solve the travelling salesman problem by laying down a pheromone 
trail. Robots can only solve the box-pushing problem by contacting and 
moving the box in order to communicate to other robots that they need 
to move and push the box from a different location.

8.8.2  Degrees of Embodiment

The Lego robots from previous chapters of this book make it clear that 
there are different degrees of situation. The walking robots described 
in Chapter 5 are minimally situated, because they have no sensors and 
only passively react to physical forces. Vehicle 2, investigated in Chapter 
4, is more situated because it uses light sensors to modify motor speeds. 
The Lego Tortoise, detailed in Chapters 6 and 7, is even more situated 
because it uses both light and touch sensors.

While these robots illustrate degrees of situation, at first glance it 
would seem that they are all equally embodied, in the sense that they 
are all physical artifacts. However, there are other definitions of em-
bodiment that suggest that agents can be embodied to different degrees 
(Fong et al., 2003).

Fong et al. (2003, p. 149) argue that “embodiment is grounded in the 
relationship between a system and its environment. The more a robot 
can perturb an environment, and be perturbed by it, the more it is em-
bodied.” As a result, not all robots are equally embodied. A robot that is 
more strongly embodied than another is a robot that is more capable of 
affecting, and being affected by, the environment. Clearly an extended 
mind, or a stigmergic league–controlled collective, requires strong em-
bodiment. The robots that we have built are all equally embodied, but 

FromBricksToBrains_Interior.indd   236 29/04/10   8:07 PM



    237

that is because none of them is designed to affect the environment. 
We now turn to describing a more strongly embodied robot, which 
can therefore be used to explore ideas such as the extended mind and 
swarm intelligence.

8.9 the lemming
8.9.1  Lemming Situation

Lemmings was a video game that was introduced in 1991 by Psygnosis for 
the Commodore Amiga. A player of this game had to assign abilities to 
a small number of lemmings so that they could alter the environment, 
and the behaviour of other lemmings, in such a way as to prevent mass 
migrations that would lead to disaster. In honour of this game, and the 
behaviours of the agents within it, we have named our more strongly 
embodied LEGO robot the Lemming. This is because we hoped that it 
could affect the behaviour of other LEGO Lemmings by manipulating 
its environment — in particular, by moving light and dark LEGO bricks 
to different locations in an enclosed arena.

In order to do this, the Lemming (shown below in Figure 8-2) is situ-
ated in its environment using three different sensors. An ultrasonic 
sensor mounted on the top of the Lemming is used to detect and avoid 
walls and other obstacles, such as other Lemmings. A second ultrasonic 
sensor mounted near the base of the Lemming is used to detect the pres-
ence of to-be-moved bricks. Finally, a light sensor mounted inside the 
“brick catcher” at the front of the robot is used to analyze a captured 
brick. In particular, the light sensor detects the colour of the brick, 
which is then used to elicit an appropriate colour-dependent behaviour 
from the Lemming.

8-2
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8.9.2  Lemming Embodiment

The embodiment of the Lemming is also critical. In particular, the 
“brick catcher” at the front of the robot has a very definite shape. First, 
its shape is such that when an object is contacted by the brick catcher, 
it is moved against the light sensor so that its colour can be detected. 
Second, the shape of the brick catcher is asymmetrical. As a result, if 
the Lemming turns to its left, the object will remain trapped inside 
and can be pushed to a new location. However, if the Lemming turns 
to its right, the object is released from the catcher, and can therefore 
be left behind in some new position where it can affect the behaviour 
of a Lemming that encounters it later.

8.10 foraging for robot parts and world parts
8.10.1  Robot Parts

The Lemming is a fairly simple robot to build, and requires the parts 
that are illustrated below in Figure 8-3. The pages that follow describe 
how to construct this robot. If the reader would prefer to use wordless, 
LEGO-style instructions, they are available as a pdf file from the web-
site that supports this book (http://www.bcp.psych.ualberta.ca/~mike/
BricksToBrains/).

8.10.2  Bricks to Move

In addition to the robot itself, it is necessary to build objects that are 
placed in the world for the Lemming to manipulate. These objects are 
two LEGO bricks high, 4 studs long, and 4 studs wide, as illustrated in 
Figure 8-4. We built each of these objects using four 2 × 4 LEGO bricks. 

8-3
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Importantly, half of these objects 
are all black, and the other half 
are all white, because the colour 
of the object affects robot behav-
iour. We constructed 28 differ-
ent black objects and 28 different 
white objects, requiring a total of 
112 black and another 112 white 2 
× 4 LEGO bricks.

8.11 chassis and rear wheels
8.11.1  NXT Brick as Chassis

Other NXT robots described in this book (Vehicle 2 in Chapter 4, the 
Tortoise in Chapter 6, and antiSLAM in Chapter 9) are constructed by 
building a central spine of beams and liftarms that serves as a chas-
sis to which other components, such as the NXT brick, are attached. A 
different approach is illustrated in the Lemming, which uses the NXT 
brick itself as the primary chassis to which other components are at-
tached. As well, in this robot the NXT brick is positioned vertically in-
stead of horizontally, as shown in Figure 8-5. The first step in building 
the robot is illustrated in this figure. Liftarms are attached to the NXT 
brick in order to support two small rear wheels that will help keep the 
robot stable.

8-4

8-5
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8.12 mounting motors 
8.12.1  Motors and Cables

The liftarms that were used to create mounts for the rear wheels are also 
used to attach two motors to the front of the robot, as shown in Figure 
8-6. Note that additional parts are attached to each motor; these parts 
are used later to mount other Lemming components. As well, some of 
the cables that are later plugged into sensors are best run between the 
motors and the NXT brick, and they should be attached in this second 
step for this reason. The ports into which each of the four cables used 
in this step are inserted are indicated in Figure 8-6.

8.13 upper ultrasonic sensor and front wheels
8.13.1  The Upper Ultrasonic

The next step in constructing the Lemming is to mount an ultrasonic sen-
sor to the top of the robot, following the instructions that are provided 
at the top of Figure 8-7. This sensor will be pointing slightly upward, and 
is mounted high on the robot, so that it won’t detect objects on the floor 
in front of the robot. (If the sensor refuses to stay pointed upward when 

8-6

FromBricksToBrains_Interior.indd   240 29/04/10   8:08 PM



Chapter 8  Embodiment, Stigmergy, and Swarm Intelligence    241

mounted, a paper clip can be used to keep it pointing in the desired direc-
tion.) The purpose of this ultrasonic sensor is to detect larger obstacles, 
such as the walls that define the arena in which the robot operates.

8.13.2  Front Wheel Drive

The Lemming is a front wheel drive machine. The wheels are LEGO 
56 × 26 tires mounted onto hubs that are the standard wheels for NXT 
robots. They are attached to axles that are inserted directly into each 
motor, and held in place with a half bush, as illustrated at the bottom 
of Figure 8-7.

8.14 mounting the lower ultrasonic sensor
8.14.1  Angled Ultrasonics

One of the goals of the Lemming’s design was to have it situated in its 
world in such a way that it could detect, and move toward, objects on 
the ground in front of it. This was accomplished by mounting a second 
ultrasonic sensor to the robot; this one is mounted on the front of the 
robot near its bottom, as illustrated in Figure 8-8. Note that this sensor 
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is attached in such a way that it points downward toward the floor. 
The angle at which this sensor is tilted is important, because it affects 
how far away the objects are that can be detected. When this sensor is 
angled as shown in Figure 8-8, then it should be able to detect objects 
as far away as 50 cm. The tension of the cable used to connect this sen-
sor to the NXT brick should be sufficient to hold it at the desired angle.

8.15 designing the brick catcher
8.15.1  Important Embodiment

The main function of the Lemming is to trap, and to move around, 
coloured square objects that are in its environment. This is accomplished 
by making a “brick catcher” that is attached to the front of the robot, 
and is pushed along the floor by the Lemming. The embodiment of this 
Lemming component is important in several ways. First, it must be large 
enough to be able to trap a brick (Figure 8-4) that is encountered, re-
gardless of the orientation of the brick with respect to the brick catcher. 
Second, it must not be too large — only one brick will be trapped at a 
time. Third, when a brick is in place, the shape of the brick completes 
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the shape of the brick catcher, converting it from a catcher into a plow. 
Fourth, once trapped, the brick must slide into a position that permits 
its colour to be examined by the robot. Fifth, the shape of the brick 
catcher is critical for later robot behaviour. The brick catcher is shaped 
in such a way that if the robot turns to the right, the brick remains 
trapped, and can be moved by the robot. However, it is also shaped in 
such a way that if the robot turns to the left, the brick will escape from 
the brick catcher, and can be left behind by the robot.

The brick catcher begins by attaching various beams and liftarms 
together in the fashion that is illustrated in Figure 8-9.

8.16 brick catcher, brick processor
8.16.1  Embodiment and Situation

Figure 8-10 illustrates how to complete the remainder of the brick 
catcher. The upper part of this completed structure permits it to be 
attached to the Lemming’s chassis. The lower part of this completed 
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structure defines the shape that permits bricks to be captured, analyzed, 
moved, and released as was noted in Section 8.15. Note that one critical 
aspect of this shape is a light sensor that forms one of the “walls” used 
to push a captured brick. The idea behind this design is that the move-
ment of the robot will force the brick directly against this light sensor. 
Once there, the light sensor can measure whether the captured object 
is white or black; the sensed colour will determine the subsequent be-
haviours of the Lemming.

8.17 completing the lemming
8.17.1  Final Construction

The Lemming is completed by attaching the brick catcher to the front 
of the robot as illustrated in Figure 8-11, and by making sure that all 
sensors and motors have the appropriate cables connected to the ports 
that were earlier indicated in Figures 8-6 and 8-8. With this construction 
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completed, we can now turn to developing a subsumption architecture 
for the Lemming that will permit it to drive forward, avoid walls, and 
detect, capture, analyze, move, and release coloured objects.

8.18 level 0: drive and calibrate
8.18.1  Driving

The most basic level in the subsumption architecture for the Lemming 
enables it to move forward. This is accomplished by turning both motors 
on in the forward direction, as indicated in the short NXC program for 
this level that is listed below. Note that this program is separate from 
the calibration program that is listed below it after the two double 
lines of ==.

The Level 0 program uses the OnFwdSync command, which includes 
a Sync variable to control both motors. The OnFwdSync command is a 
useful NXC command that permits two motors to be coordinated in a 
single line of code. However, the default value for Sync in Level 0 does 
not cause the robot to move straight ahead. Instead, it causes the mo-
tors to run at slightly different speeds so that the robot gently turns to 
the right. The value for Sync is set in Level -1 (described in Section 8.22) 
which is used to set motor speeds by pooling conditions detected by 
higher levels in the architecture. The value that is used requires that 
each Lemming be calibrated.

8-10
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8.18.2  Calibration

In some instances, the Lemming will detect objects and move straight 
toward them. However, no two NXT motors are exactly the same, so an 
individual Lemming must be calibrated to find, in essence, the precise 
value for Sync that will produce straight movement. The program that 
is listed below the Level 0 code is a separate program for calibrating a 
Lemming. The program is run, and the behaviour of the Lemming is 
watched. If it does not go straight ahead, the value for straight_calibration 
is changed as described. When the Lemming moves in a straight line, 
the value for straight_calibration is recorded and used in the main task 
that is described later.

/*===== Level 0: Drive the Lemming Forwards =========== */ 

task Drive(){ 

	 while(true){ 

		  OnFwdSync(BothMotors, DriveSpeed, Sync); 

	 } 

} /* task Drive ends here! */ 

/* ============================================*/ 

/* ============================================*/ 

/* CALIBRATION PROGRAM BELOW 

calibrate so the Lemming can drive straight 

============================================= */ 

#define LeftMotor OUT_B 

#define RightMotor OUT_C 

#define BothMotors OUT_BC 

/*======== Drive================================*/ 

int speed = 65; //set all the lemmings at this speed 

int straight_calibration = 0;

/*use this value in your code. Adjust it so that the lemming will 

drive in a straight line when you run the code. Try 

zero first. If not zero it will probably be between -5 and 5 */ 

task main(){ 

	 while(true){ 

		  OnFwdSync(BothMotors, speed, straight_calibration); 

	 } 

}
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8.19 level 1: dodge obstacles
8.19.1  The Lemming’s Umwelt

A Lemming moves around white and black bricks that it detects on the 
floor of a room. The room’s walls are obstacles that can damage the ro-
bot if it collides with them. Other Lemmings might also be part of the 
environment; they too need to be avoided.

8.19.2  Avoiding Obstacles

 Level 1 in the Lemming’s subsumption architecture uses the top ultra-
sonic sensor to detect to-be-avoided obstacles. If an obstacle is detected, 
the robot spins around away from it. The direction in which it spins de-
pends upon whether it is carrying a brick, and upon the colour of that 
brick. There are two subtleties in the code below. 

First, because the Lemming can exist in an environment that includes 
other Lemmings that are also emitting ultrasonic signals, it checks its 
ultrasonic signal twice, with a short delay between checks, to ensure 
that it is not responding to the signal sent by another Lemming. The 
constant movement of the robots makes it unlikely that such a “rogue 
ultrasonic” signal will be detected twice!

Second, in rare instances a Lemming might be pointed at such an angle 
so that it will encounter a wall, but cannot receive an echo from it. The 
CheckStuck routine is used to solve this problem. It too works by check-
ing the ultrasonic signal twice. Because Lemmings constantly move, it is 
unlikely that they will receive identical ultrasonic signals a second or so 
apart. If this does occur, the CheckStuck routine treats this as being stuck, 
and initiates avoidance behaviour by setting the collision variable.

/*===== Level 1: Dodge ============================== 

If the wall is within the wall sensorís range, spin for a little while. */ 

int wallDistance, lastReading, SpinDirection; 

const int KEEP_DIRECTION = 1, DUMP_DIRECTION = -1, HALF_SPIN = -50, COLLISION = 27; 

int spinTime = 750, stuckTime = 1500, NearWall = COLLISION; 

bool collision; 

task Dodge(){ 

	 collision = false; SpinDirection = DUMP_DIRECTION; 

	 while(true){ 

		  until (collision || (SensorUS(WallSensor) < NearWall)); 

		  Wait(50); 

		  if (collision || (SensorUS(WallSensor) < NearWall)){ //double check to make sure it is not a US 

			   error! 

				    collision = true; Wander = 0; 
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			   DriveSpeed *= SpinDirection; Spin = SpinDirection * HALF_SPIN;

			   Wait(spinTime);

			   Wander = 1; DriveSpeed = BaseSpeed;

			   Spin = STRAIGHT; SpinDirection = DUMP_DIRECTION;

			   NearWall = COLLISION;

			   collision = false;

		  }

	 }

}

task CheckStuck()

{

	 while(true){

		  lastReading = SensorUS(WallSensor);

		  Wait(stuckTime);

		  if(lastReading == SensorUS(WallSensor)) collision = true;

	 }

}

8.20 level 2: seek bricks
8.20.1  Brick Attraction

The main purpose of the Lemming is to move large bricks around in 
its environment. In order to do this efficiently, it would be convenient 
if the Lemming could sense the presence of bricks in front of it, and 
move itself toward these detected objects. In short, it would be nice if 
bricks could attract the Lemming.

8.20.2  Using the Lower Ultrasonic

Level 2 uses the lower ultrasonic sensor to accomplish “brick attraction.” 
The lower ultrasonic sensor is mounted in such a way that it can detect 
the presence of one or more of the large bricks (Figure 8-4) when they 
are 50 cm or more away from the Lemming. Brick attraction is accom-
plished by having the Lemming move straight (i.e., stop its gentle turn-
ing) when the lower ultrasonic detects an object. It moves straight for 
a set period of time that is long enough for the Lemming to physically 
encounter the object that was sensed by the ultrasonic sensor.

The NXC code for Level 2 is provided below. Note that it essentially 
works by setting the variable Wander to 0 for a set period of time if a 
brick has been sensed; Wander is set to 1 when no brick is sensed and 
when the straightTime has elapsed. Wander is a value that is passed to the 
to-be-described Level -1, which uses this information, as well as infor-
mation from other levels, to determine motor speeds at any given time.

FromBricksToBrains_Interior.indd   248 29/04/10   8:08 PM



Chapter 8  Embodiment, Stigmergy, and Swarm Intelligence    249

/*===== Level 2: Seek Bricks ==========================

If the brick sensor detects a brick, straighten out. The sensor is forward-

mounted, so this will result in a brick attraction. */

int brickthreshold = 120, brickDistance, straightTime = 1000;

task Seek(){

	 while(true){

		  if(SensorUS(BrickSensor) < brickthreshold){

			   Wander = 0; Wait(straightTime);

		  }

		  else Wander = 1;

	 }

}

8.21 level 3: process brick colours
8.21.1  Bricks and Behaviour

While the general purpose of the Lemming is to move bricks around, 
its behaviour is more specific because where it pushes a brick to, and 
where it leaves the brick, depends on the colour of the brick. That is, 
once a brick is trapped by the brick catcher, the brick is pushed against 
the light sensor mounted on the bottom of the Lemming. The light sen-
sor is used to classify the brick as being either light (e.g., white) or dark 
(e.g., black). If the brick is light, the Lemming acts as a blind bulldozer. 
It pushes the light brick forward until it encounters a wall (via Level 1). 
It then spins from the wall in such a way that the light brick is left at 
the wall. However, if the brick is dark, the behaviour of the Lemming 
is quite different. It might push the brick to a wall, but when the wall 
is detected it will turn in the opposite direction, so that the dark brick 
is not left by the wall. Instead, the Lemming will only spin in a direc-
tion that deposits the dark brick when it detects another brick using 
the lower ultrasonic sensor (Level 2). In short, the Lemming attempts to 
cluster dark bricks together in the interior of its environment.

These behaviours are accomplished by setting the direction of the 
spin on the basis of detected brick colour, as shown in the NXC code 
below. The variables set in the code below affect the motor behaviours 
that are controlled by Level -1, which is described in the next Section.

/*===== Level 3: seeBricks ===========================
If carrying a dark brick, drop it at other bricks but keep it at walls.
If carrying a light brick, drop it at walls but keep it at other bricks. */
// to cope with inaccuracy of sensor at close range.. collision detected from further away.. 
// drive straight, then, dump
const int FAR_COLLISION = 65;
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int noBrick = dark_threshold, lightBrick = light_threshold, brickCollision = 30;
int currentBrick, wallFar = FAR_COLLISION, untilDump = 500;
bool foundDark, foundLight;
task seeBrick(){
	 while(true){
		  until(ColourSensor > noBrick);
		  if (ColourSensor > lightBrick){
			   SpinDirection = DUMP_DIRECTION; foundLight = true;
			   NearWall = COLLISION; // With light brick, come close to wall
		  }
		  else if((!collision) && (SensorUS(BrickSensor) <= brickCollision) && 
(SensorUS(WallSensor) > 
			   wallFar)){
				    PlayTone(587,200);
				    Wander = 0; Wait(untilDump);
				    if (ColourSensor < lightBrick){ //double check to make sure 
it is not a light brick
					     SpinDirection = DUMP_DIRECTION; collision = true; 
foundDark = true;
				    }
				    until((!collision) || (ColourSensor > lightBrick));
		  }
		  else {
			   SpinDirection = KEEP_DIRECTION;
			   NearWall = FAR_COLLISION; // With dark brick, keep far from wall
		  }
	 }

} 

8.22 level -1: integrate levels to control motors
8.22.1  Multiple Motor Influences

Levels 0, 1, 2, and 3 of the Lemming’s subsumption architecture are all 
very simple, but they lead to different effects on the motors. Level 0 moves 
the robot forward, and requires it to turn slightly as it moves. If Level 1 
detects an obstacle, then the motors must spin the robot to avoid it. If 
Level 2 detects a brick, then the Lemming is steered straight toward it. 
If Level 3 has detected a coloured brick, then this will affect the direc-
tion that it spins when it next encounters a wall or another brick.

The purpose of Level -1 is to integrate these different motor control 
signals so that the behaviour of the Lemming reflects the demands of 
the other levels of the architecture. The NXC code for this level is pro-
vided below. Interestingly, this is done by computing a value for Sync 
that reflects the signals that are coming from the other levels. Sync is 
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the constant that controls the relative speeds of the two motors, and is 
used to control motor speeds in a single line in Level 0 (Section 8.18). The 
Speed task sets the Sync variable by considering several different variables 
that will affect the relationship between motors: Should the robot be 
moving straight, or should it be wandering with a slight curve? Should 
it be avoiding an obstacle by spinning? This level computes Sync with 
a simple equation that combines variables that are affected by higher 
levels, and which produces the desired motor behaviour of the robot. 

/*===== ìLevel -1î: Integration ===========================================

Sets the two motor speeds by combining the upper layersí controls. */

const int SET_MINOR_TURN = 10;

/* the Lemming turns slightly to the right when not detecting a brick, SET_MINOR_TURN

determines how much it turns. default = 10 */

const int STRAIGHT = straight_calibration;

const int FULL_SPIN = 100, MINOR_TURN = STRAIGHT + (-1 * SET_MINOR_TURN);

int DriveSpeed, BaseSpeed, Wander, Spin, Sync, BaseSync = MINOR_TURN;

task Speed(){

	 DriveSpeed = BaseSpeed;

	 BaseSync = MINOR_TURN;

	 while(true){

		  Sync = (BaseSync * Wander) + Spin; //Compute Sync by combining variables

	 }

}

8.23 putting all the levels together
8.23.1  The Main Task

The complete program for the Lemming is available from the website 
that supports this book (http://www.bcp.psych.ualberta.ca/~mike/Brick-
sToBrains/). The main task, whose NXC code is listed below, is used to de-
fine the constants that are used in the various levels, to assign values for 
parameters that calibrate individual Lemmings, and to start all the previ-
ously described levels running. Note that one of these tasks is keepAwake, 
whose code is also provided below. The behaviour of a Lemming is usually 
observed by running it in its test environment for a considerable length 
of time (30–40 minutes). The NXC brick will automatically turn itself off 
after a few minutes in order to conserve battery power. The keepAwake task 
is run to reset the brick’s timer to prevent this from happening.

Note too that the straight_calibration value, obtained from playing with 
the calibration routine that was described in Section 8.18, is assigned in 
this final section of code. For the Lemming that was to be tested using 
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this subsumption architecture, the value of this variable was found to be 
equal to 3. The light_threshold and dark_threshold values are used to identify 
light bricks and dark bricks, and could be modified to permit the Lem-
ming to classify bricks whose colours were other than black or white.

#defne WallSensor S1

#defne BrickSensor S2

#defne ColourSensor SENSOR_3

#defne LeftMotor OUT_B

#defne RightMotor OUT_C

#defne BothMotors OUT_BC

/*===== Calibration: Set the lemming specifc constants here. */

const int straight_calibration = 3, light_threshold = 540, dark_threshold = 340; 

/*===== KeepAwake ====================================================

======

Reset the sleep timer so the lemming does not shut off automatically! */

const int TEN_MINUTES =36000000;

task keepAwake()

{

	 while(true)

	 {

		  Wait(TEN_MINUTES);

		  ResetSleepTimer();

	 }

}

/*===== Main Task ====================================================*/

task main(){

	 SetSensorType(WallSensor, SENSOR_TYPE_LOWSPEED);

	 SetSensorType(BrickSensor, SENSOR_TYPE_LOWSPEED);

	 SetSensorType(S3, SENSOR_TYPE_LIGHT_ACTIVE);

	 SetSensorMode(S3, SENSOR_MODE_RAW);

	 Wander = 1;

	 Spin = 0;

	 BaseSpeed = 65;

	 start Speed;

	 start Drive;

	 start Dodge;

	 start CheckStuck;

	 start Seek;

	 start seeBrick;

	 start keepAwake;

}
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8.24 the lonely lemming
8.24.1  Lemming Behaviour

Now that the Lemming has been constructed and programmed, we 
are able to observe its behaviour. Furthermore, we can construct cop-
ies of the Lemming, give each of them the same program, and explore 
whether a collection of Lemmings behaves any differently than does a 
single machine.

To start our behavioural explorations, let us create a checkerboard 
pattern of 28 black and 28 white squares (each square constructed as 
shown in Figure 8-4) and place this pattern in the middle of a small 
testing room that was 2.4 metres long and 1.65 metres wide. Figure 
8-12 is a photograph of the floor of the room, taken from above, before 
the robot is released.

Now, a single Lemming is released into the room. We expect that it 
will rearrange bricks on the floor. Given the program that we have cre-
ated, we might also expect that it will create a roughly annular rear-
rangement of these objects, by pushing the white squares out toward 
the walls, and by keeping the black squares in the middle of the room. 
The behaviour of a single Lemming in this environment is provided as 
part of Video 8-1, which is available from the website. 

8-12

FromBricksToBrains_Interior.indd   253 29/04/10   8:08 PM



254    from bricks to br ains

8-13

An examination of the behaviour of the Lemming in the early part 
of this video supports our expectations. The Lemming moves about the 
environment, pushing the objects aside as it wanders. On occasion, a 
square will be captured in the brick catcher. The behaviour that imme-
diately follows this event depends on the colour of the captured object. 
If it is white, then the robot moves across to the wall that it is facing, 
and deposits the brick near the wall. If it is black, then the behaviour is 
less regular. The robot seems to spin a bit, seeking a direction, moving 
in this direction, and then suddenly choosing a different path. Usually 
after behaving like this for a moment, the black square is deposited in 
the middle of the room, near other bricks.

However, if the single Lemming is left to run long enough (70 minutes 
in the example below), the resulting sorting of the bricks is not quite 
as expected, as is illustrated in Figure 8-13. Most of the black bricks re-
main in a loose cluster in the middle of the room, which is expected. 
However, the majority of the white bricks are not just near a wall: in-
stead, these “junk” bricks have been bulldozed into one of the corners 
of the room! The Lemming was certainly not intentionally designed to 
do this: none of its sensors or programmed tasks were designed to de-
tect corners. How is it able to push most of the white objects, and few 
of the black ones, into the corners of its environment? 
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8.25 collective collecting
8.25.1  Two Lemmings

The bricks on the floor of the testing room provide the potential for 
stigmergic control of Lemming behaviour. That is, the behaviour of 
one Lemming is determined in part by the colour of an object that it 
has captured; when it moves this object to a different location in the 
testing room, this has the potential to affect the future of this behav-
iour, or the behaviour of some other Lemming that might be sharing 
the environment.

To begin to explore the collective behaviour of Lemmings, the ob-
jects in the testing room were set up in the pattern that is illustrated 
in Figure 8-12, and two Lemmings were released into the room. The 
behaviour of a pair of Lemmings in this situation is also demonstrated 
in Video 8-1. 

After 30 minutes, the objects are arranged in the room as shown in 
Figure 8-14. This final arrangement is very similar to the one produced 
by a single Lemming (Figure 8-13): almost all of the white bricks are in 
one of the four corners of the room, and almost all of the black bricks 
are in a loose cluster in the middle. The only noticeable difference be-
tween this end state and the one provided in Figure 8-14 is that in the 
latter all of the white objects have been removed from the middle of the 
room. That is, the white bricks that are not in corners are very close to 
walls, and appear to be quite far from black bricks.

8-14
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8.25.2  Three Lemmings

Further explorations were conducted by letting three Lemmings work 
in a room that began as shown in Figure 8-12. When done, they too had 
arranged the bricks by placing most of the white ones in the corners, 
and a loose cloud of the black ones in the middle of the room. Their 
work is shown in Figure 8-15. There is very little to distinguish this re-
sult from the one illustrated in Figure 8-14, except the time of the run: 
almost all of the white bricks had been moved into corners after Lem-
ming activity that only lasted about 11 minutes. In the next section, we 
use comparisons of Lemming sorting speeds to consider whether colo-
nies of this robot seem to exhibit collective intelligence.

8.26 explaining sorting into corners
8.26.1  Corner Analysis

One of the surprising behaviours of the Lemming is its strong tendency 
to push white bricks into the corners of the testing room. Consider 
this behaviour from an analytic perspective: Imagine giving a designer 
some photographs that depicted the starting condition of the testing 
room (Figure 8 -12), as well as the goal condition of the room (any of 
Figures 8 -13, 8 -14, or 8 -15). One could also provide the designer with 
a pre-constructed Lemming. The designer’s task would be to program 

8-15
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the robot to convert the starting state of the room into the goal state.
In this scenario, the designer is likely to adopt an analytic approach. 

He or she would examine the photographs in an attempt to determine 
the difference between the start and goal states, and use these to sketch a 
general algorithm. A plausible algorithm might be: Find a brick. If it is black, 
leave it in the middle of the room. If it is white, leave it in a corner. Repeat.

This algorithm raises some challenges. How does one program a 
Lemming to find a corner of the room? From the analytic perspective, 
developing the desired program would be difficult.

8.26.2  Corners for Free

From our synthetic knowledge of the Lemming, it should be clear that 
it does not use the analytic algorithm described above. We know that 
its program does not identify corners and move white objects to them. 
If this behaviour is not programmed directly into the robot, then how 
does it occur?

Consider a completely different system that is also constrained by 
“walls”: an artificial neural network that is called the brainstate-in-a-box 
(Anderson, Silverstein, Ritz, & Jones, 1977). This network consists of a set of 
processors that send signals to one another. Each processor produces inter-
nal activity values, but they cannot be lower than -1, or higher than +1.

In the brainstate-in-a-box, the set of neurons can be represented as a 
vector in a space, where the vector coordinates are the activity values of 
each processor in the network. When the processors signal one another, 
this vector grows in length. Soon, one or more of the neurons reaches a 
value of -1 or +1. This is equivalent to the vector (the brainstate) hitting 
a “wall” of a box that surrounds the vector. This wall pushes the vector 
along it. Eventually, the brainstate hits other walls, and finally is pushed 
into a corner of the surrounding box. In this corner, the brainstate is 
forced to stop growing, and its activities represent a memory that has 
been recalled from the network.

The testing room in which the Lemming roams restricts its move-
ment in much the same way. When the robot wanders, it has a ten-
dency to gently turn to its right. However, when it encounters a wall of 
the room, its movement is restricted. The result is that the Lemming 
moves along the wall that it encounters. Many examples of this behav-
iour — which emerges from an interaction between the Lemming and 
its environment — can be seen in Video 8-1. (The difference between 
the Lemming and the brainstate is that the Lemming has the ability 
to turn away from corners!)

How does this cause white bricks to be pushed into corners? The 
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answer to this question comes from realizing that these bricks are not 
usually pushed directly into corners. Instead, they are first pushed near 
one of the walls of the testing room. Later, when a Lemming is moving 
along this wall (because of the interaction between its wandering be-
haviour and the structure of the testing room) it will catch this brick. 
It will then push this brick along the wall until it encounters another 
wall. Where will this wall be? It will be at a corner of the testing room. 
Now the white brick will be deposited at its final location, the corner, 
from which it will not be moved because the Lemmings tend not to 
venture into corners.

In short, sorting white bricks into corners emerges from the inter-
action of two Lemming behaviours: pushing white bricks to walls, and 
moving along walls when wandering. 

8-16
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8.27 do lemmings have collective intelligence?
8.27.1  “Speed” of Work

As was noted earlier, Beni and Wang (1991) argued that one of the char-
acteristics of collective intelligence was that as more agents were added 
to the collective, the amount of work done rose exponentially (instead of 
linearly, see Figure 8-1). Is this the case for a collective of Lemmings?

Typically, a single Lemming is finished sorting the blocks (i.e., has 
moved about 85% of the white bricks into corners) after approximately 
70 minutes. In contrast, two Lemmings achieve the same result after 
about 30 minutes, and three Lemmings take only 11 minutes. 

We converted these times to “speed” of work by taking the single 
Lemming’s time as the standard, and dividing each of the times noted 
above into this standard value 70. If there is no collective Lemming 
intelligence, then this value would be equal to the number of Lem-
mings working together. However, the results that are plotted in Fig-
ure 8-16 show a much different pattern. Note that the graph in Figure 
8-16 is very similar to the graph in Figure 8-1 that represents Beni and 
Wang’s (1991) definition for collective intelligence. Thus it would ap-
pear that the phrase “collective intelligence” can be applied to a colony 
of Lemmings.

8.28 explaining collective intelligence
8.28.1  Brick Dynamics

The results presented in Section 8.27 indicate that a small colony of Lem-
mings demonstrates collective intelligence. That is, three Lemmings sort 
the room considerably more than three times faster than does a single 
Lemming. Such collective intelligence is not directly programmed into 
a colony of Lemmings. The program that was described earlier controls 
the behaviour of a single robot. It does not detail any changes in this 
behaviour if other robots or detected, nor does it provide any explicit 
communication between robots. How, then, does collective intelligence 
emerge in a colony of such simple machines?

Clues to answering this question are provided by examining the 
parts of Video 8-1 that compare the behaviour of 1, 2, or 3 Lemmings 
working together. The first clue comes from ignoring the movement of 
the robots, and just paying attention to very general changes in brick 
positions over time.

How do the positions of the bricks in the room change from start to 
finish? The dynamics of the bricks are similar regardless of the num-
ber of robots involved (with the exception of the time course). First, the 
bricks start out in a regular grid. Second, the grid is destroyed, both 
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by catching bricks and plowing bricks, so that white and black bricks 
are intermingled in a more compressed and random arrangement. 
Third, bricks migrate away from the middle of the room, as both black 
and white bricks are pushed to varying distances from the four walls. 
Fourth, white bricks migrate from walls to corners (see Section 8.26), 
while black bricks migrate back toward the middle of the room.

The second clue to accounting for collective intelligence comes from 
considering Lemming movement. The brick dynamics discussed above 
indicate that a general tendency in brick sorting is for bricks to be 
pushed away from the middle of the room, and then for some bricks 
(i.e., the black bricks) to be pushed back into the middle. Both of these 
results require that Lemmings move through the middle of the room. 
However, the likelihood of this happening is one of the striking differ-
ences between the behaviour of a single Lemming and a small colony 
of Lemmings.

When a single Lemming begins in the testing room, it has a marked 
tendency to remain at the room’s outskirts, and rarely moves through 
the middle of the room. In contrast, when a group of Lemmings starts 
in the room, one or more of the robots moves through the room’s mid-
dle almost immediately, and robots are frequently seen in this area. 
As a result, the progression of brick dynamics that is associated with 
sorting occurs much more rapidly. It seems that an increased tendency 
to explore the middle of the room is the primary cause of accelerated 
sorting. But why is it that a group of Lemmings shows this tendency, 
while a single Lemming does not?

8.28.2  Interaction and the Middle

There are two types of interactions that cause groups of Lemmings to 
venture into the testing room’s middle more frequently than does a 
single machine.

First, all Lemmings turn away from obstacles, but the only obstacle 
that a single Lemming will encounter is a wall of the room. In contrast, 
in groups of robots, each robot serves as an additional, moving obstacle, 
increasing the frequency avoidance behaviour, changing the location 
of this behaviour, and causing Lemmings to venture into the middle 
of the room very early.

Second, once Lemmings have moved through the middle of the room, 
the bricks in the starting grid are pushed into tighter groups, and these 
groups are more likely to be detected by the lower ultrasonic sensor of 
the robot. That is, clustered groups of bricks are more likely to attract a 
robot to them than are bricks in the original grid. The early destruction 
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of the starting grid of bricks by a colony produces clusters of bricks that 
attract robots and accelerate the dynamics of brick sorting. As a single 
robot destroys the starting grid much later — because of its avoidance 
of the room’s middle — brick dynamics proceed at a much slower pace.

8.29 implications and future directions
8.29.1  Implications

One idea emerging from embodied cognitive science is the extended 
mind: the idea that when external resources are used to scaffold 
cognition, the mind has extended beyond the confines of the skull, 
and has leaked into the world (Clark, 1997, 2008; Clark & Chalmers, 
1998; Wilson, 2004). This idea was discussed in more detail earlier in 
Chapter 3.

A cognitive agent with an extended mind must be able to manipu-
late its environment. It must exhibit a higher degree of embodiment, 
in the sense of Fong et al. (2003), than do the LEGO robots described in 
preceding chapters. The Lemming is an example of a simple LEGO robot 
that is more embodied than these previous machines, because it is ca-
pable of moving objects from one location to another. This embodiment 
was demonstrated when the Lemming “blind bulldozed” white bricks 
to the outer edges of its environment, while it moved black bricks to a 
more central location. This task was inspired by studies of sorting in 
ants (Deneubourg et al., 1991; Sendova-Franks et al., 2004; Theraulaz et 
al., 2002) and robots (Holland & Melhuish, 1999; Melhuish et al., 2006; 
Scholes et al., 2004; Wilson et al., 2004).

The sorting behaviours of collectives are cited as examples of stig-
mergy (Holland & Melhuish, 1999), because sorting can be accom-
plished by groups of agents that do not communicate with one another 
directly, but do so indirectly by manipulating the environment (i.e., 
by changing the locations of to-be-sorted objects in the shared world). 
The Lemming’s sorting behaviour illustrates stigmergy in this sense. 
Clearly, changing the location of a brick in the testing room had the 
potential of altering the future behaviour of a Lemming that might 
encounter this brick in its new location. An unexpected result of the 
stigmergic interactions of the robots was the dramatic acceleration 
of sorting that resulted when more than one Lemming was turned 
loose in the testing room. The fairly simple notion of stigmergy dem-
onstrated by the Lemming can produce an interesting example of col-
lective intelligence, according to one definition of this phenomenon 
(Beni & Wang, 1991).
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8.29.2  Future Directions

Nevertheless, the kind of stigmergy illustrated by the Lemming is very 
simple. Fortunately, the Lemming is a platform that could be easily ex-
tended to explore the notions of stigmergy and embodiment in more 
complicated ways.

Some of these extensions would entail altering the subsumption ar-
chitecture of the robot, and possibly “tweaking” its sensory abilities. 
For instance, what would be the effect of altering the behaviour of a 
machine as it wanders, permitting it to turn to the right or to the left? 
Would it be possible to change the brick release behaviour of a Lemming 
so that it more closely resembled some of the algorithms for annular 
sorting, such as the pullback algorithm (Holland & Melhuish, 1999), 
and as a result produce more compact clusters of bricks at the end of 
sorting? The current version of the Lemming works by distinguishing 
light from dark bricks. Might it be possible to program the Lemming to 
distinguish more than two brick types — and generate more than two 
types of behaviour — by elaborating its light sensing routines?

Other interesting extensions would entail recognizing that the ex-
tended mind can involve both a scaffolding world and internal repre-
sentations. Imagine a Lemming that keeps a memory of the last one or 
two bricks that it has captured, and whose behaviour depends not only 
on the colour of the current brick, but also these memories. Would such 
a device be capable of carrying out simple computations, using the floor 
of the testing room as an external memory or scratchpad?

That the Lemming could be used to explore such questions suggests 
that it is much more than a LEGO toy. The conception of the LEGO ro-
bots as toys, totems, or tools is the topic of the next and final chapter 
of this book. 
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Chapter 9 
Totems, Toys — Or Tools?

9.0 chapter overview
When Grey Walter reflected upon his robots, one question that he asked 
was whether they were totems, toys, or tools (Grey Walter, 1963). The ro-
bots that we have described in this book also require that this issue be 
explored. Some of these machines, such as Vehicle 2, the passive dynamic 
walker, the Strandbeest, and the Tortoise, are modern variants of histori-
cally important machines. All of our robots are constructed from toy parts. 
Are our machines more than just replicas of other devices, or more than 
mechanical toys? We answer these questions by making a point similar to 
that made by Grey Walter: our robots are more than totems, and more than 
toys — they are tools that can be used to explore many of the fundamental 
ideas of embodied cognitive science. Furthermore, they are tools that can 
be used to contribute new insight into current research issues. We dem-
onstrate this with a final robot, called antiSLAM. This robot was initially 
designed to freely explore its environment, following walls and avoiding 
obstacles. However, we realized that it could generate some of the important 
regularities in a popular paradigm, called the reorientation task, used to 
study spatial cognition. Traditional theories of this task are strongly repre-
sentational. AntiSLAM is of interest because it can produce many key reori-
entation task behaviours, but does so without any spatial representations 
or cognitive maps. This chapter provides some background on the reorien-
tation task, and details the construction and programming of antiSLAM. 
It then describes antiSLAM’s behaviour in several different versions of 
the reorientation paradigm. The implications of these results clearly indi- 
cate that our LEGO robots provide both “hard fun” and “hard science.”
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9.1 are our robots more than totems?
9.1.1  Uncanny Machines

The robot Tortoises provided “mimicry of life” (Grey Walter, 1963, p. 114). 
Grey Walter’s worry was that they were merely totems, and that his in-
vestigations of them were without meaning. “We are daily reminded how 
readily living and even divine properties are projected into inanimate 
things by hopeful but bewildered men and women; and the scientist 
cannot escape the suspicion that his projections may be psychologically 
the substitutes and manifestations of his own hope and bewilderment” 
(p. 115). Such a concern arises whenever one simulates the real (Baudril-
lard, 1994). While a symbol or simulation begins as a reflection of real-
ity, it evolves into having “no relation to any reality whatsoever: it is its 
own pure simulacrum” (Baudrillard, 1994, p. 6). Grey Walter’s concern 
was that Tortoise behaviour might be meaningless because it would not 
refer to the behaviour of the real.

This issue is rooted in the seventeenth-century comparison of man 
and machine (Grenville, 2001; Wood, 2002). The view that man was a 
machine governed by universal, mechanistic principles was a central 
tenet of Cartesian philosophy (Descartes, 1637/1960). Eighteenth-century 
applications of this philosophy appeared in the form of elaborate, life-
mimicking, clockwork automata, such as the androids constructed by 
Pierre and Henri-Louis Jaquet-Droz that wrote, sketched, or played the 
harpsichord (Wood, 2002). More famous automata of Jacques de Vau-
canson, — including a flute player and a food-digesting duck — were in 
circulation for a century.

In their day, clockwork automata raised serious tensions between sci-
ence and religion. In 1727, androids of Vaucanson’s that served dinner 
and cleared tables were deemed profane, and his workshop was ordered 
destroyed (Wood, 2002). Pierre Jaquet-Droz was imprisoned by the Span-
ish Inquisition — along with his writing automaton! Such tensions were 
salved by Descartes’ dualism: animals were machines; men were machines 
that also had souls, machines that also thought (see also Chapter 1).

Modern machines that mimic life still raise serious questions about 
what it is to be human. The emotions that they can provoke have long 
been exploited in literature and film. Freud examined how the feeling 
of the uncanny was used as a literary device (Freud, 1919/1976). He noted 
that the uncanny requires that the familiar be presented in unfamiliar 
form. The source of the uncanny that Freud identified mirrors Baudril-
lard’s analysis of symbols. “The cyborg is uncanny not because it is un-
familiar or alien, but rather because it is all too familiar. It is the body 
doubled — doubled by the machine that is so common, so familiar, so 
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ubiquitous, and so essential that it threatens to consume us, to destroy 
our links to nature and history” (Grenville, 2001, pp. 20–21).

Modern robotics shifts the uncanny from fiction to fact, as did eigh-
teenth-century automata. Current humanoid robots produce a phenom-
enon called the uncanny valley (MacDorman & Ishiguro, 2006; Mori, 1970): 
our acceptance of androids suddenly plummets when their appearance 
grows to be very lifelike, but can still be differentiated from biological 
humans. The uncanny valley concerns “what troubles us when we are 
faced with certain versions of ourselves — bionic men, speaking robots, 
intelligent machines, or even just a doll that moves” (Wood, 2002, p. 
xxvii). Wood notes that all automata are presumptions “that life can be 
simulated by art or science or magic. And embodied in each invention 
is a riddle, a fundamental challenge to our perception of what makes 
us human.” Usually such troubling riddles are addressed by discovering 
what differentiates us from machines.

This is the opposite of the problem that faced Grey Walter. For his ro-
bots to be accepted scientifically, they must at some level be equivalent 
to living organisms. Only if this were true could their mimicry advance 
the understanding of living beings as Grey Walter intended. Why should 
we believe that his robots — and the LEGO devices that have been de-
scribed in preceding chapters — are not merely totems? Why should we 
believe that their mimicry can tell us something new about adaptive, 
biological agents?

9.2 are our robots more than toys?
9.2.1  The Tortoise as Toy

When one sees images of historical automata (Grenville, 2001; Standage, 
2002; Wood, 2002), it is hard to imagine that they led their audience 
to the uncanny valley. While they often took humanoid form, it would 
be impossible to confuse these machines with living organisms on the 
basis of appearance. They were marvelous, not for their resemblance to 
life, but rather because their intricate actions seemed beyond the abil-
ity of ordinary machines. As living dolls, eighteenth-century automata 
defined “the golden age of the philosophical toy” (Wood, 2002, p. 17).

Toys are central to other devices that we have discussed in this book. 
For example, the passive dynamic walkers that were introduced in 
Chapter 5 were inspired by walking toys (McGeer, 1990a; Wisse & Linde, 
2007), one of which was patented in 1888 by Faris, the other — the “Wil-
son Walkie” — in 1938 by Wilson.

Grey Walter argued that the scientific merit of his Tortoises required 
that they be more than totems. However, their intended usefulness also 
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required that they be more than toys. While he made this argument 
too (Grey Walter, 1963), his robots’ appearances were such that it was 
hard not to consider them to be children’s toys.

Grey Walter’s efforts to publicize his robotic research (Holland, 2003b) 
certainly did little to dispel this notion. Newspaper accounts of his work 
used the researcher’s own words to minimize its scientific intent: “Toys 
which feed themselves, sleep, think, walk, and do tricks like a domestic 
animal may go into Tommy’s Christmas stocking in 1950, said brain 
specialist Dr. Grey Walter in Bristol last night” (Holland, 2003b, p. 352). 
The Grey Walter Online (http://www.ias.uwe.ac.uk/Robots/gwonline/gwon-
line.html) website reports that one of Grey Walter’s robots was sent to 
an American company in 1953 with the express purpose of creating a 
new kind of toy. The 1972 documentary Future Shock, narrated by Orson 
Welles, includes footage of Grey Walter saying of one of his Tortoises, 
“This looks rather as though it was a child’s toy, and I suppose it might 
be.” While he goes on to say, “but in fact it is rather a serious model of 
my ideas about behavior,” the damage is done. 

9.2.2  LEGO Is a Toy!

When the British Association of Toy Retailers chose its “Toy of the Cen-
tury,” what lucky toy beat out the stiff competition provided by the 
teddy bear, Action man, and Barbie? It was LEGO, of course. One com-
ponent of the LEGO world, the NXT Mindstorms robotics system, has 
itself been deemed an award-winning toy, receiving the Canadian Toy 
Testing Council Best Bet 2007 and the Oppenheim Toy Portfolio Plati-
num Award 2007.

To distinguish Tortoises from toys, Grey Walter could at least note 
that his earliest devices were constructed from war surplus parts. We 
are in a less enviable position with our robots in this book, because they 
are literally constructed from children’s playthings. The seeds that be-
came LEGO Mindstorms were first sown as part of educational research 
at MIT in the 1960s (Martin, Mikhak, Resnick, Silverman, & Berg, 2000), 
and the programmable brick that emerged from this work is an educa-
tional toy (Resnick, Martin, Sargent, & Silverman, 1996). LEGO robots 
were designed for children. “Designing tools that allow children to add 
computation to traditional construction — and recognizing the learning 
opportunities afforded by this activity — has been the focus of our work 
over the last number of years” (Martin et al., 2000, p.10).

Martin et al. (2000, p. 10) ask, “when does something stop being a ma-
chine and start being a creature?” It is exactly this question that Grey 
Walter pondered when he argued that the Tortoises were more than 
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totems; perhaps this question is even more telling when the machine 
in question is literally a children’s toy, such as the LEGO robots that we 
have been investigating. What arguments did Grey Walter provide that 
permit us to separate the Tortoises — and our LEGO creations — from 
totems and toys?

9.3 from totems and toys to tools
9.3.1  Tortoise as Tool

Why did Grey Walter (1963) believe that his machines were more than 
totems? He argued that totems became potent symbols because they 
resembled that which they represented. “Until the scientific era, what 
seemed most alive to people was what most looked like a living being. 
The vitality accorded to an object was a function primarily of its form” 
(Grey Walter, 1963, p. 115). In contrast, his robots were not concerned 
with reproducing appearances, but instead with imitating behaviour 
and performance.

What classes of behaviour would be the target of scientific imitation? 
Grey Walter (1963, p. 120) provided an intimidating list: “exploration, 
curiosity, free-will in the sense of unpredictability, goal-seeking, self-
regulation, avoidance of dilemmas, foresight, memory, learning, forget-
ting, association of ideas, form recognition, and the elements of social 
accommodation. Such is life.”

Grey Walter’s (1963) Tortoises demonstrated many of these character-
istics (see also Chapters 6 and 7). They were more than toys, because (in 
his view) toys could not produce any of these behaviours. “The techni-
cal genius of the Swiss watchmakers was really wasted on their delicate 
clockwork automata; they arouse only a passing interest because they 
are neither sacred nor, like life, unpredictable, their performance be-
ing limited to a planned series of motions, be it a boy actually writing 
a letter or a girl playing a real keyboard instrument” (p. 115).

By situating his embodied machines, Grey Walter (1963) moved them 
beyond totems and toys. They produced behaviours that were creative 
and unpredictable because they were governed by the relationships be-
tween their internal mechanisms and the surrounding, dynamic world. 
“The important feature of the effect is the establishment of a feedback 
loop in which the environment is a component” (p. 130). 

9.3.2  Pedagogical and Scientific Tools

We believe that Grey Walter’s arguments that his machines were tools 
apply equally well to our LEGO creations because of their varying de-
grees of situatedness and embodiment. Their ease of construction, and 
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the popularity and wide availability of their components, mean that 
they can also serve admirably as another kind of tool: a pedagogical 
tool that permits students to explore some of the key ideas emerging 
in embodied cognitive science.

The issues raised by embodied cognitive science are not easily dealt 
with by more traditional approaches (Clark, 1997, 1999, 2003, 2008). As 
a result, Clark (1997, p. 103) asks, “What kind of tools are required to 
make sense of real-time, embodied, embedded cognition?” 

Programmable bricks are devices that serve as “things to think with.” 
(Resnick et al., 1996, p. 450). Mindstorms bricks present computation 
in a new light — not as the programming of a disembodied, stationary 
desktop computer, but as the development of sense–act relations in crea-
tures that move freely in the world (Resnick et al., 1996). LEGO robots, 
then, appear to have been designed to provide a rich medium for explor-
ing embodied cognitive science. Students can use them to “realize that 
sophisticated behaviours can emerge from interactions of rules with a 
complex world, but at the same time, are still captivated by the wonder 
of a machine acting like a pet” (Martin et al., 2000, p. 10).

However, can LEGO robots be more than pedagogical tools? Grey 
Walter (1963, p. 132) noted of his machines that “as tools they are trust-
worthy instruments of exploration and frequent unexpected enlight-
enment.” When used to illustrate historically important robots, LEGO 
robots are instruments of exploration. But retracing the steps of others 
limits their possibility for enlightenment. We need to use our LEGO de-
vices to explore new ideas in embodied cognitive science. The remainder 
of this chapter illustrates this possibility, by showing how LEGO robots 
can contribute to current debates arising in the study of human and 
animal navigation.

9.4 animal navigation and representation
9.4.1  Navigational Organisms

“Navigation is the process of determining and maintaining a course or 
trajectory from one place to another” (Gallistel, 1990, p. 35). There are 
many examples of extraordinary navigational feats. One is the small 
blackpoll warbler’s 1,575-km nonstop flight over the western Atlantic 
as it migrates from its New England staging grounds to South America 
or the West Indies (Baird, 1999; Drury & Keith, 1962). Another example 
is provided by the long-distance navigators of Micronesia who use sea-
going canoes to routinely complete voyages of 150 miles or more with-
out sight of land, and without the use of charts or instruments (Finney, 
1976; Gladwin, 1970; Hutchins, 1995). However, many more mundane 
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tasks depend on navigation, and are critical to the survival of most or-
ganisms. As a result, there has been an intensive study of navigation 
that has revealed a tremendous amount of information about the spatial 
information that animals exploit to move about in their environment.

For instance, consider one basic element of navigation, determining 
a heading, which is a direction of movement relative to some external 
coordinate system (Gallistel, 1990). There is an abundance of evidence 
that many animals are sensitive to direction. The tail-wagging dance 
of bees communicates the location of food sources using directional 
information (Frisch, 1966, 1967). In particular, the dance specifies the 
angle between the food source and the azimuth of the sun, with the 
beehive at the origin of the angle. Birds like Clark’s nutcrackers and 
pigeons can localize food caches by encoding directional relationships 
amongst multiple landmarks (Jones & Kamil, 2001; Kamil & Cheng, 
2001; Kamil & Jones, 1997, 2000; Spetch, Rust, Kamil, & Jones, 2003). 
The rat’s hippocampus contains head direction neurons that respond 
strongly when the rat’s head points in the cell’s preferred direction (Re-
dish, 1999; Sharp, Blair, & Cho, 2001; Taube & Muller, 1998).

9.4.2  Sense–Think–Navigate

At the heart of most research on animal navigation is the notion that it 
is representational, in the strong sense proposed by classical cognitive 
science (see Chapters 2 and 3). That is, navigation is typically viewed as 
a sense–think–act process, where the thinking involves the use of vari-
ous representations of space. As a result, it is not surprising that one 
particular interest of scientists is determining the properties of spatial 
representations in animals and humans (Healy, 1998).

For instance, many theories of bird navigation — concerning both lo-
cal homing and long-distance migration — assume a map-and-compass 
model, in which birds use some form of navigational map to deter-
mine their current location relative to a goal, and then use a celestial 
or magnetic compass to set their heading toward that goal (Mouritsen, 
2001; Wiltschko & Wiltschko, 2003). Similarly, there is a great deal 
of evidence that a cognitive map of the world (Tolman, 1948), specify-
ing both locations and directions, is encoded in the rat hippocampus 
(O’Keefe & Nadel, 1978), although there is considerable debate about 
its specific properties (Burgess, Jeffery, & O’Keefe, 1999; Dawson et al., 
2000; McNaughton et al., 1996; Redish, 1999; Redish & Touretzky, 1999; 
Touretzky & Redish, 1995; Touretzky, Wan, & Redish, 1994). Micronesian 
navigators do so by superimposing a number of mental images that are 
anchored by the rising and setting points of various stars (Hutchins, 
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1995). Gallistel (1990, p. 121) notes that “orienting towards points in the 
environment by virtue of the position the point occupies in the larger 
environmental framework is the rule rather than the exception and, 
thus, cognitive maps are ubiquitous.”

The dominance of sense–think–act theories of navigation has two 
implications for the current chapter. First, biologically inspired robotic 
models of navigation are frequently representational, as the next section 
shows. Second, given the themes developed in this book, we can wonder 
whether sense–act theories of navigation are possible, and whether such 
theories could be explored using synthetic methodologies to construct 
different kinds of robots.

9.5 representation and robot navigation
9.5.1  Animals to Animats

The intensive study of human and animal navigation has led to theo-
ries that are predominantly representational. For the most part, these 
theories are tested and refined using traditional methodologies from 
experimental psychology and neuroscience. However, in a growing num-
ber of cases these theories are also tested by using them to develop au-
tonomous, navigating robots. These biologically inspired robots can be 
thought of as artificial creatures, often called animats, that have been 
used to test the strengths and weaknesses of various representational 
theories of navigation.

For example, the existence of place and head-direction cells in the 
rat’s hippocampus has inspired a number of different navigational ro-
bots (Arleo & Gerstner, 2000; Burgess, Donnett, Jeffery, & O’Keefe, 1997; 
Milford, 2008). The Burgess et al. (1997) robot employs a control system 
that includes “sensory cells” that encode a robot’s distance from walls 
via infrared sensing, and “place cells” that are used to encode the ro-
bot’s location when it is reinforced. Simple learning routines are used 
to modify connection weights between the various components of the 
control system. Tests of the robot demonstrated that it could use this 
modelled cognitive map to localize its position and direction when it 
moved around a rectangular environment. It remembered locations 
where it was reinforced at a particular location, and could return to 
them even when started from different locations.

Arleo and Gerstner (2000) have developed an animat that is similar 
to the Burgess et al. (1997) machine, but includes senses of self-motion. 
The robot associates locations in its “hippocampal map” with rewards, 
and will navigate to them. If it is not rewarded after it arrives at an in-
tended location, the unrewarded location will be forgotten from its map.
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9.5.2  SLAM and AntiSLAM

Because most theories of animal navigation are representational, it is 
not surprising that when they are transferred to animats, as in the pre-
ceding examples, the resulting machines are sense–think–act devices. 
However, robot navigation is often construed as necessarily being repre-
sentational. “Low level robots may function quite adequately in their 
environment using simple reactive behaviours and random exploration, 
but more advanced capabilities require some type of mapping and navi-
gation system” (Milford, 2008, p. 10).

Because of this assumption, one of the central problems being ex-
plored by roboticists is simultaneous localization and mapping (Jefferies & 
Yeap, 2008), or SLAM. Assume that robots find their place in the world 
by relating their current sensed location to some place on an internal 
map. However, if they are placed in a novel environment then no such 
map exists, and self-localization is impossible. Methods must be devel-
oped for the agent to simultaneously build a new map of the novel en-
vironment and locate itself using this map. This is a difficult problem, 
and robotics researchers are turning to studies of biological navigation 
to help solve it (Jefferies & Yeap, 2008). For example, Milford (2008) sug-
gests that simultaneous localization and mapping can be accomplished 
by using a hippocampus-inspired model that uses both place cells and 
head-direction cells. 

The SLAM problem is predicated upon the assumption that naviga-
tion involves representation. Some researchers who study animal navi-
gation have begun to question aspects of this assumption (Alerstam, 
2006). To what extent might a completely reactive, sense–act robot be 
capable of demonstrating interesting navigational behaviour? We now 
turn to exploring this question. First we will introduce a simple task 
that has been used to study navigation in local environments, and 
has inspired representational theories. Second, we will explore some 
recent concerns about such theories. Third, we will investigate non-
representational theories of this task, which include some synthetic 
studies that use our own reactive LEGO robot, which we — for obvious 
reasons — call antiSLAM.

9.6 spatial behaviour and the reorientation task
9.6.1  Navigational Cues

How do organisms find their place in the world? One approach to an-
swering this question is to set up small, manageable indoor environ-
ments. These environments can be customized to provide a variety 
of different cues to animals that learn to navigate within them. For 
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instance, like some of the robots described in the preceding section, 
an animal might be reinforced for visiting a particular location. What 
information does an animal use to return to this location in the hope 
of receiving more rewards?

Studies of navigation in indoor environments have found that hu-
mans and animals exploit various geometric cues as well as feature cues 
(see Cheng & Newcombe [2005] for a recent review). Geometric cues are 
relational, while feature cues are not: “A geometric property of a surface, 
line, or point is a property it possesses by virtue of its position relative to 
other surfaces, lines, and points within the same space. A non-geometric 
property is any property that cannot be described by relative position 
alone” (Gallistel, 1990, p. 212). One question of considerable interest is 
the relative contributions of these different cues for navigation.

9.6.2  The Reorientation Task

One approach to answering this question is the reorientation task. In this 
paradigm, an agent is placed within an “arena” that is usually rectan-
gular. Metric properties (wall lengths, angles between walls) combined 
with an agent’s distinction between left and right (e.g., the long wall is 
to the left of the short wall) provide geometric cues.

Other arena properties can provide feature cues. For example, Fig-
ure 9 -1 illustrates an arena that has one blue wall, while all the other 
walls are black; the distinctive colour is a feature cue. Or, one could 
place unique objects at different locations in the arena. This is shown 
in Figure 9 -2, where each letter in the figure stands for a unique object 
(e.g., a coloured panel) that distinguishes each corner from the others. 
These objects also provide feature cues.

9-1
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In the reorientation task, an agent learns that a particular place — usu-
ally a corner of a rectangular arena — is a goal location. Imagine that 
when placed in either arena illustrated in Figure 9 -1 or Figure 9 -2, the 
agent is rewarded when it visits the corner labelled 4, but is not re-
warded when it visits any other corner. The agent learns that corner 4 
is the goal location.

The agent is then removed from the arena, disoriented, and returned 
to an arena, with the task of using the available cues to relocate the goal. 
Of particular interest are experimental conditions in which the arena has 
been altered from the one in which the agent was originally trained.

For example, in the new arena the feature cues might have been 
moved to different locations than was the case when the subject origi-
nally learned the goal location. This places feature cues in conflict with 
geometric cues. Will the agent move to a location defined by geometric 
information, or will it move to a different location indicated by feature 
information? Extensive use of the reorientation task has revealed some 
striking regularities.

9.7 basic findings with the reorientation task
9.7.1  Rotational Error

First, consider the case in which agents are trained that corner 4 is a 
goal location using an arena like Figure 9 -1 or 9 -2. Then, the agent must 
reorient itself in a new arena that only provides geometric cues. Such 
an arena has no local features that can be used to distinguish one loca-
tion from another, as illustrated in Figure 9 -3.

 Geometric cues do not uniquely specify a target location in such an 
arena. For instance, the geometric cues available at Location 4 of Figure 
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9 -3 are identical to those available at Location 2 of the same figure: 90° 
angle, longer wall to the left and shorter wall to the right. However, 
these geometric cues can distinguish Location 4 from either Location 
1 or Location 3.

Under such conditions, one of the basic findings is rotational error 
(Cheng, 1986, 2005). When rotational error occurs, the trained animal 
goes to the goal location (e.g., Location 4 in Figure 9 -3), as well as the 
corner that is geometrically identical to it (Location 2), which is located 
at a 180° rotation through the centre of the arena, at above chance lev-
els. Rotational error is usually taken as evidence that the agent is rely-
ing upon the geometric properties of the environment. 

9.7.2  Mandatory Geometry

The second main regularity that governs the reorientation task occurs 
when feature cues, such as the distinct objects illustrated in Figure 9 -2, 
are available during training. Such feature cues uniquely identify a goal 
location — that is, it is possible for an agent to learn where the goal loca-
tion is by only using these cues, and by ignoring geometric cues. How-
ever, the evidence suggests that agents still learn about the geometric 
properties during this training, even though these cues are irrelevant 
or unnecessary in this version of the task. That is, geometric cues still 
influence behaviour even when such cues are not required to solve the 
task. It as if the processing of geometry is mandatory.

This regularity is supported by several pieces of evidence. First, in 
some cases subjects continue to make some rotational errors even when 
a feature disambiguates the correct corner (Cheng, 1986; Hermer & 
Spelke, 1994).

9-3
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Second, when features are removed following training, subjects 
typically revert to choosing both of the geometrically correct locations 
(Kelly, Spetch, & Heth, 1998; Sovrano, Bisazza, & Vallortigara, 2003). 

Third, consider the case when features are moved after training — for 
instance, after being trained in the arena illustrated in Figure 9 -2, the 
animal must reorient in the arena illustrated in Figure 9 -4, where all 
of the objects have been moved in a clockwise direction. This produces 
a conflict between geometric and feature cues; control by both types of 
cues is often observed in such conditions (e.g., Brown, Spetch, & Hurd, 
2007; Kelly, Spetch, & Heth, 1998). That is, there will be an increased 
tendency to visit Corner 1 than was the case during training, because 
it is now marked by the correct feature. However, Corner 4 will still be 
visited (because it still has the correct geometric cues), as will the geo-
metrically equivalent Corner 2.

9.8 representational theories of reorientation
9.8.1  The Geometric Module

The reorientation task has inspired a number of different theories 
related to reorientation and navigation. For instance, Gallistel (1990) 
viewed the solution of the reorientation task as a two-stage process. The 
first stage occurs when an agent is first placed in an arena: it encodes 
the shape of the arena by attending to metric cues, such as wall lengths 
and angles between walls, as well as to sense cues (i.e., the distinction 
between left and right). The purpose of encoding the arena’s shape is 
that this information is then used by the agent to determine its heading: 
that is, the arena’s shape provides the reference frame for the agent’s 
ability to orient itself.

9-4
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The second stage occurs when an agent is disoriented, and then 
placed in an arena once again. In this stage, the agent uses a represen-
tation of the shape of the previously encountered arena as a mental 
map. The agent “gets its heading and position on its map by finding 
the rotation and translation required to produce a congruence (shape 
match) between the currently perceived shape of the environment 
and a corresponding region of its map” (Gallistel, 1990, p. 220). If the 
only sources of information used to create such maps are sense and 
geometric cues, one consequence of this theory is rotational error in 
rectangular arenas.

A key assumption of the Gallistel (1990) model is that the processing 
of environmental shape is modular (Fodor, 1983). According to Fodor, a 
module is a neural substrate that is specialized for solving a particular 
information-processing problem. Modules operate in a fast, mandatory 
fashion; they exhibit characteristic breakdown patterns when they fail 
because of their specialized neural circuitry; and they operate indepen-
dently of the influence of the contents of higher-order beliefs — that is, 
they are cognitively impenetrable (Pylyshyn, 1984). It has been argued 
(Cheng, 1986; Gallistel, 1990) that the geometric computations in Gal-
listel’s model are modular because they are mandatory and because 
they are not influenced by “information about surfaces other than their 
relative positions” (Gallistel, 1990, p. 208).

Why would there be a module for processing geometric cues? Gallis-
tel (1990) proposes two reasons. First, reorientation can be accomplished 
by using a fairly simple algorithm for bringing the shape of the new 
arena, and the shape of the remembered arena, into register. Such an 
algorithm is not subject to combinatorial explosion when the shape of 
the arena changes (e.g., in size or complexity). These computational ad-
vantages are substantial, and therefore it may be important to ‘reify’ 
them as modular properties.

Second, from an evolutionary point of view, geometric modular-
ity might take advantage of the fact that overall shape of an animal’s 
typical environment is not likely to change dramatically, even though 
many visual features within the environment might change from day 
to day. “In relying on overall shape alone, the nervous system finesses 
the problem of finding the optimal weights for mediating the trade-offs 
between changes occurring along incommensurable sensory dimen-
sions” (Gallistel, 1990, p. 212). This is an example of modularity being 
used to solve the frame problem that can be frequently encountered by 
representational systems (Dawson, 1998; Pylyshyn, 1987). 
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9.8.2  Geometry and Representation

The geometric module is an influential theory designed to account for 
the regularities in the reorientation task. For the purpose of the current 
chapter, it is important to stress that it is a representational theory: “Rats 
have a representation of the shape of the environment that includes the 
uniquely metric relations and sense” (Gallistel, 1990, p. 219). Recently, 
though, questions have been raised about the nature — and even pos-
sible existence — of the geometric module. We shall see that such ques-
tions can inspire research that explores possible non-representational 
accounts of the reorientation task.

9.9 whither the geometric module?
9.9.1  Modifying Modularity

Recently, some researchers have begun to question the geometric mod-
ule. One reason for this is that the most compelling evidence for claims 
of modularity comes from neuroscience (Dawson, 1998; Fodor, 1983), 
but such evidence about the modularity of geometry in the reorienta-
tion task is admittedly sparse (Cheng & Newcombe, 2005). As a result, 
most arguments about modularity in this context are based on behav-
ioural data. However, the data obtained from the reorientation task is 
consistent with many different notions of modularity (e.g., Cheng & 
Newcombe, 2005, Figure 3).

For this reason, some researchers have proposed alternative notions 
of modularity when explaining reorientation task regularities (e.g., 
Cheng, 2005; Cheng & Newcombe, 2005). Cheng (2005, p. 17), suggests 
that “geometric and feature information are encoded together in one re-
cord for localization. This process is non-modular.” Cheng then attempts 
to preserve modularity by arguing that different types of information 
might be stored in the same location, but when certain devices access 
this common store, they only access particular types of information, 
and are thus modular in nature. In short, Cheng conjoins “a modular 
process and a non-modular representational structure.” This approach 
is very similar to that exemplified in the production system architec-
tures discussed in Chapter 3 (Anderson, 1983; Anderson et al., 2004; 
Newell, 1973, 1990) if one views working memory as a “non-modular 
representation structure” and individual productions as special pur-
pose “devices.”

9.9.2  Non-modular Reorientation

 While some theories (e.g., Cheng, 2005) are attempts to preserve geomet-
ric modularity by redefining it, others reflect more radical approaches 
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(Cheng, 2008b): several new theories of the reorientation task completely 
reject the existence of a geometric module.

For instance, one model of the reorientation task uses a general 
theory of associative learning in which geometric and feature cues are 
not treated differentially (Miller & Shettleworth, 2007, 2008). Organ-
isms learn what cues are present at a reinforced location, and then are 
more likely to approach locations with similar cues at a later time. This 
model does not require the reorientation task to be solved by applying 
geometric operations to global representations of arena shape. Similarly, 
simple neural networks can generate reorientation task regularities by 
modifying associations involving locally available cues only — such as 
the length and colour of a particular wall — while at the same time hav-
ing absolutely no representation of global arena shape (Dawson, Kelly, 
Spetch, & Dupuis, 2008).

Another theory assumes that agents reorient by maximizing the vi-
sual similarity (e.g., unprocessed pixilated images of locations) of loca-
tions in the new arena to the image of the goal location in the original 
arena (Cheung, Stuerzl, Zeil, & Cheng, 2008; Stuerzl, Cheung, Cheng, & 
Zeil, 2008). In this theory, the metric of visual similarity does not make 
explicit the geometric properties (i.e., arena shape) that were central to 
earlier theories of the task.

While these newer theories reject the geometric module, they still 
share Gallistel’s (1990) assumption that the reorientation task is solved 
by representational mechanisms. The Cheung et al. (2008) theory is 
obviously representational, because it involves matching visual input 
to remembered visual information. Associative models like Miller and 
Shettleworth’s (2007, 2008) or Dawson et al.’s (2008) are also represen-
tational because associative strengths or neural network connection 
weights are representations of previous experience (Dawson, 2004).

However, if representations of locally visible cues are sufficient to 
deal with the reorientation task, then it is a small step to ask whether 
non-representational, sense–act processes are also sufficient. Some re-
cent robotic studies of the reorientation task have explored this very 
question (Nolfi, 2002; Nolfi & Floreano, 2000). Let us now consider some 
examples of this reactive research. 

9.10 reactive robots and their evolution
9.10.1  New Wave Robotics

The pioneering autonomous, self-navigating robots were sense–think–act 
devices, planning their future movements using some sort of internal 
map (Nilsson, 1984). As we have seen, this tradition persists in much of 
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modern research on robot navigation (Filliat & Meyer, 2003; Milford, 
2008; Trullier, Wiener, Berthoz, & Meyer, 1997). However, there is an 
alternative trend in robotics, a movement that has been called “new 
wave” (Sharkey, 1997). New wave robotics strives to replace representa-
tion with reaction (Brooks, 1999); robots are created with direct links 
between sensors and actuators, so that they are better described as 
sense–act systems than as sense–think–act devices. All the LEGO NXT 
robots that we have described earlier in this book are simple examples 
of new wave, or reactive, robots.

While reactive roboticists do not necessarily deny the existence or 
importance of representations, they recognize that “embodied and 
situated systems can solve rather complicated tasks without requiring 
internal states or internal representations” (Nolfi & Floreano, 2000, p. 
93). Of particular interest to us is the use of reactive robots to investi-
gate behaviour in the reorientation task (Lund & Miglino, 1998). Lund 
and Miglino conducted a study in which their robots were evolved to 
accomplish the reorientation task, and to mimic animal behaviour 
when governed by the geometric cues of a rectangular arena. Before 
discussing their robot, let us briefly discuss the evolutionary approach 
that they adopted.

9.10.2  Evolving Robots

While we have been exploring LEGO Mindstorms robots, robotics research-
ers have conducted their work using a variety of different platforms. 
One of these is the Khepera miniature robot (Mondada & Floreano, 1995; 
Mondada, Franzi, & Ienne, 1994). This small robot has two motor-driven 
wheels, and 8 infrared proximity detectors arranged about its puck-shaped 
chassis. When used as a reactive robot, the speeds of its two motors are 
determined by the signals from the various proximity detectors. To set 
speed, the signals are weighted; the roboticist’s task is to find a set of 
signal weights that cause the robot to perform some task of interest.

Evolutionary robotics is one approach to discovering an appropriate 
set of signal weights to control robot behaviour (Nolfi & Floreano, 2000). 
Evolutionary robotics is inspired by a more general form of evolutionary 
computation, genetic algorithms (Holland, 1992; Mitchell, 1996). 

In general, the evolution of a Khepera robot design begins by defin-
ing a fitness function that measures how well a robot is performing a 
task of interest (Nolfi & Floreano, 2000). An initial population of dif-
ferent control systems (e.g., different sets of sensor-to-motor weights) 
is then produced. Each of these control systems is evaluated using the 
fitness function, and the control systems that produce higher fitness 

FromBricksToBrains_Interior.indd   279 29/04/10   8:08 PM



280    from bricks to br ains

values are maintained. They are also used as templates for new control 
systems in the next generation of control systems, which are created 
by “mutating” the surviving control systems in prescribed ways. The 
whole process is then repeated with the next generation of controllers. 
It is expected that average fitness will improve with each new genera-
tion. The evolutionary process can be stopped when, for instance, fitness 
stops changing appreciably over a series of generations.

Of course, evolutionary methods are not restricted to the Khepera 
robot, although this is the platform used by Lund and Miglino (1998). 
Robot evolution has played an important role in the development of 
other robots that have been discussed in earlier chapters. Jansen used 
genetic algorithms to discover his holy numbers that were introduced 
in Chapter 5 (Jansen, 2007), and later evolved his Strandbeest by racing 
different walking robots on the beach, disassembling the losers, and 
using their parts to make (possibly mutated) copies of the winners. Evo-
lutionary techniques were also central to Braitenberg’s proposal for the 
development of his more advanced vehicles (Braitenberg, 1984).

9.11 reactive robots and rotational errors 
9.11.1  Reactive Reorientation

Lund and Miglino (1998) evolved controllers for Khepera robots to per-
form the reorientation task in a rectangular arena without feature cues. 
A fitness function for this task is easily created; a fitter robot will find 
itself closer to the goal than will a less fit robot. The robots were started 
from eight different locations in the arena. A satisfactory controller for 
the robot was achieved after 30 generations of evolution, navigating the 
machine (from any of the starting locations) to the goal on 41% of trials. 
This controller also produced rotational error — it navigated the robot 
to the corner 180° from the goal on another 41% of the test trials. This 
data is very similar to results obtained from rats (e.g., Gallistel, 1990).

Lund and Miglino (1998) noted it was impossible for their Khepera 
robots to represent arena shape. “The geometrical properties of the en-
vironment can be assimilated in the sensory-motor schema of the robot 
behavior without any explicit representation. In general, our work, in 
contrast with traditional cognitive models, shows how environmental 
knowledge can be reached without any form of direct representation” 
(p. 198).

How does a completely reactive robot achieve this performance? 
When the robot is far enough from the arena walls that none of the 
sensors are detecting an obstacle (about 4 cm), the controller weights 
are such that it moves in a gentle curve to the left. As a result, when 
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the robot leaves from any of the eight starting locations, it never en-
counters a short wall! When a long wall is encountered, the robot turns 
left, and follows the wall until it stops in a corner. A robot that always 
turns left, and never encounters a short arena wall, must necessarily 
produce rotational errors!

9.11.2  Representative Reaction

One problem with Lund and Miglino’s (1998) robot is that it, like the 
thoughtless walker discussed in Chapter 5, depends critically upon its 
environment. If it is placed in an arena that is even slightly different 
in size, its emulation of rat reorientation behaviour diminishes (Nolfi, 
2002). The robot would be more representative of animals if it were not 
limited to a particular arena.

Nolfi (2002) addressed this problem by evolving robots in arenas 
of varying sizes, and using a much wider variety of starting positions 
and orientations. Nolfi required 500 generations of robot evolution to 
achieve satisfactory performance in this more difficult task. However, 
at this point his robots produced rotational errors, and could do so in 
different-sized arenas.

How did Nolfi’s (2002) robot deliver such performance in the absence 
of a cognitive map? First, the robot tends to move forward, avoiding 
walls, eventually encountering a corner. In this situation, signals from 
the walls cause it to adjust itself until it is at a 45° angle from one wall, 
and then it will turn either clockwise or counterclockwise (depending 
upon whether the sensed wall is to the robot’s left or the right).

The final turn away from the corner means that the robot will be 
pointing in such a way that it will follow a long wall. This is because 
sensing a wall at 45° provides an indirect measurement of whether the 
wall is short or long! “If the robot finds a wall at about 45° on its left 
side and it previously left a corner, it means that the actual wall is one 
of the two longer walls. Conversely, if it encounters a wall at 45° on its 
right side, the actual wall is necessarily one of the two shorter walls. 
What is interesting is that the robot ‘measures’ the relative length of 
the walls through action (i.e., by exploiting sensory–motor coordina-
tion) and it does not need any internal state to do so” (p. 141). In other 
words, the sensory states of the robot permit it to indirectly measure 
the relative lengths of walls without directly comparing or represent-
ing length. It will use this sensed information to follow the long wall, 
which will necessarily lead the robot to either the goal corner or the 
corner that results in a rotational error, regardless of the actual dimen-
sions of the rectangular arena.
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9.12 reorienting lego robots
9.12.1  Motivating AntiSLAM

We have seen that there is tremendous interest in studying navigation, 
and that one paradigm used to conduct this study is the reorientation 
task. We have also seen that much of the general study of navigation is 
consistent with sense–think–act models of cognition (Healy, 1998; Mil-
ford, 2008); this is also true of the reorientation task (Gallistel, 1990; 
Miller & Shettleworth, 2007, 2008). However, more recent work shows 
that reorientation task regularities can be produced by reactive robots 
that are incapable of building and using spatial representations (Lund 
& Miglino, 1998; Nolfi, 2002).

One theme being explored in this chapter is the use of LEGO robots 
as scientific tools. To illustrate this possibility, we now describe a LEGO 
machine developed to navigate through an environment, with the 
hope that it too can provide insight into the reorientation task. One of 
the important problems faced by roboticists who develop autonomous, 
navigating robots is SLAM: simultaneous localization and mapping. The 
robot that we are about to describe is a very simple, reactive device that 
is not capable of creating or exploiting internal representations of the 
world. For this reason, we call it antiSLAM.

The antiSLAM robot began its development as a machine designed to 
follow walls, explore its environment, and avoid obstacles (see Section 
9.31). However, we discovered that it could also serve as an alternative 
reactive robot for the reorientation task (Lund & Miglino, 1998; Nolfi, 
2002). It differs from these robots in several respects. First, it uses a 
far simpler (and cheaper) architecture: it is a LEGO robot that uses far 
fewer sensors than the Khepera robots that have been described. Sec-
ond, rather than using evolutionary techniques to develop controllers 
for this machine, we instead developed a subsumption architecture for 
navigation. Third, the most advanced version of antiSLAM uses both ul-
trasonic and light sensors that permit it to react to both local feature 
cues as well as the overall geometry of its environment.

9.12.2  Ultrasonic Sensors

The Khepera robots for the reorientation task dealt with rectangular 
arenas by using eight infrared sensors that would detect obstacles 
when the robot was fairly close to them. A single LEGO NXT brick does 
not permit this many sensors to be used at one time. Our alternative 
strategy was to start with a robot that had only two sensors, and to use 
sensors that had a longer range than the ones described in preceding 
pages (Lund & Miglino, 1998; Nolfi, 2002).
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Our initial robot used two LEGO ultrasonic sensors. These sensors 
essentially act as sonar devices, sending out ultrasonic signals and lis-
tening for an echo (Astolfo et al., 2007). The timing of the echo is used 
as a measure of the distance between the sensor and the obstacle that 
reflected the signal; the maximum range of these sensors is around 
100 inches (Boogaarts, 2007). As is the case with other sensors, the 
ultrasonic sensor can be set to return values in different modes — for 
instance, in inches or in centimetres. We decided to use the sensor in 
raw mode, where it returns a value of 255 when a reflecting obstacle is 
at the maximum range of the sensor, and decreases to a minimum of 
0 as the sensor moves closer and closer to the obstacle.

One issue with ultrasonic sensors is that LEGO builders do not recom-
mend using more than one at a time. “It cannot be used in an area in 
which another ultrasonic sensor is already at work because the signals 
sent out by the two sensors will interfere with each other and cause 
misreading” (Boogaarts, 2007, p. 39). However, because we needed our 
robot to be simultaneously sensitive to walls at different positions (e.g., 
when facing a corner of a rectangular arena), we needed to use more 
than one ultrasonic sensor. Thus, our first version of antiSLAM explored 
whether two ultrasonic sensors could be successfully used in Level 0 of 
a subsumption architecture for navigation.

9.13 antiSLAM overview
9.13.1  Modifying Vehicle 2

The antiSLAM robot (Figure 9 -5) can be thought of as a descendant of 
a Braitenberg Vehicle 2 (whose construction was described in detail in 
Chapter 4). Indeed, the initial construction of antiSLAM is identical to 
the first several steps used to build Vehicle 2. As well, both robots include 
two light sensors that can be used to independently control the speed of 
two rear motors, steering the robot around an environment. However, 
antiSLAM differs from Vehicle 2 in two important ways. First, its light 
sensors point outward from the robot. Second, antiSLAM includes two 
additional ultrasonic sensors that also point outward. Compare Figure 
9 -5 to Figure 4-1 in Section 4.2 to see the similarities and differences 
between the two robots.

AntiSLAM, in its complete programmed form, uses its ultrasonic 
sensors to follow walls in a rectangular arena, slowing to a halt when 
these sensors detect a corner. It then initiates a turning routine to 
exit the corner and continue exploring. Its light sensors can be used 
to process local features — for instance, it can have a preference to ap-
proach an illuminated location. It uses these capabilities to reliably 
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find a target location that is associated with particular geometric and 
local features. When local features are removed, it navigates the arena 
using geometric cues only, and produces rotational errors. In short, it 
produces some of the key features of the reorientation task — however, 
it does so without creating a cognitive map, and even without repre-
senting a goal.

AntiSLAM’s subsumption architecture is also interesting. We will see 
that as specific layers are added to this architecture, antiSLAM trans-
forms from a Vehicle 2 to a Vehicle 3 and upward through Braitenberg’s 
evolutionary progression of machines (Braitenberg, 1984).

9.14 from vehicle 2 onward
9.14.1  Foraging for Parts

As Braitenberg explored different vehicles in his thought experiments, 
he did so by following an evolutionary path, where one machine could 
be described as being the previous device with an additional special-
ization or capability. For example, Vehicle 3 is a Vehicle 2 that includes 
more than one kind of sensor, with a myriad of connections (inhibitory 
and excitatory, ipsilateral and contralateral) between sensors and motors 
(Braitenberg, 1984). Vehicle 4 is a Vehicle 3 that incorporates non-linear 
relationships between sensor readings and motor behaviours.

9-5
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When it is constructed and programmed, it will be apparent that 
antiSLAM is an example of a Braitenberg Vehicle 4. The parts that are 
required to construct an antiSLAM robot are provided in Figure 9 -6. 
The pages that follow provide words and images that describe how to 
construct this machine. If the reader would prefer to use wordless, 
LEGO-style instructions, they are available as a pdf file from the web-
site that supports this book (http://www.bcp.psych.ualberta.ca/~mike/
BricksToBrains/).

9.15 a spine for antiSLAM
9.15.1  Creating a Chassis

As antiSLAM can be viewed as an evolutionary descendant of Vehicle 
2, it should not be surprising to find that antiSLAM’s chassis — its inter-
nal spine — is identical to the chassis that was constructed for Vehicle 2 
and described in Sections 4.4 and 4.5. The images below indicate how 
to construct the chassis. 

9-6
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9.16 structure from motors
9.16.1  Motors and Axles

The next step in building antiSLAM is to attach two motors to the 
chassis, and then to attach two axle assemblies to each of the motors, 
as shown in Figure 9 -9. At this time additional pins are added to the 
robot; soon these pins will be used to permit the NXT brick to be at-
tached to the chassis. As was the case for Vehicle 2, the physical struc-
ture of each motor is incorporated into the chassis design in order to 
reinforce the chassis. 

9.17 sensor supports and front wheels
9.17.1  Creating Sensor Supports

AntiSLAM requires that four different sensors be mounted near the 
front of the robot. They are supported by two double-bent liftarms that 
are pinned to the NXT brick — which is also added at this stage — as is il-
lustrated in Figure 9 -10. The additional axles and pins that are inserted 
into the double-bent liftarms will be used to support wheels, ultrasonic 
sensors, and light sensors on either side of the robot.

9-8

9-7
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9-11

9.17.2  Front Wheels

While Vehicle 2 used a “front slider” to support the front weight of the 
robot, antiSLAM works best if two small wheels are used to keep the 
front stable as it scurries about the environment. The wheels are wedge 
belt wheels, with tires, that are mounted onto beams that in turn are 
attached to the double-bent liftarms, as shown in Figure 9 -11.

9.18 sensor arrays
9.18.1  Mounting Sensors

The sensor mounts that were added in Section 9.17 are used to support 
two ultrasonic sensors. It is these sensors that permit antiSLAM to re-
spond to “geometric features” when reorienting itself. Each sensor is 
mounted on a LEGO hinge so that it can be pointed outward from the 
front of the robot, as shown in Figure 9 -11. A light sensor, that also 
points outward, is also mounted just above and behind each ultrasonic 
sensor, as is also illustrated in Figure 9 -11.
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9.19 antiSLAM’s rear wheels and cables
9.19.1  Rear Wheels

As was the case for Vehicle 2, 81.6 × 15 LEGO motorcycle wheels, with 
tires, are used as the rear wheels for antiSLAM, as shown in Figure 9 -12. 
Each of these wheels is independently powered by its own motor, so 
the robot can be steered by manipulating robot speed. These are very 
large wheels, and will be able to move the robot along at a fairly high 
speed.

9.19.2  Connecting Cables

The final step in building antiSLAM is to use cables to connect the vari-
ous sensors and motors to the NXT brick’s ports. The light sensor on the 
robot’s right is connected to Input Port 4, and the ultrasonic sensor on 
the robot’s right is connected to Input Port 3. The light sensor on the 
robot’s left is connected to Input Port 1, and the ultrasonic sensor on 
the robot’s left is connected to Input Port 2. The robot’s right motor is 
connected to Output Port B, while the robot’s left motor is connected 
to Output Port C.

When Vehicle 2 was cabled in Chapter 4, it was noted that there was 
a choice between an ipsilateral and contralateral relationship between 
sensors and motors (Section 4.14). Furthermore, these relationships were 
put in place by changing the ports that the motors were plugged into. 
Because antiSLAM uses a larger number of sensors, the cables will not 
be manipulated after they are connected to the ports described in the 
previous paragraph. It is still the case that relationships between sensor 
types can be ipsilateral or contralateral, but the nature of the sensor-to-
motor mapping will be handled by software in this robot.

9-12
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9.20 antiSLAM level 0: drive
9.20.1  Subsumption Architecture

With Section 9.17, the construction of antiSLAM is complete. However, 
we need to program this robot in order to bring it to life. As was the case 
with the LEGO Tortoise (Chapter 7) and the LEGO Lemming (Chapter 8), 
we have adopted a subsumption architecture to do so.

 The code below provides Level 0 of this subsumption architecture; 
this level provides the basic capability “drive.” That is, Level 0 converts 
a signal from an ultrasonic sensor into a motor speed, and drives the 
motor forward at that speed. The right motor is controlled by the task 
DriveRight(), while the left motor is controlled by DriveLeft().

The Level 0 code that is provided does not explicitly state how motor 
speeds are calculated. This is actually accomplished by a lower-level task 
that is affected by several higher levels in the architecture; this “Level 
-1” task will be described momentarily. For the time being, recognize 
that as an obstacle gets closer to an ultrasonic sensor, the value output 
by the sensor decreases. This behaviour is mapped into motor speed, so 
that as a sensor gets closer and closer to a wall in a rectangular arena, 
the motor that the sensor controls will slow, eventually coming to a 
virtual halt.

The relationship between ultrasonic sensors and motors in antiSLAM 
is contralateral. Thus, Level 0 essentially causes antiSLAM to become a 
version of Vehicle 2 that uses ultrasonic sensors instead of light sensors. 
The robot will steer away from walls — if started in a corridor, it will 
move quickly down the hallway, keeping as far away from the walls on 
both sides as best it can. However, eventually the corridor will end. As 
the robot approaches the end, it will begin to slow, and it will also be-
gin to turn. Eventually the relationship between its ultrasonic sensors 
and its motors will cause it to turn into a corner of the corridor, where 
it will come to a halt.

 
/*=====Level 0: Drive==================================

Feed the distance from each ultrasonic sensor to the motor. 

The robot is wired contralaterally, and thus avoids all walls equally. As a result, when it 

reaches a corner, it slows down and ends up 

stopping, getting corner detection ìfor freeî.

*/

task DriveRight(){

	 while(true){

		  OnFwd(RightMotor, RightSpeed);

	 }

}
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task DriveLeft(){

	 while(true){

		  OnFwd(LeftMotor, LeftSpeed);

	 }

}

9.21 level 1: escape
9.21.1  Importance of Escaping

Our earlier discussion of reactive robots that were capable of perform-
ing the reorientation task in a similar fashion to animals (Nolfi, 2002; 
Nolfi & Floreano, 2000) noted that rotational errors were produced by 
the methods used by the robot to leave a corner. Level 1, whose code is 
provided below, is a simpler version of this approach — it causes the ro-
bot to spin out of a corner, but the actual spin is accomplished without 
using sensors to control precise movements.

Level 1 begins by taking advantage of the rotational sensors that are 
built into NXT motors. The task Retreat() examines the output of these 
sensors, and determines if the wheels are rotating less than a threshold 
amount. If so, the task assumes that an obstacle is impeding the robot 
from all frontward directions, and so the motors are controlled in such 
a way that the robot spins in place. When the spin is completed, the 
robot will be pointing approximately 45° away from the obstacle. Just 
prior to spinning, the routine causes the robot to emit a sound. This 
sound can be used by the experimenter as an objective measure of when 
this routine is called, which will be important when the behaviour of 
the robot is measured.

The robot’s spin is accomplished by manipulating variables used in 
the still-to-be-described Level -1 to alter motor speed. When Sensitivity is 
set to 0, motor speed will not be affected by other sensors, such as the 
ultrasonic detectors. When Reverse is set to 35, this will cause the mo-
tors to move in opposite directions, producing the spin, which is simply 
conducted for a set period of time using the Wait function. 

Note that Level 1 fits into the subsumption architecture by sending 
signals that directly modifies the behaviour of one lower level (Level -1), 
which in turn affects the behaviour of another lower level (Level 0).

Note too that Level 1 converts antiSLAM from a Vehicle 2 into a Brait-
enberg Vehicle 3 (Braitenberg, 1984), because now motor speeds are af-
fected by two different types of sensors (ultrasonic sensors and rotation 
sensors), which can have different, and even opposing, sensor-to-motor 
relationships. 
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/*=====Level 1: Escape ================================

If the motors move less than a stated threshold over a delay period, the robotís sensors are 

temporarily overridden as it spins around. It ends up pointing approx. 45 degrees from the 

corner when normal operation resumes. */

int Threshold, Delay;

void Spin(){

	 ResetRotationCount(LeftMotor); ResetRotationCount(RightMotor);

	 Sensitivity = 0; Reverse = 35; //Disable sensors, enable spin term

	 Wait(4000); //Time to spin in milliseconds

	 Reverse = 0; Sensitivity = 1; //Return to default settings

	 ResetRotationCount(LeftMotor); ResetRotationCount(RightMotor);

}

task Retreat(){

	 long RotCount;//Tracks motor rotation.

	 while(true){

		  RotCount = MotorRotationCount(LeftMotor) + MotorRotationCount(RightMotor);

		  Wait(Delay);

		  if(((MotorRotationCount(LeftMotor)+MotorRotationCount(RightMotor)-RotCount)

			   < Threshold) && Reverse==0){//If motors slow down while not spinning

				    PlayTone(440, 500); //Beep to indicate spinning and data point.

				    Spin();

				    Wait(500);

		  }

	 }

}

9.22 level 2: following walls
9.22.1  Biasing Lower-level Behaviour

As was previously described, the Level 0 behaviour makes all walls equally 
aversive — antiSLAM attempts equally far away from walls on the left and 
walls on the right when its driving behaviour is primarily controlled by 
Level 0. Level 2 introduces a bias in the robot’s behaviour that causes it 
to have a wall-following preference. For instance, one can set this bias so 
that the robot keeps closer to the wall on its right as it moves through the 
arena. A change in the bias — a change in the robot’s “handedness” — can 
result in the robot keeping closer to the wall on its left.

It is the combination of robot “handedness” with its corner-escaping 
behaviour that should produce rotational errors in the reorientation task. 
That is, given its position when spinning out of a corner, and its prefer-
ence to follow a wall on one side, the robot should move from that corner 
to the corner that is diagonally opposite in a reorientation task arena.
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Note that Level 2 operates by manipulating variables (LeftBias, Right-

Bias) that are used by the to-be-described Level -1 to determine motor 
speed. This is because one can give the robot a preference to be nearer 
to a wall on one side by providing a tendency or bias to turn in that di-
rection, which can be accomplished by “tweaking” motor speeds. That 
is, by making the motor on the robot’s left turn faster than the motor 
on the robot’s right, the robot will have a tendency to turn to the right. 
When the robot gets too close to a wall on its right because of this turn-
ing, it will be straightened out because of the ultrasonic signals that 
detect and avoid the wall (Level 0). In short, the turning bias defined 
here in Level 2, combined with the obstacle avoidance achieved in Level 
0, will interact to make the robot keep a wall closer on one side than 
the other as it moves.

/*=====Level 2: Follow ================================

Introduce a bias to the robotís motors, causing it to ìpreferî one motor (a sort of 

ìhandednessî). The difference in motor power induces a turn, pushing the robot closer to one 

wall. Level 0 will straighten it out after it gets close enough, resulting in a robot that follows 

walls on one side. */

int Nearest(bool hand){ /*This returns the value of the sensor nearest the wall.

					     Note: ìnearestî is defned by the robotís ìpreferredî side*/

	 if (hand) return SensorUS(RightEar);

	 else return SensorUS(LeftEar);

}

bool preferred; //Determines which side the robot prefers. True = right turns.

int bias; //The strength of the bias term. See the main task.

task Seek(){

	 //Set the bias to the appropriate side.

	 while(true){

		  if (preferred) {RightBias = bias; LeftBias = 0;}

		  else {LeftBias = bias; RightBias = 0;}

	 }

}

9.23 level 3: using light as a local feature
9.23.1  Local Feature Sensitivity

Nolfi’s robots (Nolfi, 2002; Nolfi & Floreano, 2000) used an array of sen-
sors to detect proximity to walls, but did not use any sensors to process 
local features, which is a key ingredient of the reorientation task. One of 
our goals for antiSLAM was to use its light sensors to detect a particular 
local feature (wall “colour”). This ability is provided by Level 3, whose 
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code is given below. Our expectation is that when Level 3 is operating, 
if a goal corner is marked by local features (i.e., if it was illuminated by 
lights, and therefore was brighter than other locations in the arena), 
then this information can be used by the robot to prevent rotational 
error from occurring.

How is such feature sensitivity to be accomplished? The two light sen-
sors mounted on antiSLAM can be used to influence motors in a fashion 
similar to that used in Vehicle 2 (Chapter 4). In antiSLAM the light sensors 
are connected in such a way that they influence the motor on the con-
tralateral side of the robot. Thus, when light is detected, the robot has a 
tendency to turn toward it and approach it, accelerating as the light gets 
brighter. The only difference between antiSLAM and Vehicle 2 is that in 
antiSLAM motor speeds are affected by ultrasonic sensors as well. As a 
result, rather than affect motor speed directly, Level 3 computes values 
that are passed on to Level -1, which combines readings from all sensors 
to determine motor speed. Level -1 is described on the next page.

Note that in the code below the sensor values are modified by the 
term Vision. This provides a weight to light sensor information (relative 
to a different weight applied to ultrasonic sensor information). In the 
experiments reported later in this chapter, the light sensors were given 
a 60% weight, and the ultrasonic sensors were given a 40% weight.

One important characteristic of antiSLAM is that its embodiment af-
fects what Level 3 detects when the robot gets very close to a brightly lit 
corner. Because the light sensors are spread apart, and because they are 
angled outward, the robot has a “blind spot” to nearby light directly in 
front of the machine. So, when it moves into a brightly lit corner, when 
the light enters the bright spot the light sensors detect little light, and 
the robot slows down.

/*=====Level 3: Feature ===============================

Enables and reads the light sensors (eyes) as a percentage based on ìVisionî

(a sensitivity term), such that more light = more speed. Since the connection is contralateral, 

this results in the robot turning toward sources of light.

However, level -1 weighs this visual sense with the earlier ultrasonic sense,

allowing both terms to infuence the robotís fnal behavior. */

int Vision; //The strength of the light sensors in percent.

task See(){

	 //Sets the strength of the robotís visual response to a scaled percentage.

	 while(true){

		  LVis = Sensor(LeftEye)*Vision/100;

		  RVis = Sensor(RightEye)*Vision/100;

	 }

}
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9.24 level -1: determining motor speeds
9.24.1  Finally, Level -1

The behaviour of antiSLAM is completely determined by the speeds of 
its two motors. The speeds of these motors depend on the signals being 
sent by ultrasonic, rotation, and light sensors. The speeds are directly 
affected by combinations of these signals, as well as by other factors, 
such as the robot’s bias to follow walls on one side or the other.

The actual calculation of motor speed requires that these various 
factors be combined, and this is accomplished by Level -1, whose code 
is provided below. All of the variables that are used in the calculations 
given below have values that depend either directly on sensor readings 
or on signals that are sent down to this level by higher levels in the sub-
sumption architecture, as has been noted in the preceding pages of this 
chapter. Note that the ultrasonic sensors are weighted by the Hearing 
variable in this code. This variable provides a weight to the ultrasonic 
signal; a similar weight was applied to the light sensor signal in the 
code that was described for Level 3. 

/*=====îLevel -1î: Integration ==========================================

Each of the terms (Sensitivity, Reverse, LeftBias, RightBias) is part of a later levelís 

connection 

to the motors. See the main task to see their defaults.

On its own, this task does nothing. However, it will function at every level

without modifcation. */

int Sensitivity,Reverse, LeftSpeed,RightSpeed, LeftBias,RightBias, LVis,RVis;

int Hearing;

task Drive(){

	 while(true){

		  //îHearing/255î converts from responsive raw ultrasonic to % motor speed.

		  RightSpeed = ((SensorUS(RightEar)*(Hearing-LeftBias)/255)+RVis)

			   * Sensitivity+Reverse;

		  LeftSpeed = ((SensorUS(LeftEar)*(Hearing-RightBias)/255)+LVis)

			   * Sensitivity-Reverse;

	 }

}

9.25 the main task
9.25.1  Putting It Together

In order to get all of the levels in the subsumption architecture work-
ing, the main task is used to initialize some important variables and to 
call the various tasks that define each level. Note that by modifying the 
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main task — for instance, by commenting out a call to a task — one can 
selectively remove layers from the subsumption architecture in order 
to investigate changes in behaviour. Note too that the variables that are 
used to weight the light sensor and ultrasonic sensor signals (Vision and 
Hearing) are set in the main task. Note that the complete program for 
this robot is available from the website that supports this book (http://
www.bcp.psych.ualberta.ca/~mike/BricksToBrains/).

//Anti-SLAM v8

//Convention: Left and Right refer to the SENSOR/MOTOR, NOT THE WIRING.

//See the wiring diagrams in Chapter 9.

#defne LeftMotor OUT_B

#defne RightMotor OUT_C

#defne LeftEar S2

#defne RightEar S3

#defne LeftEye S1

#defne RightEye S4

//=== Main Task =======================================================

task main(){

//Set up ultrasonic sensors and speed calculation weights.

	 SetSensorLowspeed(LeftEar);

	 SetSensorLowspeed(RightEar);

	 SetSensorMode(LeftEar, SENSOR_MODE_RAW);

	 SetSensorMode(RightEar, SENSOR_MODE_RAW);

	 Sensitivity = 1; //Level 0 connection: Ultrasonic sensitivity. Default 1.

	 Reverse = 0; //Level 1 connection: Lets robot spin and escape. Default 0.

	 LeftBias = 0; //Level 2 connection: Causes robot to prefer left turns. Def. 0.

	 RightBias = 0;//Level 2 connection: As above, but prefers right turns. Def. 0.

	 LVis = 0; //Impact of the left eye on movement. Zero at this level.

	 RVis = 0; //Impact of the right eye on movement. Zero at this level.

	 Hearing = 100; //Strength of ultrasonic sense. (Overridden at level 3.)

	 start Drive; //Starts mapping the motor speeds to the collective input.

	 //Level 0.

	 start DriveRight; //Turn the right motor on.

	 start DriveLeft; //Turn the left motor on.

	 //Level 1. (Delete below this line for a level 0 robot.)

	 Threshold = 360; //Combined motor movement to be considered ëoní. Default 360.

	 Delay = 5000; //How long the robot needs to have been stopped. Default 5000ms.

	 start Retreat; //Allow the robot to escape corners.

	 //Level 2. (Delete below this line for a level 1 robot.)

	 preferred = true; //True for left-handed (right-following), false otherwise.

	 bias = 40; //Fixed value for handedness bias. Default 40.

	 start Seek; //Follow the wall on your preferred side.
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	 //Level 3. (Delete below this line for a level 2 robot.)

	 //Set up eyes.

	 SetSensorType(LeftEye, SENSOR_TYPE_LIGHT_INACTIVE);

	 SetSensorMode(LeftEye, SENSOR_MODE_PERCENT);

	 SetSensorType(RightEye, SENSOR_TYPE_LIGHT_INACTIVE);

	 SetSensorMode(RightEye, SENSOR_MODE_PERCENT);

	 Hearing = 40;// % of ultrasonic sense that feeds to the motors. Default 40.

	 Vision = 60;// % of light sense that feeds to the motors. Default 60.

	 start See;

} 

9.26 primitive behaviours
9.26.1  Levels -1 + 0

With the robot constructed and programmed, we are now in a posi-
tion to observe its behaviour. As was the practice in Chapter 7, let us 
consider how antiSLAM’s behaviour changes as more and more layers 
of its subsumption architecture are added. Examples of the behaviour 
described in the following pages are provided in Video 9 -1; this video 
is provided by the website for this book (http://www.bcp.psych.ualberta.
ca/~mike/BricksToBrains/).

The most primitive behaviour of antiSLAM is produced when only 
Level -1 (which computes motor speed) and Level 0 (which uses the two 
ultrasonic sensors to influence motor speed) of the subsumption archi-
tecture are operational. When placed in a long hallway, antiSLAM turns 
itself so that it is pointing down the length of the hallway, accelerating 
as it points away from nearby walls. It then quickly propels itself down 
the hallway, keeping to its centre. During this journey, the walls of the 
hallway may not be perfectly uniform, because of doorways or small 
alcoves. When these variations are encountered, they influence the ul-
trasonic sensors, and the robot veers slightly toward the open space.

If the hallway is not completely clear, more interesting behaviour 
is observed. The legs of chairs, tables, and people all serve as obstacles 
in the hallway, and are detected by antiSLAM’s ultrasonic sensors. The 
robot nimbly steers around these obstacles, and resumes its dash down 
the middle of the hallway when the obstacles are behind it.

The hallway, however, is not infinitely long. Eventually antiSLAM en-
counters a set of doors that block its way and that cannot be avoided. As 
the robot nears the end of the hallway, it begins to decelerate. It slows 
and turns, and eventually is trapped in a corner from which it cannot 
escape. It approaches the corner, its wheels barely turning, and its jour-
ney has ended.
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Thus, the most primitive antiSLAM is very capable of moving through 
its world, turning away from obstacles whenever possible, and keeping 
as great a distance between it and walls as possible. Eventually, though, 
it finds itself in a corner. Note that it does all of this without having 
a cognitive map, and without any explicit knowledge about hallways, 
obstacles, or corners. All of this behaviour is in essence the product of 
a cousin of Vehicle 2 whose two motors slow down when obstacles are 
near, and speed up when the path is clear. That is, this behaviour is the 
result of some basic rules, chance, and the structure of the environment. 
It is not the result of spatial representations.

9.26.2  Levels -1 + 0 + 1

The most primitive version of antiSLAM is capable of finding corners, 
but when it succeeds at this task, it is trapped. This problem is solved 
by adding Level 1 to the mix. Recall that this level uses the rotation 
sensors in the two motors to detect when antiSLAM has slowed to the 
point that it has essentially stopped. In this situation, Level 1 manipu-
lates the motor speed equation of Level -1 in such a way that the robot 
reverses itself and turns around. The robot emits a brief tone to inform 
its observers that Level 1 has detected the circumstances that cause it 
to change the robot’s behaviour. After the evasive manoeuver has been 
performed, the robot reverts to its normal exploratory behaviour.

When this more advanced robot is run, its behaviour is very similar 
to the robot described in Section 9.27.1. It too moves down the middle 
of hallways, avoids obstacles, and stops at discovered corners. However, 
once a corner has been found, after remaining stationary for a bit the 
robot beeps, turns away from the corner, and points at an angle down 
the hallway. Then it accelerates, and continues its journey in the oppo-
site direction. Again, this behaviour is produced without the need of 
explicit spatial representations or memories.

9.27 bias and reorientation
9.27.1  Levels -1 + 0 + 1 + 2

The next stage in the evolution of antiSLAM is to add Level 2, which adds 
a bias that causes the robot to be closer to the wall on its right than it is 
to the wall on its left. This is accomplished by having the robot always 
turn slightly to its right; when it gets too near the wall, the activity of 
Level 0 causes it to straighten out.

When this version of the robot is observed, its behaviour is very 
similar to its ancestor described in Section 9.27.2, with one exception: 
the robot no longer keeps to the middle of the hallway as it explores. 
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Instead, it has a marked tendency to be closer to the wall on its right 
than on its left. Again, it avoids obstacles, and finds (and then escapes) 
corners. However, after watching the robot perform its exploration for a 
while, it becomes evident that of the four corners of the hallway that it 
could discover, it has a strong tendency to only find two, and these two 
corners are geometrically equivalent. Is this simple robot — that only 
reacts to obstacles and has a turning bias, and does not have a cogni-
tive map or spatial representation — capable of producing a key finding 
in the reorientation task, that of rotational error?

9.27.2  Rotational Error and AntiSLAM

In order to answer this question, we conducted an experiment that was 
similar to the one used to examine the spatial reorientation of a more 
sophisticated reactive robot (Nolfi, 2002; Nolfi & Floreano, 2000). Our 
robot was placed in a small, empty testing room that provided rectan-
gular arena that was 2.4 metres long and 1.65 metres wide. Location 
4 in Figure 9 -15 was considered to be the goal corner. Adopting Nolfi’s 
methodology, antiSLAM was placed in one of eight different starting lo-
cations. The eight locations are illustrated in Figure 9 -13. In this figure, 
each location is represented by an arrow. The base of each arrow indi-
cates where the back of antiSLAM was positioned, and the arrowhead 
indicates the direction in which antiSLAM was pointed. The robot was 
started, and then permitted to explore the arena for 5 minutes. Each 
time that the robot initiated its Level 1 “escape corner” routine, the lo-
cation of the robot in the arena was recorded. The entire experiment 
involved recording the robot’s behaviour after it was started once at 
each of the eight starting locations.

9-13
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The results of the experiment are provided in Figure 9 -14, where the 
number provided in each corner indicates the percentage of times that 
the “escape corner” routine was executed there. Note that while the ro-
bot would occasionally discover corners 1 or 3, most of the time it would 
stop at either the goal location (corner 4) or its geometric equivalent 
(corner 2). Furthermore, it visited these two locations roughly equally. 
As well, it would typically follow a path that took it directly between 
corner 4 and corner 2, and back again, once it had discovered one of 
these two corners, as indicated by the arrows in the figure. This pat-
tern of results demonstrates that this version of antiSLAM produces 
rotational error!

9.28 beyond rotational error
9.28.1  Nolfi and Beyond

It could be argued that antiSLAM is limited by its bias to the right — while 
this enables rotational errors between corners 4 and 2 (Figure 9 -16), 
it prevents the robot from generating similar behaviour if corner 1 or 
corner 3 were the goal. However Level 2 can be easily used to convert 
antiSLAM’s bias to the right into a bias to the left. One could imagine 
a higher level in its architecture (Level 4) that allowed the robot to 
explore all of an arena by occasionally changing its bias from right to 
left, and later from left to right. This could be associated with a learn-
ing routine: if the robot was reinforced when it stopped (e.g., by receiv-
ing a Bluetooth signal), it would be more likely to preserve its current 
“handedness.”

9-14
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9.28.2  Feature Sensitivity

AntiSLAM can be extended beyond Nolfi’s robots by adding sensitivity 
to local features. In antiSLAM, this is accomplished by Level 3. Now, in 
addition to being sensitive to obstacles, antiSLAM will be attracted to 
lights. We can define corner 4 as the goal location by illuminating it 
with lamps.

We activated Level 3 in the robot, and defined Level -1 so that light 
sensitivity was given a weight of 60 and ultrasonic sensitivity was given 
a weight of 40. We hung two small lights over corner 4 and used them 
to project this local feature to this location. We then repeated the ex-
perimental methodology that was described in Section 9.28. The results 
are shown in Figure 9 -15.

The addition of light sensitivity, and the lighting of corner 4, has 
changed the robot’s behaviour markedly. Now, from any location, it 
quickly sees the light and stops in corner 4. When this corner is es-
caped, the robot moves away. However, now it rarely goes to corner 2, 
or to any other corner for that matter. Instead, it usually slowly veers 
and heads toward location X midway between the long wall between 
corners 3 and 2, as shown in Figure 9 -15. Here it stops — in spite of this 
location not being a corner! — executes its escape routine, and heads 
back to corner 4. This is very similar to the behaviour of ants in the re-
orientation task, who — when featural information informs them that 
they are not going to the goal location — execute a U-turn and head 
back to a corner that is marked by the correct local feature (Wystrach 
& Beugnon, 2009).

9-15
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The data reported in Figure 9 -15 is atypical because it includes loca-
tions other than the four corners that are typically examined in the 
reorientation task. If we followed this convention, we would only be re-
porting the robot’s visits to the corners, which account for 65.4% of the 
data in the figure. Focusing only on these trials, antiSLAM visited the 
goal corner 82.3% of the time (i.e., 53.8/65.4), visited corner 3 on 5.8% of 
these trials, visited corner 2 on 11.9% of this subset of trials, and never 
visited corner 1. When reported in this way, the data reveals a strong 
effect of the local feature; reported as in Figure 9 -17, though, the data 
makes the same case and provides some more interesting sense on how 
the path taken by the robot was affected.

It has been suggested that information about paths might provide 
information about strategies for solving the task (Cheng, 2008a); of 
course, antiSLAM never changes its strategy — changes in behaviour 
reflect changes in the environment in which it is situated, changes to 
which it reacts.

9.29 moving the local feature
9.29.1  Moving the Light

It was previously noted that researchers were interested in the reorien-
tation task because they could reposition local cues before an agent was 
reintroduced to the arena, placing local features and geometric features 
in conflict. How does this type of manipulation affect antiSLAM when 
all of its software levels are running?

To answer this question, we conducted the same experiment that was 
described in Section 9.29, but in this version of the experiment corner 3 
was illuminated. Now the local feature was present in a corner that was 
not preferred by the robot because of its bias to keep walls on its right. 
The results shown in Figure 9 -16 indicate that there was a clear conflict 
between the local feature and antiSLAM’s geometric preferences.

The top portion of Figure 9 -16 indicates the percentage of trials that 
antiSLAM executed its “escape” routine at various locations in the arena. 
Note that in addition to the four corners, the midpoints of all four walls 
now become locations of interest. If we restrict our attention to the cor-
ner locations, we note that the results indicate that antiSLAM’s behav-
iour is guided by both local and geometric features. It is most likely to 
stop at corner 3, which is illuminated as the goal location, but is not 
preferred by antiSLAM’s ultrasonic mechanisms (recall Figure 9 -16). It 
still has a moderately strong preference to visit corner 4, which is nearly 
equal to its preference to visit the geometrically equivalent corner 2. 
Corner 1, which lacks the preferred geometry and the local feature, is 
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rarely visited. Such results are typical of studies of humans and animals 
in this task (Cheng & Newcombe, 2005).

The lower part of Figure 9 -16 illustrates an example journey of anti-
SLAM in this condition. The arrows indicate the path taken by the ro-
bot; the letters at the base of each arrow indicate their temporal order. 
In this example, the robot starts at location W, and moves to location 
X before being attracted to the light at corner 3. Note that the compli-
cated journey depicted in this figure is the result of the competing in-
fluences of the walls, the turning bias, the brightly illuminated corner, 
and light reflecting from this corner to other walls. It is not the result 
of planning, or strategies, or the use of a cognitive map.

9-16
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9.30 all levels with no local feature
9.30.1  Turning Lights Off

In Section 9.28, we observed rotational error in antiSLAM when only 
ultrasonic signals were driving the motors. How does this robot behave 
when all of its levels are running, but when there are no lights turned 
on to serve as local features? We answered this question by observing 
the fully functional antiSLAM in a final version of the experiment 
where the conditions were identical to those explored with the less 
advanced robot in Section 9.28. The results are presented in Figure 
9 -17.

If we restrict ourselves to examining visitations to corner locations, 
which are almost always the locations of interest to reorientation task 
researchers, we see clear evidence of rotational error once again. Anti-
SLAM has a strong preference to visit corner 4, an equally strong pref-
erence to visit corner 2, and rarely executes its “escape corner” routine 
in either of the other corners.

 However, antiSLAM executes its “escape corner” routine at other lo-
cations too; specifically locations X and Y in Figure 9 -17. The arrows in 
Figure 9 -17 illustrate a complicated course that antiSLAM takes to pro-
duce rotational error results. For instance, it frequently starts at corner 
4, and heads to location X. It then turns from location X and stops at 
location Y. From location Y it will turn and stop at corner 2. A journey 
in the opposite direction, with stops at Y and then X, is frequently un-
dertaken to move antiSLAM from corner 2 to corner 4. This journey is 
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not always taken. For instance, sometimes it will circle between corner 
4 and location X, or between corner 2 and location Y.

Had we adopted the more typical practice of only reporting visitations 
to one of the four corner locations, our results would be very similar 
to those reported earlier in Figure 9 -14. Clearly, though, the path that 
was taken by the robot in that figure is markedly different from the 
path that is illustrated in Figure 9 -17. Unfortunately, except for rare 
instances (Wystrach & Beugnon, 2009), researchers do not report the 
paths taken by their biological subjects in reorientation arenas, so we 
cannot evaluate either Figure 9 -14 or Figure 9 -17 in terms of their fit 
to animal behaviour.

Why does the full-fledged robot produce this more complicated jour-
ney, compared to the more typical journey between corners that pro-
duced the data in Figure 9 -14? The answer is that this robot is still 
functioning with the ultrasonic sensors weighted at 40, and the light 
sensors weighted at 60. There is a small amount of ambient light in the 
room, but it does not differentiate corners. However, the lower weight-
ing of the ultrasonic signal means that its object-detecting abilities are 
diminished. As a result, these weaker abilities can be overwhelmed by 
its bias to turn toward the right. Much of the “clover leaf” trajectory 
that it takes between corners 4 and 2 is dictated by this bias overriding 
the other senses of the robot. In other words, the difference in paths 
between Figures 9 -17 and 9 -14 does not reflect a difference in strategy, 
but instead reflects different kinds of interactions between sense–act 
mechanisms.

9.31 reorienting reorientation
9.31.1  Building a Better Mouse

One of my undergraduate students, Mike M., created a LEGO “mouse” 
as a robotics project. The robot had two rotation sensors mounted in 
front, to which were attached long “whiskers.” When the robot bumped 
into an object, both whiskers were pushed backward. This caused the 
robot to back away from obstacles. However, when only one of the ro-
tation sensors was active, this was usually because the robot was near 
a wall. In this case, the robot followed the wall by keeping its whisker 
in contact with it.

AntiSLAM did not begin as an agent for the reorientation task. In-
stead, it was our attempt to create an NXT version of Mike’s mouse, one 
that followed walls using ultrasonic sensors. However, at the same time 
we were also working on another project involving artificial neural 
networks and the reorientation task (Dawson et al., 2008). It was only 
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when we watched antiSLAM that we saw a connection between the two 
projects, and that antiSLAM was capable of generating rotational error. 
This led to our subsequent discovery of Nolfi’s robots (Nolfi, 2002; Nolfi 
& Floreano, 2000), and the addition of Level 3’s sensitivity to local fea-
tures as we “tweaked” antiSLAM’s later design with the reorientation 
task in mind.

AntiSLAM’s development illustrates one of the key advantages of the 
synthetic methodology: getting surprising results “for free.” AntiSLAM 
began as a set of simple capabilities that produced movement, wall fol-
lowing, and obstacle avoidance. It was never intended to produce rota-
tional error, or provide insight into theories of spatial cognition — but 
we were fortunate enough to discover that it could accomplish these 
things. 

9.31.2  Different Views of Reorientation

Another lesson from the history of antiSLAM’s development impacts 
theoretical considerations about the reorientation task itself. Of course, 
both antiSLAM and Nolfi’s robots indicate that some of the known reg-
ularities that govern this task can be produced by devices that simply 
react to their environment and do not employ spatial representations. 
Whether the same can be said of biological agents that perform this 
task is an open question (Cheng, 2008a). The reactive robots do raise 
important questions: clearly, benchmark results like rotational error 
do not necessarily imply the use of internal spatial representations. If 
biological agents are more than reactive, then additional results will 
be required to support this representational position.

Furthermore, theories that are specifically designed to explain the 
reorientation task are generally sense–think–act in nature, tacitly as-
suming that an agent has the primary goal of finding a previously re-
inforced location. So, researchers view the task in terms of possible 
goals — usually the four corner locations in a rectangular arena — and 
the features available at each location.

In contrast, because antiSLAM was designed to explore, it was not 
burdened by typical assumptions about the reorientation task. No goals 
were represented; no features present at corners were remembered. Re-
orienting behaviour emerged out of the interactions between simple 
sense–act reflexes and the environment. It is intriguing to consider how 
antiSLAM might behave in other traditional tasks used to study spatial 
behaviour, such as radial arm mazes.

 Finally, the traditional view of the reorientation task usually places 
restrictions on what is relevant data. “The paths taken by animals have 
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not appeared in print. Nolfi’s work suggests that such paths can be rel-
evant to interpreting what strategy an animal is using” (Cheng, 2008a, 
p. 155). AntiSLAM also shows that such non-traditional data is critical. 
Of particular interest were the paths that it took in the reorientation 
arena, and the fact that some locations — like midpoints between cor-
ners — were important determinants of its behaviour. Importantly, these 
trajectories say nothing about “strategy.” Instead, they show that com-
plex routes emerge in the reorientation arena when simple sense–act 
couplings react to the information provided, in the absence of plans, 
strategies, or spatial representations. 

9.32 hard fun and hard science
9.32.1  Hard Fun

Synthetic psychologists often emphasize the simple nature of their ma-
chines by using toy-like descriptions (see Section 9.2.1). For instance, 
Braitenberg (1984, p. 20) notes that “it is pleasurable and easy to create 
little machines that do certain tricks,” making his synthetic psychol-
ogy sound like fun.

There are, though, different kinds of fun. Consider the following 
anecdote (Negroponte, 1995). In 1989, elementary school children dem-
onstrated their work with the MIT Media Lab’s LEGO and Logo projects 
to the media. “A zealous anchorwoman from one of the national TV 
networks, camera lights ablazing, cornered one child and asked him if 
this was not just all fun and games. … After her third repetition of the 
question and after considerable heat from the lights, this sweaty-faced, 
exasperated child plaintively looked into the camera and said, ‘Yes, this 
is fun, but it’s hard fun’” (p. 196).

“Hard fun” is an idea that has emerged from the study of how to use 
technology to enhance education (Papert, 1980, 1993). It is the idea that 
learners do not mind engaging in (and learning from) activities that are 
challenging provided that these activities are also fun, in the sense that 
they connect with learners’ interests (Picard et al., 2004).

Learning about embodied cognitive science by building LEGO robots 
is another example of hard fun. The fun part, of course, is engaging in 
bricolage in order to produce a working, behaving, and lifelike machine. 
What is it, though, about this kind of fun that makes it hard?

Building these robots is hard in the sense that it requires releasing 
traditional sense–think–act approaches to cognition and behaviour. Tra-
ditional robot development is the top-down task of “making the robot 
do what I want” (Petre & Price, 2004). This is accomplished by thinking 
of goal behaviours, by hypothesizing a set of internal mechanisms to 
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produce these behaviours, and by inserting this analysis into the robot’s 
program. However, in order to make a LEGO robot “do what I want,” this 
analytic approach must be abandoned, because it won’t succeed given 
the simplicity and memory limitations of these machines. Instead, one 
must permit the environment to make its important contribution to 
the performance of the machine, by working bottom-up to build simple 
sense–act mechanisms into the machine, and by letting emergent behav-
iours produced in early stages of development guide later modifications.

Overcoming this natural analytic tendency is a key issue in embod-
ied cognitive science. For instance, many of the chapters in a recent 
handbook of situated cognition (Robbins & Aydede, 2009) reject some 
of the more interesting ideas in embodied cognitive science, such as the 
extended mind, and attempt to morph the notions of embodiment and 
situatedness into very traditional, and representational, cognitive theo-
ries (Dawson, 2009). One reason for this is a strongly entrenched goal 
of explaining behaviour by appealing to internal mechanisms, such as 
neural processing (MacIver, 2008).

The hard fun of using LEGO robots to explore embodied cognitive 
science is an attempt to deal with this issue at two different levels. First, 
the successful development of these machines requires students to focus 
on a simple robot’s immediate connection to its environment. Second, 
the hands-on experience of working with the robots and their envi-
ronment provides a particular kind of scaffolding to support thinking 
about embodied and situated cognition. Simple environments scaffold 
the robots’ abilities; the robots themselves scaffold our understanding 
of embodied cognitive science.

9.32.2  Hard Science

This is not to say that the LEGO robots are merely pedagogical tools. 
Hopefully, the discussion of antiSLAM in the current chapter has shown 
that even a very simple LEGO robot can be used to contribute new in-
sights into current issues in cognitive science. We hope that the reader 
will be inspired by this book to develop new machines that will con-
tinue this tradition.
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