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1. Introduction
DARPA—The Innovation Icon

Patrick Windham and Richard Van Atta

The Defense Advanced Research Projects Agency (DARPA) has become
an “innovation icon,” widely recognized for playing an important
role in the creation and demonstration of many new breakthrough
(“disruptive”) technologies. Some of these technologies have strictly
military applications, such as stealth and precision-guided munitions.
Others are “dual-use technologies” that have benefited both the civilian
world and the Department of Defense. Examples of these technologies
include the Internet, Global Positioning System (GPS) receivers,
voice recognition software, advanced semiconductor manufacturing
processes, and un-manned aerial vehicles. It is a remarkable record.

This introductory chapter focuses on DARPA’s key features—its
mission, organization, linkages to other organizations, and “political
design” —and how those features have contributed to its success. Later
chapters and the book’s Conclusion suggest some lessons that DARPA’s
experience offers for those interested in how this organization has
worked over nearly sixty years and for those seeking to create similar
technology agencies.

©P. Windham and R. Van Atta, CC BY-NC-ND 4.0 https://doi.org/10.11647/OBP.0184.01
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DARPA’s Historical Mission and Organization
DARPA’s Evolution

DARPA has existed for over sixty years and during that time it has
evolved, changed, and, on a couple of occasions, come close to being
dissolved. It has changed in its organizational structure and in some
important operational mechanisms as well. There is no simple singular
depiction of DARPA that is accurate because it has changed and adapted
based on how the world around it has changed —especially on how the
national security environment has changed, but also on what different
Presidents and their Administrations have asked of it.

Importantly, even at a given point in time there are what might be
termed several DARPAs, as different parts of the organization—as small
as it is—have focused on very different things—both technologically
and in terms of how they function. This is evident from its early history,
as Richard Van Atta outlines:

Indeed DARPA has morphed several times. DARPA has “re-grouped”
iteratively —often after its greatest “successes”. The first such occasion
was soon after its establishment, with the spinning off of its space
programs into NASA. This resulted in about half of the then ARPA
personnel either leaving to form the new space agency, or returning to a
military service organization to pursue military-specific space programs.
A few years later, then DDR&E John S. Foster required ARPA to
transition its second largest inaugural program —the DEFENDER missile
defense program—to the Army, much to the consternation of some key
managers within ARPA. Also early in its history ARPA was tasked to
conduct a program of applied research in support of the military effort
in Viet Nam.!

Thus, even by the early 1960s one could say there were three, perhaps
four key DARPA thrusts—with the addition of its exploration of new,
emerging technologies, such as materials, and the nascent information
technologies. As the overview below shows, DARPA’s history has
been perturbed by political dynamics as well as the dynamics of the
technologies it has pursued. Perhaps the most important hallmark of

1 Van Atta, R. (2008). “Fifty Years of Innovation and Discovery”, in DARPA, 50 Years
of Bridging the Gap, ed. C. Oldham, A. E. Lopez, R. Carpenter, I. Kalhikina, and M. J.
Tully. Arlington, VA: DARPA. 20-29, at 25, https://issuu.com/faircountmedia/docs/
darpa50 (Chapter 2 in this volume).
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DARPA has been its adaptability and flexibility to respond to changing
circumstances —often extremely rapidly.

DARPA’s Origins: 1958-1970

In October 1957, the Soviet Union launched the first artificial satellite,
Sputnik I, an accomplishment that shocked the United States. Many
Americans worried that the country was losing technological leadership
to its Cold War adversary.

After the launch of Sputnik, President Dwight Eisenhower followed
the advice of Secretary of Defense Neil McElroy and leading scientists,
including his science advisors, James Killian and then Dr. George
Kistiakowsky, and proposed the creation of what became the Advanced
Research Projects Agency (ARPA). ARPA was formed just four months
after Sputnik on 7 February 1958 through DOD Directive 5105.15 by
Secretary McElroy.? Herbert York, a Manhattan Project veteran and
the first director of the Lawrence Livermore Laboratory, helped guide
the early evolution of ARPA as its first Chief Scientist and then as the
Defense Department’s first Director of Research and Engineering.

Initially, the agency focused on three key assignments from the
President: space, missile defense, and the detection of nuclear weapons
tests. Eisenhower subsequently made it clear that space was to be the
realm of a civilian agency, and later, in 1958, Congress and the President
created the National Aeronautics and Space Administration (NASA), a
civilian agency which took over the country’s principal space programs,
absorbing much of DARPA’s Space Program. The two other Presidential
assignments —missile defense and nuclear test detection —continued as
the dominant foci for about fifteen years but eventually were moved to
other parts of the Department of Defense (DOD).

Also, soon after its founding ARPA took on Project AGILE, as
proposed by its Deputy Director, William Godel, which was a decade-
long classified program supporting U.S. combat efforts in Vietnam and
beyond. In retrospect, much of AGILE was naive, poorly managed and

2 Congress, through an amendment by Senator Mike Mansfield, renamed “ARPA”
as “DARPA” in 1972, adding the word “Defense.” Congress, through Senator Jeff
Bingaman, renamed it “ARPA” again in February 1993, because of its “dual-use”
role in creating technologies with commercial as well as military applications. The
name reverted to “DARPA” in March 1996.
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rife with amateurism. The ARPA Directors had little access or knowledge
of what AGILE was doing as Godel “was running the AGILE office as his
own covert operations shop”.* There were important lessons learnt from
AGILE (as a program run amok, with little oversight) on what not to do.
It was hardly scientific and as an operational program it focused on near-
term solutions. It became a key element in defining what DARPA would
not be in the battle over competing visions for the agency’s future.

With the quick transfer of the space program to NASA, ARPA spent
the rest of the decade focused on missile defense, nuclear test detection
and AGILE. However, in the early 1960s another role for ARPA emerged
as it began to pursue a set of smaller, technically-focused programs
under the general notion of “preventing technological surprise”. Areas
initially pursued were materials science, information technology, and
behavioral science. In fact, one can argue that ARPA in essence “invented”
these as areas of technological pursuit. These began in 1961 under Jack
Ruina, the first scientist to direct ARPA, who hired J. C. R. Licklider as
the first director of the Information Processing Techniques Office. That
office played a vital role in the creation of personal computing and the
ARPANET —the basis for the future Internet.

Resuscitation in the 1970s

It is important to note that ARPA in the late 1960s to early 1970s was
a troubled agency—a victim of the Vietnam malaise and resource
cutbacks that affected all of DOD, and with the additional issue that its
post-space program thrusts (missile defense (DEFENDER) and nuclear

3 Weinberger, S. (2017). The Imagineers of War: The Untold Story of DARPA, The
Pentagon Agency That Changed the World. New York, NY: Alfred A. Knopf, 81.
Weinberger goes into considerable detail on Project AGILE and the role of
Deputy Director Godel in shaping DARPA’s involvement in tactical technologies
related to not only U.S. combat in Southeast Asia, but also a much broader focus
on counterinsurgency-related activities in other parts of the world. While there
were some modestly successful early technology developments under AGILE,
such as tactical remotely-piloted vehicles, much of this program was egregiously
unsuccessful with harmful repercussions, including Agent Orange and other
defoliation efforts, poorly conceived and methodologically suspect social science
forays, and the “strategic hamlets” concept of population relocation. Perhaps most
damning was the inclination of those running and overseeing these programs,
including DARPA’s director, to delude themselves that they were effective. Director
Charles Herzfeld subsequently stated, “AGILE was an abysmal failure, a glorious
failure” (Weinberger. (2017). The Imagineers of War, 185).
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test detection (VELA)) had essentially run their course. Indeed, as early
as 1965, Deputy Secretary of Defense Cyrus Vance, “came to advocate
abolishing the Agency”.* The 1965-1970 era was a crisis period. DARPA
evolved both organizationally and programmatically from this crisis
largely due to John S. Foster, who became Director of the Defense
Research and Engineering (DDR&E)® in 1965 and remained for eight
years. By the mid-1970s DARPA had jettisoned the AGILE program
and transitioned DEFENDER to the Army. DARPA was explicitly
looking for new directions first under Director Eberhardt Rechtin, who
created a Strategic Technologies Office, and then his successor Steven
Lukasik, who saw AGILE as “an embarrassment” and closed it down,
transitioning parts of it into a new Tactical Technology Office. Thus,
by the mid-1970s DARPA had substantially refocused on technology
offices and moved away from the original mission-focused assignments.
Crucial to this rejuvenation was DARPA taking on a broad new focus
aimed at finding technological alternatives to the use of nuclear weapons
to respond to the Soviet Union. This was a key imperative stemming
from the concerns of President Richard Nixon and his National Security
Advisor, Henry Kissinger, and which continued with Secretary of
Defense James R. Schlesinger as a leading proponent under President
Gerald Ford. DARPA identified and developed new tactical capabilities
based on then emerging technologies through programs on stealth,
standoff precision strike, and tactical surveillance via unmanned aerial
vehicles (UAVs).

DARPA in the 1980s: Transformative Technology Development
and Transition

With this refocusing DARPA survived the axe. Through years of
persistent efforts, working with the DDR&E in the Office of the Secretary
of Defense (OSD), DARPA transitioned these capabilities to the military,

4  Barber Associates, R. (1975). The Advanced Research Projects Agency, 1958-1974.
Report Prepared for the Advanced Projects Research Agency, vii-3. Springfield, VA:
Defense Technical Information Center.

5 The DDR&E was created in 1958 as the third ranking position in the Pentagon,
below only the Secretary and Deputy Secretary of Defense, as essentially the Chief
Technology Officer. DARPA reported to the DDR&E. Subsequently this position
became the Undersecretary of Defense for Acquisition, Technology and Logistics
(USD(AT&L)).
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creating what Under Secretary of Defense William Perry and Secretary
of Defense Harold Brown (under President Jimmy Carter) would call
the “offset strategy” —ways to offset the Soviet Union’s conventional
war capabilities and lowering the corresponding risk of nuclear war.
These key DARPA programs are among the most important programs
in terms of the agency’s impact on defense capabilities and are often
touted as DARPA’s impact in ushering in a “revolution in military
affairs” evidencing how DARPA helped to transform tactical warfare.
Parallel to DARPA’s transformational programs in military
technologies in the 1970s-80s were its programs revolutionizing
information technology, stemming from the early 1960s focus of IPTO
(Information Processing Technology Office) Director Licklider. ARPA/
DARPA fundamentally affected what was to become computer science.
President John F. Kennedy and Secretary of Defense Robert McNamara
became very concerned about a “command and control” communication
crisis during the Cuban Missile Crisis; ARPA Director Jack Ruina
brought in Licklider to work on it, who saw the problem in a context
of evolving computing systems. While one element of this was the
ARPANET, this was part of a much broader and increasingly coherent
program of research begun under Licklider. His concept of “man-
computer symbiosis” provided a multi-pronged development of the
technologies underlying the transformation of information processing
from clunky, room-filling, inaccessible mainframe machines to the
ubiquitous network of interactive and personal computing capabilities.®
This transformation continues today in DARPA’s pursuit of cognitive
computing, artificial intelligence and robotics —key DARPA thrusts.

DARPA in the 1990s: End of the Cold War

Early in the 1990s, DARPA, as well as the rest of DOD, had to adapt
to the fact that the main adversary, the USSR, had collapsed. Thus,
the focus of its weapons research had disappeared. Moreover, the
U.S. was in a budget crisis partly due to the vast defense spending of
the 1980s. The Clinton Administration entered office with the rubric

6  This transformation is detailed in Waldrop, M. M. (2001). The Dream Machine: ]. C.
R. Licklider and the Revolution that Made Computing Personal. New York, NY: Viking
Press.
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“dual-use” —technologies that would have both defense and civilian
economy payoffs—as one way to make the economy more competitive.
Under this approach, DOD could leverage off the civilian sector in
cutting costs to develop new technologies. This era of dual-use programs
was a major redirection of DARPA and it became highly contentious
with elements in Congress. The Technology Reinvestment Project (TRP)
was created to partner defense technology developers with commercial
firms and universities.

OSD and DARPA worked with the White House to develop this
program to continue DARPA’s exploration and development of
“breakthrough” technologies in the mode of the information revolution,
despite the lack of a peer security adversary. Secretary of Defense
William Perry emphasized the dual-use concept. During this period
emphasis was heavily on fostering new technologies in information
and electronics including advanced sensing, while programs in
unmanned systems and precision strike continued. Also, programs in
biotechnology were started. At the end of the 1990s, DARPA took on a
program in partnership with the Army seeking a radical approach for
using robotics for ground combat—the Future Combat System —which
ultimately proved to be hugely unsuccessful. It was overly ambitious
and rushed into acquisition by the Army, and, after the expenditure of
about $20 billion, was eventually cancelled by the Secretary of Defense.

DARPA in the 2000s: War on Terror

The 2000s is the period of DARPA Director Anthony Tether —the longest
tenured DARPA Director. Within months of taking the role, the terror
attacks of September 11 occurred and DARPA became enmeshed in
the “War on Terror”. The Total Information Awareness (TIA) program
became the most notable DARPA response. This became a controversial
program as the use of information technologies to identify possible
terrorists and terror attacks raised issues of privacy. Tether’s tendency to
supervise program managers (PMs) also raised questions about whether
DARPA should be inherently bottom-up, PM-driven or more director
driven. DARPA also developed programs in sensors and sensor systems
to support combat needs in Iraq and Afghanistan. During this period
DARPA also developed programs in cognitive computing (artificial
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intelligence) and autonomous systems with the “DARPA Challenge”
contests for self-driving cars as highly visible examples initiating
the implementation of these technologies. These Challenges were
successful in creating interest and incentivizing teams of researchers to
demonstrate integrated autonomous capabilities.

DARPA in the 2010s: Technology for Security in a Globalized World

Through the current decade DARPA has continued on a primarily
technology focused agenda in which the emphasis is on pursuing
technologies that can create technological surprise. However, it
recognized that the world of technology has changed considerably with
the advent of globalization. Where the U.S. and DOD led in technology
development in the past, now there are global competitors pursuing
many of the technologies that DARPA had pioneered. At the same time,
there is a growing peer competition in the security arena while terrorism
is an ongoing concern. Thus, DARPA’s mission of avoiding technological
surprise and also creating technological surprise for our adversaries is
even more daunting. Under Barack Obama Defense Secretaries Chuck
Hagel and Ash Carter, DOD announced a new “Offsets” strategy to
attempt to build a new U.S. technological lead as new peer competitors
developed capabilities in areas DARPA had created in the previous
offset strategy.

DARPA also responded to the era of major advances in life sciences,
most visibly, the Human Genome initiatives led by the National
Institutes of Health (NIH) and their private sector competitor, J. Craig
Venter. DARPA had long been conducting some biotechnology research
but in 2013 created a new Biological Technologies Office to focus on
this area. Fields like synthetic biology created new kinds of threats
that needed counters, and DOD’s own massive health care system and
injured soldiers from two Middle Eastern wars required new medical
responses. While NIH’s research remained largely focused on biology,
DARPA’s flexibility enabled it to pursue a “convergence” approach,
creating unified research efforts combining engineering, physical and
computational sciences with biology for a new research model pursuing
new kinds of therapies. In the information domain, DARPA is focusing
on artificial intelligence, cognitive computing, and approaches for
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advancing microelectronics to advance quantum computing and neuro-
synaptic processors based on how the brain processes information.
With a foundation on previous research in aeronautics and propulsion,
DARPA is embarking on a major thrust in hypersonic systems.
Meanwhile, growing cyber threats spurred several ambitious DARPA
programs in cybersecurity.

Thus, the agency’s technical and security foci have changed with the
times, although its mission has remained largely the same:

DARPA’s original mission, established in 1958, was to prevent
technological surprise like the launch of Sputnik, which signaled that the
Soviets had beaten the U.S. into space. The mission statement has evolved
over time. Today, DARPA’s mission is still to prevent technological
surprise to the U.S., but also to create technological surprise for our
enemies.’

However, to carry out this mission today the agency must focus on
creating and demonstrating breakthrough technologies for national
security, in which there are many more highly capable players and
where technologies quickly disseminate globally.

DARPA’s Organization and Budget

To achieve its mission of technology leadership DARPA has evolved a
highly adaptive and responsive organization. The hallmark of DARPA
is agility. At the heart of DARPA are its “technology offices” —the offices
where program managers fund the development of new technologies.
The agency also has a series of “support offices”, which provide services
in areas such as contracting, human resources, legal matters, and
accelerating the transition of new technologies to the military services.
The number of technology offices and their specific roles change over
time. Below are the DARPA’s current technical offices:

¢ Biological Technologies Office (BTO)
¢ Defense Sciences Office (DSO)

e Information Innovation Office (120)

7  DARPA. (2005). DARPA—Bridging the Gap, Powered by Ideas, 1. Arlington, VA:
Defense Advanced Research Projects Agency, http://www.dtic.mil/cgi-bin/GetTRD
oc?Location=U2&doc=GetTRDoc.pdf&AD=ADA433949.
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* Microsystems Technology Office (MTO)
* Strategic Technology Office (STO)
¢ Tactical Technology Office (TTO)

Sometimes DARPA officials and outside observers informally refer to
some of these technology offices as “systems offices”. In the list above,
the two systems offices are the Strategic Technology Office (STO) and
the Tactical Technology Office (TTO). These offices create new “proof-
of-concept” engineering systems for DOD, such as new unmanned
aerial vehicles or small GPS receivers. The goals here are to develop and
demonstrate significantly new or improved capabilities and, DARPA
hopes, to change people’s minds about what is technically possible. The
work sponsored by these systems offices is often inspired by long-term
national security challenges, needs, or opportunities.

The “systems offices” and the other technology offices typically fund
different types of R&D (Research and Development) performers. In the
non-systems offices, many of the R&D performers are in universities or
component manufacturers. The systems offices usually fund engineering
teams that may include defense companies and government laboratories.
However, at times the systems offices encounter technical challenges that
lead them to also support fundamental research, and the other technology
offices sometimes work on military systems. In practice, the line between
non-systems technology offices and systems offices is not rigid.

Each DARPA office has multiple “programs” (the term used to refer
to R&D funding activities in specific areas of technology). Program
managers propose these programs, get approval and funding from
senior DARPA officials, write the funding solicitations, select the R&D
performers (sometimes with help from other technical reviewers), and
supervise and assist the performers. A program manager may supervise
several programs. Typically, a program will have specific technical
objectives, a budget of tens of millions of dollars, and will last for three
to five years. In many cases, an individual program will fund multiple
R&D projects run by different performers, so as to test different technical
ideas. Having a good set of diverse technical approaches early on in a
program is helpful.

Each DARPA technology office also can fund small “seed” programs,
which provide a way for program managers to generate and test
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new ideas. In recent years, each office also has run an annual “open”
competition in which applicants can propose work in areas of technology
not covered in the office’s programs. These “open” competitions help
generate additional new ideas from the technical community.

DARPA therefore uses a “portfolio” approach: it funds a wide range
of R&D programs and also often funds multiple projects within a single
program. Its program managers are experts who make thoughtful
decisions, but since the R&D focus is high-risk to achieve “high payoff”
results, the outcomes are unpredictable and the agency and its program
managers invest in a range of promising technologies. Some programs
and projects will work while others will not. However, by investing in a
number of options, the agency seeks to increase the chances of success
while accepting the inherent risk that some research may not succeed.

DARPA itself does not build actual operational prototypes of new
systems; it turns over “proof-of-concept” prototypes to other parts
of the defense and commercial worlds—a process that DARPA calls
“technology transition”.?

At the heart of DARPA are approximately one hundred program
managers (“PMs”) and the office directors, deputy office directors,
agency director and deputy director who supervise them. While these are
all government employees, most are hired using special hiring authorities
on a term basis—usually of three to five years. Importantly, none of
these are permanent staff —all are in essence temporary, although some
individuals’ tenure may get extended by becoming an office director
or deputy director. The agency also has approximately one hundred
other government employees who provide important services, such as
contracting, legal services, human resources, and security, and at any one
time it also has several military liaisons. Additionally, contractors support
these government employees. Some of these contractors are highly-
trained PhD scientists and engineers who provide valuable technical
assistance to program managers, and others are support staff.

The agency’s budget for 2019 is $3.427 billion a year. DARPA has no
laboratories of its own. It is a funding agency.

8  There was one significant exception. DARPA did develop operational technology
for seismic detection of Soviet underground nuclear tests. DARPA was only able
to transition this seismic detection network to the Air Force after running it for
approximately twenty years.
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Important Features of the DARPA Model
DARPA’s Focus on Ambitious Goals

Ambitious goals

DARPA focuses on ambitious technological goals, not on incremental
improvements.

First, DARPA is a technology agency. It funds advanced research to
develop or create new technologies, not just to explore science. Its
mission is to create valuable new technologies. It can support basic
scientific research, but as means toward new technology.

Second, DARPA focuses on ambitious, difficult (“DARPA Hard”),
and potentially revolutionary projects. It does not focus on immediate
or incremental improvements in technology.’ It focuses on trying to
achieve significant changes or shifts in technical capabilities.

Third, DARPA seeks to create “breakthrough”, “transformative”
or “disruptive technologies”—all terms that are popular today.
This means something different than just the creation of novel new
devices or tools. Rather, the objective is to create new possibilities
and capabilities and particularly seek “change-state” technologies—
that is, technologies that significantly change existing capabilities.
As a result, the focus is more on outcomes and results rather than
the specific character of the technologies that they nurture. So, for
example, sometimes an entirely new technology may dramatically
improve capabilities. One could argue that the ARPANET was such an
example and was a “breakthrough” or “transformative” technology.
But at other times integrating existing technologies in new ways may
significantly transform capabilities, perhaps by dramatically reducing
costs or reducing the time it takes to perform tasks. For example, a
new system that significantly reduces the cost and time involved
in launching small satellites into orbit may not involve radically
new “breakthrough” technologies but rather combine and upgrade
existing technologies to create dramatically better capabilities. This

9  There have been times, usually to meet a wartime need, when DARPA has
focused on short term technologies, notably under project AGILE during the
Vietnam conflict, but these have become exceptions. Under such circumstances, it
is important to ask whether DARPA is the best place to pursue such near-term
technology developments.
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type of improvement is also valuable. Moreover, projects that integrate
existing technologies in new ways may carry as much technical risk
and offer as much potential benefit as projects to create individual
new technologies.

A Challenged-Based Re>D Model

DARPA’s goals are not only ambitious; they are also focused on specific
challenges and opportunities rather than on general discovery or
invention. One of this book’s editors (William B. Bonvillian) has noted
two important aspects of this model: it is “challenge-based”, and it is a
“connected model” that connects scientific research to these technical
challenges."

By “challenge-based”, we mean that DARPA program managers
identify specific technical capabilities that they think would be
both valuable and achievable. Again, DARPA focuses on trying to
reach ambitious technical goals but also it tries to demonstrate those
capabilities as quickly as possible. It seeks to accelerate the creation of
valuable new technologies.

It also uses a “connected model” of R&D —a deliberate process of
connecting basic science and engineering to specific technical goals
and challenges. This makes DARPA significantly different from some
other U.S. R&D agencies. The National Science Foundation (NSF),
for example, supports intellectually interesting basic research in
universities that is often unconnected to any specific technical goals.
NSF funds “pure” research. Practical results may eventually come out
of that research, but NSF does not set ambitious technical goals and
then create programs designed to achieve those goals. This is not a bad
thing. NSF’s mission is to advance general knowledge, by drawing
upon the talents and curiosity of brilliant researchers. While DARPA
draws upon that new knowledge, as well as the skilled researchers
that universities train, it nonetheless remains an agency focused on
achieving specific technical goals.

10 Bonvillian, W. B. (2009). “The Connected Science Model for Innovation—The
DARPA Model”, in 21st Century Innovation Systems for the U.S. and Japan, ed.
S. Nagaoka, M. Kondo, K. Flamm, and C. Wessner. Washington, DC: National
Academies Press. 206-37, https://doi.org/10.17226/12194, http://books.nap.edu/
openbook.php?record_id=12194&page=206 (Chapter 4 in this volume).
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DARPA also sometimes funds basic scientific research itself, if that
research is connected to important technical goals. The agency’s Defense
Sciences Office, for example, funds research in fundamental physics,
materials, and mathematics, but mainly for the purpose of helping to
advance important capabilities. In this sense, DARPA connects science
with technical challenges in ways that it hopes will lead to valuable new
technical capabilities.

High-Risk/High-Payoff Projects

DARPA focuses on “high-risk/high-payoff” projects and has developed
a philosophy and set of procedures for managing this type of research.

First, the agency is willing to take big technical risks in order to try
to get “change-state” results. DARPA is not interested in incremental
improvements in technologies or weapons systems. While these
improvements are important, especially to the military, they are the
province of other R&D agencies. DARPA's specific mission is to develop
significant new or better technologies; to do so, it focuses on projects
that involve high risk and the possibility of failure but that also will
create high payoffs, if successful.

Second, however, there is nothing haphazard or nonchalant about
the way in which DARPA takes risks. In fact, one could call its approach
one of “thoughtful” or “rigorous” risk-taking. New program managers
and office directors are encouraged and expected to fund programs
that offer the possibility of significant advances. But they must also
think rigorously about whether ambitious goals are achievable and
what technical approaches are most promising. Agency leaders expect
their program managers to consult widely with relevant technical
communities, test and retest their ideas, and constantly learn.

This two-part emphasis on both ambitious goals and rigorous
thinking is best seen in a set of questions originally written down by
George Heilmeier, a noted inventor and DARPA director from 1975 to
1977. These are questions (“The Heilmeier Catechism”) that program
managers should ask themselves when designing new programs, and
these are the questions that DARPA office directors and the agency
director will ask when those program managers propose new initiatives,
and when they review these programs:



1. Introduction 15

e What are you trying to do? Articulate your objectives using
absolutely no jargon.

* How is it done today, and what are the limits of current
practice?

* What's new in your approach and why do you think it will be
successful?

¢ Who cares?

¢ If you're successful, what difference will it make?
e What are the risks and the payoffs?

e How much will it cost?

¢ How long will it take?

e What are the midterm and final “exams” to check for success?

Third, in addition to this overall philosophy, the agency has evolved
ways that can help optimize results in this high-risk environment. Here,
again, the agency’s “portfolio” approach is important. The agency
makes thoughtful decisions—which are possible because it recruits
world-class experts—in full knowledge that R&D is unpredictable
and some programs and projects will fail. Indeed, if none failed, the
agency’s culture asserts that it would not be doing its job; it would not
be bold enough. Investing in a wide range of programs and in a range
of projects and technical approaches within those programs increases
the chances that the agency’s investments will lead to some significant
successes as well as some failures.

In addition, DARPA expects that programs and R&D projects within
those programs often will not go as planned. These are research projects
tackling unknowns and thus it is likely that promising R&D ideas will
fail, that new opportunities will be discovered, and therefore that R&D
plans need to be adjusted. So, DARPA program managers constantly
evaluate projects and work with performers to identify obstacles
and opportunities and to make adjustments; DARPA contracts allow
them to do this. DARPA does not force its program managers or R&D
performers to adhere to unrealistic or ineffective plans or milestones.
Projects certainly have technical objectives, but it is expected that R&D
projects will change as R&D performers learn what works and what does
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not. Program managers and R&D performers themselves continuously
evaluate and adapt.

Thus, at DARPA technical failures are expected, since these are
high-risk projects and not all will succeed. DARPA and the overall
technical community will learn from these dead ends, and the agency
will terminate unsuccessful programs and shift funding to more
promising ideas. Because the agency has no laboratories or researchers
that it must fund year in and year out, it has the freedom to move away
from unsuccessful projects to focus on promising ones. Some DARPA
leaders state that the only “true failures” occur when R&D performers
are unwilling or unable to be candid about the technical problems they
are encountering, and therefore the learning process breaks down."

DARPA’s Organization and Management

Several of the articles in this compendium identify organizational and
management features that have contributed to DARPA’s success. These
include:

Independence

While DARPA is a DOD agency, under the Secretary of Defense, it has
usually had a great deal of independence in determining its overall
programs.

However, this does not mean that DARPA does not respond to the
national security priorities and strategic directions set by the Secretary
of Defense and the President. Recall that ARPA was initially focused on
a set of three Presidential issues—areas of national security priority that
were identified as being given insufficient focus by the military services.
Importantly, these were broad overall research thrusts and ARPA was
given wide latitude on how to conduct the research. Generally, this has
been the case ever since. This is crucial to DARPA’s focus on change-
state, revolutionary capabilities: unless a DARPA-type organization is
truly independent, then that organization will feel pressure to work
on short-term, incremental projects rather than long-term, potentially

11 We are grateful to Dr. Jane Alexander, a former deputy director of DARPA, for
making this point.
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breakthrough technologies. A related point is that this type of
organization can only maintain its independence and budget if it has
support and protection from high-level officials.

A Flat,Non-Hierarchical Organization, with Empowered Program
Managers

Hiring technically-accomplished program managers and letting them
propose and then run R&D programs is a central feature of the DARPA
model." Program managers have the authority and responsibility
to prepare all the details of a new proposed program: its scope, its
rationale (why should we fund it?), the science and engineering behind
it, the specific technical objectives, the metrics for measuring technical
progress, and the proposed budget and schedule.

Program managers need to be recruited and supervised. DARPA is
able to do so using only two layers of management: office directors and
their deputies and then the agency director and deputy director. Since
these managers are themselves technically very well trained, they can
make informed decisions quickly and competently —including which
experts to hire as program managers, when to approve or not approve
a proposed R&D program, and how to ensure that program managers
operate their programs in a technically effective way.

A unique aspect of DARPA’s management is that it brings in its
key assets—the program managers—on a temporary, short-term basis,
usually for three to five years each. Thus, there is roughly a 25 percent
turnover every year. Hiring new program managers allows for new
ideas and capabilities. But hiring talented program managers can be a
challenge, given that private-sector salaries are higher, that the DARPA
job only lasts three to five years, and that program managers must move
to the Washington, DC, area. However, DARPA also offers exciting
opportunities to create new technology, so many people are interested
in the possibility of working at the agency. The agency has been able

12 Bonvillian, W. B, and Van Atta, R. (2011). “ARPA-E and DARPA: Applying the
DARPA Model to Energy Innovation”, The Journal of Technology Transfer 36: 469-513
(Chapter 13 in this volume); and Bonvillian, W. B., and Van Atta, R. (2012). ARPA-E
and DARPA: Applying the DARPA Model to Energy Innovation. Presentation at the
Information Technology and Innovation Foundation, Washington, DC, February,
https://www itif.org/files/2012-darpa-arpae-bonvillian-vanatta.pdf
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to attract highly capable people who want to work on important and
exciting ideas.

Outside Performers and Temporary Project Teams

Research and development are performed entirely by outside
performers. DARPA has no internal research laboratory that it must
maintain and fund every year and the agency is free to hire whomever it
thinks are the best people for specific projects. This emphasizes several
key points about the DARPA model: it relies on technically-capable
program managers, R&D teams include world-class experts, and the
projects DARPA funds are limited in time and focused on specific
scientific and technical objectives.

Multi-Generational Technology Investments

If a particular DARPA program is successful, then the agency may fund
additional “generations” of three- to five-year programs in this technical
area.” By working on important technical ideas over longer periods
of time, DARPA can create enduring new technologies (technology
“motifs”) that truly change the technology landscape over time. Each
generation of R&D may have different specific objectives and metrics
but can be based on a common technical area. Usually each generation
learns from prior experience. This may even include supporting a
radically different approach to those tried previously, especially if the
objective is seen as an enduring national security challenge.

This point about multi-generational investments is important and
not always well understood. The fact that DARPA programs typically
run from three to five years suggests that the agency funds relatively
short-term engineering experiments. It is true that the agency funds
many different technical ideas for limited periods of time, but when
agency leaders find a new technology that they think offers significant
new capabilities for the Defense Department and the country as a whole,
they will make sustained investments over many years.

13 For a fuller discussion of DARPA technology thrust areas, see Van Atta, R,
Deitchman, S., and Reed, S. (1991). DARPA Technical Accomplishments. Volume II1.
Alexandria, VA: Institute for Defense Analyses (chapter 4), https://apps.dtic.mil/
dtic/tr/fulltext/u2/a241680.pdf
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This is usually with a new program manager focused on achieving
even more ambitious outcomes, or an entirely new approach, perhaps
integrating prior results into a promising new technical idea and
creating working prototypes. Technology examples include computing
and networking investments, which led to the Internet, iterative
advances in artificial intelligence, new concepts for quantum computing
and spintronics. On military systems DARPA sponsored many years
of investments in stealth, precision-guided munitions, and unmanned
aerial vehicles.

Investments in Complementary Strategic Technologies

DARPA sometimes will fund work in additional technical areas
relating to major new technology. These related (“complementary”)
areas are important for the overall success of the new technology, and
developing them also builds political support for commercialization
and implementation by showing Defense Department leaders and
others that the entire system around that new technology will work.
For example, DARPA not only invested in early computer routers and
the software to run them (the ARPANET) but also in applications of
computer networking (file transfers, e-mail, etc.) and later in new
computer communications protocols (TCP/IP) that would allow
different computer networks to talk to each other. In short, DARPA and
its R&D performers created and demonstrated a complete system.

Flexible Hiring and Contracting Authority

The work of DARPA managers and their administrative staff is
helped by special laws that apply to DARPA hiring and contracting.
For example, DARPA has legal authority to hire program managers
very quickly. In the case of program managers from universities
or other government agencies, DARPA may use what is called
“Intergovernmental Personnel Agreements” (IPAs). Under an IPA, the
individual stays an employee of his or her university or laboratory, but
he or she is temporarily assigned to DARPA and becomes a temporary
government employee under a contract with DARPA. The National
Science Foundation and other government R&D agencies also have
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this authority. The IPA process allows DARPA to hire quickly and to
pay the same salary people earned earlier.

In the case of people from industry, another provision of law (Section
1101 of the Strom Thurmond National Defense Authorization Act for
Fiscal Year 1999) allows DARPA to hire experts quickly, although people
from industry must leave their companies while they are at DARPA.
Congress provided these laws about hiring in part because DARPA
program managers are temporary, not permanent federal employees.

All program managers and all senior DARPA managers must follow
rules to prevent conflicts of interest—that is, to prevent them from
making decisions about whether to award contracts to their current
or former employers or to companies in which they own stock. But
DARPA has a clear process in which other government employees can
make these contract decisions, if the need arises.

In addition to flexible hiring authority, DARPA has legal permission
to use a wide range of flexible contracting procedures, including “other
transactions authority” (OTA)." This OTA power releases DARPA from
highly restrictive government procurement requirements. DARPA also
has “prize authority”. For example, in the robotics field DARPA has
sometimes used its legal authority to organize contests and provide
prizes, in order to draw in groups that do not usually work with the
government.

Creating New Technical Communities

By funding multi-disciplinary teams that both compete and cooperate with
each other, DARPA often stimulated new technical communities and new
academic fields. Examples over the years include materials science and
engineering, computer science, and now synthetic biology/engineering
biology. In fact, one can argue that DARPA actually makes two very

14 DOD offers this explanation: “For DOD, ‘other transactions’ is a term commonly used
to refer to the 10 U.S.C. 2371 [Title 10, United States Code, section 2371] authority to
enter into transactions other than contracts, grants or cooperative agreements. OTA
provides tremendous flexibility since instruments for prototype projects, awarded
pursuant to this authority, generally are not subject to federal laws and regulations
limited in applicability to procurement contracts.” This description is from Office of
the Under Secretary of Defense for Acquisition, Technology, and Logistics. (2001).
“Other Transactions” (OT) Guide for Prototype Projects, www.acq.osd.mil/dpap/docs/
otguide.doc.
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important contributions: it not only helps create and demonstrate new
technologies but also helps create important new technical communities.

These researchers then can perform additional R&D, teach students,
and contribute further ideas to DARPA. In addition, DARPA-funded
communities are a primary means for transitioning the newly-developed
technologies to the military and to commercial companies

How DARPA Transfers Its Technologies

DARPA succeedsinlarge partbecause other organizationsin government
and the corporate world further develop and then commercialize and
buy the new technologies. In other words, since DARPA itself does
not usually build full prototypes or early operational systems, it must
rely on other parts of the U.S. national innovation system to perform
those tasks. What features of the DARPA model and the overall
national innovation system help technology transfer (what DARPA calls
“technology transition”)?'

DARPA’s Willingness to Challenge Incumbent Technologies

DARPA iswilling to challenge existing technologies and the organizations
that produce and use them. Again, the agency sees its job as changing
people’s minds about what is possible. So, for example, it showed that
a computer network using open standards could replace proprietary
networking systems. It created and then, with support from the Office of
the Secretary of Defense, pushed for the adoption of stealth, unmanned
aerial systems, precision strike, and night vision. It uses conferences,
prize competitions, “technology insertion projects” (demonstrations
of new technology in actual military systems), and other techniques to
demonstrate and publicize new technical capabilities.

A Community of Technology Advocates

As discussed earlier, DARPA and its performers create new technical
communities. Besides helping DARPA undertake new research,

15 This section draws largely from Bonvillian and Van Atta. (2011). “ARPA-E and
DARPA”.
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researchers in these new communities also often become knowledgeable,
enthusiastic advocates for new technologies.

Some of these experts work in the government, some in universities,
some for large firms, and some start new entrepreneurial companies.
They share an overall vision of what can be done, and they often
become what Bonvillian and Van Atta call “communities of change-state
advocates” —people who are willing and able to change the technology
world. This is a very important reason why DARPA has been so
influential.

Close Ties to DOD Leaders

The agency’s close ties to Secretaries of Defense and other senior
officials not only help DARPA maintain its independence; these ties
also mean that these officials become “champions” who want to further
develop and then use DARPA-created technologies. Their support
is very important for technology transfer. For example, senior DOD
officials pushed the U.S. Air Force to adopt both stealth aircraft and
unmanned aerial vehicles. Bonvillian and Van Atta see DARPA and
DOD using an “island/bridge” model of organization: DARPA is a type
of organizational island, with a high degree of autonomy, but it also has
a close link (“bridge”) to senior DOD officials, helping it to transfer its
new technologies to the wider defense world."

Connection to Technically-Sophisticated, Well-Funded Customers

The process of turning a radical new technology into actual products is
usually risky, difficult, and expensive. DARPA and the overall Defense
Department deal with this difficulty in two ways.

First, DARPA is fortunate that the Defense Department can be
both willing and able to turn new prototype technologies into actual
products. Its senior leaders may want advanced technologies, and
its other laboratories, contractors, and large procurement system can
enable the Department to refine and buy these new products. Even
so, the “transition” of new technologies from DARPA to the military
services is often difficult because DARPA-developed capabilities usually

16 Bonvillian and Van Atta. (2011). “ARPA-E and DARPA”, 486.
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challenge the current way of doing operations. Thus, DARPA spends
considerable time and effort on the transition process, recognizing that
it is often difficult.

Second, the agency also works directly with private sector
companies that are interested in commercializing new DARPA-
demonstrated technologies. One example is DARPA’s long work with
the semiconductor industry on advanced chip-making technologies
which has led to better and less expensive computer chips for both
military and civilian customers. Examples includes silicon-on-insulator
technology and MMIC signal processing chips. The new commercial
frontier of self-driving vehicles is another example of an industry
adopting and building upon DARPA-funded research. Many firms
and venture capitalists in the commercial world avidly follow DARPA
programs.

U.S. intellectual property law helps facilitate this transfer of
DARPA-funded technology to the corporate world. Under the Patent
and Trademarks Act Amendments of 1980 (popularly known as the
“Bayh-Dole Act”), universities and small companies may keep legal
title to inventions developed with federal money. When DARPA
projects create new technologies, universities may license inventions
to companies and small firms can easily use their inventions to help
create new products.

A Good Political Design

In addition to the points made above about the way DARPA is
organized and how it operates to succeed it must also have a good
“political design”.”” Senior government officials, members of the
national legislature, and the larger technical community must support
the agency or at least not fight its operations and budget. DARPA
succeeds because its mission (national defense) is important, because
it has a reputation for producing valuable and high-quality technology,
and because it does not threaten the budgets of other agencies.

17 Bonvillian, W. B. (2013). Evolution of U.S. Government Innovation Organization:
From the Pipeline Model, to the Connected Model, to the Problem of 'Political Design.
Presentation at the National Graduate Institute for Policy Studies (GRIPS) GRIPS
Innovation, Science, and Technology Seminar, Tokyo, April.
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The Remainder of this Book

The rest of this book is divided into four parts: Part I, “Perspectives
on DARPA”; Part II, “The Roles of DARPA Program Managers”;
Part III, “Applying the DARPA Model in Other Situations”; Part IV,
“Conclusions”.

Part I, “Perspectives on DARPA”, has seven chapters. Chapter 2, by
Richard Van Atta, is a history of DARPA’s first fifty years. Chapter 3, by
Michael Piore, Phech Colatat and Elisabeth Beck Reynolds, compares
DARPA’s culture with more traditional federal R&D agencies, including
NSE. Chapter 4, by William B. Bonvillian, discusses the “DARPA
Model”, and particularly how it follows an approach developed during
World War II that connects cutting-edge science with the solution of
specific technical challenges. Chapter 5, by Tamara Carleton, discusses
the central role of technical vision in DARPA’s operations and results.
Chapter 6, by Glenn R. Fong, is a history of how DARPA-funded
inventions placed a central role in the development of personal
computers and their software. Chapter 7, by Erica R. H. Fuchs, discusses
DARPA’s governance approach as embodying an imbedded network.
Chapter 8, by David W. Cheney and Richard Van Atta, explores the
processes through which DARPA creates new programs, looking at
the origins of several past DARPA programs. Chapter 9, by Patrick
Windham, addresses a set of questions that have been raised concerning
the DARPA model.

PartII, “The Roles of DARPA Program Managers”, contains Chapters
10 and 11, written by Jinendra Ranka and Larry Jackel, two former
DARPA program managers.

Part III, “Applying the DARPA Model in Other Situations”, contains
two chapters. Chapter 12, by William B. Bonvillian, examines the
lessons that DARPA’s model of creating innovation provides for other,
older, “legacy sector” parts of the Department of Defense. Chapter 13,
by William B. Bonvillian and Richard Van Atta, discusses how leaders
might effectively apply the DARPA model to the (then) relatively
new Advanced Research Project Agency-Energy (ARPA-E) as well as
organizational lessons from ARPA-E itself. Chapter 14, by William B.
Bonvillian, discusses IARPA, another DARPA clone. Chapter 15, by
Robert Cook-Deegan, explores the possible application of the DARPA
model to the National Institutes of Health (NIH).



1. Introduction 25

Part IV, “Conclusions”, consists of Chapter 16, by Richard Van Atta,
Patrick Windham and William B. Bonvillian, summarizing key lessons
from DARPA’s experience on how to structure an organization to
successfully create new, innovative technologies.

These various chapters overlap to some degree. However, the
editors of this book hope that together they will provide readers with
a comprehensive set of insights on how this remarkable government
agency works and why it has succeeded as well as it has.
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PART I

PERSPECTIVES ON DARPA






2. Fifty Years of Innovation
and Discovery'

Richard Van Atta

The Advanced Research Projects Agency (ARPA)—which came to
be known as DARPA in 1972 when its name changed to the Defense
Advanced Research Projects Agency —emerged in 1958 as part of a
broad reaction to a singular event: the launching by the Soviet Union
of the Sputnik satellite on 4 October 1957. While in retrospect, Sputnik
itself does not seem to be a particularly significant technological
achievement, it had massive psychological and political impact. As
recounted in Roger D. Launius” “Sputnik and the Origins of the Space
Age”, found on the website for NASA’s Office of History, “The only
appropriate characterization that begins to capture the mood on 5
October involves the use of the word hysteria”.> Launius wrote in the
same document that then Senate Majority Leader Lyndon B. Johnson,
recollected, “Now, somehow, in some new way, the sky seemed almost
alien. I also remember the profound shock of realizing that it might be
possible for another nation to achieve technological superiority over
this great country of ours.”

1  This contribution originally appeared as a chapter entitled “Fifty Years of
Innovation and Discovery”, in DARPA, 50 Years of Bridging the Gap, ed. C. Oldham,
A. E. Lopez, R. Carpenter, I. Kalhikina, and M. J. Tully. Arlington, VA: DARPA.
20-29, https://issuu.com/faircountmedia/docs/darpa50. This book was published in
2008 to commemorate the agency’s fiftieth anniversary.

2 Launius, R. D. “Sputnik and the Origins of the Space Age”, NASA History, http://
history.nasa.gov/sputnik/sputorig.html.
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For the United States to find itself behind the Soviet Union in entering
space signified that something was seriously wrong not only with
America’s space program but with its organization and management
of advanced science and technology for national security. Sputnik
evidenced that something was substantially wrong with U.S. defense
science and technology and that a fundamental change was needed.
Out of this ferment—in fact one of the first actions to emerge from
it—was a bold new concept for organizing defense advanced research:
the Advanced Research Projects Agency. This agency —renamed the
Defense Advanced Research Projects Agency (DARPA) in 1972—
refocused and rejuvenated America’s defense technological capabilities.
Moreover, DARPA has also instigated technological innovations that
have fundamentally reshaped much of the technological landscape not
only in defense capabilities but much more broadly with breakthrough
advances in information technologies, sensors, and materials that have
pervasive economic and societal benefits.

The “DARPA Model”

DARPA’s primary mission is to foster advanced technologies and
systems that create “revolutionary” advantages for the U.S. military.
Consistent with this mission, DARPA is independent from the
military Services and pursues higher-risk research and development
(R&D) projects with the aim of achieving higher-payoff results than
those obtained from more incremental R&D. Thus, DARPA program
managers are encouraged to challenge existing approaches and to seek
results rather than just explore ideas. Hence, in addition to supporting
technology and component development, DARPA has on funded the
integration of large-scale “systems of systems” in order to demonstrate
what we call today “disruptive capabilities”.

Underlying this “high-risk—high-payoff” motif of DARPA is a set
of operational and organizational characteristics including: relatively
small size; a lean, non-bureaucratic structure; a focus on potentially
change-state technologies; a highly flexible and adaptive research
program. We will return to these characteristics later. What is important
to understand at the outset is that in contrast to the then existing Defense
research environment, ARPA was designed to be manifestly different. It
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did not have labs. It did not focus on existing military requirements. It
was separate from any other operational or organizational elements. It
was explicitly chartered to be different, so it could do fundamentally
different things than had been done by the Military Service R&D
organizations.

The reason for this dramatic departure, as elaborated below, was that
President Dwight D. Eisenhower and his key advisors had determined —
as evidenced by the Sputnik debacle —that the existing R&D system had
failed to respond to the realities of the emerging national security threat
embodied by the Soviet Union.

DARPA’s Origins: Strategic Challenges ~1958

Sputnik itself demonstrated that the USSR not only had ambitions in
space, but also had developed the wherewithal to launch missiles with
nuclear capabilities to strike the continental United States. Therefore, at
the outset ARPA was focused initially on three key areas as Presidential
Issues: space, missile defense and nuclear test detection.

The first issue, achieving a space presence, was a large element of
the initial ARPA, but was spun off to become NASA, based on President
Eisenhower’s determination that space research should not be directly
under the Department of Defense (DOD). According to Herbert York’s
book, Making Weapons, Talking Peace: A Physicist’s Odyssey from Hiroshima
to Geneva, it was well understood in ARPA that its role in space programs
was temporary and that the creation of NASA was already in the works
both in the White House and in Congress.?

To address ballistic missile defense (BMD), ARPA established the
DEFENDER program, which lasted until 1967, performing advanced
research relating to BMD and offensive ballistic missile penetration.
This program was ARPA’s largest over the decade and included
pioneering research into large ground-based phased array radar, Over
the Horizon (OTH) high-frequency radar, high-energy lasers, and a very
high acceleration anti-ballistic missile interceptor, as well as extensive
research into atmospheric phenomenology, measurement and imaging,
and missile penetration aids.

3 York, H. (1987). Making Weapons, Talking Peace: A Physicist’s Odyssey from Hiroshima
to Geneva. New York, NY: Basic Books, 143.
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ARPA’s nuclear test detection program, VELA, focused on sensing
technologies and their implementation to detect Soviet weapons testing.
VELA Hotel satellites successfully developed sensing technology and
global background data to detect nuclear explosions taking place in
space and the atmosphere, providing monitoring capability supporting
the Limited Test Ban Treaty in 1963. VELA also included seismic
detection of under-ground explosions and ground-based methods to
detect nuclear explosions in the atmosphere and in space.

By 1960, a counter-insurgency project (AGILE) was started as the
Vietnam War heated up. This included diverse tactical systems ranging
from field-testing experiments leading to the M-16 rifle to foliage-
penetrating radar capable of automatically detecting intruders, an
acoustically stealthy aircraft for night surveillance, and initial work in
night vision.

In 1962 ARPA initiated the Office of Information Processing
Techniques and Behavioral Sciences to address information processing
“techniques” with a focus on possible relevance to command and control.
As is elaborated below, under the expansive vision of its first director, J.
C. R. Licklider, this office went on to effect a fundamental revolution in
computer technologies, of which the now-famous ARPANET was only
one element.

What is DARPA?

DARPA was firstestablished as aresearch and development organization
immediately under the Secretary of Defense with the mission to assure
that the U.S. maintains a lead in applying state-of-the-art technology
for military capabilities and prevent technological surprise from her
adversaries.

ARPA was created to fill a unique role, a role which by definition and
in its inception put it into contention and competition with the existing
Defense R&D establishment. As the Advanced Research Projects
Agency, ARPA was differentiated from other organizations by an
explicit emphasis on “advanced” research, generally implying a degree
of risk greater than more usual research endeavors. As former ARPA
Director Dr. Eberhardt Rechtin emphasized, research, as opposed to
development, implies unknowns, which in turn imply the possibility
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of failure, in the sense that the advanced concept or idea that is being
researched may not be achievable. Were the concept achievable with
little or no risk of failure, the project would not be a research effort, but
a development effort.

Itis clear from DARPA'’s history that within the scope of this mission
the emphasis and interpretation of advanced research have varied,
particularly in terms of the degree and type of risk and how far to go
toward demonstration of application. Risk has several dimensions: (1)
lack of knowledge regarding the phenomena or concept itself; (2) lack
of knowledge about the applications that might result if the phenomena
or concept were understood; (3) inability to gauge the cost of arriving
at answers regarding either of these; and (4) difficulty of determining
broader operational and cost impacts of adopting the concept. As
answers about (1) become clearer through basicresearch, ideas regarding
applications begin to proliferate, as do questions of whether and how
to explore their prospects. DARPA is at the forefront of this question
and has the difficult job of determining whether enough is known to
move toward an application and, if so, how to do so. At times this can
be very controversial, as researchers may feel they do not know enough
to guarantee success and are concerned that “premature” efforts may in
fact create doubts about the utility and feasibility of the area of research,
resulting in less funding and (from their perspective) less progress.
DARPA, however, has a different imperative than the researcher to
strive to see what can be done with the concepts or knowledge, even if
it risks exposing what is not known and what its flaws are. This tension
is endemic in DARPA’s mission and at times has put it at odds with the
very research communities that it sponsors.

During times of changing circumstances, the agency has had to
reassess its project mix and emphasis due to determinations both
internally and within the Office of the Secretary of Defense regarding
the appropriate level of risk and the need to demonstrate application
potential. In a sense, these somewhat contradictory imperatives serve
as the extreme points on a pendulum’s swing. As DARPA is pulled
toward one of the extremes, often by forces beyond itself, including
Congressional pressures, there are countervailing pressures stressing
DARPA’s unique characteristics to do militarily relevant advanced
research.
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At the other end of the spectrum, as projects demonstrate application
potential, DARPA runs into another set of tensions, not with the
researcher, but with the potential recipient of the research product. Given
that the ideas pursued are innovative, perhaps revolutionary, they imply
unknowns to the user in terms of how they will be implemented and how
this implementation will affect the implementer’s overall operations. To
this end, the potential military users seek to reduce their uncertainty in
what is a highly risk-intolerant environment by encouraging DARPA,
or some other development agency, to carry forward the concept until
these risks are minimized, or by simply ignoring, delaying or stretching
out its pursuit. While achieving transition can be increased by additional
risk reducing research, this also entails substantial additional cost and
raises the issue of mission boundaries. Perhaps one of the most critical
and difficult aspects of the DARPA Director’s job is to decide that DARPA
has concluded its part of a particular technology effort and while there is
surely more work to be done, it is not DARPA’s job to do it.

There have been several occasions in DARPA’s history when its
management has determined that it has done enough in an area to
demonstrate the potential of a specific concept—such as Unmanned Air
Vehicles (UAVs)—and that it is thus time for others to fund development
of its application and acquisition. These decisions have at times meant
that a potential concept becomes a victim of the “valley of death”, with
the application either failing to be realized, or, as in the case of UAVs,
taking over a decade with special high-level attention from the Office of
the Secretary of Defense (OSD) to come to fruition

Over the years DARPA has made considerable effort to develop
mechanisms to engage potential “customers” in an emerging concept.
Working with prospective developers and users as the ideas mature is
a key aspect of DARPA project management. However, DARPA has
to remain aware that over-extending its involvement in a particular
technology development has costs as well —specifically, it means that
resources and capabilities are not available to explore other potentially
revolutionary ideas. Indeed, this lesson goes back to the very beginnings
of DARPA, when it transferred the incipient space program to the newly
created NASA. Herbert York, ARPA’s first Chief Scientist recalls, that
the civilian space program being moved to NASA (and remainder back
to the Services) was “what left room for all the other things that ARPA
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has subsequently done... including the Internet. If ARPA had been left
completely tied up with all these space programs, all kinds of other
good things would never have happened” .*

DARPA’s Key Characteristics

It was recognized from the outset that DARPA’s unique mission
required an organization with unique characteristics. Among the most
salient of these are:

e [tisindependent from Service R&D organizations

DARPA neither supports a Service directly nor does it seek to implement
solutions to identified Service requirements. Its purpose is to focus on
capabilities that have not been identified in Service R&D and on meeting
defense needs that are not defined explicitly as Service requirements. This
does not mean that DARPA does not work with the Services, but it does
mean that it does not work the requirements that drive Service R&D.

e Itis alean, agile organization with risk-taking culture

DARPA’s charter to focus on “high-risk/high-payoff” research
requires that it be tolerant of failure and open to learning. It has had to
learn to manage risk, not avoid it. Because of its charter, it has adopted
organizational, management and personnel policies that encourage
individual responsibility and initiative, and a high degree of flexibility
in program definition. This is one reason that DARPA does not maintain
any of its own labs.

A primary aspect of DARPA’s lean structure is that it centers on and
facilitates the initiative of its program managers. The DARPA program
manager is the technical champion who conceives and owns the
program. As the program manager is the guiding intelligence behind
the program, the most important decisions of DARPA’s few Office
Directors are the selection of and support of risk-taking, idea-driven
program managers dedicated to making the technology work.

e [tisidea-driven and outcome-oriented

4 York, H. (2007). Interview, 5 January.

5  Currently DARPA has Directors for six Offices: Defense Sciences; Information
Processing Technology; Information Exploitation; Microsystems Technology;
Strategic Technology; and Tactical Technology.
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The coin of the realm at DARPA is promising ideas. The Project Manager
succeeds by convincing others—the Office Director and the DARPA
Director—that he or she has identified a high potential new concept.
The gating notion isn’t that the idea is well-proven, but that it has
high prospects of making a difference. The DARPA program manager
will seek out and fund researchers within U.S. defense contractors,
private companies, and universities to bring the incipient concept into
fruition. Thus, the research is outcome-driven to achieve results toward
identified goals, not to pursue science per se. The goals may vary from
demonstrating that an idea is technically feasible to providing proof-
of-concept for an operational capability. To achieve these results the
program manager needs to be open to competing approaches, and be
adroit and tough-minded in selecting among these.

Which DARPA?

While the concept of DARPA as a “high-risk —high pay-off” organization
has been maintained, it also has been an intrinsically malleable and
adaptive organization. Indeed, DARPA has morphed several times.

DARPA has “re-grouped” iteratively—often after its greatest
“successes”. The first such occasion was soon after its establishment
with the spinning off of its space programs into NASA. This resulted
in about half of the then ARPA personnel either leaving to form the
new space agency, or returning to a military service organization
to pursue military-specific space programs. A few years later then
DDR&E (Director of Defense Research and Engineering) John S. Foster
required ARPA to transition its second largest inaugural program—
the DEFENDER missile defense program—to the Army, much to the
consternation of some key managers within ARPA. Also, early in its
history ARPA was tasked to conduct a program of applied research in
support of the military effort in Vietnam.

More important than the variety of the programs is that they
demonstrate the speed with which DARPA took on a new initiative
and also how rapidly its programs can move —sometimes more rapidly
than its supporters within DARPA may desire. However, particular
programs or technologies have not become the identifier of what
DARPA is. Rather, DARPA's identity is defined by its ability to rapidly
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take on and assess new ideas and concepts directed at daunting military
challenges or overarching application prospects. While the dwell time
onnew ideas may vary and DARPA may return to the concept iteratively
over its history —most notably with its return to missile defense in the
1970s leading to the Strategic Defense Initiative (SDI) in the 1980s—its
hallmark is to explore and create new opportunities, not perfect the
ideas that it has fostered. A crucial element of what has made DARPA a
special, unique institution is its ability to re-invent itself, to adapt, and to
avoid becoming wedded to the last problem it tried to solve.

DARPA Roles

Emphasizing DARPA’s adaptability is not to say that there are not
some underlying elements to what DARPA does. While there have been
some additional ad hoc activities thrown in over time, DARPA has had
significant roles in the following:

* Turning basic science into emerging technologies

e Exploring “disruptive” capabilities (military and more
generic)

e Developing technology strategy into a Defense strategy

e TFoster revolution or fundamental transformation in a domain
of technology application (e.g., the Internet or standoff
precision strike)

Key Elements of DARPA’s Success

There are several key elements in DARPA’s succeeding in its unique
role as an instigator of radical innovation.

e Create surprise; don’t just seek to avoid it
DARPA missionis toinvestigate new emerging technological capabilities
that have prospects to create disruptive capabilities. It is differentiated

from other R&D organizations by a charter that explicitly emphasizes
“high-risk, high payoff” research.

* Build communities of “change-state advocates”
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DARPA program managers may often themselves foster a specific
concept or technological approach that they seek to explore and develop.
But almost never are they the main, let alone sole, investigator of the
concept/approach. Rather it is DARPA’s motif to instigate cooperation
among a group of forward-looking researchers and operational experts.
In this sense, DARPA’s success depends on it being a leader and catalyst
in developing this community of interest.

* Define challenges, develop solution concepts, and demonstrate
them

One aspect of DARPA’s success has been efforts to define strategic
challenges in detail. Since its inaugural Presidential Issues, DARPA has
been problem focused, seeking breakthrough, change-state approaches
to overcome daunting issues. This has been true in the military
realm from the outset. DARPA-sponsored researchers under Project
DEFENDER conducted detailed assessments of intercontinental missile
phenomena for both defense and offense. For example, in the 1960s and
1970s, DARPA funded studies at the then new Institute for Defense
Analyses on missile offense and defense first under the STRAT-X
project on ICBM offense-defense followed by then PEN-X study which
assessed both U.S. and Soviet capabilities to penetrate missile defense
systems. Subsequently, in the late 1970s, DARPA funded studies
to understand how the Warsaw Pact was postured against Western
Europe in order to determine how technology could provide a means
to offset the Warsaw Pact’s numerical and geographic advantages.
According to Transformation and Transition: DARPA’s Role in Fostering
an Emerging Revolution in Military Affairs, a paper by the Institute for
Defense Analyses, this planning led to DARPA research in both stealth
and standoff precision strike, which provided the basis for Secretary
of Defense Harold Brown’s and Director of Defense Research and
Engineering William Perry’s “offset strategy”.

Such detailed conceptual work also facilitated DARPA’s non-
military research—explicitly that in information technology. J. C.

6  Van Atta, R, Lippitz, M., et al. (2003). Transformation and Transition, DARPA’s Role
in Fostering a Revolution in Military Affairs. Volume 1. Alexandria, VA: Institute for
Defense Analyses, https://doi.org/10.21236/ada422835, https://fas.org/irp/agency/
dod/idarma.pdf
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R. Licklider came to DARPA as head of the Information Processing
Techniques Office with a vision on man-computer symbiosis that grew
in specificity as he collaborated with others, especially Robert Taylor, to
present a perspective of internetted computers providing capabilities for
collaboration and data interchange amongst researchers.” Some of this
work is described in Licklider’s article, “Man-Computer Symbiosis”, and
Licklider and Taylor’s, “The Computer as a Communications Device”.

Tension Between DARPA Roles

DARPA has been a pursuer of new breakthrough technologies
independent of defined needs. It also has been a developer of concept
prototypes and demonstrations that address needs (but not defined
requirements). While complementary, these are substantially different
roles requiring different management approaches and different types
of researchers. The first type of endeavor requires an exploratory,
somewhat unstructured approach seeking out alternatives amongst
competing ideas. The latter focuses on taking a specific set of emerging
capabilities and combining them into a demonstration of proof-of-
concept. Such demonstrations are generally larger in scale and more
resource intensive than exploratory research. Moreover, rather than
exploratory, they are aimed at assessing the merit of a specific concept.
Indeed, demonstration prototype efforts can be “resource sumps”, as
they are both uncertain and costly. Therefore, the DARPA Director has
needs to attentively oversee these while maintaining and protecting the
more exploratory research efforts.

DARPA’s Successes

Over the fifty years since its inception DARPA has had several major
accomplishments that distinguish it as an innovative organization.

7 Licklider, J. C. R. (1960). “Man-Computer Symbiosis”, IRE Transactions on Human
Factors in Electronics 1: 4-11, https://doi.org/10.1109/thfe2.1960.4503259; Licklider, J.
C. R,, and Taylor, R. (1968). “The Computer as a Communications Device”, Science
and Technology 76: 21-31. See Waldrop, M. M. (2001). The Dream Machine: |. C. R.
Licklider and the Revolution that Made Computing Personal. New York, NY: Viking
Press.
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Third Generation Info Tech—the Creation Interactive
Information

The singularly most notable technology accomplishment that DARPA
is known for is the development of what is now known as modern
computing, as embodied in the personal computer and the Internet.
While this achievement had its origins in the remarkable vision of one
man, J. C.R. Licklider, its coming to fruition speaks volumes for the nature
of DARPA as an organization and the willingness of its management to
support and nurture the pursuit of such an extraordinary perspective.®

The vision that Licklider brought to DARPA was one of a totally
revolutionary concept of computers and how they could be used.
He foresaw that rather than being fundamentally highly automated
calculating ma- chines, computers could be employed as tools in
supporting humans in creative processes which he discussed in the
article “Man-Computer Symbiosis” in March 1960’s IRE Transactions
on Human Factors in Electronics, volume HFE-1. However, to do so
would require entirely new, yet non-existent computer capabilities that
included interactive computers, internetted computing, virtual reality,
and intelligent systems.

Licklider’s extraordinary notion of “man-computer symbiosis” was
a fundamental vision that foresaw using new types of computational
capabilities to first achieve augmented human capabilities, and then
possibly artificial intelligence. Licklider brought these inchoate notions
to DARPA when he was named Director of its Information Processing
Techniques Office (IPTO). He brought a powerful vision of what
could be and used this as the basis for sustained investment in the
underlying technologies to achieve the vision. This concept became
the gestation of a concerted effort that culminated in the ARPANET,
as well as a number of technological innovations in the underlying
computer graphics, computer processing, and other capabilities that led
to DARPA’s fundamental impact on “making computers personal”: a
truly change-state vision which had fundamental impact in fostering a
transformational concept and the creation of an entire industry.

8  Waldrop, M. M. (2001). The Dream Machine: ]. C. R. Licklider and the Revolution that
Made Computing Personal. New York, NY: Viking Press, provides considerable detail
on DARPA’s fundamental role in advancing computer technology.
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DARPA’s Role in Creating a Revolution
in Military Affairs®

DARPA has been instrumental in developing a number of technologies,
systems and concepts critical to what some have termed the Revolution
in Military Affairs (RMA) that DOD implemented in the 1990s based on
R&D conducted by DARPA over the prior fifteen years, according to
the Institute for Defense Analyses paper Transformation and Transition:
DARPA’s Role in Fostering an Emerging Revolution in Military Affairs. It did
so by serving as a virtual DOD corporate laboratory: a central research
activity, reporting to the top of the organization, with the flexibility to
move rapidly into new areas and explore opportunities that held the
potential of “changing the business”. DARPA acted as a catalyst for
innovation by articulating thrust areas linked to overall DOD strategic
needs, seeding and coordinating external research communities, and
funding large-scale demonstrations of disruptive concepts. In doing
so, the DARPA programs presented senior DOD leadership with
opportunities to develop disruptive capabilities. When these programs
received consistent senior leadership support, typically from the highest
levels of the Office of the Secretary of Defense, they transitioned into
acquisition and deployment. At other times, without this backing from
the highest reaches of the department, only the less disruptive, less joint
elements moved forward.

An example of one of the most successful DARPA programs is its
championing of stealth. A radical and controversial concept, DARPA’s
stealth R&D harnessed industry ideas. Low-observable aircraft had
been built before, for reconnaissance and intelligence purposes, but not
pursued for combat applications. The Air Force had little interest in a
slow, not very maneuverable plane that could only fly at night. After
considerable engineering work, the Have Blue proof-of-concept system
enabled top OSD and Service leadership to proceed with confidence to
fund and support a full-scale acquisition program. OSD leadership kept
the subsequent F-117A program focused on a limited set of high priority
missions that existing aircraft could not perform well. For example, the
program focused on overcoming Soviet integrated air defenses, and

9  This section draws upon Van Atta, et al. (2003). Transformation and Transition.
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worked with Congress to protect its budget, with a target completion
date within the same administration. The result was a “secret weapon”
capability —exactly what DARPA and top DOD leadership had
envisioned.

Sustaining the DARPA Vision

DARPA’s higher-risk, longer-term R&D agenda distinguishes it from
other sources of defense R&D funding. Perhaps the most important
effect of DARPA’s work is to change people’s minds as to what is
possible.

DARPA’s fifty-year history reveals a constant mission to create
novel, high-payoff capabilities by aggressively pushing the frontiers of
knowledge —indeed demanding that the frontiers be pushed back in
order to explore the prospects of new capabilities. As an entity DARPA
has many of the same features as its research.

DARPA began as a bold experiment aimed at overcoming the usual
incremental, tried and true processes of technology development. Like
the research it is chartered to develop, DARPA has consistently been
purposively “disruptive” and “transformational” over its fifty years.

Sustaining this unique ethos has not always been easy. There have
been several efforts over the years to “tone DARPA down;” make its
research more compatible and integrated into the rest of DOD R&D; have
it focus more heavily on nearer term, more incremental applications —in
other words make it behave like a normal R&D organization. There have
been efforts to broaden its charter into system prototyping well beyond
the proof-of-concept demonstrations it has constructed on several
breakthrough systems. However, with strong internal leadership, both
within DARPA and in the OSD, as well as support from Congress,
DARPA has been able to perform a truly unique role—it has been and
continues to be DOD’s “Chief Innovation Agency”, pushing the frontiers
of what is possible for the benefit of national security and the nation as
a whole.
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3. NSF and DARPA as Models for
Research Funding

An Institutional Analysis'

Michael ]. Piore, Phech Colatat,
and Elisabeth Beck Reynolds

The Federal government expends roughly $33 billion annually on
scientific research and development in academic institutions, or 60
percent of total academic R&D funding. The former figure represents
roughly one percent of U.S. GDP. These funds are allocated through
a number of different government agencies and organizations, each
operating in a somewhat different way. This study is designed to
identify different organizational models of the way in which these
funds are allocated to academic research and make a very preliminary
assessment of the impact of these different models on the way in which
researchers behave and the products their work produces. This has
important implications for national science policy and the emergent
field of “the science of science policy”.

The study grew out of a much narrower project focused on the
attempt to create an agency within the Department of Energy designed
to foster radical innovation in energy technologies. The new agency,
Advanced Research Projects Agency-Energy (ARPA-E), was modeled

1  This article was originally released as an MIT Industrial Performance Center
Working Paper in July 2015.
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on the Defense Advanced Research Projects Agency (DARPA), an
agency in the Department of Defense (DOD) that was credited with
having generated a variety of new, discontinuous technologies and
was generally contrasted with other agencies in the DOD, but more
particularly, the National Science Foundation (NSF) and the National
Institutes of Health (NTH), which were considered more cautious and
conservative, and which fostered more continuous or incremental
technological developments.

It rapidly became apparent, however, that the critical characteristics
of the DARPA model—if indeed there was such a model —were not
obvious. The project was consequently restructured to focus on DARPA
as an organization, and, subsequently, on the attempt to identify what
was peculiar about DARPA, relative to NSF. Material on NIH and other
funding provided by the Defense Department was also collected but it
is more limited in scope.

From the very start, the project has been conceived in the context of
the broader debate about the effectiveness of government, i.e., public
sector, initiatives. DARPA attracted our attention in no small measure
because of the reputation of the agency as a great success in a period
when government has been generally disparaged and government
initiatives, especially in the promotion of particular industries,
enterprises or technologies, have been viewed with great skepticism. In
recent years, there has been a revival of interest in active government.
The NSF and DARPA have garnered new interest as countries—
particularly developing countries —look to the United States for models
for the promotion of economic growth via what has become the new
mantra of economic development: “innovation and entrepreneurship in
the knowledge economy”.

DARPA attracted our attention for a third reason too: the central role
the program managers play in its organization and operation and the
power and discretion which is lodged in the hands of these agents at
the base of the organizational pyramid. In this respect, it constitutes a
“street-level” bureaucracy, a class of governmental organizations that
we have been studying in other contexts and which appear to offer
a model for public sector management that is alternative to both the
classic Weberian bureaucracy, widely viewed as rule-bound and rigid,
on the one hand, and the new public management, which uses the profit
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maximizing firm in a competitive market as a template to construct a
more flexible alternative, on the other hand.?

This chapter is divided into sections as follows: the first section
discusses the methodology and research approach. The second section
presents the basic findings. It is divided into three subsections, focusing
first on DARPA, then on the National Science Foundation (including
some background material on NIH), and finally on the origination
and motivation of the faculty researchers whose work these Federal
organizations fund. The third section of the chapter then turns to an
interpretation of the results. I conclude with a discussion of some of
the broader implications of the study and the further research toward
which they point.

I. Methodology and Research Approach

Our study is centered on MIT. It is based primarily upon data gathered
at MIT itself and from outsiders with whom our contacts at MIT had
worked directly or whom they recommended as particularly good
informants The MIT focus creates a relatively well-defined universe,
but obviously limits the generalizability of the results. We discuss those
limits in the body of the text.

The focus was dictated by challenges of access. We talked early on
with some of the top officials at DARPA, but the agency would not
provide us with the data or the names of personnel that would have
been required to draw a random sample of researchers or Agency
personnel or even to select our informants in a more systematic way.

The study has both a quantitative and a qualitative dimension. The
qualitative dimension is based on interviews with key informants.
We sought out MIT faculty members who had previously worked on
DARPA projects and were knowledgeable about the agency. All of
them had also received funding from other sources as well, and hence
were able to compare their experiences across Federal agencies, and
to a limited extent, with non-Federal funding sources. Virtually all of

2 Piore, M. (2011). “Beyond Markets: Sociology, Street-Level Bureaucracy, and
the Management of the Public Sector”, Regulation & Governance Special Issue:
Sociological Citizens: Practicing Pragmatic, Relational Regulation 5/1: 145-64, https://
doi.org/10.1111/j.1748-5991.2010.01098.x; Lipsky, M. (1980). Street-Level Bureaucracy:
Dilemmas of the Individual in Public Services. New York, NY: Russell Sage Foundation.
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them had experience with the NSF. Some had also received funding, or
considered applying for funding, directly from one or more of the military
services, from NIH, and from private organizations (e.g., companies,
foundations, and the like). We tried to interview the DARPA program
managers of the projects on which our MIT respondents had worked,
but we were limited to program managers who had left the agency. In
total, we held formal, but open-ended, interviews with twenty-two MIT
faculty members, and twelve current or former program managers and
agency officials. Fourteen of these came from DARPA, eight from NSF,
and five from NIH.

For the quantitative dimension of the study, we started with a data
set of all research projects which received outside funding at MIT in the
years 1997-2008. We then linked this data to data on patents, licenses,
commercial ventures (startups) and citations in scholarly journals. The
bulk of this data was provided directly by various offices at MIT, to whom
we are greatly indebted for their cooperation. The citations, however,
we collected ourselves with the help of a team of MIT undergraduate
research assistants.

We focus here on the qualitative dimension of the study, but report
preliminary results of the quantitative dimensions as background in the
next section below.

I1. Basic Findings

DARPA
Background

To appreciate the nature of this Agency and its role in the debates
surrounding Federal research policy, it is important to understand
its history, and the nature of its success, particularly in the period of
widespread skepticism and general depreciation and disparagement of
government and its ability to create and maintain dynamic, innovative
programs.

DARPA was created in 1958 in reaction to the launching of the
Soviet space satellite Sputnik, and the universal surprise with which it
was greeted by the U.S. military, the country’s scientific establishment
and the political class. That surprise was widely attributed to the
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conservative bias of scientific and engineering research, particularly
the National Science Foundation that provided the major component
of Federal research support and was the principle vector of research
policy. The conservative bias was in turn attributed to the peer review
process through which funding was allocated and the research effort
more generally evaluated. A second component of military research
was financed by the Offices of Research of the various branches of the
armed services through grants but also through their own laboratories.
The obligation of these offices to support the existing infrastructure
was a second conservative force in the existing structure. A new
agency was then conceived in large measure in reaction to these other
organizations. Thus, DARPA was effectively given carte blanche to
develop its research projects on its own, unconstrained by the existing
research establishment. The institution that we set out to study
was the result. It is partly the result of a mission and ethos defined
in opposition to these other agencies and partly of organizational
characteristics created to escape the constraints under which they
operated. In this study, we use the NSF as a foil against which to
define and understand the DARPA model, since for academic research
it is by far the most important of the various institutions against which
DARPA was conceived.

Evaluation of Success

The organization that hasemerged over time s, as we shall see, distinctive
and poses a challenge to the principles of organization that guide these
other agencies. But it has proven to be very resistant to systematic
evaluation. The resistance is in part conceptual —it is hard to know how
the agency ought to be evaluated. But it is also institutional: DARPA
has refused quite explicitly to help support an effort at evaluation, at
least in connection with the present study. It rejected our request for
data which would have enabled us to define a list of projects, trace the
participants drawn into the agency’s orbit, and assess the impact upon
conventional measures of scientific output such as patents and citations
in scholarly journals. Their claim is that the agency has to be evaluated
in terms of its contribution to the mission of the armed forces, a mission
that is notoriously difficult to define.
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The most extensive evaluation effort of which we are aware is a three-
volume study by Van Atta, et al.*® The study reviews approximately
forty projects and develops a narrative account both of DARPA’s
contribution to the projects and the contribution of the technology
which emerged in the process to the military mission and to civilian
uses. A great strength of the study is that it includes most of the projects
upon which the agency’s reputation in the general public or the science
policy community rests, and in that sense it both reflects and sustains
the esteem in which the agency is held. But the projects were selected
largely on the basis of the data available to evaluate them in this way,
and there is no effort to map them onto the larger universe of projects
in which DARPA has been engaged, or might have been engaged in
the period. Indeed, in the sense that the study purports to evaluate the
agency’s success, the projects studied are selected on the dependent
variable. The study does not include projects that were considered and
never undertaken, or undertaken but abandoned or, as apparently is
frequently the practice, folded into other very different projects. It is,
moreover, difficult on the basis of this study to compare DARPA to
other funding agencies with a different organizational structure and
approach.

On the other hand, it is not clear how one would evaluate an agency
of this kind. Conventionally, programs are evaluated in terms of
benefits and costs. But in the case of research on new technologies the
costs are the opportunity costs of research in domains whose pay-offs,
since they were never actually undertaken, are impossible to know and
the benefits of these projects accrue not only in military preparedness,
which even when it is not classified is ill-defined, and some of the
projects—the World Wide Web, for example—have so fundamentally
altered the texture of everyday existence and have such widespread
commercial ramifications that the benefits seem virtually infinite. The
Agency is certainly right: Its mission cannot be reduced to the patents
and citations in terms of which research results are conventionally
measured in academic studies.

Nonetheless, in order to make any systematic comparison, it would
be helpful to have some of these conventional measures of success. And

3 VanAtta, R, Deitchman, S., and Reed, S. (1990-1). DARPA Technical Accomplishments.
3 Volumes. Alexandria, VA: Institute for Defense Analyses.
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for this study, we have constructed such measures starting from data
provided by our own institution: MIT maintains a roster of grants and
contracts obtained by its faculty and researcher staff. We have linked that
individual contract data to several outcomes which are conventionally
used as indicators of success. The granting agencies include DARPA, NSF,
and NIH as well as the various military research offices, and a number of
nongovernmental funding sources (private companies, foundations).
The outcomes which we looked at are threefold: patents, citations,
and technology licenses. In addition, we linked the technological
licenses to data on new business ventures. The results of this project will
be reported in a separate paper. Preliminary findings with respect to
patents, technology licenses and new business ventures, are contained
in Tables 3-1 and 3-2. As can be seen there, DARPA performs better than
any of the other agencies on all of these measures, notwithstanding the
factthat the agency explicitly rejects them as measures of its performance.

Table 3-1 Patents supported by sponsored research at MIT, 1997-2008.
(Table prepared by the authors)

Total
# # # funding Funding P # patents
patents awards awards ($ mil) per (award per award
leading patent has (award
to patent) has
patents patent)
Agency [a] [b] [c] [d] [d/a] [c/b] [a/c]
NSF 258 2988 90 1671 6.48 3.0% 2.87
NIH 181 2645 82 3955 21.85 3.1% 221
DARPA 153 519 67 1090 7.12 12.9% 2.28
Navy 94 1037 44 569 6.05 4.2% 2.14
Consortium 78 205 16 1518 19.46 7.8% 4.88
Army 52 471 22 692 13.31 4.7% 2.36
DOE 46 787 23 3683 80.07 2.9% 2.00
Air Force 38 856 28 470 12.37 3.3% 1.36
NASA 25 1586 18 1071 42.84 1.1% 1.39
MIT 24 128 4 1491 62.13 3.1% 6.00

— Internal
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Table 3-2 Startups supported by sponsored research at MIT, 1997-2008.
(Table prepared by the authors)

Agency  Number of Total Total P (award Funding
associated awards funding supported per

startups ($ mil) startup) startups

(awards)

[a] [b] [c] [b/a] [c/a]
DARPA 20 (21) 519 1090 4.0% 54.5
NSF 20 (25) 2988 1671 0.8% 83.6
NIH 14 (23) 2645 3955 0.9% 282.5
Navy 6(9) 471 692 1.9% 115.3
Army 6 (6) 1037 569 0.6% 94.8
DOE 5 (6) 787 3683 0.8% 736.6
Air Force 3(4) 856 470 0.5% 156.7

Finally, our own work has been particularly influenced by the
research of our colleague Erica R. H. Fuchs, who originally called
our attention to the significance of DARPA as a possible model of
government organization. Fuchs focuses specifically on the role of
DARPA in one particular technology, the technology of computing,
and places emphasis on the role of the program manager in creating
and maintaining networks of researchers or research communities. We
follow Fuchs in this last respect, but the broader range of projects which
we examine (albeit much more superficially) and the contrast with the
NSF complicates this picture.*

Qualitative Findings

Our findings are best understood against the backdrop of a standard
peer-review model, which our respondents seemed to carry in the
backs of their heads. Central to this model is an academic or scholarly
discipline. The financing agency issues a call for proposals from such
a discipline. Researchers from that discipline are invited to submit
proposals. A panel from within the discipline is then recruited to

4 Fuchs, E.R. H. (2010). “Rethinking the Role of the State in Technology Development:
DARPA and the Case for Embedded Network Governance”, Research Policy 39/9:
113347, https://doi.org/10.1016/j.respol.2010.07.003 (Chapter 7 in this volume).
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review these submissions. The panel ranks the proposal, and the agency
awards its funds in order of rank, progressing from the highest ranked
proposals down the list until the funds are exhausted. The funds are
typically awarded in the form of a grant, generally with reporting
requirements but with minimal reviews of the research results and no
effort to ensure adherence to the original proposal. The model is actually
very close to the way in which research funding is organized at the NSF
and NIH, albeit, as we shall see, with important qualifications. But the
DARPA model is very different. Which of the differences is important
for the research outcomes is, of course, an open question, and given the
number of dimensions along which practice departs from the standard
model, not an easy question to answer.

The DARPA Model

The central figure in the DARPA model is the program manager
(PM). The PMs typically comes into the agency with a very specific
technological idea which they want to develop. They then spend some
period of time—often a year or more —researching that technology and
the domain (or domains) in which it lies through their own reading,
visiting and talking to key figures who are thought to have something
to contribute to the technology or to its development, and colloquia,
conferences, small group meetings and other encounters, which he
or she typically organizes, in which the technology is discussed and
various approaches to its development are debated. After this initial
exploratory period, the PM works up a plan for development of the
technology and writes and issues RFP’s soliciting proposals for the
various components of that plan. At DARPA, these are known as Broad
Agency Announcements (BAA). The proposals are sent out for review to
experts whom the PM selects, within the government (particularly the
military) and outside. But the ultimate decision as to which proposals
to fund rests with the PM alone. Proposals that are accepted then
serve as the fulcrum for a research contract which is negotiated with
would-be contractors. Contracts typically include specific performance
requirements. Contractors are required to submit frequent progress
reports and progress is continually monitored through these reports
and through site visits. Contracts are subject to revision or cancellation
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in the light of research experience. In addition to the review process,
the organization holds regular seminars and conferences, comparable
to those out of which the project initially emerged: contractors (who at
DARPA are called performers) are required to attend these meetings,
where they are expected to report their own progress and to listen and
comment on the reports of others.

Given the central role of the PMs, the way the organization operates
depends a lot on the way in which the PMs are recruited and managed.
Hence key to the organizational model is the fact that the PMs come
from the research community outside the organization, have relatively
short tenure in the agency itself (an average of four to five years),
and then leave the organization to pursue their careers elsewhere.
We have not been able to follow these careers systematically, but it is
significant that no obvious pattern emerged in the interviews. Most
of the PMs whom we interviewed came from an academic or military
background, and afterwards returned to their home institutions, often
as a research administrator, but sometimes as rank-and-file professors
and researchers, or, alternatively, joined the supporting consulting firms
which surround DARPA (to which we will return shortly). Significantly,
all of the PMs to whom we talked thought of their DARPA experience
as a high point in their careers, one of the most exciting and stimulating
periods in their professional lives (this point is stressed particularly by
Fuchs).

The Agency operates outside of the civil service recruitment, hiring
regulations and salary structure; and although it seems unable to pay
exactly what the PMs would earn in the private sector, it is able to
negotiate pay scales and contract terms significantly better than those
that other government agencies can offer.

Emphasis was placed in virtually all of our interviews upon the
fact that the PMs come to the agency with their own project, an idea
which they essentially originate and to which they have a personal
commitment (respondents talked of that commitment in fact as if it were
an obsession—although that was not the term they actually used). In
turn, itis obvious that the environment in which the agency operates and
its structure determine who brings proposals to the agency and which
of those proposals, i.e., which potential PMs, are actually recruited and
hired.
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DARPA is a flat organization, a hierarchy with three levels: a
director, a series of office managers, and the program managers. The
director has an associate director who works with him or her but not
as a separate level in the hierarchy. The director sets the broad outlines
of the research agenda. The research itself is grouped into program
areas, largely on the basis of technology and mission, and the office
managers flesh out the agenda in their own areas. The PMs coming to
the agency with their own ideas present them to the director and/or the
office managers. DARPA cultivates a reputation for being open to new,
radical ideas originating outside the organization (indeed, listening to
people talk, one is led to believe that the ideas always originate from
outside the organization) whether or not they fit the defined program.
But the office managers and the director play an active role in recruiting
ideas that fit into the program and in screening proposals to ensure that
the program has some coherence and direction.

While the program itself originates with the director and is fleshed
out by the office managers and the PMs whom they hire, it is conceived
in consultation with the military services, with Congress and with the
Administration. And it is clear in discussions with the agency that
careful attention is paid to cultivating support within the political and
administrative environment in which it operates. Particular emphasis is
placed in virtually all discussions with people about the program upon
the military mission of the agency and the way in which that operates
to shape the programs.

Another significant factor shaping the programs is the agency’s
mission in supporting radical, discontinuous technological change. That
mission, as we have already mentioned, is rooted in DARPA’s origins
in 1958 as a response to the Russian launching of Sputnik and the way
in which Sputnik caught the U.S. military and scientific establishments
by surprise.

These two factors—the military mission, and the focus on
discontinuous technological development—surface repeatedly in
interviews. The Agency is always looking at whether, on the one hand,
the research would be undertaken elsewhere in the government or the
society, or, on the other hand, whether there is a constituency —already
existing or one which could be cultivated—in the military services
which would adopt the new technologies and actually deploy them. To
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the outside observer, the role of the military mission in the operation of
the agency—and particularly in the ability of the organizational model
to operate in other contexts—is difficult to understand. This is because
the technologies under development are often so distant from actual
military application that it is hard to imagine a technology for which no
military application could be found, and much of what the agency does
seems to have no obvious constituency within the military establishment.
Nonetheless, reference to the critical role played by the military missions
in the success of DARPA was stressed so repeatedly and by so many
different informants, especially in discussions of transferring the DARPA
model to the Department of Energy in the form of ARPA-E, that one had
to believe it is indeed central to the organizational model.

In sum, the characteristics which distinguish DARPA as a funding
organization are:®

1) The discretion and authority lodged in the PMs;

2) Awards in the form of contracts with specific deliverables
and specified performance measures periodically monitored
for specific performance. Typically, performance measures
specified in contracts are set unrealistically high—targets
which stimulate and focus debate about the characteristics of
the technology;

3) PMs recruited and compensated outside of the regular civil
service regulations;

4) Flat organization consisting of only three levels—PMs, the
office managers, and the Director with an assistant director;

5) The tenure of the direct employees of the organization is very
short—three to five years for the PMs, even less for many of
Director (with the major exception of Tony Tether, who held
the position for the full eight years of the Bush Administration
2001-2009).

In addition, two characteristics, which have received little attention in
the literature and which we have not discussed so far, stand out:

5 Bonvillian, W. B. (2006). “Power Play”, The American Interest 2/2, November/
December, 39-48, at 48.
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6) The very extensive use of support personnel hired from
outside subcontractors, typically consulting firms, not
independent contractors. These consulting firms—but often
the particular personnel assigned by the firm to work with
DARPA as well—have a long-term relationship with the
agency. The tasks which they assume and the roles they
play range from clerical and administrative support to high
level professional functions. The latter include scientific and
engineering research, but also key administrative, training
and supervisory tasks. Contractors are used, for example, to
“orient” (and in effect to train) new PMs and also to advise
them in the development and execution of their programs
throughout their careers in the agency. Given the short tenure
of DARPA’s own personnel, the contractors provide the
organizational continuity. And many of the subcontractors
who work with DARPA have a long history with the agency,
some having actually served as PMs or as performers.

This role of the outside contractors, and particularly the consulting firms,
is a complete reversal of the usual relationship between temporary and
permanent employees and, from the point of view of organizational
studies, is probably the most interesting aspect of DARPA as an
institution. Temporary employees typically have short tenure with the
organization and are used to smooth out the variation in personnel
requirements, a buffer against flux and uncertainty. The role of these
outsiders suggests that a great deal of the much-vaunted flexibility
(or malleability) of the organization, and the adaptability which it is
supposed to confer on the agency’s program relative to other federal
research agencies such as the National Laboratories or NSF, is illusory.

Parallel to the use of consultants, but somewhat different, is the
way the agency draws on outsiders to audit and police its contracts
with researchers. The outsiders in this case, however, are experienced
government employees who are certified to perform this function.
The Agency looks for the most qualified auditors within the military
services, people who are able to use government contracting regulations
in a creative way to accommodate the needs of the performers the PMs
want to recruit—although the specific examples which were cited in the
interviews related to the requirements of private industry, not academics.



58 The DARPA Model for Transformative Technologies

The academics, however, reported that the auditors were surprisingly
knowledgeable about the technical dimensions of the projects and helpful
as the researchers tried to provide explanations for why they were unable
to meet contract requirements —explanations that could then be used by
the PM in defending his or her program within the agency.

7) The interaction which occurs in the process of contract
administration should be understood as part of a final
characteristic of the DARPA organizational model: the
continual review and discussion which surrounds a program
from its very inception until it is completed or phased out. That
discussion takes place through a variety of vehicles, including
small group meetings; larger and more formal seminars and
conferences; formal meetings when seeking funding for new
program proposals and on continuing or expanded funding
for ongoing programs in meetings between the PMs, the office
managers and the DARPA director; and reviews and auditing
of contracts with outside auditors and with the PM. It involves
continual questioning both of the ends of the program (why
do we want to have this research in the first place? Why is
DARPA, and not the private sector or some other government
agency, financing it? How do you assess its success in doing
so? What are the proper metrics? Etc.). We will come back to
the significance of this review process shortly.

The NSF

The central thrust of NSF research support—and the focus in the present
study —is its grants awards for discipline-based scientific research and
education. The Agency also has a series of ancillary programs and
activities which are organized around specific scientific and policy
problems, and/or are explicitly interdisciplinary in character (among
which is the program which supports our own research project). Other
special programs support research institutions as opposed to individuals
and sponsor special conferences.

In its disciplinary programs, NSF presents a sharp contrast to
DARPA. Its organization and mode of operation resembles the model
which faculty members carry in the back of their mind, as we noted
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initially. It is basically organized around scholarly disciplines and is
designed to support and sustain them. Funds are awarded in the form
of grants through a competitive process organized and administered
by a program manager. Competitions take place on a regular basis in
a schedule announced and publicized in advance. The NSF does not
actively solicit proposals. Applicants select the division to which they
wish to apply, almost invariably the division corresponding to the
discipline in which they were trained. Submissions are evaluated in a
peer review process by a panel drawn from members of the discipline.
The panel ranks the proposals relative to each other. Funds are allocated
to the various divisions at higher levels of the organization (through
a process which we did not investigate for the study). Within each
division, funds are then generally awarded to proposals in the order in
which they have been ranked by the review panel until they have been
exhausted.

The role of the PM is, however, not as limited as this conventional
picture seems to suggest. program managers at the NSF certainly do
not have the wide latitude to define their program and to pick out the
investigators who will participate in it that their analogues do at DARPA.
However, they are not completely bound by the peer review process.
They actually have the power and responsibility to fund proposals out
of the order established in the peer review process if, for one reason or
another, they believe it is desirable to do so. Furthermore, the attention
devoted to the procedures for funding proposals out of rank order
in the training and orientation of the PMs implies that this is not an
incidental part of their job; that they are expected to continually review
and evaluate the panels’ rankings, although they may not often actually
act to contravene it. When they do fund a proposal out of order, the
decision is usually justified by its importance to the health and progress
of the discipline. In this, they do not act alone; they must first obtain
the approval of their supervisor in the division. The procedures for
obtaining that approval apparently vary somewhat across the agency,
but, as it was described to us in interviews, it typically entails a written
memorandum which is then discussed and evaluated by the division
director. In at least some divisions, these “out of line” proposals are
discussed formally and informally among the PMs as a group. Those
discussions are part of an ongoing discussion within the division about
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the direction of the discipline and the kind of research that would
be required to sustain it and maintain a balance among its different
components. These discussions, we will argue, play a role analogous
to the continual discussion and debate which surrounds the research
support process at DARPA.

The NSF has a reputation for being extremely conservative with an
overwhelming bias in favor of proposals which hover very close to the
center of the discipline, in terms of the hypotheses which they entertain
and the methodology which they employ. As we have already noted,
the surprise launching of the Russian Sputnik in 1958 was attributed
to this conservative bias and DARPA was explicitly and deliberately
designed to counter-balance it. NSF continues to have that reputation.
It was reflected in comments of MIT faculty in virtually every interview
we conducted, often spontaneously, but always when respondents were
asked to compare NSF and DARPA funding. Many commented that so
much emphasis was placed on feasibility at NSF that you actually had
to have done the research (or a good part of it) before you submitted
the proposal for funds to finance it. Several faculty members said their
strategy was to submit proposals to fund research already underway
and use the funds to initiate new projects, which then became the
foundation for their next grant proposal.

The conservative bias is widely attributed to the peer review process
through which funds are awarded. But it appears that the bias is not
inherent in the process itself but rather in the way it is organized and
administered. That in turn reflects the way in which the agency conceives
of its mission, which is to sustain the country’s scientific capability
through education and research, a capability which is in turn embedded
in the academic disciplines. The PMs have an incentive to emphasize
the awards as the outcome of the peer review process to avoid having
to justify the outcome to rejected applicants. Their responsibilities, in
contrast to those of DARPA managers, leave them very little time to give
detailed feedback, a point which our faculty respondents emphasized
repeatedly. But more fundamentally, if the PMs fail to intervene in the
process it is because they share the biases of the review panels. They
are very much a part of the scientific community which the discipline
defines. Their backgrounds make it natural that they would think in these
terms. Indeed, they are selected for that reason. In contrast to DARPA
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PMs, the PMs at NSF are drawn from the disciplines whose research
proposals they manage. About half of the PMs are career civil servants,
the other half are on short-term contracts of one to three years, on leave
from university research positions and are often actually paid through
their universities at the levels they were receiving as faculty members.

This is not to say that the PMs add nothing to the process. The role
of the NSF in reviewing a wide variety of research proposals and the
PMs own position within that process gives them a broader vision than
any particular review panel is likely to have. But it is still very much a
vision of what Thomas Kuhn would call “normal science”,® a vision in
which progress occurs within the boundaries of the discipline, through
adherence to the standards of the community that develops within
those boundaries, and which the community promulgates and enforces
through the control which it exercises over the careers of its members.
The way in which the PMs represent the community was driven home in
one of our interviews by one of the respondents who, when confronted
with the criticism that the most important criteria in judging a research
proposal at NSF was feasibility, gave us a long defense of feasibility as
a cannon of “good science”.

One can see this as well in another area where the PMs act with
power and discretion helping researchers whom they do not fund
themselves find support through other government agencies, acting
essentially as brokers and at times even putting together packages of
funds from several different agencies. These efforts are facilitated by the
extensive contacts which career PMs develop with the Federal research
establishment. But they do not seem to see this activity as part of their
regular responsibilities to oversee the health of the disciplines for which
they are responsible, and they talk about it in very different terms, terms
which make a sharp distinction between the discipline approach of NSF
and other criteria which might justify a given research project (potential
contribution to social welfare or to economic progress, for example).

A final piece of evidence suggesting that it is not the peer review
process per se but the orientation of the organization which uses it is
provided by the comment of one faculty member who had participated
in NSF panels: he argued that the conservative bias in the research which

6  Kuhn, T. (1962). The Structure of Scientific Revolutions. Chicago, IL: University of
Chicago Press.
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the panels funded reflected the instructions which the panel members
received. He and his colleagues, he insisted, were perfectly capable of
evaluating and ranking the kind of high risk, original research which
DARPA sought out and funded, if they were instructed to do so. It is to
be noted that this comment calls into question the central role of the PM
at DARPA as much as that of the peer review process at NSF.

We emphasize the dichotomy between the way in which the NSF
actually operates and the way in which MIT faculty members perceive
its operation, because in terms of the impact of the organization upon
the research community, it is not clear which is more important. It is
after all the faculty who must actually conceive the research program
and carry it through. To appreciate how their perceptions influence the
research process, it is important to understand how they think about
their work and how they design their research programs. A second set
of findings that emerged from this study relate directly to this question.

The NTH

It is perhaps worth adding at this point a few limited observations about
what we learned about the NIH. It is virtually impossible to make broad
generalizations about the NIH, given its $30 billion annual budget (fully
half of all civilian R&D expenditures)” across twenty-seven Institutes
and Centers. But several interviews with MIT faculty and Program
Officers (Pos, as opposed to PMs) at institutes within NIH provide
some context for thinking about the role of the Program Officer at NIH
relative to NSF and DARPA.

Program Officers have relatively little discretion is selecting proposals
to receive funding. Proposals across the NIH first go to the Center for
Scientific Review (CSR) that then categorizes the proposals and assigns
them to the relevant institute. The proposals are reviewed by “study
sections” (equivalent to a review panel) which score the proposals. The
final scores and reports are sent to the Pos who then gather within each
institute for a “Paylist” meeting within their division (one level below
Institute level) to discuss the awards and decide which programs to
fund at what level.

7 Cook-Deegan, R. (2015). “Has NIH Lost Its Halo?”, Issues in Science and Technology
31/2: 36-47. (Chapter 15 in this volume).
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Like PMs in the NSF, Pos can challenge the scoring of a particular
proposal, but instead of approaching their supervisor in their division
like in the NSF, Pos approach the “Advisory Council”, a body that
reviews the study section process, and ask for a special review of a
proposal that they consider a “high program priority”. However, this
seems to happen infrequently and internal research at the NIH shows
that there is a fairly smooth curve demonstrating that as the scores get
higher, the percentage of awards at that level gets lower. Going outside
the payline doesn’t happen that often. As one PO stated, as much as they
like to think they are finding the diamonds in the rough, they are not as
aggressive in going beyond the payline as they like to think they are.

Where Pos seem to have more influence is in supporting the overall
direction of the Institute’s agenda and new areas of science where they
see a lack of investment. For areas of research that are new and where
“you would never get something like that approved in a regular study
section”, Pos can make the case within their Institute that there should
be more attention and investment. This could come through “funding
opportunity announcements” (FOAs) which indicate the Institute’s
interest in a new area. The NIH may also encourage more research
through the creation of new program areas that receive formal set-asides
for funding. This currently represents approximately 15-20 percent of
all NIH funding. Pos talked about the impact they felt they have had
on the development of their field in important new areas of research.
This might be in the form of a new program or through a process of
“coaching and coaxing” applicants on their proposals for funding in
these new areas of research.

As with the NSF, Pos have relatively limited contact with their
grantees, usually connecting once a year when progress reports are due.
They are also less engaged today in sponsoring conferences than in the
past due to budgetary constraints. However, they seem to play an active
role in supporting and encouraging next generation Pos to apply for
NIH grants and help them navigate the system. This aligns with the
NIH’s efforts to lower the average age of grant recipients (the average
age is forty-two, with a median of fifty-two).*

8  Harris, A. (2014). “Young, Brilliant and Underfunded”, New York Times, 2 October,
https://www.nytimes.com/2014/10/03/opinion/young-brilliant-and-underfunded.
html?_r=0
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MIT Faculty

The funding agencies are only one side of the research equation. On
the other side are the scientists and engineers whom the agencies need
to attract if the work they want to support is actually to be carried out.
At DARPA, these researchers are aptly referred to as performers. In this
study, they are represented by those faculty whom we interviewed at
MIT. The interviews suggested that they have a dual motivation. On
the one hand they have a profound intellectual commitment to science
and engineering, although not necessarily a well-fleshed out research
agenda. On the other hand, their position at MIT requires them to raise
substantial funds from agencies and organizations on the outside.
These funds are not required to support their family. The wide range of
opportunities open to the faculty at an elite school like MIT ensures that
they will always be able to earn a comfortable living. But the Institute is
only committed to paying the academic portion of their salary support.
An additional two to three months is viewed as “summer support” and
must be raised through research grants and contracts on the outside. In
addition, faculty are expected to support a mini-research establishment
consisting of overhead on lab space, equipment and administration
and a team of graduate students who work with them over the course
of three or four years on projects related to the faculty member’s own
research. In many respects the research establishment is like a small
business and the terms in which faculty members discuss it makes them
sound like independent entrepreneurs.’

Evaluation of Experiences with Funding Agencies

All of the faculty members with whom we talked were very enthusiastic
about the intellectual experience of working with DARPA. This is
perhaps not surprising given the fact that we were talking primarily
to faculty members who had received DARPA funding, although the
unanimity of opinion on this score was striking. There were a number

9 For a somewhat different view of the relationship between economic and
intellectual motivation see Freeman, R. B. (2011). “The Economics of Science and
Technology Policy”, in The Science of Science Policy: A Handbook, ed. K. Fealing,
J. Lane, J. Marburger III, and S. Shipp. Stanford, CA: Stanford University Press.
85-103, https://doi.org/10.1111/7.1541-1338.2011.00523.x
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of components to this experience. These included the opportunity to
interact with other researchers in the various meetings and conferences
which DARPA PMs organized in the process of putting together and
then executing their programs.

Often these involved encounters with researchers from other
disciplines or from outside the university, in private industry and/or in
government labs. Several respondents reported that they had developed
relationships in this way that fundamentally altered their research
trajectories and/or created the foundations for long-term research
collaborations. It is to be noted that several of the PMs suggested
that this is exactly what they were trying to do in developing their
program —although the MIT faculty did not seem to be simply echoing
the comments they had picked up at DARPA.

Faculty members also emphasized their interactions with the
PMs themselves whom they tended to talk about as colleagues and
collaborators rather than merely as research funders or supervisors.
These intellectual interactions with the PMs ranged from the initial
discussions when the PM was preparing his or her research program
to the extensive feedback which the DARPA PMs provided when a
proposal was turned down. But they also mentioned the interaction
with colleagues working on similar projects in seminars where they
were required to present their research in progress as stimulating
intellectually and important in the research process.

As noted earlier even the interactions with contract auditors were
viewed as part of the intellectual experience, a feature of the way DARPA
operates which is not accidental. The auditors are typically seconded
from the military and recruited because of their ability to understand
the substance of the research and its relevance for the agency’s mission.
Since performance standards specified in the DARPA contracts are
often deliberately set at levels that are virtually impossible to achieve,
auditors spend considerable time trying to understand the obstacles to
attaining the specified standards and identifying more realistic targets.
Indeed, it is precisely to stimulate this type of discussion that targets are
set above realistic expectations.

In addition to the intellectual experience of working with DARPA,
two other features were mentioned in interviews. One is the size of the
awards, which were, by and large, much larger than could be obtained
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through the NSF or NIH. The second was the ability to buy expensive
lab equipment which could then be used for other projects.

On the downside was the threat that the agency would cut off
funding in the middle of a project. Because funds are awarded in the
form of contracts rather than grants, and because, as just noted, specified
performance requirements were often unrealistic, the agency is in a
position to cut off funding not just because of the research performance
itself, but actually for any reason. This was a major threat under the
administration of Tony Tether; he was believed by our MIT respondents
to have cut contracts when budget cuts forced him to reorder the
agency’s priorities in ways that were unrelated to the research which
the contract initially covered. Funds were also cut when the research
suggested that the project itself was not viable and the goals could not
be achieved, or when a competing approach to the problem proved to be
more successful. Whatever the actual reason, the sudden loss of funding
was a particular problem for faculty members who are using the funds
to finance graduate students working on doctoral dissertations, and
several respondents reported that as a result of their DARPA experience,
they had moved to a portfolio strategy for financing, in which they were
careful to avoid excessive dependence on a single agency.

The other downside of DARPA funding is the frequent reporting
requirements, in many cases every three months. This was particularly
a problem for faculty doing basic science (as opposed to applied work),
since they often did not have results at these reporting intervals.

The NSF

In contrast to DARPA, the intellectual experience of working with
the NSF was universally characterized as dull, indeed pedestrian. It
certainly involved none of the excitement or intellectual stimulation
associated with DARPA. Proposal writing was seen as a chore. There
was no thought of showcasing the intellectual excitement associated
with the work. The widely expressed view that you had to have done
much if not all of the work in advance of proposing it eliminated the
element of surprise and discovery which the researcher might originally
have felt and gave the process a slightly dishonest flavor (although the
respondents did not put it in precisely those terms). Our respondents
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generally view the NSF’s program managers as competent; they talked
of them as colleagues and, although they were not asked to compare
them directly to DARPA PMs, the comparison was not unfavorable
to NSF. But there was little opportunity to interact with them in the
way that they interacted with DARPA PMs; they provided little help
in preparing proposals and little feedback when the proposals were
rejected. NIH project managers incidentally were not respected as
colleagues in the way that PMs at NSF and DARPA were; they also
do not have the capacity to fund proposals outside of the rank order
established by the peer review panels.

Most of our respondents who had received NSF grants had also
participated in review panels, but this participation was seen as a
chore: people felt obligated to participate to support the discipline
and in return for funding they had received, but it was not viewed
as a rewarding experience. One could imagine the discussions in the
review panel meetings as comparable to the small group meeting which
DARPA organized, but they were never discussed in those terms. The
range of proposals that the panel members were required to read could
have been seen as an opportunity to get an overview of the field but it
was never discussed in these terms either.

In sum, the advantages of the NSF were on the “business side”.
Here, the main advantage of NSF funding was that once a grant was
awarded, the funding was secure, and one could count on it, especially
in supporting graduate students. This contrasts with DARPA, where
there was always the possibility that funding would be cut off in the
midst of a thesis project. Also, NSF grants involved minimal reporting
requirements; the major incentive to perform was to gather material to
support the next grant proposal.

III. Interpretation
Economic and Sociological Perspective

The DARPA material lends itself to two quite different interpretative
lenses. From the point of view of standard economic theory, with its
preference for market mechanisms and individual incentives and its
distrust of government bureaucracy, the salient feature of the DARPA
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organizational structure is the way in which it suspends the rules
and regulations which normally constrain government officials. The
mechanisms here include the freedom from the regulations governing
hiring and salary scales, the use of contracts with requirements for
specific performance (as opposed to grants), the way in which program
managers are hired from outside the organization, their short and very
limited tenure, and the very extensive use of outside contractors who
can be replaced easily and at will. On the other hand, the standard
theory which would emphasize the rules which normally constrain
government actors rests upon a rational choice theory of individual
behavior in which the actors are presumed to make a sharp separation
between means and ends, and the technical relationships that determine
the way in which the former affects the latter, and then to maximize the
ends given the means at their disposal. The characteristic of the problems
which DARPA, and NSF as well, are designed to address is that the
ends are ill-defined and unclear, and the causal relationships between
the means and the ends are exactly what the organization is supposed
to be investigating. This entails what economists call “Knightian
uncertainty”, i.e. uncertainty about what the possible outcomes actually
are let alone what the probability of realizing any one of them.'® Neither
the competitive market nor the rational choice model has much to say
about how this should be addressed.

The standard rational choice theory has a second problem too.
The theory attempts to understand and explain behavior in terms
of individual self-interest. It has very little to say about the agent’s
behavior when he or she has no particular interest in the choice among
the alternatives we are attempting to understand. The choices of the
faculty researchers are, up to a point at least, understandable in those
terms, but the role of the PMs is not; or, at least, they do not yield an
obvious interpretation of our findings. At both NSF and DARPA, the
PMs seem to be motivated primarily by the intellectual interest and
excitement of the work in which they are engaged. They seem to believe
in the mission of the organization and see little difference between their
own interests and that of the organization for which they worked. This
was of course no accident. The agencies consciously recruited them with

10 Knight, F. H. (1921). Risk, Uncertainty, and Profit. Boston, MA: Hart, Schaffner &
Marx.
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this in mind. However, it called not for a theory of individual choice but
rather a theory of how the agency’s mission was conveyed to the agents,
and how it was understood by them.

The second interpretative lens through which the material gathered
for this study might be addressed is organizational theory. We use this
term very loosely here to refer to a range of theoretical ideas drawn from
sociology, cognitive theory, language theory, and social psychology, all
of which, however, suggest that human behavior must be understood
in terms of the social context in which it occurs. Behavior in this view
cannot be reduced to individual actions, coordinated indirectly and
impersonally by a market (or market-like) mechanism, but rather
must be understood in terms of the way in which people interact with
each other. Applied to science studies, the basic idea is that scientific
inquiry takes place within a community and is governed by a set of
rules, habits and customs, partly explicit but with a substantial tacit or
implicit component, which the community generates. These rules have
both a social and an intellectual dimension. The funding agencies are
then understood in terms of their impact upon such communities. The
same basic conceptual apparatus can be applied to understanding the
internal operation of the funding agencies themselves, for they are also
communities of practice which arise and evolve over time." This is true
of both DARPA and NSF. The major difference between them is that
DARPA is creating new communities and NSF is managing scientific
disciplines which are communities that already exist.

Our own understanding of this perspective derives from a series of
case studies conducted by the Industrial Performance Center at MIT
on the organization of product design and development in the private
sector.”” Related understandings can be found in Fuchs and Phech
Colatat," which are however not independent of the current project, and
also in Donald Schon, and Kuhn. In the IPC study, we conceptualized

11 Schoén, D. (1983). The Reflective Practitioner: How Professionals Think in Action. New
York, NY: Basic Books

12 Lester, R., and Piore, M. (2004). Innovation — the Missing Dimension. Cambridge, MA:
Harvard University Press.

13 Fuchs. (2010). “Rethinking the Role of the State”; Colatat, P. (2015). “An
Organizational Perspective to Funding Science: Collaborator Novelty at DARPA”,
Research Policy 44/4: 874-87.

14 Schon. (1983). The Reflective Practitioner; Kuhn. (1962). The Structure of Scientific
Revolutions.
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a research community as like a language community. Like language,
it emerges and evolves through conversation, discussion and debate.
We termed that conversational process interpretation. Particular product
ideas, or in the present case, research projects, are drawn out of this
conversation and pursued through a second process, analysis. Analysis
proceeds very much as it does in engineering (and economics) textbooks:
there is a clear statement of the end or ends which the productis designed
to achieve, and one then organizes alternative resources, or means, so
as to optimize (or maximize) the ends. But the interpretative process is
under-theorized and requires some amplification. It is, we argued in
the IPC study, like a conversation, a discussion or debate. It depends
on who participates in that conversation, what they actually talk about,
how the conversation proceeds from one subject to the next. The role of
the manager in this process is to foster the conversation and to guide
it. In this, he or she is like a host at a cocktail party, inviting the guests,
introducing them to each other, suggesting topics of discussion that
might be of common interest, introducing new topics or new people to
the conversation group when the discussion flags and the participants
begin to lose interest, breaking up groups when the discussion becomes
too intense and threatens to collapse in mistrust and acrimony.
Ultimately this discussion and debate leads not to agreement but to a
common understanding that serves as the basis for further discourse.
We think of that common understanding as like a language.

The interpretative process then essentially divides into two phases. In
the first, or initial phase, the community is in formation. The participants
are building a common understanding, generating a new language so to
speak. In the second, or mature, phase they are using that language to
discuss the technology in which they are interested and the products or
research projects to which it might lead. In so doing, they do not make
the clear distinction between means and ends that is central to analysis;
indeed, they move back and forth between means and ends, revising
(or reinterpreting) the ends in the light of the means and vice versa.
Importantly, the common understanding that sustains the community,
and, in a sense, defines it, continues to evolve through discussion and
debate even in this mature phase.

Understood in these terms, what is distinctive about DARPA is

that the PMs are essentially creating an interpretative community and
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then driving it toward the generation of novel products. They bring
together around a technological problem people who would not be in
contact with each other without the PMs intercession, guiding them
through a variety of different encounters, meetings, discussions and
seminars to talk to each other, to enter into a conversation in a way that
effectively develops a language of community and then sustaining that
conversation and encouraging them to draw out of it specific research
projects that they then “analyze”. But what is striking to the outside
observer listening to the participants describe this experience is the
priority accorded to interpretation even in the later stages of project
development. This is most apparent in the administration of contracts
when the performers fail to meet the specific goals. The failure triggers
a discussion in which the first question is whether the goals were
correctly specified and how they might be redefined in the light of the
research that has already taken place. It is not, as it would normally be
in the analytical phase of product development, focused solely on what
means would be required to achieve these goals. The Agency refuses to
estimate the success rate of the projects it undertakes precisely because
rather than kill a project outright, it is redefined.

In contrast to DARPA, NIH and NSF are entering into research
communities that already exist and seek to support and perpetuate
them rather than either create them or direct them. These communities
too are sustained by an internal conversation that evolves over time.
The discussions that occur among the PMs at NIH and NSF or among
the members of the review panels as they evaluate different proposals
are a part of that conversation. However, the conversation is largely
autonomous of the funding agencies and those conversations that occur
in the funding process are more the expression of a set of values and
criteria of judgment that have been developed elsewhere than a direct
determinant of those values. In sharp contrast to DARPA, the project
proposals cannot be revised in the light of the discussion within the
agency, and in that sense the panel’s judgment tends to involve the
analytical application of criteria that the panelists bring with them,
rather than an interpretative conversation about those criteria.

On the other hand, the PMs are engaged in a discussion within the
agency about the direction of the discipline. The discussion is largely
undirected although the division director must exert some influence
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over it. Unfortunately, we did not explore the nature of that discussion in
our interviews. It is an area left for further research. That research could
focus on the documents that are generated when the PMs intervene to
fund a proposal that would not have received money on the basis of
the peer review ranking. An understanding of this process is, in certain
respects, more important than understanding DARPA, since a number
of developing countries look to NSF as a model of how to support their
own education and research establishments.

Conclusions

This study is part of an attempt to understand the structure and
operation of Federal agencies supporting academic research in science
and engineering. It centered on the contrast between DARPA and NSF,
drawing on the experience of faculty members of MIT who have received
funding from both organizations. The focus has been on the role of the
program (or project) managers in the two agencies. In both agencies
the program managers have substantial discretion in the selection of
projects to fund and in the management of the funding process. That
discretion was anticipated in the case of DARPA, and was one of
the major reasons for selecting that agency for study. The degree of
discretion at NSF, on the other hand, was surprising. It is much greater
than the faculty whom we interviewed generally believed, and is one of
the major findings of the study.

The program managers stand at the base of the organizational
pyramid in both agencies, and given the discretion that is lodged
there, both organizations are in effect street-level—as opposed to
classic Weberian—bureaucracies. But the two agencies operate very
differently.

At the NSF, proposals are evaluated and ranked through a peer
review process, and the discretion of the program manager consists
of his or her ability to fund proposals out of the order of peer review
ranking. The process for doing so is carefully supervised and reviewed
by higher levels of the organization. The procedures for the exercise of
discretion are carefully laid out for new PMs in their initial orientation,
along with the basic criteria upon which these decisions are supposed to
be made. Written reports are required along the way.
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Moreover, there is an ongoing discussion among the PMs within the
organization about the way in which the academic discipline they are
funding is evolving, and about possible biases in the review process. It
is in the context of that discussion that funding decisions by the staff are
made. There is, however, very little direct interchange between the PMs
and the researchers whom the agency funds. The process here is totally
consistent with the literature on the management of discretion within
street-level bureaucracies.

DARPA is managed very differently. The program managers receive
very little orientation or training. While there is extensive interaction
between the PMs and the research community they are seeking to
draw into their project, there is very little interaction among the
PMs themselves (the quip is that the only thing they share is a travel
agent). There is a strong organizational culture and a high degree of
organizational continuity, but, given the very high turnover and the
short tenure of the PMs and, with a few exceptions (like that of Tony
Tether) the agency’s directors as well, it is very hard to understand how
that continuity is maintained and the strong organization culture is
created and sustained. It appears that a critical factor here (possibly the
critical factor) is the network of consultants and consulting firms that
support the organization; many of these consultants have worked with
DARPA over a long period of time and some of them have actually been
PMs within the organization.

The existence of thatnetwork and the role it seems to play is the second
major finding of this study. DARPA has a reputation for flexibility and
is often contrasted to classic bureaucratic organizations. However, given
the role of outside consultants in maintaining organizational continuity,
it would appear that a good deal of the flexibility of the organization is
illusory, and that to the extent that it exists, the flexibility must reside
in the role assigned to the PMs and not the way they perform that role.

The findings of the study are incomplete. In focusing on the role of
the PMs, we have neglected other aspects of the organizational models,
and especially those levels of the organization where the basic budgetary
decisions are made, allocating funds among competing disciplines in the
case of NSF and broad project areas, in the case of DARPA. Moreover,
while the contrast between the two organizations helps us to identify
and highlight key aspects of each, it leaves the impression that they are
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competitive with each other and that the choice between them is a key
to national science policy, whereas in fact at the national level at least
they are complementary. The NSF is responsible for maintaining the
country’s basic scientific establishment, ensuring the supply of technical
manpower and maintaining its basic research capabilities; DARPA is
dependent upon that establishment for the raw material from which its
projects are created.

But the most important implications of this project are not its
substantive findings but the implications for how one thinks about
science policy and the conceptual issues in the emergent field
of “the science of science policy”.”> While the field is ostensibly
interdisciplinary, it has been heavily influenced by the discipline of
economics and what might be termed the conceptual biases of that
discipline as a lens for understanding public policy. The influence is
pervasive, and it would take a true outsider coming from some other
discipline (which we are not) to identify what these are. But one
perspective that seems particularly important is a view of government
policy in which government intervention consists of imposing
restrictions upon, and creating incentives for, action and that its
impact can be understood in terms of the self-interest of individuals
whose behavior is a response to the price incentive in the market.
In science policy, this seems to imply that the budgetary allocations
made in our cases at the peak of the organizational hierarchy are the
critical policy decisions. But what this study emphasizes is that, in the
United States at least, government institutions intervene at the very
micro level in the way the projects are conceived and executed. The
way that these interventions are conducted is the product of an active
debate and discussion within the organization, and also between the
organization and the scientific community. We have drawn here upon
our own research to understand the nature of that debate, and how
the way it is conducted and managed influences the outcome. But
the more general point is that that understanding is critical to science
policy, and that one has to reach far beyond the conceptual framework
of economics to analyze it

15 Fealing, K. H., Lane, J., Marbuger, J. III, and Shipp, S., eds. (2011). The Science of
Science Policy: A Handbook. Stanford, CA: Stanford University Press, https://doi.
org/10.1111/j.1541-1338.2011.00523.x
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4. The Connected Science Model
for Innovation—The DARPA
Model!

William B. Bonvillian

Introduction:
Fundamentals of Defense Technology Development?

The rise of the U.S. innovation system in the second half of the twentieth
century was profoundly tied to U.S. World War II and Cold War defense
science and technology investment.* However, this late twentieth-century
military technology evolution is only part of a much bigger picture of
innovation transformation. Growth economist Carlotta Perez argues
that an industrial —and therefore societal — transformation has occurred
roughly every half century, starting with the beginning of the industrial

1 This contribution originally appeared as a chapter in 21% Century Innovation Systems
for the ULS. and Japan, ed. S. Nagaoki, M. Kondo, K. Flamm and C. Wessner. (2009).
Washington, DC: National Academies Press. 206-37, https://doi.org/10.17226/12194,
http://books.nap.edu/openbook.php?record_id=12194&page=206

2 This chapter was written in 2006 with updates added in May 2008, reflecting
developments through that time.

3 Major portions of this chapter appeared in Bonvillian, W. B. (2006). “Power Play,
The DARPA Model and U.S. Energy Policy”, The American Interest 2/2, November/
December, 39-48, https://www.the-american-interest.com/2006/11/01/power-play/,
and appear here by permission of that journal.

4 Ruttan, V. W. (2006). Is War Necessary for Economic Growth? Military Procurement and
Technology Development. New York, NY: Oxford University Press.
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revolution in Britain in 1770.° These technology-based innovation cycles
flow in long multi-decade waves. Arguably, not only do these waves
transform economies and the way we organize societies around them,
they transform military power as well; U.S. military leadership has
paralleled its technological innovation leadership. Perez found that the
U.S. led the last three innovation waves—the information technology
revolution represents the latest. Will this leadership continue? At stake
is not only economic leadership, but U.S. military leadership.

In other words, for the U.S. there has been a deep interaction
between war and technology —war has greatly influenced technology
evolution, and the converse is also true. While this has been the case
for centuries, this interaction has been accelerating. Defense technology
cannot be discussed as though it were separate from the technology that
is driving the expansion of the economy —they are both part of the same
technology paradigms. Military historian John Chambers has argued
that few of the critical weapons that transformed twentieth century
warfare came from a specific doctrinal need or request of the military;*
instead, the availability of technology advances has driven doctrine. If
technology innovation is a driving force in both U.S. economic progress
and military superiority, and these elements have interacted, we need to
understand the causal factors behind this innovation.

One factor involves critical institutions, which represent the space
where research and talent combine, where the meeting between science
and technology is best organized. Arguably, there are critical science
and technology institutions that can introduce not simply inventions
and applications, but significant elements of entire innovations
systems. We will focus on aspects of the U.S. innovation system
supported by the defense sector —particularly the Defense Advanced
Research Projects Agency (DARPA). An Eisenhower creation, DARPA
was the primary inheritor of the World War II connected science model
embodied in Los Alamos National Laboratory and MIT’s Radiation
Laboratory (Rad Lab).

5  Perez, C. (2002). Technological Revolutions and Financial Capital: The Dynamics of
Bubbles and Golden Ages. Northampton, MA: Edward Elgar. See also Atkinson, R. D.
(2004). The Past and Future of America’s Economy— Long Waves of Innovation that Power
Cycles of Growth. Northampton, MA: Edward Elgar.

6  Chambers, J., ed. (1999). The Oxford Companion to American Military History. Oxford:
Oxford University Press, 7.
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DARPA came to play a larger role than other U.S. R&D mission
agencies in both the Cold War’s defense technology and the private
sector economy that interacted with it.” DARPA will be used as a tool
to explore the deep interaction between U.S. military leadership and
technology leadership. As we attempt to understand where DARPA
came from, we will also ask where it goes next, particularly in IT, as a
way of focusing on the continuing strength of the defense innovation
system.

Role of Technology Innovation and Talent in Growth

Defense and civilian sector innovation in the U.S. are part of one
economic system; that system includes not only sharing the same
technology paradigms but sharing the societal wealth—economic
growth—thrown off by that economic system, which funds both the
military and the technology it increasingly depends on for leadership.
Therefore, we need to understand the nature of innovation in economic
transformation. Keeping in mind the argument that economic growth
has dramatically affected military transformation, what are the causal
factors in economic growth?

To briefly summarize more than three decades of work in growth
economics: Robert Solow, a Professor of Economics at MIT, won the
Nobel Prize in 1987. Solow was profoundly dissatisfied with the growth
model of classical economics, where growth was understood in a static
model of the interaction between capital supply and labor supply.
Solow posited a dynamic model, arguing that while capital and labor
supply remained significant, there was a much bigger factor. Studying
five decades of U.S. economic growth he found that more than half
of this growth flowed from technological and related innovation.® He
argued that growth rates are not in an equilibrium but can be altered
through innovation advance, with societal well-being expanding

7  VanAtta, R, etal. (1991). DARPA Technological Accomplishments, An Historical Review
of DARPA Projects. Alexandria, VA: Institute for Defense Analyses; Goodwin, J.
C., et al. (1999). DARPA, Technology Transition. Arlington, VA: Defense Advanced
Research Projects Agency.

8  Solow, R. M. (2000). Growth Theory, An Exposition. 2™ ed. Oxford: Oxford University
Press, ix—xxvi, http://nobelprize.org/nobel_prizes/economics/laureates/1987/solow-
lecture.html


http://nobelprize.org/nobel_prizes/economics/laureates/1987/solow-lecture.html
http://nobelprize.org/nobel_prizes/economics/laureates/1987/solow-lecture.html

80 The DARPA Model for Transformative Technologies

correspondingly. The key factor behind his growth through innovation
thesis, his work suggests, was the research and development system.
However, because technology development is complex and not easy to
measure, he treated it as “exogenous” to the economy. Economist Paul
Romer of Stamford University (and later NYU) articulated what I will
call a second direct growth factor.’ If the first is Solow’s technological
innovation founded on R&D, Romer argued that technical knowledge
drives economic growth, and that it is an “endogenous” element in the
economy. The key factor standing behind this knowledge is science
and technological talent, the “human capital engaged in research”. He
suggested a prospector theory of innovation—the nation or region that
fields the largest number of well-trained prospectors will find the most
gold, i.e., the most innovative advances."

These two direct factors—in shorthand, talent and R&D —don’t stand
in isolation from each other, but rather are interacting parts of an intricate
ecosystem of innovation. There are many other factors that are important
parts of this system, elements that are more indirect, implicit, and
peripheral to innovation advance than the two direct factors essential to
economic growth posited above, but these indirect factors are nonetheless
ones that a society must also get right for innovation advance.

The list of indirect innovation factors is long and, because growth
economics is relatively new to the economics scene, the metrics for
understanding the interaction of these factors are largely unexplored.
On the government side they include fiscal, tax, and monetary policy;
trade policy; technology standards; technology transfer policies;
government procurement; intellectual property protection; the legal and
liability systems; regulatory controls; accounting standards; and export
controls. On the private sector side, which in a capitalist enterprise must
dominate innovation, they include investment capital, including angel,
venture, IPO’s, equity, and lending; markets; management principles
and organization; talent compensation and reward; and quality of plant
and equipment.

Keep in mind that that these direct and indirect innovation factors all
interact, and that it is the interaction that is most important. Therefore,

9  Romer, P. (1990). “Endogenous Technological Change”, Journal of Political Economy
98: 72-102, http://pages.stern.nyu.edu/~promer/Endogenous.pdf

10  See discussion of Solow and Romer in Warsh, D. (2006). Knowledge and the Wealth of
Nations. New York, NY: W. W. Norton.
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they represent a common system for both economic and defense sector
advance."

Is There a Third Direct Innovation Factor?

What does innovation organization look like? This factor must be seen
and understood at least at two levels, the institutional level and the
personal, face-to-face level. We will explore these in succession.

U.S. Innovation Organization at the Institutional Level

In addition to the two direct and the numerous indirect innovation
factors suggested above, arguably there is a third direct factor: the way
that R&D and talent, in particular, come together to form an innovation
system. In other words, if R&D is factor A, and talent is factor B, they
form an interacting combination, AB, which in itself is a third factor:
the meeting space for science and technology and the talent behind it.

11 We have been discussing innovation in the context of economics. However, growth
economics —because it is founded on a dynamic model of innovation—has begun
to break down the focus of economics, since the late 1940’s (neoclassical economics),
on the mathematical modeling suited to analysis of limited numbers of variables
in a closed equilibrium. Instead, as growth economist Brian Arthur has argued,
innovation can create increasing returns, not just diminishing returns, leading
to transformational phase shifts in an economy. Growth economics requires not
only the neo-classical economics of physics-like fundamental principles subject to
formulaic proof, but an economics of complexity, where a rich array of interacting
elements must be accounted for in systems that are not static but evolve. For
example, if innovation organization is a key factor in innovation and therefore
economic growth, this element pushes economics towards its original roots in the
social sciences and away from neo-classical economic modeling, which cannot fully
capture organizational elements. This concept puts an orange in what economics
has viewed as a mix of apples. In other words, growth economics is gradually
broadening economics’ explanatory depth and toolset to reach and understand
complex systems, and the third innovation factor discussed below, innovation
organization, arguably pushes it further in that direction. See, generally, Waldrop,
M. M. (1992). Complexity, the Emerging Science at the Edge of Order and Chaos. New York,
NY: Simon & Schuster, 144-48, 250-55, 284-313, 325-27. Since the author drafted this
article and footnote in 2006, another book has been published discussing some of
these points: Beinhocker, E. D. (2007). Origin of Wealth-Evolution, Complexity and the
Radical Remaking of Economics. Cambridge, MA: Harvard Business School; see also,
Tassey, G. (2016) “The Technology Element Model, Path-Dependent Growth and
Innovation Policy”, Economics of Innovation and New Technology 26/6: 594-612, http://
dx.doi.org/10.1080/10438599.2015.1100845; Bonvillian, W. B. and Singer, P. (2018).
Advanced Manufacturing: The New American Innovation Policies. Cambridge, MA: MIT
Press (chapter 4), https://doi.org/10.7551/mitpress/9780262037037.001.0001
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It is not enough to have the ingredients of R&D and talent; they have
to collaborate in an effective way for a highly productive innovation
system. We'll call this third factor innovation organization. Linking
two factors together, AB, is shorthand in math for multiplying them;
arguably, there is a multiplier factor here, too—the way R&D and
talent join and are organized can be a multiplier for each. If innovation
organization is a kind of multiplier for the two key direct innovation
factors, then the way defense and civilian innovation systems organize
R&D and talent, and the massive areas where the two systems overlap,
will be profoundly determinative of innovation advance for the two
systems, and therefore of economic and military leadership.

Governmental science and technology organization in the U.S.
largely dates from World War II and the immediate post-war. As
suggested earlier, technology evolution in this country comes from a
kind of “PushMi-Pullyu” relationship between civilian economic and
defense sectors, and World War II was a transformative period where
the pressure for military technology advance later led to a dramatic
economy-wide advance.

Vannevar Bush led this charge,'* acting as President Franklin D.
Roosevelt’s personal science executive during the war. He was allied
to a remarkable group of fellow science organizers, including Alfred
Loomis, an investment banker and scientist, physicist Ernest Lawrence
of Berkeley, and two university presidents, James Conant of Harvard
and Karl Compton of MIT. Successively, Bush created and took charge
of the two leading organizing entities for U.S. science and technology,
the National Defense Research Council (NDRC) and then the Office
of Science Research and Development (OSRD). These became the
coordinating entities for U.S. wartime R&D, creating crash research
projects in critical areas, such as the Rad Lab at MIT and Los Alamos,
and they, in turn, insured interaction and coordination with a rich mix
of research components.

12 Zachary, G. P. (1999). Endless Frontier, Vannevar Bush, Engineer of the American
Century. Cambridge, MA: The MIT Press. See also, Conant, J. (2002). Tuxedo Park:
A Wall Street Tycoon and the Secret Palace of Science that Changed the Course of World
War II. New York, NY: Simon & Shuster (a biography of Alfred Loomis, founder of
MIT’s Rad Lab). For a discussion of U.S. pre-WWII science organization see, Hart,
D. (1998). Forged Consensus. Princeton, NJ: Princeton University Press.
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Influenced by the frustrations of his WW1 military research
experience, where technology breakthrough could not transition past
bureaucratic barriers into defense products, Bush kept civilian science
control of critical elements of defense research, insisting that his science
teams stay out of uniform and separate from military bureaucratic
hierarchies, which he found unsuited to the close-knit interaction
needed for technology progress.

To summarize, Bush brought all defense research efforts under
one loose coordinating tent, NDRC then OSRD, and set up flat, non-
bureaucratic, interdisciplinary projectteamsoriented tomajor technology
challenges, like radar and atomic weapons, as implementing task forces.
He created “connected” science, where technology breakthroughs at
the fundamental science stage were closely connected to the follow-on
applied stages of development, prototyping and production, operating
under what we will call a technological “challenge” model. Because
Bush (and his ally Loomis) could go directly to the top for backing from
Roosevelt, through Secretary of War Henry Stimson and Presidential
Aide Harry Hopkins, Bush made his organizational model stick during
the war, despite relentless military pressure, from the Navy in particular,
to capture it.

Then, immediately after the war, he systematically dismantled his
remarkable connected science creation.

Envisioning a period of world peace, convinced that the wartime levels
of government science investment would be slashed, and probably wary
of a permanent alliance between the military and science, Bush decided
to try and salvage some residual level of federal science investment. He
wrote the most influential polemic in U.S. science history, Science: The
Endless Frontier, for Roosevelt, arguing that the federal government should
fund basic research, which would deliver ongoing progress in economic
well-being, national security and health to the country.” In other words,
he proposed ending his model of connected science, and dropping his
challenge model, in favor of making the federal role one of funding one
stage of technology advance: exploratory basic research. His approach
would become known as the “pipeline” model for science investment.
The federal government would dump basic science into one end of

13 Bush, V. (1945). Science: The Endless Frontier. Washington, DC: Government Printing
Office, 1-11, https://www .nsf.gov/od/lpa/nsf50/vbush1945.htm.
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an innovation pipeline, and somehow early and late state technology
development and prototyping would occur inside the pipeline, with
new technology products emerging, genie-like, at the end. Because he
assembled a connected science model during World War II, Bush no
doubt realized the deep connection problems inherent in this pipeline
model, but likely felt that salvaging federal basic research investment was
the best he could achieve in a period of anticipated peace.

He did argue that this basic research approach should be organized
and coordinated under “one tent” to direct all the nation’s research
portfolios, proposing what would become the National Science
Foundation (NSF). Because he wanted this entity controlled by a
scientific elite separated from the nation’s political leadership, Bush got
into a battle with Roosevelt’s successor, Harry Truman. In his typical,
take-charge way, Truman insisted that the scientific buck would
stop on his desk, not on some Brahmin scientist’s desk, and that NSF
appointments would be controlled by the President. Bush disagreed.

Truman therefore vetoed Bush’s NSF legislation, stalling its creation
for another five years."* Meanwhile, science did not stand still. New
agencies proliferated, and the outbreak of the Korean War led to a renewal
of defense science efforts. By the time NSF was established and funded,
its potential coordinating role had been bypassed. It also became a much
smaller agency than Bush anticipated, only one among many. Despite
Bush’s support for one tent where scientific disciplines and agencies
could coordinate their work, as they did in World War II, the U.S. thus
adopted a highly decentralized model for its science endeavor.”

Bush’s concept of federal funding focused on basic science did
prevail, however, with most of the new science agencies adopting

14 Blanpied, W. A. (1998). “Inventing U.S. Science Policy”, Physics Today 51/2: 34-40,
https://doi.org/10.1063/1.882140 (an article examining the post-WWII evolution
of U.S. science organization and NSF); Mazuzan, G. (1988). The National Science
Foundation: A Brief History (1950-85). Arlington, VA: The National Science
Foundation, 1-25, https://www.nsf.gov/pubs/stis1994/nsf8816/nsf8816.txt  (a
history of NSF in the context of post-WWII science).

15 It must be emphasized that there are major advantages to decentralized science. It
creates a variety of pathways to science advance and a series of safety nets to ensure
multiple routes can be explored. Since science success is largely unpredictable, the
“science czar” approach risks major failures that a broad front of advance does
not. Nonetheless, the U.S. largely lacks the ability to coordinate its science efforts
across agencies particularly where advances that cut across disciplines require
coordination and learning from networks.
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this model for the federal science role. These twin developments left
U.S. science fragmented at the institutional level in two ways: overall
science organization would be fragmented among numerous science
agencies, and federal investment would be focused on only one stage of
technological development: exploratory basic research.'® Remarkably,
Bush left a legacy of two conflicting models for scientific organizational
advance: the connected, challenge model of his World War Il institutions,
which he dismantled after the war,’” and the fundamental-science
focused, disconnected, multi-headed model of post-war U.S. science
institutional organization.

Summary of the Innovation Analytical Framework

To summarize the discussion thus far, innovation is not only about
R&D investment levels, it's about content and efficiency.”® U.S.
post-war policy institutionally severed R from D, which had been
connected in the wartime model, and posited a pipeline theory of
innovation where the federal government dumped research funding
into one end of the pipeline, then mysterious things occurred within
the innovation pipeline, then remarkable products emerged at the
other end. Neoclassical economics, through the work of Robert Solow,
came to realize the central role of innovation in economic growth but
was unable to apply existing economic models to the mystery inside
the pipeline, and therefore treated innovation as “exogenous” to the
economy. That response was ultimately unacceptable—it is as though

16  See the discussion of these developments in Stokes, D. E. (1997). Pasteur’s Quadrant,
Basic Science and Technological Innovation. Washington, DC: Brookings Institution
Press.

17  The term “dismantled” is used to indicate that the structure for science management
in World War II was ended, and many wartime science entities were shut down,
including MIT’s Rad Lab. Obviously, other existing science entities continued
in operation, such as NACA, which Bush chaired before the war, and was an
early example of a connected, challenge model approach. See Roland, R. (1985).
Model Research: The National Advisory Committee for Aeronautics, 1915-1958.
Washington DC: Government Printing Office, 225-58 (chapter 10), https://history.
nasa.gov/SP-4103/. However, even within DOD, the Office of Naval Research was
largely stood up after the war around a fundamental science model. Sapolsky, H.
M. (1990). Science and the Navy—The History of the Office of Naval Research.
Princeton, NJ: Princeton University Press, 9-81 (chapters 2—4).

18 Tassey, G. (2007). The Innovation Imperative. Cheltenham, UK: Edward Elgar
(chapters 3, 7, 8).
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economics, after finally discovering the innovation monster in the
economic growth room, then declined to look at it. A group of growth
economists, initially led by Paul Romer, gradually began to whittle
away at the monster, treating it as “endogenous”, slowly delineating
its economic attributes. However, this delineation process still has
barely begun.” Economic institutions still collect extensive data on
the two factors classical economics tied to economic growth —capital
supply and labor supply, and data on R&D investment totals. We have
little data on the monster, the content and efficiency of the innovation
system.”” Few are searching for and analyzing the new factors and
metrics for innovation evaluation. Interestingly, two decades after
Solow won the Nobel Prize for identifying the innovation monster,
the U.S. Department of Commerce has announced the need to begin
an intensive data collection process around innovation.?! The National
Science Foundation, which has long collected data on innovation
investment levels and science education,” has begun an effort to look
at data and analysis around innovation with a program entitled the
Science of Science and Innovation Policy.

But what is the framework for the innovation metrics and analysis?
Although we track R&D investment, what about the composition
and efficiency factors? This chapter attempts to identify some of the
elements lurking inside the innovation pipeline. Following Solow and
Romer, it argues, as noted, that R&D and talent (shorthand terms for

19 For a critical view of the progress of endogenous growth theory in economics, see
Solow, R. M. (2000). “Toward a Macroeconomics of the Medium Run”, Journal of
Economic Perspectives 14/1: 151-58.

20 Despite the emergence over two decades ago of growth economics and its doctrine
that growth is predominantly innovation based, the two U.S. political parties are
still largely organized around the old factors posited by classical economics as
responsible for growth, capital supply and labor supply.

21 U.S. Department of Commerce. (2008). Innovation Measurement, Tracking the State
of Innovation in the American Economy. Report to the Secretary of Commerce.
Washington, DC: U.S. Department of Commerce, http://users.nber.org/~sewp/
SEWPdigestFeb08/InnovationMeasurement2001_08.pdf; Mandel, M. (2008). “A
Better Way to Track the Economy, A Groundbreaking Commerce Dept. Report
Could Lead to New Yardsticks for Measuring Growth”, Business Week, 28 January,
p- 29.

22 National Science Board. (2006). Science and Engineering Indicators. Arlington, VA: The
National Science Foundation, https://wayback.archive-it.org/5902/20160210153725/
http://www.nsf.gov/statistics/seind06/ At the time this DARPA book was published,
the latest version of Science and Engineering Indicators was from 2018: https://www.
nsf.gov/statistics/2018/nsb20181/.
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their extended ideas) can be considered two direct innovation factors,
indispensable to innovation, and are surrounded by an ecosystem of
indirect factors, less critical but nonetheless significant. This chapter
further posits that there is a third direct innovation factor, innovation
organization, the space where the talent and R&D converge. An
essential aspect of innovation organization requires evaluation at
the institutional level. Summarized above is the brilliant success the
U.S. experienced at the institutional level during World War II with
a connected science model built around technological challenges,
formed under one organizational tent.

The U.S,, following the war, shifted to a highly decentralized model,
scattering government-funded research among a series of mission
agencies. It was predominantly a basic-science focused model, not
connected science, and left what later became known as a “valley of
death” between research and development stages. The handoff from
publicly-funded research and to private sector development therefore
lacked institutional bridging mechanisms. As we will see, the major
exception to that U.S. institutional rule was DARPA.?

We turn now from a review of innovation at the institutional level to
a second analytical perspective on innovation organization, innovation
at the personal, face-to-face level. Following this review, we will
examine how these twin perspectives on innovation organization have
operated within an arguably critical U.S. innovation organization,
DARPA, evaluating how it has worked at both levels, institutional and
personal.

23 This is not to assert that the fundamental science mission agencies dating from
the 1940’s have remained frozen in time. While the basic science mission remains
paramount at agencies such as NSF, NIH and the DOE Office of Science, at the
National Science Foundation, for example, there is funding not only for small
individual investigator basic research but larger areas of interdisciplinary
advance, such as nanotechnology, which can incorporate grand challenges. For
example, NSF’s issue workshops and similar organizing mechanisms bring in
ideas for coordinated science-engineering advance for initial buy-in and research
program design by fundamental and applied communities. As another example,
NSF’s engineering directorate supports engineering centers tying science
advance to fundamental engineering advance. Somewhat similar efforts around
interdisciplinary centers have evolved at NIH and DOE. The point remains that
these functions supplement established fundamental science efforts.
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Innovation Systems at the Personal Level:
Great Groups

Innovation organization should be analyzed at the institutional level,
as discussed above. However, it also requires understanding at the
ground level, from the personal, face-to-face point of view. Innovation
is different from scientific discovery and invention, which can involve
solo operators. Instead, innovation requires taking both scientific
discovery and invention and piling applications on a breakthrough
invention or group of inventions to create disruptive productivity gains
that transform significant segments of an economy and/or defense
system. So, innovation is a third phase built on phases of discovery and
invention. Innovation requires not only a process of creating connected
science at the institutional level, it also must operate at the personal level.
People are innovators, not simply the overall institutions where talent
and R&D come together. Warren Bennis and Patricia Biederman have
argued that innovation, because it is much more complex than the
earlier stages of discovery and invention, requires “great groups”, not
simply individuals.?* Robert W. Rycroft and Don E. Kash make a similar
argument but use a different term: innovation requires collaborative
networks® which can be less face-to-face and more virtual. As we look
at innovation organization at the personal level, we will explore the rule
sets for three sample “great groups” of innovators.

Edison’s “Invention Factory” at Menlo Park, New Jersey

Thomas Edison formed the prototype for innovator great groups.”
Edison placed his famous Menlo Park laboratory in a simple 100-foot
long wooden frame building, a lab, on his New Jersey farm. In it he
placed a team of a dozen or so artisans, mixing a wide range of skills
with a few trained scientists. They worked intensely, sometimes 24/7,
and took midnight breaks together, eating pies, reciting poems and

24 Bennis, W. and Biederman, P. W. (1997). Organizing Genius: The Secrets of Creative
Collaboration. New York, NY: Basic Books.

25 Rycroft,R.W., and Kash, D. E. (1999). “Innovation Policy for Complex Technologies”,
Issues in Science and Technology 16/1, https://issues.org/byline/robert-w-rycroft/

26 See discussion in Evans, H. (2005). They Made America. Sloan Foundation Project.
New York, NY: Little, Brown and Company, 152-71.
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singing songs. They mixed a range of disciplines and organized their
intense effort around the challenge of electric light. They were a great
group, highly collaborative. Great groups also require collaboration
leaders, and Edison was a remarkable team leader. They worked on the
idea of filling the gap between electric poles with a filament placed in
a vacuum tube. But that was only the breakthrough invention, not the
innovation. To make their light usable, Edison and his team then had
to invent much of the infrastructure for electricity —from generators
to wiring to fire safety to the structure of a supporting electric utility
industry. Edison and his team become inventors and innovators,
visionaries and (as initiators of a network of companies with Wall Street
backing) vision enablers.

Interestingly, as part of this process, Edison had to derive elements
of electron theory to explain his results —his “Edison Effect” helped lead
to atomic physics advances. There is a major lesson in this: science is
not simply a linear pipeline going from basic to applied. Rather, it goes
both ways: basic to applied and applied to basic. Menlo Park teaches us
parts of the rule set for great groups. It is organized around a challenge
model, with the group trying to solve a specific challenge or goal; it
applies an interdisciplinary mix of both practical and basic science to
get there; and it uses a connected science model, tying invention to
innovation and incorporating all stages of innovation advance. While
the group is under Edison’s clear leadership—and that leadership
factor is vital —it is nonetheless a non-hierarchical, relatively flat, two-
level, highly collaborative effort. The team mixes experimentalists and
theorists, artisans and trained scientists and engineers, for a blend of
experimental and theoretical capability and disciplines.

Alfred Loomis and the Rad Lab at MIT, 1940-1945

Alfred Loomis loved science but family needs compelled him to
become lawyer; he combined his science and legal skills to become a
leading Wall Street financier for the emerging electric utility industry
in the 1920’s.” Anticipating the market crash, he sold out in 1928 with
his great fortune intact. He used it to pursue science, setting up his
own private lab at his Tuxedo Park, New York estate in the 1930’s and

27  Details from Loomis’ biography, Conant. (2002). Tuxedo Park.
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assembling there a who’s who of pre-war physics. Loomis” own field of
study there was microwave physics. As World War II loomed, Vannevar
Bush, respecting Loomis” industrial organizing skills, asked him to join
Roosevelt’'s NDRC to mobilize science for the war.

Because the American military was initially uninterested, the British
handed over to Loomis a suitcase with their secrets to microwave radar
in his penthouse in the Shoreham Hotel in Washington in 1940. As the
Battle of Britainraged, Loomis’ microwave expertise enabled him to grasp
immediately that this was a war winning technology for air warfare. He
promptly persuaded his cousin and mentor, Secretary of War Henry
Stimson, that this technology must be developed and exploited without
delay. With Bush’s and Roosevelt’s immediate approval, Loomis within
two weeks established the Radiation Laboratory (Rad Lab) at MIT.
Because he knew them from his Tuxedo Park lab, Loomis and his ally
and friend Ernest Lawrence of Berkeley called in the whole talent base
of U.S. physics to join the Rad Lab, and nearly all came. Because the
government was not used to establishing major labs literally overnight,
Loomis personally funded the startup while government approvals and
procurement caught up.

The Rad Lab was non-hierarchical and flat, with only two levels,
project managers and project teams, each devoted to a particular
technology path. It was characterized by intense work, often around the
clock, and by high spirits and morale. Loomis and Bush purposely kept
it out of the military. The Rad Lab used a talent base with a mix of science
disciplines and technology skills. It was highly collaborative, it was
organized around the challenge model, and it used connected science,
moving from fundamental breakthrough to development, prototyping
and initial production. Interestingly, the Rad Lab organizational model
was systematically adopted at Los Alamos, and ten leading Rad Lab
scientists shifted to Los Alamos to implement it.”® The Rad lab developed
great advances in microwave radar and the proximity fuse, technologies
vital to success for the allies. Eight Nobel prizewinners came out of the
Rad Lab and it ended up laying the foundations for important parts of
modern electronics. It also embodied another feature key to successful

28 See discussion of Los Alamos in Sherwin, M., and Bird, K. (2005). American
Prometheus, The Triumph and Tragedy of |. Robert Oppenheimer. New York, NY: Alfred
A. Knopf; and Conant, J. (2005). 109 East Palace. New York, NY: Simon & Shuster.
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great groups—through Loomis and Bush, the Rad Lab had direct access
to the top decision-makers able to mandate the execution and adaptation
of its findings, Stimson and Roosevelt.

The Transistor Team at Bell Labs (1947)

Bell Labs” Murray Hill facility was consciously set in the New Jersey
countryside after Edison’s Menlo Park model and also drew from
the great military labs of World War II, the Rad Lab and Los Alamos.
AT&T's R&D Vice President, Mervin Kelly, and his lead researcher,
William Shockley, wanted a solid-state physics team of fifty scientists
and technicians from various fields with capability for fundamental
research leading to practical applications. Their task was to develop a
solid-state physics-based replacement for vacuum tubes so that AT&T’s
switching capability could continue to advance telephone speed and
capacity. John Bardeen and Walter Brattain, two of the leading solid-state
physics researchers who joined this team, developed a profoundly close
collaboration, where the scientific and personal skills of one matched
the other’s—one a theorist, the other an experimentalist, one outgoing,
the other reflective. They were social friends and held a strong mutual
respect. Backed-up by Bell Labs’ deep industrial technical support
system, with the latest equipment and very strong technical staff, the
two entered into a “magic month” from mid-November to 16 December
1947, and developed the first transistor.

As Bardeen’s biographers put it, “The solid-state group divided up
the tasks: Brattain studied surface properties such as contact potential;
Pearson looked at bulk properties such as the mobility of holes and
electrons; and Gibney contributed his knowledge of the physical
chemistry of surfaces. Bardeen and Shockley followed the work of
all members, offering suggestions and conceptualizing the work”.?
Brattain later commented, “It was probably one of the greatest research
teams ever pulled together on a problem... I cannot overemphasize the
rapport of this group. We would meet together to discuss important

29 Huddleson, L., and Daitch, V. (2002). True Genius—The Life and Science of John
Bardeen. Washington, DC: Joseph Henry Press of the National Academies of
Sciences, 127-28.
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steps almost on the spur of the moment of an afternoon. We would
discuss things freely. I think many of us had ideas in these discussion
groups, one person’s remarks suggesting an idea to another. We went
to the heart of many things during the existence of this group, and
always when we got to the place where something needed to be done,
experimental or theoretical, there was never any question as to who was
the appropriate man in the group to do it”.*

Unfortunately, Shockley’s reaction wrecked further working
collaboration in the group. He attempted to garner credit for Bardeen’s
and Brattain’s work, then worked secretly at his home designing a further
break-through improvement, where a semiconductor “sandwich”
replaced the transistor’s electrical contact point, without telling the rest
of the group. Before distrust descended, however, the group followed
many of the rules of the other groups cited above —it was highly talented,
relatively non-hierarchical, organizationally flat with essentially two
levels, highly collaborative, and brought to bear a range of expertise
and disciplines, including theorists and experimentalists, with each
participant working in his strongest skill area. It was organized on
a challenge model and the connection to AT&T's VP Mervin Kelly
assured a tie to a decisionmaker who could enable development of
breakthroughs. The group traded ideas on a continuous basis, meeting
frequently with each providing thoughts to assist the others” progress,
and Bardeen and Shockley played a leadership role by continually
moving conceptual ideas among the group.

Many of the organizational features of these three “great groups” are
common to others, including the development of atomic weapons at Los
Alamos, the integrated circuit and microchip at Fairchild Semiconductor
and Intel, the aeronautics and stealth advances at Lockheed’s Skunk
Works, the personal computer at Xerox PARC and Apple, biotech at
Genentech and J. Craig Venter’s genomics projects.” These projects are
not unique.

30 Ibid.

31 Sherwin and Bird. (2005). American Prometheus, 205-28, 255-59, 268-85, 293-97;
Conant. (2005). 109 East Palace, 106, 108, 110, 255; Berlin, L. (2005). The Man Behind the
Microchip, Robert Noyce and the Invention of Silicon Valley. Oxford: Oxford University
Press (chapters 3-8); Rich, B, and Janos, L. (1994). Skunk Works: A Personal Memoir
of My Years of Lockheed. Boston: Little, Brown & Company; Evans. (2005). They
Made America, 420-31 (on Boyer and Swanson founding Genetech and starting
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A venture capitalist has commented that he looks for these same
kinds of characteristics every time he funds a startup. To summarize,
a common rule set seems to characterize successful innovation at the
personal and face-to-face level. The rules include ensuring: a highly-
collaborative team or group of great talent; a non-hierarchical, flat and
democratic structure where all can contribute; a cross-disciplinary talent
mix, including experimental and theoretical skills sets networked to the
best thinking in relevant areas; organization around a challenge model;
using a connected science model able to move breakthroughs across
fundamental, applied, development and prototype stages; cooperative,
collaborative leaders able to promote intense, high morale; and direct
access to top decisionmakers able to implement the group’s findings.*

DARPA as a Unique Model—Combining Institutional
Connectedness and Great Groups

We have discussed the concept of innovation organization as a third
direct innovation factor, and noted that it operates in macro and micro
ways, at both the institutional level and the personal level. Our focus
now shifts to the Defense Department’s Defense Advanced Research
Projects Agency. Created in 1958 by Eisenhower as a unifying force
for defense R&D in light of the stove-piped military services’ space
programs that had helped lead to America’s Sputnik failure, DARPA
became a unique entity. In many ways, DARPA directly inherited the
connected science, challenge and great group organization models of the
Rad Lab and Los Alamos stood up by Bush, Loomis and Oppenheimer.
However, unlike the personal-level models discussed above, DARPA
has operated at both the institutional and personal levels. DARPA
became a bridge organization connecting these two institutional and
personal organizational elements, unlike any other R&D entity stood
up in government.

biotech); Bennis and Biederman. (1997). Organizing Genius, 63-86 (on Xerox PARC
and Apple); Morrow, D. S. (2003). “Dr Craig Venter: Oral History”, Computerworld
Honors Program, 3-53, 56-58; Venter, J. C. (2007). A Life Decoded: My Genome, My Life.
New York, NY: Viking Press (chapter 12).

32  For discussion of additional great groups and variations in this suggested rule set,
see Bennis and Biederman. (1997). Organizing Genius.
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J. C. R. Licklider and the Beginnings of the DARPA Model

The DARPA model is perhaps best illustrated by one of its most
successful practitioners, J. C. R. Licklider, who, as an office director at
DARPA working with and founding a series of great technology teams,
laid the foundations for two of the twentieth century’s technology
revolutions, personal computing and the Internet.*® In 1960, Licklider,
trained in psychology with a background in physics and mathematics,
wrote about what he called the “Man-Machine Interface” and “Human-
Computer Symbiosis”: “The hope is that in not too many years, human
brains and computing machines will be coupled together very tightly,
and that the resulting partnership will think as no human brain has ever
thought”.** By 1960, Licklider envisioned timesharing as a path to real
time personal computing (as opposed to the then-dominant main-frame
computing), digital libraries, the Internet (the “Intergalactic Computer
Network”), what we now call the World Wide Web, and most of the
features—like computer graphing, simulations and modeling—that
we are still evolving to implement those revolutions. Licklider was
hired by DARPA* to work on what was being called the “command
and control” problem, and then that problem took off in importance.
This was because John F. Kennedy and Robert McNamara had
become deeply frustrated with a profound command and control
problem, namely, their inability to obtain and analyze real time data
and interact with on-scene military commanders during the Cuban
Missile Crisis. DARPA gave Licklider the major resources to tackle
this problem. It was the rare case of the visionary being placed in the

33 Discussion in this section drawn from Licklider’s biography by Waldrop, M. M
(2001). The Dream Machine: |. C. R. Licklider and the Revolution that Made Computing
Personal. New York, NY: Viking Press. For discussions of DARPA’s and DOD’s
central role in fostering the many phases of the IT revolution, see, Ruttan. (2006).
Is War Necessary, 91-129; Fong, G. R. (2001). “ARPA Does Windows; the Defense
Underpinning of the PC Revolution”, Business and Politics 3/3: 213-37, https://doi.
org/10.2202/1469-3569.1025 (Chapter 6 in this volume); National Research Council,
Science and Telecommunications Board. (1999). Funding a Revolution, Government
Support for Computing Research. Washington, DC: National Academy Press, 85-187,
https://doi.org/10.17226/6323

34 Licklider, J. C. R. (1960). “Man-Computer Symbiosis”, IRE Transactions on Human
Factors in Electronics 1: 4-11, https://doi.org/10.1109/thfe2.1960.4503259

35 DARPA Director Jack Ruina later concluded that hiring Licklider was his most
significant act at DARPA. In seeking an office director, Ruina realized he had found
a visionary. See Waldrop. (2001). The Dream Machine.


https://doi.org/10.2202/1469-3569.1025
https://doi.org/10.2202/1469-3569.1025
https://doi.org/10.17226/6323
https://doi.org/10.1109/thfe2.1960.4503259

4. The Connected Science Model for Innovation 95

position of vision-enabler. Strongly backed by noted early DARPA
Directors Jack Ruina and Charles Herzfeld, Licklider found, selected,
funded, organized and stood up a remarkable support network of
early information technology researchers at universities and firms that
over time built personal computing and the Internet. He served at two
different periods in DARPA.

At the institutional organization level, DARPA and Licklider became
a collaborative force among the Defense Department’s research agencies
controlled by the services, using DARPA IT investments to leverage
participation by the agencies to solve common problems under connected
science and challenge models. DARPA and Licklider also kept their own
research bureaucracy to a bare-bones minimum, using the service R&D
agencies to carry out project management and administrative tasks,
so that DARPA’s efforts created co-ownership with the service R&D
stovepipes. Institutionally, although it certainly did not always succeed,
DARPA attempted to become a research supporter and collaborator, not
a rival competitor to the DOD service research establishment.®

At the personal level of innovation organization, Licklider created a
remarkable base of information technology talent both within DARPA
and in a collaborative network of great research groups around
the country. This team of apostles, including Doug Engelbart, Ivan
Sutherland, Robert Taylor, Larry Roberts, Vint Cerf, Robert Kahn, and
their many comrades, are a who’s who of personal computing and
internet history. Because of ongoing progress, DARPA was willing to
be patient and able to look at the long term in these IT talent and R&D
investments in a way that corporations and venture capital firms are
not structured to undertake.” Licklider's DARPA model was also not

36 The military service R&D organizations initially saw DARPA as a usurper and
competitor for scarce research funds. DARPA’s efforts over the decades to link
with the service R&D organizations and become their collaborator and banker for
advanced projects they might not otherwise obtain approval for has helped defuse
service hostility, and frequently the collaboration has been highly mutual and
beneficial. But resentment remains of DARPA as a favored child, even after a half
century. Licklider’s efforts mark an early success at cross-stovepipe collaboration,
although such success is not uniform.

37 Licklider, as DARPA’s IPTO head, received strong backing from DARPA Directors
Jack Ruina and Charles Herzfeld, who bet on his vision, which enabled Licklider to
build a cadre of successors—Ivan Sutherland, Bob Taylor and Larry Roberts—who
shared and enhanced his vision for a coherent program with ongoing technical
process steps that led to the Internet and personal computing and a network of
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a flash in the pan—internally it was able to institutionalize innovation
so that successive generations of talent sustained and kept renewing
the technology revolution over the long term. At the personal level
of innovation, the great groups Licklider started, in turn, shared key
features of the Menlo Park, Rad Lab and other groups previously
discussed. Licklider’s Information Processing Techniques group was
the first and greatest success of the DARPA model, but this success was
not unique; DARPA was able to achieve similar accomplishments in a
series of other technology areas.®

There is one further key point to consider: DARPA has been willing
to spawn technology advances not only in the defense sector but also
in the non-defense economy, recognizing that an economy-wide scale
as opposed to a defense sector-only scale may be needed to speed the
advance. DARPA has made specific choices to encourage and support
technology advances with non-defense organizations, both academic
and commercial, rather than defense-only organizations, as its best
means of gestating new concepts into implementation.* This enables
the Department of Defense (DOD) at a later stage to take advantage
of this technology evolution speed up, with corresponding shared and
therefore reduced development and acquisition costs. This was exactly

related advances. There was no special management doctrine at DARPA that enabled
this successive effort but it was allowed by DARPA leaders to proceed full throttle
for a decade, until scrutinized somewhat by DARPA Director George Heilmeier.
Fluent with practical electronics, he imbedded the “Heilmeier Catechism” which
insisted on more application relevance, to Licklider’s frustration during his second
DARPA tour. See Waldrop. (2001). The Dream Machine.

38 Van Atta, R, Deitchman, S., and Reed, S. (1990-1991). DARPA Technical
Accomplishments. 3 Volumes. Alexandria, VA: Institute for Defense Analyses. See,
also, Van Atta, R. (2008). “Fifty Years of Innovation and Discovery”, in DARPA, 50
Years of Bridging the Gap, ed. C. Oldham, A. E. Lopez, R. Carpenter, 1. Kalhikina,
and M. J. Tully. Arlington, VA: DARPA. 20-29, https://issuu.com/faircountmedia/
docs/darpa50 (Chapter 2 in this volume). Dr. Van Atta has been generous to the
author with his insights on DARPA, which are reflected at a number of points in
this chapter.

39 Licklider and his colleagues largely relied on universities for idea—creation and the
subsequent spin-out of these ideas into new commercial firms (such as Digital or
Sun) for their application. While existing smaller commercial firms, such as BB&N,
which stood up the Internet for DARPA, also played a role, the larger commercial
firms, defense contractors and defense R&D organizations were usually not
the source of new concepts or their implementation. DARPA thus played a
vital role in creating the highly productive pathway in the U.S.’s late twentieth-
century IT economy of academic research, start-up companies, venture funding,
commercialization, and the institutions that grew up to line this pathway.
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the case with the IT revolution that Licklider and DARPA made crucial
contributions to. Although IT has been in a thirty-year development
process which is still ongoing, DARPA’s support for and reliance on a
primarily civilian sector development process enabled DOD to obtain
much more quickly and cheaply the tools it needed to solve its initial
command and control problem.

Actually, DOD got many more benefits than just these tools for
command and control. When Andy Marshall, DOD’s legendary in-house
defense theorist and head of its Office of Net Assessment, argued in the
late 1980’s that that U.S. forces were creating a “Revolution in Military
Affairs”,* this defense transformation was built around many of the
IT breakthroughs DARPA initially sponsored.*’ Admirals Bill Owens
and Art Cebrowski, and others, in turn, translated this IT revolution
into a working concept of “network centric warfare”* which further

40 Marshall, A. W. (1993). “Some Thoughts on Military Revolutions —Second Version”,
DOD Office of Net Assessment, Memorandum for the Record, 23 August; Lehman,
N. (2001). “Dreaming about War”, The New Yorker, 16 July, http://www.comw.org/
qdr/0107lemann.html

41 William Perry and Harold Brown, Defense Department leaders during the Carter
Administration, for example, developed what Perry later called an “offsets” theory
of defense technology. During the Cold War, the Soviet Union held a roughly three
to one advantage in numbers of troops, tanks, and aircraft. Perry has argued that
the U.S. at first accepted that disparity because it held an advantage in nuclear
weapons. When the Soviets achieved rough parity in nuclear weapons and the
missiles to deliver them, U.S. deterrence theory was at risk, so Brown and Perry
decided to achieve parity in conventional battle through systematic technological
advance. They began a process of translating advances in computing, information
technology, and sensors, which had been initiated and long-supported by defense
research investments, including DARPA’s in particular, into precision weapons at
the service level. First exhibited in the Gulf War, these became a massive “force
multiplier” for U.S. conventional forces. See, generally Van Atta, R., Lippitz, M., et
al. (2003). Transformation and Transition, DARPA’s Role in Fostering a Revolution in
Military Affairs. Volume 1. Alexandria, VA: Institute for Defense Analyses, https://
doi.org/10.21236/ada422835, https://fas.org/irp/agency/dod/idarma.pdf, ~which
discusses fifteen years of DARPA research in areas such as stealth and precision
strike that in turn enabled the implementation in the 1990’s of the offsets theory of
Brown and Perry.

42 Owens, W., with Offley, E. (2000). Lifting the Fog of War. New York, NY: Farrar,
Straus & Giroux (chapter 3); Alberts, D., Garska, ]J., and Stein, F. (1999). Network
Centric Warfare: Developing and Leveraging Information Technology. Washington, DC:
CCRP Publication Series, Department of Defense, http://www.dodccrp.org/files/
Alberts NCW.pdf; Cebrowski, A., and Garska, J. (1998). “Network Centric Warfare:
Its Origin and Future”, US Naval Institute Proceedings, January. See, generally,
Hundley, R. O. (1999). Past Revolutions, Future Transformations: What Can the History
of Revolutions in Military Affairs Tell Us About Transforming the U.S. Military. Santa
Monica, CA: Rand.
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enabled the U.S. in the past decade to achieve unparalleled dominance
in conventional warfare. And the foundation of this IT revolution,
enabling this defense transformation, was a great innovation wave
that swept into the U.S. economy in the 1990’s, creating strong
productivity gains and new business models that led to new societal
wealth creation®® which, in turn, provided the funding base for the
defense transformation. To summarize, the DARPA model can support
traditional technology development within the defense sector where
that technology is primarily or overwhelmingly defense-relevant
(like stealth). Alternatively, it can support joint defense-civilian sector
technology development where the technology is relevant to both. This
enables DOD potentially to take major advantage of academia’s openness
to new ideas, the willingness of entrepreneurs to commercialize these
innovations, and the corresponding scale of an economy-wide advance.

Elements of the DARPA Model

At the Institutional level, DARPA undertakes connected science, rather
than simply fundamental research. Its model focuses on revolutionary
technology development, not simply incremental advance,* moving
a technology from fundamental science connected through the
development up to prototyping stages, then encouraging and promoting
its concepts with partners who move it into service procurement and/
or the civilian sector for initial production, enabling full innovation not
simply invention.

43 See for example, Jorgenson, D. (2001). “U.S. Economic Growth in the Information
Age”, Issues in Science and Technology 18/1: 42-50, http://www.issues.org/18.1/
jorgenson.html (on the role of IT drivers in growth in the 1990s).

44 Looked at in another way, DARPA historically has had two significant roles,
breakthrough military applications and systems, such as stealth or precision
strike, and broad generic emerging technologies, such as information processing,
microsystems or advanced materials. Both roles interrelate and both have
transformational effects. See Van Atta, R. (2005). Energy and Climate Change Research
and the DARPA Model. Presentation at the Washington Roundtable on Science and
Public Policy, November. DARPA has also developed concept prototypes and
demonstrations to meet established military needs which have not yet been defined
as military requirements, aside from its breakthrough technology role. Van Atta, R.
(2008). “Fifty Years of Innovation and Discovery”, in DARPA, 50 Years of Bridging
the Gap, ed. C. Oldham, A. E. Lopez, R. Carpenter, I. Kalhikina, and M. J. Tully.
Arlington, VA: DARPA. 20-29, https://issuu.com/faircountmedia/docs/darpa50
(Chapter 2 in this volume).
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There are other ways DARPA assures connectedness, as suggested
above. DARPA developed the ability to make technology development
connections across the DOD R&D stove-pipes by using its funding to
leverage contributions from other DOD military service technology
development organizations, which in turn promotes service adaptation
and procurement of its prototypes. DARPA also uses the other DOD
R&D agencies as its administrative agents which, on those days when
these stars get aligned, likewise promotes cross-institution collaboration
and follow-on procurement.

Other DARPA characteristics enhance its ability to operate at both
the Institutional and personal innovation organization levels. The
following list, which we will call the twelve commandments, is largely
drawn from DARPA’s own descriptions of its organizing elements:*

1) Small and flexible: DARPA consists of only 100-150
professionals; one unknown commentator described DARPA
as “100 geniuses connected by a travel agent”.

2) Flat organization: DARPA avoids military hierarchy, essentially
operating at only two levels to ensure participation.

3) Autonomy and freedom from bureaucratic impediments: DARPA
operates outside the civil-service hiring process and standard
government contracting rules, which gives it unusual access
to talent, plus speed and flexibility in organizing R&D efforts.
Stated technically, DARPA has “IPA” hiring authoring
authority, which gives it the ability to take personnel employed
by industry or universities, and it invented “other transactions
authority” in contracting which gives it great flexibility and
speed in contracting outside the normally lengthy federal
procurement process.

4) Eclectic, world-class technical staff. DARPA seeks great
talent, drawn from industry, universities, and government
laboratories and Ré&D centers, mixing disciplines and
theoretical and experimental strengths. This talent has been
hybridized through joint corporate-academic collaborations.

45 DARPA. (2008). DARPA —Bridging the Gap, Powered by Ideas. Arlington, VA: Defense
Advanced Research Projects Agency, http://www.dtic.mil/cgi-bin/GetTRDoc?Loca-
tion=U2&doc=GetTRDoc.pdf&AD=ADA433949; DARPA. (2003). DARPA Owver the
Years. Arlington, VA: Defense Advanced Research Projects Agency.
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5)

6)

7)

8)

9)

The DARPA Model for Transformative Technologies

Teams and networks: At its very best, DARPA creates and
sustains great teams of researchers that are networked to
collaborate and share in the team’s advances, so that DARPA
operates at the personal, face-to-face level of innovation. It
isn’t simply about funding research; its program managers are
dynamic playwrights and directors.

Hiring continuity and change: DARPA’s technical staff are
hired or assigned for three- to five-years. Like any strong
organization, DARPA mixes experience and change. It retains
a base of experienced experts that know their way around
DOD, but rotates most of its staff from the outside to ensure
fresh thinking and perspectives.

Project-based assignments, organized around a challenge model:
DARPA organizes a significant part of its portfolio around
specific technology challenges. It works “right-to-left” in the
R&D pipeline, foreseeing new innovation-based capabilities
and then working back to the fundamental break-throughs
that take them there. Although its projects typically last three
to five years, major technological challenges may be addressed
over much longer time periods, ensuring patient long-term
investment on a series of focused steps and keeping teams
together for ongoing collaboration.

Outsourced support personnel: DARPA wuses technical,
contracting and administrative services from other agencies
on a temporary basis. This provides DARPA the flexibility to
get into and out of a technology field area without the burden
of sustaining staff, while building cooperative alliances with
the line agencies it works with.

Outstanding program managers: In DARPA’s words, “The best
DARPA program managers have always been freewheeling
zealots in pursuit of their goals”. The DARPA director’s most
important job historically has been to recruit highly talented
program managers and then empower their creativity to put
together great teams around great advances. In particularly
fruitful areas, DARPA has created a succession of project
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leaders that share and build a common vision for progress
over time, as in the case of Licklider and his successors.

10) Acceptance of failure: At its best, DARPA pursues a high-risk
model for breakthrough opportunities and is very tolerant of
failure if the payoff from potential success is great enough.

11) Orientation to revolutionary breakthroughs in a connected approach:
DARPA historically has focused not on incremental but radical
innovation. It emphasizes high-risk investment, moves from
fundamental technological advances to development, and
then encourages the prototyping and production stages in the
armed services or the commercial sector. From an institutional
innovation perspective, DARPA is a connected model, crossing
the barriers between innovation stages.

12) Mix of connected collaborators: DARPA typically builds strong
teams and networks of collaborators, bringing in a range of
technical expertise and applicable disciplines and involving
university researchers and technology firms that are often
new and small and not significant defense contractors (which
generally do not focus on radical innovation).* The aim of
DARPA’s “hybrid” approach, unique among American R&D
agencies, is to ensure strong collaborative “mindshare” on the
challenge and the capability to connect fundamentals with
applications.

These DARPA “twelve commandments” provide important Ré&D
organizing lessons for any innovation entity, whether in the private or
public sectors.

DARPA Today—The Future of the Model

Economic innovation sectors are best described as ecosystems. Marco
Iansati and Roy Levien have argued that within these systems frequently

46 There are, of course, exceptions to this, particularly in projects involving systems
engineering. Stealth, stand-off precision weapons, and night vision were projects
contracted to major defense contractors. Lockheed’s Skunk Works has long worked
with DARPA as well as the Air Force, and represents a radical innovation model
operated within a more standard defense firm.
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are keystone firms that, like critical species, take on the task of sustaining
the whole ecosystem by connecting participants and promoting the
progress of the whole system.” lansati and Levien have also argued
that these innovation systems start to decline or shift elsewhere when
the keystone firms cease being thought of as leaders and instead shift
to what they call “landlord” status. In this state, the “landlord” firm
shifts to simply extracting value from the existing system rather than
continuously attempting to renew and build the system. There have
been concerns voiced in recent years and considered below, that DARPA
could be moving away from its keystone role, particularly in IT.

Questions about the DARPA Role

DARPA since September 2001 has been increasingly focused on
wars in Iraq and Afghanistan, asymmetric conflicts against terrorism
requiring different approaches from the symmetric nation state conflict
technologies it evolved in the past. While DARPA had been concerned
with asymmetric conflicts at least since the demise of the Soviet Union,
many noted that the two wars created a significant shift in emphasis
at DARPA toward shorter-term military issues and away from some
longer-term technology support areas. Concerns about a change in
DARPA’s role in IT areas, where it has played a keystone role, came
up in a series of forums: in a 2005 House Science Committee hearing
reviewing DARPA’s continuing role in its computer science mission,
in a discussion in a Defense Science Board report over its shifting role
in microprocessors, in concerns over DARPA’s role from PITAC (the
President’s Information Technology Advisory Council, which was
subsequently disbanded by the White House) in IT and cybersecurity,
and in papers from a number of IT sector R&D leaders.* DARPA has

47 lansati, M., and Levien, R. (2004). The Keystone Advantage: What the New Dynamics
of Business Ecosystems Mean for Strategy, Innovation, and Sustainability. Boston, MA:
Harvard Business School Press.

48 U.S. Congress. (2005). House Science Committee Hearing on the Future of Computer
Science Research in the U.S., 12 May 2005 (Testimony by Wm. A. Wulf, Pres.,
National Academy of Engineering, Prof. Thomas F. Leighton, Chief Scientist
Akamai Tech. Inc., Joint Statement of the Computing Research Community, and
Letters in Response to Committee Questions from W. Wulf and T. Leighton), July,
http://commdocs.house.gov/committees/science/hsy20999.000/hsy20999_0.htm;
Lazowska, E. D., and Patterson, D. (2005). “An Endless Frontier Postponed”, Science
308: 757, https://doi.org/10.1126/science.1113963; Markoff, M. (2005). “Clouds Over
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long been famed as the most successful U.S. R&D agency, so these
concerns appear worth weighing.

Let’s review some of the questions raised about DARPA’s future role.
Most involve arguments that DARPA has been shifting out of the IT
field it played an historic role in creating, even though this technology
revolution is still in its youth—after all, we are still not even close to
artificial intelligence. DOD’s Defense Science Board (DSB) of leading
defense technologists issued a report that recognized the critical gains
DOD achieved from DARPA’s historic role supporting university and
industry-led R&D in microprocessor advances. But it concluded that
DOD and DARPA were “no longer seriously involved in...research
to enable the embedded processing proficiency on which its strategic
advantage depends”.* Since DOD’s strategic superiority in symmetric
and potentially asymmetric warfare has become in significant part its
network-centric capability, and secure semiconductor microprocessors
are the base technology for this capability, DSB found that DOD faces
a serious strategic problem as the newest generation of semiconductor
production facilities is increasingly shifting to China and other Asian
nations. In fact, the U.S. share of the world’s leading-edge semiconductor
manufacturing capacity dropped from 36 percent to 11 percent in the
past seven years.” This problem may be compounded if semiconductor
design and research, which historically have had to be collocated with
production facilities, shift abroad as well. DARPA’s departure from its
systematic support of U.S. technology leadership in this field appears to
present a serious defense issue if other parts of the Department do not
absorb some of this function. DARPA’s view in recent years has been
that semiconductor advance should be led by industry, increasingly
dominated in the U.S. by mature, large-scale firms that DARPA’s

‘Blue Sky’ Research Agency”, New York Times, 4 May, p. 12. President’s Information
Technology Advisory Committee (2005). Cybersecurity: A Crisis of Prioritization,
Report to the President, February; Defense Science Board. (2005). High Performance
Microchip Supply. Washington, DC: National Academies Press, 87-88, https://www.
hsdl.org/?viewé&did=454591. Compare DARPA’s responses, in U.S. Congress
(2005). House Science Committee. (DARPA Testimony with Appendices A-D). NB:
the issues raised about DARPA in this section of the chapter concern policies in the
George W. Bush Administration; subsequent DARPA leaders attempted to move
DARPA back to more of its historic program manager-led model.

49 Defense Science Board. (2005). High Performance Microchip Supply.

50 Augustine, N. (2007). Is America Falling Off the Flat Earth? Washington, DC: The
National Academies Press, 17.
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leaders feel should manage their own problems. But if industry
increasingly is being forced to shift abroad because of cost pressure
from massive industrial subsidies available there,® DOD has a long-
term problem with what still appears to be a foundation technology. It
is serious enough that a 2005 Defense authorization bill directed DOD
to implement DSB’s proposals to try to control the problem and retain
U.S. technology leadership in this area.”> A DARPA chip strategy, some
would argue, should be to try to secure leadership in a post-silicon,
post-Moore’s Law world in bio-nano-quantum-molecular computing;
DARPA would respond that it is working in a number of those fields.
Others would dispute whether it is doing enough to nurture leadership
in these emerging areas.

Status of the Hybrid Model

More broadly, DSB notes that one of DARPA’s critical roles was to
fund through its applied research portfolio (known in DOD as “6.2”)
“hybridized” university and industry efforts through a process that
envisioned revolutionary new capabilities, identified barriers to their
realization, focused the best minds in the field on new approaches to
overcome those barriers, and fostered rapid commercialization and DOD
adoption. The hybrid approach bridged the gaps between academic
research and industry development, keeping each side knowledgeable
about DOD’s needs, with each acting a practical prod to spur on the
other. DSB expressed concern that this fundamental DARPA approach
was breaking down as it cut back its 6.2 university computer science
investments, and shifted more of its portfolio to classified “black”
research, under pressure from the ongoing war, which cannot include

51 Howell, T.(2003).“Competing Programs: Government Supportfor Microelectronics”,
in Securing the Future—Regional and National Programs to Support the Semiconductor
Industry, ed. C. W. Wessner. Washington, DC: The National Academies Press,
https://doi.org/10.17226/10677; Howell, T., et al. (2003), https://www.nap.edu/
catalog/10677/securing-the-future-regional-and-national-programs-to-support-the.
China’s Emerging Semiconductor Industry. San Jose, CA: Semiconductor Industry
Association.

52 Defense Auth. Act for 2005, H.R. 1815 (Sen. Amend. 1361). DOD has established a
“trusted foundry” program, initiated in cooperation with IBM, to try to protect its
own access to a stable supply of secure semiconductor chips, a particular concern
of intelligence agencies, but this does not assure it long term access to technology
leadership in what many continue to argue remains a critical technology.
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most universities and non-defense tech firms, and, so DSB suggested,
reduces DARPA'’s intellectual mindshare on critical technology issues.”

Grid Security

PITAC’s report on cybersecurity® noted that DARPA plans to terminate
funding for its High Confidence Software and Systems development
area, aiming to curtail cybersecurity funding except for classified work.
Historically, one of Eisenhower’s key aims in establishing DARPA was
to make sure the U.S. was never again subject to a major technological
surprise like Sputnik, and it is widely acknowledged that defense and
critical private sector IT systems remain vulnerable to cybersecurity
attack. Defense theorists, noting the major economic consequences of the
9/11 attack on financial markets and the insurance sector have argued
that asymmetric cyber-attacks on fundamental financial infrastructure
by largely unidentifiable state or non-state actors could be devastating to
the developed world, potentially striking a powerful blow to the world
economy. PITAC has noted that because IT is dominated by the private
sector, and even DOD’s proposed secure high-speed Global Information
Grid must interact with the Internet, shared solutions between defense
and private sectors must be developed. Thus, classified research in
many cases cannot be effectively implemented. PITAC identified ten
defense-critical IT research areas, from authentication technologies to
holistic security systems, it believes require future DARPA investment.

Altering the Ecosystem

Dr. Thomas Leighton, Chief Scientist of Akamai Corp., in response to
questions from the House Science Committee, argued that DARPA’s
most important contribution to IT has been “its unique approach

53 Total DARPA university funding as a percentage of DARPA science and technology
funding fell from 23.7 percent in FY2000 to 14.6 percent in FY2004 according to 2005
DARPA data, supplied with hearing testimony, (see Footnote 48). A series of major
university computer science research department underwent DARPA funding
cutbacks of 50 percent and more in the past six years; some observers have argued
that new generations of graduate students are no longer trained in DARPA Hard
problems and tied to the agency, so that DARPA has reduced connections to its
future talent base.

54 PITAC. (2005). Cybersecurity.
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(and commitment) to developing communities of researchers in

2

both industry and academia” focused on ““pushing the envelope’ of
computer science”.® Although DARPA continues to look at some IT
problems, “its growing failure to support the university elements of
that community is altering the innovation ecosystem” that it created
“in an increasing negative way, with no other agency ready or able to
pick up that role”. Some university computer science departments and
labs report that although the DARPA cutbacks in funding have been at
least partially made up by industry support, this is often short-term and
not breakthrough-oriented, and often is from Asian firms that control
the IP for technology developed and for obvious competitive reasons
preclude it going into U.S. spinoffs. It should be noted that an increase
in NSF computer science funding has offset some of the effects of the
decline in DARPA university funding. DARPA’s leadership has argued,
as justification for the cutback, that it was not seeing enough new ideas
from this sector.

Dr. William Wulf, a computer scientist and, until recently, President
of the National Academy of Engineering, told the House Science
Committee that, “There is now no DOD organization like the “old
DARPA'.. .thatfills the role of discovery of breakthrough technologies” >
Although he acknowledged that DARPA was looking at cognitive
computing, he argued that there were problems in the subjects DARPA
was selecting for IT research because it was not confronting key security
areas. For example, “our basic model of computer security (perimeter
security) is fatally flawed” and will not be solved by the “short term,
risk-adverse approach being currently taken by DARPA”. He argued
that our “ability to produce reliable, effective software” is tottering on
“the brink of disaster” but DARPA has not focused on solutions, and also
is not reviewing the fact that our basic model for computing is not yet
close to human brain capability, and requires a new model “of parallel
computing” with “architectures and algorithms of immense power”.
He also argued that the “use of computers in education has progressed
little from the ‘automated drill’ model of the Plato system of the 1960’s.”

55 Response of Dr. Tom Leighton to Questions from the House Science Committee
Hearing (U.S. Congress. (2005)).

56 Dr. William A. Wulf, Response to Questions from the House Science Committee
Hearing (U.S. Congress. (2005)).
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This is the case even though “we know much more about how people
learn physiologically and psychologically,” including how “emotion
interacts with learning.” Wulf argued that we could put this newer
knowledge to good use in quickly training troops in urban combat and
counterinsurgency, and DARPA should also be more involved in this
area. DARPA spokesmen have noted in response to these arguments
that DARPA has funded, as has the Army, soldier training simulation
systems at USC’s center for this work, and that it was the primary
initial funder of grid computing. Perhaps one part of the answer is that
DARPA may lack a Licklider with the vision to see and evolve a new IT
territory. Critics respond that because of a top-down management style
in recent years at DARPA, office directors and program managers lack
the authority to initiate in this way.

It is generally understood that DARPA has had to be increasingly
focused on solving a problem it ran into at the end of the Cold War with
its resulting cuts in defense procurement starting in 1986: the breakdown
of technology transition from DARPA into services. DARPA, even
during the Cold War, had a transition problem with the services as it
focused on disruptive, change-state, radical innovation. It solved some
of these problems in the past by transitioning technology, such as IT,
into the civilian economy. In other areas, it had to rely on the clout of the
Secretary of Defense and, when available, a strong Director of Defense
Research & Engineering (DDR&E). DARPA typically did not enjoy a
consensus with the military unless it was hammered out by the Office
of the Secretary of Defense and the service secretaries. Nonetheless,
following the Cold War, technology transition declined. Unsuccessful
in building a new consensus with the military services for transferring
the results of revolutionary technology investment into service
procurement, DARPA technology strategy has been moving from its
history of radical innovation to more incremental innovation, shifting
a larger part of its investment into later stage development efforts that
the services are more ready to invest in. Defense budget analysts report
that shorter term incremental work, space launch, and satellite “repair”
are requiring growing parts of the DARPA budget. A new DARPA
review process, mandated by improving transition to the services, of
frequent “up or out” decisions with limited development time is placing
more of its R&D on a shorter-term course. Congress may be playing a



108 The DARPA Model for Transformative Technologies

role in this, as well, focusing more on DARPA’s record rather than its
overall impact. The current emphasis on a pre-agreed transition plan
may further limit disruptive work. Some believe that resulting more
frequent policy reversals and turns may limit DARPA’s ability to mount
enough creative, longer-term investment programs so important to past
development. Although the heart of DARPA’s creativity in the past
was in highly talented and empowered project managers, some believe
that the role of project managers has been significantly limited by this
short-term review approach. Although DARPA has always been able
to pick among the brightest technologists in the nation, its larger focus
on classified programs® may limit its access to some of the university
researchers it has relied on in the past, creating difficulty over time in
attracting talent.

DARPA in the past has operated in both the civilian and defense
economies, understanding they are the same economy. As noted, it has
built “great groups” and spun off civilian-relevant technology, such as in
computing, to the civilian sector where it evolved further, enabling DOD
to buy it back at radically lower costs and to take advantage of civilian
development advances. Alternatively, it has spun off to the defense
sector defense-only technologies like stealth and unmanned aerial
vehicles (UAV’s). DARPA’s need to focus on the current asymmetric
conflict and corresponding classified work, as well as shorter term
technology transition, may make it less able to spin off technology to
the civilian economy, despite DOD’s growing capital plant cost crisis
and its need to take better advantage of advances in that sector.® Given
DARPA’s historic role in successfully straddling both sectors, DARPA
needs to protect its ability to play in both worlds.

Much of the above debate is driven by IT sector concerns. But there
is a larger debate emerging over DARPA’s role in IT, because DARPA,
starting with Licklider, played a profound role at the center of most
aspects of the IT revolution.

57 DARPA has always had, of course, a large classified program base separate from its
academic research. The assertion here is that the balance has changed with more of
a tilt toward classified work.

58 Research investment also affects defense capability. With defense R&D, nations
generally “get what they pay for”, with weapon system capability and quality
directly corresponding to intensity of research investment. Middleton, A., and
Bown, S., with Hartley, K. and Reid, J. (2006). “The Effect of Defense R&D on
Military Equipment Quality”, Defense and Peace Economics 17/2: 117-39.
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There is a question whether its current focus on shorter term and
classified programs due to the war inevitably will signal a broader retreat
from the IT sector,® and whether the state of the sector can justify such a
retreat?® The first question that must be asked is where are we in the IT
revolution? In the past, innovation waves fully matured in forty or fifty
years and society moved on to the next innovation stage. Accordingly,
some argue that the IT revolution is maturing and that we need to move
on to the next big things.®® Where do we measure the IT wave from?
If we measure it from the first post-World War II mainframe, ENIAC,
the half-century mark for the revolution ran out in 1995. 1995, however,
was the period when we were bringing on personal computing and
internet access at levels that reached a major portion of our society. If
we measure the IT innovation wave from around 1995, when real time
and networked computing took off with the public, then we are still a
decade into an IT revolution wave. Perhaps DARPA should be moving
on to another innovation wave?

On the other hand, the IT revolution may be different from steam
engines or electricity. The four- or five-decade model for past innovation
waves may not be fully relevant to the IT revolution. When we work
with the information domain, we have to keep in mind that we are
working with a fundamental force that Norbert Wiener suggested in
1948 was a coequal to mass and energy.®> We have already been through a
succession of unfolding and sometimes parallel IT waves, from business
(and military) computational capability, to data retrieval, processing
and display, to advanced digital communications, to data mining and
using mass data as a predictive tool, and we are beginning to make
progress on symbolic manipulation and computer theorem proving and
are thinking about quantum computing. The grail quest of computing
is true artificial intelligence. This is not a technology pursuit similar to

59 Vernon Ruttan has raised the concern that with the post-Cold War decline in
defense innovation, the U.S. innovation system may not now be strong enough to
launch new breakthrough technologies in either the public or the private sector.
Ruttan, V. W. (2006). “Will Government Programs Spur the Next Breakthrough?”,
Issues in Science and Technology 22/2: 55-61.

60  Ibid.

61 Atkinson, R. (2006). “Is the Next Economy Taking Shape?”, Issues in Science and
Technology 22/2: 62-67 at 62, https://issues.org/atkinson-3/

62  Wiener, N. (1948). Cybernetics or Control and Communication in the Animal and the
Machine. Cambridge, MA: The MIT Press.
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past efforts because it is ultimately a quest to take on a god-like power.%
We have a long, long way to go in achieving this stage. Progress on the
Turing Test—can a computer’s thinking be mistaken for a human’s—has
been limited.* Although computers now play chess at the highest level
and drive SUVs through DARPA’s desert and urban obstacle courses,
computing isn’t even close yet to the intuitive powers of the human
brain. Although an artificial intelligence quest may ultimately be futile
or only partially achievable, even if we have to settle for Licklider’s
“Man-Computer Symbiosis” we have a long way to go before this more
limited vision is close to being played out. In other words, there may
be decades of radical, breakthrough innovation to go in IT, not simply
incremental advances. If this is right then DARPA, given its historic
breakthrough technology mission and responsibility to avoid Sputnik-
like technological surprises, continues to have a future in IT.

Even setting aside the ultimate artificial intelligence challenge, Victor
Zue has argued that the next generation of computing challenges are
more profound than ever.® While yesterday’s problem was computation
of static functions in a static environment within well-understood
specification, today, adaptive systems are needed that operate in
environments that are dynamic and uncertain. While computation was
the main past goal, communication, sensing and control are also now
critical. While computing used to focus on the single operating agent, it
must now focus on multiple agents that may be cooperative, neutral or
adversarial. While batch processing of text and homogeneous data used
to be the task, stream processing of massive heterogeneous data now is.
While stand-alone applications once prevailed, deep interaction with
humans is now key.

While there was a binary notion of correctness in computing, now
there is a trade-off between multiple criteria. In today’s computing
world these opportunities arise in a far more complex environment of
cheap communication, ubiquitous communication, overwhelming data,
and limited human resources. Major IT tasks for the military become, for
example, much deeper human computer interface, social and cultural

63  Foerst, A. (2005). God in the Machine. New York, NY: Penguin Books.

64 Halpern, M. (2006). “The Trouble with the Turing Test”, The New Atlantis 11: 42—63.

65 Zue, V. (2008). Introduction to CSAIL. MIT. 15 April, 6, 14. (Details about Professor
Zue and MIT’s Computer Science and Artificial Intelligence Laboratory (CSAIL) are
available at: https://www.csail.mit.edu/person/victor-zue).
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modeling; far more robust and secure computation; smart, self-directed
autonomous surveillance; and robots ready for human interaction.
DARPA strongly maintains it is funding IT, even though an increasing
amount of its work must be classified. It is also funding what it believes
is a critical breakthrough area in computing, cognitive computing, and
supports biocomputing and robotics. The ongoing wars in Iraq and
Afghanistan appropriately force DARPA toward shorter term solutions
for the military; it went through a similar evolution during the Vietnam
War. DARPA has had, as noted, a profound problem with technology
transition with the military services and, to solve it, must focus on better
meeting service needs. Still, the question must be asked whether there
is a danger that DARPA may be, over time, retreating into lansati’s
and Levien’s “landlordism” —not continuously renewing but living off
incremental improvements on past advances. For example, it is felt by
some observers that DARPA lacks a tactical technology vision as that
program has become increasingly smaller-scale, less coherent and non-
tactical. DARPA should also evaluate the emerging new dimensions
of whether it has a coherent IT vision for approaching some of the
challenges Zue and others suggest. Given DARPA’s unique historical
role in U.S. technology advance, this is a significant issue. Because even
great technology advances take a decade or two to produce, the pipeline
of advance is hard to see, but problems we may have now in filling that
pipeline will have a profound effect on our future a decade or more out.*
DARPA is not the only aspect of DOD technology leadership facing
difficulties. DOD depends on a strong fundamental physical science
research to support its breakthrough potential, but these programs and
funding levels are in decline.” Boomer generation scientists have been
the mainstay of DOD science talent in its labs and research centers, but
are now retiring in droves, and are not being adequately replaced. DOD
faces a very serious science talent supply problem and needs hiring and
retention flexibility beyond civil service limits, but a rigid position in
the past by DOD personnel staff that there must be only one personnel

66 Van Atta et al. (1990-1991). DARPA Technical Accomplishments. 3 Volumes.

67 Lewis, J. A. (2006). Waiting for Sputnik. Washington, DC: Center for Strategic and
International Studies, https://www.csis.org/analysis/waiting-sputnik; See, also,
Young, J. (2007). “Info Memo for Secretary of Defense Robert M. Gates”, DOD
Science and Technology Program, 24 August. (on the need and corresponding
proposal for increased DOD S&T funding, listing potential high pay-off research
areas).
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system for all at DOD has thwarted Congressional reform efforts to
create more flexibility for scientists. The pressure of the tempo of ongoing
military operations is, in turn, putting pressure on funding for science
in the military services. The pattern of technology leadership in DOD
may not be as strong as in the past. DDR&E leaders of the caliber of John
Foster, Malcolm Currie and William Perry have been infrequent, and the
overall depth of technical competence in the Office of the Secretary of
Defense to backup DARPA and push for technology implementation has
declined. Overall, the picture for DOD science is not getting prettier, and
this is against a backdrop of serious problems in U.S. physical science in
general, as explored in recent major reports by the National Academies.*®

Yet, our security challenges are growing. The emergence of the
terrorist model, of non-state actors relatively immune to state-to-state
pressure, represents a profound asymmetric challenge to a Western
military model that has been world-dominant since the fifteenth
century. In parallel is the emergence of other peer competitors, working
on both symmetric and asymmetric approaches, pursuing a technology
innovation model for economic development which, as discussed, has
significant military implications.

This raises a fundamental concern: can U.S. technological superiority
be the continuing basis of U.S. security in an increasingly globalized
technological and economic world? Since U.S. economic and military
success, as argued at the outset, has relied on profound integration
between defense and civilian elements of its innovation system for
technological superiority both military and economic, consequences on
one side of this equation, such as long-term DARPA capability, have
major effects on the other side.

Summary

Arguably innovation organization—the way in which the direct
innovation factors of R&D and talent come together, how R&D and

68 National Academy of Sciences. (2007). Rising above the Gathering Storm: Energizing
and Employing America for a Brighter Economic Future. Washington, DC: The
National Academies Press, https://doi.org/10.17226/12537, https://www.nap.
edu/catalog/11463/rising-above-the-gathering-storm-energizing-and-employing-
america-for#toc; Augustine. (2007). Is America Falling Off the Flat Earth.
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talent are joined in an innovation system—is a third direct innovation
factor.

DARPA emerged as a unique model—operating at both the
institutional and personal level of science organization. Building on
the Rad Lab example, it built a deeply collaborative, flat, close-knit,
talented, participatory, flexible system, oriented to breakthrough radical
innovation. It has used a challenge model for R&D, focusing on trying
to meet a particular technical challenge, then moving from fundamental
research to applied research. Then it would link this research with the
follow-on stages of development, prototyping, and access to initial
production. In other words, it followed an innovation path, not simply
a discovery or invention path. We call this approach the connected
science model.

Like all human institutions, these organizational models are
transitory. The DARPA model has been one of the longest lasting,
unique in the federal government, and seemed to be the most capable
of ongoing renewal.

But that DARPA model now may be shifting under pressure of
ongoing operations, particularly regarding DARPA’s role in the IT
sector, with potential long-term effects on U.S. defense as well as civilian
sector technology superiority. This shift occurs against a backdrop of
overall problems in U.S. physical science strength. DARPA has long
served a keystone function in the U.S. innovation system and it is in
the nation’s national security and economic interest that it continues to
avoid “landlord” status.

References

Alberts, D., Garska, J., and Stein, F. (1999). Network Centric Warfare: Developing
and Leveraging Information Technology. Washington, DC: CCRP Publication
Series, Department of Defense, http://www.dodccrp.org/files/Alberts_
NCW.pdf

Atkinson, R. (2006). “Is the Next Economy Taking Shape?”, Issues in Science and
Technology 22/2: 62-67, https://issues.org/atkinson-3/

Atkinson, R. D. (2004). The Past and Future of America’s Economy—Long Waves
of Innovation that Power Cycles of Growth. Northampton, MA: Edward Elgar.

Augustine, N. (2007). Is America Falling Off the Flat Earth? Washington, DC: The
National Academies Press.


http://www.dodccrp.org/files/Alberts_NCW.pdf
http://www.dodccrp.org/files/Alberts_NCW.pdf
https://issues.org/atkinson-3/

114 The DARPA Model for Transformative Technologies

Beinhocker, E. D. (2007). Origin of Wealth— Evolution, Complexity and the Radical
Remaking of Economics. Cambridge, MA: Harvard Business School.

Bennis, W., and Biederman, P. W. (1997). Organizing Genius: The Secrets of Creative
Collaboration. New York, NY: Basic Books.

Berlin, L. (2005). The Man Behind the Microchip, Robert Noyce and the Invention of
Silicon Valley. Oxford: Oxford University Press.

Blanpied, W. A. (1998). “Inventing U.S. Science Policy”, Physics Today 51/2: 34—
40 https://doi.org/10.1063/1.882140

Bonvillian, W. B., and Singer, P. (2018). Advanced Manufacturing, The New
American Innovation Policies. Cambridge, MA: MIT Press, https://doi.
org/10.7551/mitpress/9780262037037.001.0001

Bonvillian, W. B. (2006). “Power Play, The DARPA Model and U.S. Energy
Policy”, The American Interest 2/2, November/December, 39-48, https://
www.the-american-interest.com/2006/11/01/power-play/

Bush, V. (1945). Science: The Endless Frontier. Washington, DC: Government
Printing Office, https://www.nsf.gov/od/lIpa/nsf50/vbush1945.htm

Chambers, J., ed. (1999). The Oxford Companion to American Military History.
Oxford: Oxford University Press.

Cebrowski, A., and Garska, J. (1998). “Network Centric Warfare: Its Origin and
Future”, US Naval Institute Proceedings, January.

Conant, J. (2005). 109 East Palace. New York, NY: Simon & Shuster.

Conant, J. (2002). Tuxedo Park: A Wall Street Tycoon and the Secret Palace of Science
that Changed the Course of World War II. New York, NY: Simon & Shuster.

DARPA. (2005). DARPA—Bridging the Gap, Powered by Ideas. Arlington, VA:
Defense Advanced Research Projects Agency, http://www.dtic.mil/cgi-bin/
GetTRDoc?Location=U2&doc=GetTRDoc.pdf&AD=ADA433949

DARPA. (2003). DARPA Ower the Years. Arlington, VA: Defense Advanced
Research Projects Agency.

Defense Science Board. (2005). High Performance Microchip Supply. Washington,
DC: National Academies Press.

Evans, H. (2005). They Made America. Sloan Foundation Project. New York, NY:
Little, Brown and Company.

Goodwin, J. C, et al. (1999). DARPA, Technology Transition. Arlington, VA:
Defense Advanced Research Projects Agency.

Foerst, A. (2005). God in the Machine. New York, NY: Penguin Books.

Fong, G. R. (2001). “ARPA Does Windows; the Defense Underpinning of the PC
Revolution”, Business and Politics 3/3: 213-37, https://doi.org/10.2202/1469-
3569.1025 (Chapter 6 in this volume).


https://doi.org/10.1063/1.882140
https://doi.org/10.7551/mitpress/9780262037037.001.0001
https://doi.org/10.7551/mitpress/9780262037037.001.0001
https://www.the-american-interest.com/2006/11/01/power-play/
https://www.the-american-interest.com/2006/11/01/power-play/
https://www.nsf.gov/od/lpa/nsf50/vbush1945.htm
http://www.dtic.mil/cgi-bin/GetTRDoc?Location=U2&doc=GetTRDoc.pdf&AD=ADA433949
http://www.dtic.mil/cgi-bin/GetTRDoc?Location=U2&doc=GetTRDoc.pdf&AD=ADA433949
https://doi.org/10.2202/1469-3569.1025
https://doi.org/10.2202/1469-3569.1025

4. The Connected Science Model for Innovation 115

Halpern, M. (2006). “The Trouble with the Turing Test”, The New Atlantis 11:
42-63.

Hart, D. (1998). Forged Consensus. Princeton, NJ: Princeton University Press.

Howell, T., et al. (2003). China’s Emerging Semiconductor Industry. San Jose, CA:
Semiconductor Industry Association.

Howell, T. (2003). “Competing Programs: Government Support for
Microelectronics”, in C. W. Wessner, ed., Securing the Future—Regional and
National Programs to Support the Semiconductor Industry. Washington, DC:
The National Academies Press, https://doi.org/10.17226/10677

Huddleson, L., and Daitch, V. (2002). True Genius— The Life and Science of John
Bardeen. Washington, DC: Joseph Henry Press of the National Academies of
Sciences.

Hundley, R. O. (1999). Past Revolutions, Future Transformations: What Can the
History of Revolutions in Military Affairs Tell Us About Transforming the U.S.
Military. Santa Monica, CA: RAND.

Iansati, M., and Levien, R. (2004). The Keystone Advantage: What the New Dynamics
of Business Ecosystems Mean for Strategy, Innovation, and Sustainability. Boston,
MA: Harvard Business School Press.

Jorgenson, D. (2001). “U.S. Economic Growth in the Information Age”, Issues
in Science and Technology 18/1: 42-50, http://www issues.org/18.1/jorgenson.
html

Lazowska, E. D., and Patterson, D. (2005). “An Endless Frontier Postponed”,
Science 308:757, https://doi.org/10.1126/science.1113963

Lehman, N. (2001). “Dreaming about War”, The New Yorker, 16 July, http://www.
comw.org/qdr/0107lemann.html

Lewis, J. A. (2006). Waiting for Sputnik. Washington, DC: Center for Strategic and
International Studies, https://www.csis.org/analysis/waiting-sputnik

Licklider, J. C. R. (1960). “Man-Computer Symbiosis”, IRE Transactions on Human
Factors in Electronics 1: 4-11, https://doi.org/10.1109/thfe2.1960.4503259

Mandel, M. (2008). “A Better Way to Track the Economy, A Groundbreaking
Commerce Dept. Report Could Lead to New Yardsticks for Measuring
Growth”, Business Week, 28 January, p. 29.

Markoff, J. (2005). “Clouds Over ‘Blue Sky” Research Agency”, New York Times,
4 May, p. 12.

Marshall, A. W. (1993). “Some Thoughts on Military Revolutions—Second
Version”, DOD Office of Net Assessment, Memorandum for the Record, 23
August.

Mazuzan, G. (1988). The National Science Foundation: A Brief History (1950-85).
Arlington, VA: The National Science Foundation, https://www.nsf.gov/
pubs/stis1994/nsf8816/nsf8816.txt


https://doi.org/10.17226/10677
http://www.issues.org/18.1/jorgenson.html
http://www.issues.org/18.1/jorgenson.html
https://doi.org/10.1126/science.1113963
http://www.comw.org/qdr/0107lemann.html
http://www.comw.org/qdr/0107lemann.html
https://www.csis.org/analysis/waiting-sputnik
https://doi.org/10.1109/thfe2.1960.4503259
https://www.nsf.gov/pubs/stis1994/nsf8816/nsf8816.txt
https://www.nsf.gov/pubs/stis1994/nsf8816/nsf8816.txt

116 The DARPA Model for Transformative Technologies

Middleton, A., and Bowns, S., with Hartley, K. and Reid, J. (2006). “The Effect of
Defense R&D on Military Equipment Quality”, Defense and Peace Economics
17/2: 117-39.

Morrow, D. S. (2003). “Dr Craig Venter: Oral History”, Computerworld Honors
Program.

National Academy of Sciences. (2007). Rising above the Gathering Storm: Energizing
and Employing America for a Brighter Economic Future. Washington, DC: The
National Academies Press, https://doi.org/10.17226/12537, https://www.
nap.edu/catalog/11463/rising-above-the-gathering-storm-energizing-and-
employing-america-for#toc

National Science Board. (2006). Science and Engineering Indicators. Arlington,

VA: The National Science Foundation, https://wayback.archive-it.
org/5902/20160210153725/http://www .nsf.gov/statistics/seind 06/

National Research Council, Science and Telecommunications Board. (1999).
Funding a Revolution, Government Support for Computing Research. Washington,
DC: National Academy Press, https://doi.org/10.17226/6323

Owens, W., with Offley, E. (2000). Lifting the Fog of War. New York, NY: Farrar,
Straus & Giroux.

Perez, C. (2002). Technological Revolutions and Financial Capital: The Dynamics of
Bubbles and Golden Ages. Northampton, MA: Edward Elgar.

President’s Information Technology Advisory Committee (2005). Cybersecurity:
A Crisis of Prioritization, Report to the President, February.

Rich, B, and Janos, L. (1994). Skunk Works: A Personal Memoir of My Years of
Lockheed. Boston: Little, Brown & Company.

Roland, R. (1985). Model Research: The National Advisory Committee for Aeronautics,
1915-58. Washington, DC: Government Printing Office, http://history.nasa.
gov/SP-4103/

Romer, P. (1990). “Endogenous Technological Change”, Journal of Political
Economy 98: 72-102.

Ruttan, V. W. (2006). Is War Necessary for Economic Growth? Military Procurement
and Technology Development. New York, NY: Oxford University Press.

Ruttan, V.W. (2006). “Will Government Programs Spur the Next Breakthrough?”,
Issues in Science and Technology 22/2: 55-61.

Rycroft, R. W.,, and Kash, D. E. (1999). “Innovation Policy for Complex
Technologies”, Issues in Science and Technology 16/1, https://issues.org/rycroft/

Sapolsky, H. M. (1990). Science and the Navy—The History of the Office of Naval
Research. Princeton, NJ: Princeton University Press.

Sherwin, M., and Bird, K. (2005). American Prometheus, The Triumph and Tragedy
of ]. Robert Oppenheimer. New York, NY: Alfred A. Knopf.


https://doi.org/10.17226/12537
https://www.nap.edu/catalog/11463/rising-above-the-gathering-storm-energizing-and-employing-america-for#toc
https://www.nap.edu/catalog/11463/rising-above-the-gathering-storm-energizing-and-employing-america-for#toc
https://www.nap.edu/catalog/11463/rising-above-the-gathering-storm-energizing-and-employing-america-for#toc
https://wayback.archive-it.org/5902/20160210153725/http://www.nsf.gov/statistics/seind06/
https://wayback.archive-it.org/5902/20160210153725/http://www.nsf.gov/statistics/seind06/
https://doi.org/10.17226/6323
http://history.nasa.gov/SP-4103/
http://history.nasa.gov/SP-4103/
https://issues.org/rycroft/

4. The Connected Science Model for Innovation 117

Solow, R. M. (2000). Growth Theory, An Exposition. 2™ ed. Oxford: Oxford
University Press, http://nobelprize.org/nobel_prizes/economics/
laureates/1987/solow-lecture.html

Solow, R. M. (2000). “Toward a Macroeconomics of the Medium Run”, Journal of
Economic Perspectives 14/1: 151-58.

Stokes, D. E. (1997). Pasteur’s Quadrant, Basic Science and Technological Innovation.
Washington, DC: Brookings Institution Press.

Tassey, G. (2016) “The Technology Element Model, Path-Dependent Growth
and Innovation Policy”, Economics of Innovation and New Technology 26/6:
594-612, http://dx.doi.org/10.1080/10438599.2015.1100845

Tassey, G. (2007). The Innovation Imperative. Cheltenham, UK: Edward Elgar.

U.S. Congress. (2005). House Science Committee Hearing on the Future of Computer
Science Research in the U.S., 12 May 2005 (Testimony by Wm. A. Wulf,
Pres., National Academy of Engineering, Prof. Thomas F. Leighton, Chief
Scientist Akamai Tech. Inc., Joint Statement of the Computing Research
Community, and Letters in Response to Committee Questions from W. Wulf
and T. Leighton), July, http://commdocs.house.gov/committees/science/
hsy20999.000/hsy20999_0.htm

U.S. Department of Commerce. (2008). Innovation Measurement, Tracking
the State of Innovation in the American Economy. Report to the Secretary of
Commerce. Washington, DC: U.S. Department of Commerce, http://users.
nber.org/~sewp/SEWPdigestFeb08/InnovationMeasurement2001_08.pdf

Van Atta, R. (2008). “Fifty Years of Innovation and Discovery”, in DARPA,
50 Years of Bridging the Gap, ed. C. Oldham, A. E. Lopez, R. Carpenter, I.
Kalhikina, and M. J. Tully. Arlington, VA: DARPA. 20-29, https://issuu.com/
faircountmedia/docs/darpa50 (Chapter 2 in this volume).

Van Atta, R. (2005). Energy and Climate Change Research and the DARPA Model.
Presentation at the Washington Roundtable on Science and Public Policy,
Washington, DC, November.

Van Atta, R., Lippitz, M., et al. (2003). Transformation and Transition, DARPA’s
Role in Fostering a Revolution in Military Affairs. Volume 1. Alexandria, VA:
Institute for Defense Analyses, https://doi.org/10.21236/ada422835, https://
fas.org/irp/agency/dod/idarma.pdf

Van Atta, R., et al. (1991). DARPA Technological Accomplishments, An Historical
Review of DARPA Projects. Alexandria, VA: Institute for Defense Analyses.

Venter, J. C. (2007). A Life Decoded: My Genome, My Life. New York, NY: Viking
Press.

Waldrop, M. M (2001). The Dream Machine: ]. C. R. Licklider and the Revolution that
Made Computing Personal. New York, NY: Viking Press.

Waldrop, M. M. (1992). Complexity, the Emerging Science at the Edge of Order and
Chaos. New York, NY: Simon & Schuster.


http://nobelprize.org/nobel_prizes/economics/laureates/1987/solow-lecture.html
http://nobelprize.org/nobel_prizes/economics/laureates/1987/solow-lecture.html
http://dx.doi.org/10.1080/10438599.2015.1100845
http://commdocs.house.gov/committees/science/hsy20999.000/hsy20999_0.htm
http://commdocs.house.gov/committees/science/hsy20999.000/hsy20999_0.htm
http://users.nber.org/~sewp/SEWPdigestFeb08/InnovationMeasurement2001_08.pdf
http://users.nber.org/~sewp/SEWPdigestFeb08/InnovationMeasurement2001_08.pdf
https://issuu.com/faircountmedia/docs/darpa50
https://issuu.com/faircountmedia/docs/darpa50
https://doi.org/10.21236/ada422835
https://fas.org/irp/agency/dod/idarma.pdf
https://fas.org/irp/agency/dod/idarma.pdf

118 The DARPA Model for Transformative Technologies

Warsh, D. (2006). Knowledge and the Wealth of Nations. New York, NY: W. W.
Norton.

Wiener, N. (1948). Cybernetics or Control and Communication in the Animal and the
Machine. Cambridge, MA: The MIT Press.

Young, J. (2007). “Info Memo for Secretary of Defense Robert M. Gates”, DOD
Science and Technology Program, 24 August.

Zachary, G. P. (1999). Endless Frontier, Vannevar Bush, Engineer of the American
Century. Cambridge, MA: The MIT Press.

Zue, V. (2008). Introduction to CSAIL. MIT. 15 April. (Details about Professor Zue
and MIT's Computer Science and Artificial Intelligence Laboratory (CSAIL)
are available at: https://www.csail.mit.edu/person/victor-zue)


https://www.csail.mit.edu/person/victor-zue

5. The Value of Vision in Radical
Technological Innovation'

Tamara L. Carleton

The Value of Vision in
Radical Technological Innovation

This study provides empirical evidence of the role of vision in fostering
technological invention, adding to the existing literature about radical
innovation.? DARPA provides a long history of examples of technical
program visions and how these visions are formed and communicated
time after time. In this section, the four main findings of the study are
discussed in detail and in context of the literature.

First, this study shows a relationship between the formation of a
technological vision and the sustained creation of radical innovation,
providing new knowledge about the role of vision in radical innovation.
Sinceits inception in 1958, new programs at DARPA have required a vision
to be started, which then guides subsequent work and development.
Several dimensions arise regarding the role of vision, which entail
functioning primarily at the program level, characterized as “DARPA

1 This chapter is an excerpt from Tamara L. Carleton’s PhD thesis: Carleton, T. L.
(2010). “The Value of Vision in Radical Technological Innovation”, PhD thesis,
Stanford University, Palo Alto.

2 E.g., Roberts, E. B., ed. (1987). Generating Technological Innovation. New York, NY:
Oxford University Press; Tornatzky, L. G., Fleischer, M., and Chakrabarti, A. K.
(1990). The Processes of Technological Innovation. Lexington, MA: Lexington Books;
O’Connor, G. C,, Leifer, R., Paulson, A. S, and Peters, L. S. (2008). Grabbing Lightning:
Building a Capability for Breakthrough Innovation. San Francisco, CA: Jossey-Bass.
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Hard”, and relying on the program manager as a vision champion.
Second, this study describes the use of expert workshops and proof-of-
concepts, used steadily by DARPA to shape partial visions into complete
visions, which demonstrates critical efforts occurring prevision. Third,
this study describes the importance of socialization in order to prepare
and instruct program managers in their envisioning skills. Immersed in
the culture at DARPA, new program managers learn from each other and
their network connections. Fourth, this study provides new evidence
about radical innovation governance models. DARPA relies on small
group decisions by organizational leadership to approve promising new
visions, running counter to the dominant literature about stage-gate
reviews, peer reviews, and extended consensus-seeking processes.

A Process Model of Radical Innovation

As described in the previous chapter, DARPA follows certain high-level
steps in its quest for radical innovation, and this process is reproduced
in Figure 5-1. By documenting the process at DARPA, this study helps
other researchers and practitioners to understand one organization’s
formula for sustained radical innovation. Documented processes are
the basis for repetition and become the springboard for continuous and
measurable performance.

DARPA’s process model for radical innovation

. Vision Program Portfolio Technology
Recruitment Formulation Launch Management Transfer

Typical stage-gate model for new product development

i Build Testing &
Scopin
pine - Business Case H Development H Validation Launch

Fig. 5-1 Comparison between DARPA’s process model and the stage-gate model.
Although DARPA’s process model of innovation looks similar to the
typical stage-gate model for new product development,’® the two models
differ in terms of objectives, activity, and evaluation mechanics. (Figure

prepared by the author.)

3 Cooper, R. G. (2001). Winning at New Products: Accelerating the Process from Idea to
Launch. 3" ed. Cambridge, MA: Basic Books.
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In addition, some scholars may see a similarity between the
depiction of DARPA’s process model and the typical stage-gate model
for new product development,* depicted in Figure 5-1. Both models are
comprised of five stages that sequence categories of cross-functional
activities, which help to invite a comparison. However, there are at least
three key differences between the two models. First, the two models
differ in objectives. DARPA’s goal is radical innovation, which is
intended to produce new technologies that ultimately may lead to new
products. In contrast, the stage-gate process is designed to build and
launch new products.

Second, the two models differ in their activity timing. DARPA’s
model is focused on the early stages that precede project scope. The
stage-gate model is missing the preliminary or ideation phase, often
called Discovery, which occurs before the start of the first stage of
scoping.

Third, the two models differ in evaluation mechanisms. DARPA’s
process is fluid, and although transition arrows are noted between
stages, formal decision points are not necessarily required before
proceeding onto the next set of activities. In comparison, the stage-
gate model is predicated on predefined deliverables and checkpoints
with go/no go criteria at the end of each stage (these checkpoints are
called gates).

New Dimensions of Vision

Vision plays a central role in DARPA’s process of innovation; indeed,
DARPA starts its process with vision. It matters where and how a vision
is started, as does who starts and maintains the vision. DARPA program
managers are hired deliberately for their visions of technology, even if
partially formed. Then, program managers codify their visions at the
start of each new program in a specialized document called a Broad
Agency Announcement (BAA), which are used to generate interest in
the broader R&D community. Thus, the vision is formulated before
groups are funded because DARPA’s funding recipients rely on these
BAAs to determine potential solutions.

4 Ibid.
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Visions at the Program Level

By studying the role of vision within DARPA, this study reveals several
new dimensions of vision as related to innovation. One dimension is
the level at which a vision operates. The dominant business literature
has largely studied vision at the organizational level;® at the other end
of the literature, several studies have investigated technological visions
at the product or project level.® Within DARPA, work is broken down at
three levels: organizational, program, and project, and the data shows
that vision is introduced and functions primarily at the program level.
Figure 5-2 illustrates the multiple levels of visions that could exist
within an organization, and shows how visions at DARPA address the
gap between the organizational and project/product levels.

Operational Vision Existing
research

DARPA '

focuses Program Vision G‘ap in the

literature
here
Project/Product Vision Existing
research

Fig. 5-2 Visions at DARPA operate at the program level. The literature on
innovation predominantly discusses technological visions at the
organizational level, and several studies have investigated technological
visions at the project level. The literature fails to discuss vision at the
program level, which is equivalent to the business unit or market level.
At DARPA, technological visions function at the program level. (Figure

prepared by the author.)

In fact, DARPA lacks a traditional corporate vision, which identifies a
set of organizational values and direction for the enterprise. Since its
inception in 1958, the agency has not defined (or even reinvented) its
long-term goals, aspirations, and values at the organizational level.
Instead, DARPA emphasizes visions at the program level, which
correlates with a traditional business unit or market focus. Multiple

5 Collins, J. C, and Porras, J. I. (1991). “Organizational Vision and Visionary
Organizations”, California Management Review 34/1: 30-52.

6  Lynn,G.S, and Akgiin, A. E. (2001). “Project Visioning: its Components and Impact
on New Product Success”, Journal of Product Innovation Management 18: 374-87.
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visions—often totaling over a hundred, depending on the number of
program managers actively serving at DARPA —exist in parallel at a
given time. Programs serve as new, broad-scale technical initiatives
that typically encompass multiple projects, and projects are equivalent
to product teams in industry. Again, a DARPA program could be
considered equivalent to a business unit or new market category. At
DARPA, a program is more of an open-ended question or challenge
posed to the R&D community, which might have multiple solutions
and product possibilities, and scholars have documented the benefit of
a challenge model within an R&D setting.”

In addition, visions at the program level allow DARPA program
managers to direct multiple projects, multiple teams, and even multiple
products over multiple years. Through visions at the program level,
DARPA can excite and rally interest across several different technical
areas, helping to distribute resources more effectively. Program visions
provide a way to organize multiple projects and smaller-scale efforts
across a range of funding recipients, who each may interpret the
vision differently in application. This approach, in turn, increases the
likelihood of a greater diversity of solutions. A program structure also
allows for greater flexibility in engendering commitment.

Vision Quality

A second dimension is the quality of the vision. In the literature, few
studies focus on technological visions, and most scholars draw on
studies of corporate vision. For example, Gary S. Lynn and Ali Akgiin
describe product visions as a combination of clarity, support, and
stability, which are determined relative to the larger organization.®
While these attributes offer a sense of an ideal vision, they do not
provide meaningful guidelines on how to develop a vision, including

7 Bonvillian, W. B. (2006). “Power Play, The DARPA Model and U.S. Energy Policy”,
The American Interest 2/2, November/December, 39-48, https://www.the-american-
interest.com/2006/11/01/power-play/; Bonvillian, W. B. (2009). “The Connected
Science Model for Innovation—The DARPA Model”, in 21st Century Innovation
Systems for the U.S. and Japan, ed. S. Nagaoka, M. Kondo, K. Flamm, and C. Wessner.
Washington, DC: National Academies Press. 206-37, https://doi.org/10.17226/12194,
http://books.nap.edu/openbook.php?record_id=12194&page=206 (Chapter 4 in this
volume).

8  Lynn and Akgiin. (2001). “Project Visioning”.
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the type of vision to create in the technology space. This study shows
that technological visions at DARPA have several attributes that are
essential to the creation of its visions.

Since its inception, DARPA has socialized a catchphrase known as
DARPA Hard. Drawn from the data, a DARPA Hard program vision is
characterized as technically challenging, actionable, multidisciplinary,
and far-reaching. Taken apart, these attributes can be found discussed
in prior studies.

The first attribute—technically challenging—is understood within
the operations research and engineering design community as a “wicked
problem”.® A wicked problem is a technically difficult problem that is
nearly impossible to solve due to complex interdependencies, a high
level of ambiguity, and conflicting interests from stakeholders. Wicked
problems cannot be solved through classic experimentation and logic,
instead requiring a different and more creative strategy of reasoning. By
focusing on these types of problems at DARPA, program managers have
ensured that they push the limits of innovation sought, what might be
interpreted as “highly radical” innovation according to Abetti’s scale.!
When most definitions of radical innovation argue for market changes,
DARPA is pushing for a radical technology shift, which then may lead to
a radical market shift. Each attempt at creating a new technical solution
changes the understanding of the problem in two fundamental ways.
First, more information helps to reformulate the initial requirements,
and second, every prototype and implementation built advances the
state of knowledge overall in the world. In other words, there is no
turning back or reverting to the former understanding of the problem.
The vision for a DARPA program provides the high-level guidelines
to inspire potential funding recipients, and by engaging both more
and different groups to respond, DARPA is able to cast a wider net for
solutions and likewise accelerate the experimentation process.

This approach helps to drive toward action, and actionable is the
second attribute of DARPA Hard. Program visions are intentionally

9  Buchanan,R.(2009). “ThinkingaboutDesign: An Historical Perspective”,in Philosophy
of Technology and Engineering Sciences, ed. A. Meijers. Amsterdam, The Netherlands:
Elsevier B.V. 409-53, https://doi.org/10.1016/b978-0-444-51667-1.50020-3

10 Abetti, P. A. (2000). “Critical Success Factors for Radical Technological Innovations:
A Five Case Study”, Creativity and Innovation Management Journal 9/4: 208-21,
https://doi.org/10.1111/1467-8691.00194
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grounded in reality because they are expected to improve and extend
the limits of existing technologies. Visions cannot exist as science-
fiction fantasy, political rhetoric, or policy scenarios. This attribute is
partly captured in earlier research about the reflective practitioner, in
which Donald Schén describes how professionals, such as engineers,
address problematic situations that are fraught with uncertainty,
disorder, and indeterminacy by taking action through real-time cycles
of feedback and learning." In DARPA’s case, program managers rely
on their visions as a way to simulate broader learning in their research
networks.

A growing body of research about learning in inter-organizational
networks shows that networks facilitate rapid responses. Powell states
that, “Whether it is the case that one firm’s technological competence
has outdistanced the others, or that innovations would be hard to
replicate internally, as suggested by the growing reliance on external
sources of research and development, network forms of organization
represent a fast means of gaining access to know-how that cannot be
produced internally”.'?

The third attribute —multidisciplinary —is equally critical to forming
the right program visions at DARPA. As many DARPA program
managers interviewed for this study noted, they needed to redefine
problems outside of usual boundaries, and complex situations required
drawing from more than one discipline. Multidisciplinary efforts are
not new to government-sponsored R&D and can be evidenced in the
rise of systems engineering in the 1950s that supported large scale
efforts, such as the Atlas missile program and ARPANET." This type of
approach encourages less hierarchical control and more network-based
management techniques.

The fourth attribute—far-reaching—is important when creating
program visions at DARPA. One part of far-reaching is about having
a broad impact in society. Subjects spoke about making a difference in
magnitude.

11 Schoén, D. (1983). The Reflective Practitioner: How Professionals Think in Action. New
York, NY: Basic Books.

12 Powell, W. W. (1990). “Neither Market nor Hierarchy: Network Forms of
Organization”, Organizational Behavior 12: 295-336, at 316.

13 Hughes, T. P. (1998). Rescuing Prometheus: Four Monumental Projects that Changed the
Modern World. New York, NY: Pantheon Books.
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DARPA program managers stated that they need to think big in
order to have big results. Another aspect of far-reaching is the ability to
plan long-term. The importance of planning long-term has its roots in
World War II, notably the founding of RAND." This idea of planning for
the long term made its way into today’s management science through
thinkers such as Peter F. Drucker."

The real test of a good vision in R&D is whether others will commit
resources to action, which will bring results in the future. DARPA
deliberately couples action with future intent. However, the conundrum
is that traditional R&D results may not be produced or easy to measure
because the extent of far-reaching effects take time and are broadly
distributed across society. The attribute of far-reaching is consistent
with recent work in foresight engineering, which focuses on long-
range technology cycles as part of an organization’s ongoing search for
innovation opportunities.'®

Together, these four attributes—technically challenging, actionable,
multidisciplinary, and far-reaching—that make up a DARPA Hard
program provide a metric that can be instrumented and tested. Based
on pioneering work in taxonomies,"” Figure 5-3 presents a sample
classification using a 7-point scale that was used for the quantification
of human performance variables, specifically describing human ability
for side-to-side equilibrium.” This type of scale could be adapted in
order to classify each of the four attributes characterizing DARPA Hard.
Follow-on studies can further define and test the scale values as related
to radical innovation. Ultimately, if other organizations seek to recreate

14 Campbell, V. (2004). “How RAND Invented the Postwar World”, Invention &
Technology 20/1: 50-59.

15 Drucker, P. F. (1959). “Long-Range Planning: Challenge to Management Science”,
Management Science 5/3: 238-49; Drucker, P. F. (1973). Management: Tasks,
Responsibilities, Practice. New York, NY: Harper Colophon.

16 Carleton, T. and Cockayne, W. (2009). “The Power of Prototypes in Foresight
Engineering”, in Proceedings of the 17 International Conference on Engineering Design
(ICED’09), ed. M. Norell Bergendahl, M. Grimheden, L. Leifer, P. Skogstad, and U.
Lindemann. Stanford, CA: The Design Society. 267-76.

17 Bloom, B. S., ed. (1956). Taxonomy of Educational Objectives: The Classification of
Educational Goals: Handbook I, Cognitive Domain. New York, NY: Green; Fleishman,
E., and Quaintance, M. (1984). Taxonomies of Human Performance: The Description of
Human Tasks. Orlando, FL: Academic Press.

18 Cockayne W., and Darken, R. (2004). “The Application of Human Ability
Requirements to Virtual Environment Interface Design and Evaluation”, in The
Handbook of Task Analysis for Human-Computer Interaction, ed. D. Diaper, and N.
Stanton. Mahwah, NJ: Lawrence Erlbaum Associates. 401-21.
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Side-to-side Equilibrium

This is the ability to keep or regain one’s body balance or to stay upright in
the plane parallel to the chest when in an unstable position. This ability

does not include balancing objects.

How Side—to-side Equilibrium is Different from Other Abilities:

THIS ABILITY OTHER ABILITIES
Side-to-side Equilibrium Vs, Front-to-back Equilibrium
involves body equilibrium involves body equilibrium in
in the plane parallel to the plane perpendicular to
the chest. the chest.

Vs, Rotational Equilibrium
involves body equilibriumn
through the axis centered
on the head and the ground.

Requires keeping or getting back e

body balance in the plane

parallel to the chest when Ride a surfboard in ten—foot
multiple forces are working - waves.

against maintaining body .

balance. These forces work 1 Walk on ice across a pond.
randomly so that the person

cannot tell when the next

force will act, how long it R

will continue, or how strong Climb up onto a stool.

it will be.

Requires keeping or getting back 1

body balance in the plane Stand on a ladder.

parallel to the chest when one

weak force acts against the body. —_—

Fig.5-3 A sample 7-point scale for quantification of human performance
variables. A sample 7-point scale, drawn from another study, could be
adapted to classify and evaluate each of the four attributes characterizing
DARPA Hard. Follow-on studies can define and test the scale values
as related to radical innovation. (Figure from William R. Cockayne.
(1998). “Two-Handed, Whole-Hand Interaction”, Master’s thesis, Naval
Postgraduate School, Monterey, California. Used here with permission

from the author.)
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a variant of DARPA Hard, they will benefit from defining and using a
clear classification of technological visions.

Visionaries of Technology

A third dimension of vision is the person responsible for fostering it.
Visions cannot exist without creators, who must imagine and invent
them. Within DARPA, the work on innovation is driven as much by ideas
as by individuals. Program managers are hired as technical visionaries,
and they are solely responsible for shaping, spearheading, and
promoting their respective visions of technology. The project champion
is a critically recognized role in innovation, and findings from this study
are consistent with literature on this topic.”” At DARPA, a new program
is not confounded with multiple organizational champions; instead,
there is a clear relationship in that each program manager builds one
vision per program. Figure 5-4 depicts this relationship. However, the
DARPA program manager does not operate in isolation. He (or she) is
part of a broader ecosystem and network, in which multiple players—
both internally and externally to the agency —are engaged to support
the formation and execution of a program vision.

Radical
Technological
Vision
One
One Bigldea |----------
i e Visionary

Fig. 5-4 A radical technological vision relies on one big idea and one visionary. At
DARPA, a program vision relies on a program manager, who serves as
the vision’s primary champion internally and externally. Moreover, there
is a clear relationship in that each program managers builds one vision

per program. (Figure prepared by the author.)

DARPA program managers serve in other innovation roles that have
been documented separately in literature. For example, they share

19 Howell, J. M., and Higgins, C. A. (1990). “Champions of Technological Innovation”,
Administratively Science Quarterly 35: 317-41.
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some characteristics with business innovators because DARPA program
managers provide substantial funding, as well as some organizational
credibility and access to other resources.” Although DARPA program
managers do not build and develop their own visions, instead relying on
the various funding recipients, they do act as technical innovators in other
ways.”! More informed than the usual project champion, DARPA program
managers are nearly all technically educated and bring deep expertise
from various fields of engineering and science. This background allows
them to more effectively understand the given technical problem, as well
as advise and guide the technical teams that they sponsor. A growing
number of studies discuss the special role of a technical visionary, who
combines technical knowledge with project oversight.”

DARPA program managers also play the role of technology licenser
or technology transfer manager. They are directly responsible for
finding potential user groups, typically in the U.S. military services,
who might test and ultimately adopt a functional prototype. The final
success of DARPA program visions hinges on user adoption.

At DARPA, potential program managers—the champions of new
technological visions—are found and recruited through the extended
research network. Studies show that as networks mature, they tend to
petrify.” People prefer to work with familiar connections, which limits
network access to new connections. Current program managers will find
new program managers based on similar qualities and will continue
funding the same relationships. When this happens, an innovation
network does not diversify, and the development of new ideas can be
potentially severely limited. DARPA has addressed this limitation by
deliberately hiring program managers new to the network, who, in
turn, bring new visions of technology. Subsequently, the new-to-the-
network program manager finds and funds research groups that bring
additional new ideas to the network, which helps to refresh institutional
thinking and challenge engrained assumptions.

20 Howell and Higgins. (1990). “Champions of Technological Innovation”.

21 Ibid.

22 Hebda, J. M., Vojak, B. A., Griffin, A., and Price, R. L. (2007). “Motivating Technical
Visionaries in Large American Companies”, IEEE Transactions on Engineering
Management 54/3: 433—44; Deschamps, J. (2008). Innovation Leaders: How Senior
Executives Stimulate, Steer and Sustain Innovation. Hoboken, NJ: Jossey-Bass.

23 Powell. (1990). “Neither Market nor Hierarchy”.
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Lastly, DARPA is now over fifty years old as an organization,
and, historically, the agency has relied on its network for internal job
referrals. As the people in DARPA’s network have aged, they may not
be cultivating as many new relationships with other research groups or
also with junior engineers and scientists. Age plays a substantial role
in creating new fields, and research shows that younger scientists are
more likely to be drawn to a new field than older scientists.?

Some scholars have studied how large mature organizations must
continually reconfigure their systems of power in order to sustain
innovation.” Recently, DARPA leadership has recognized the need to
recruit younger program managers into its mix. For example, the press
observed former agency director Tony Tether “has managed to draw
younger researchers into an agency whose stalwart backers are growing
greyer every year” . However, more research is needed to understand
the effects of age on DARPA’s ability to foster radical innovation.

The Development of Partial Visions

In the key texts that mention vision, few descriptions are provided
about how to generate a vision or develop a partial vision into a
complete technological vision.” Scholars underscore the importance
of having a vision, yet they assume a complete vision. Findings from
this study demonstrate that multiple steps are consistently taken by
DARPA program managers in order to advance their early ideas and
thinking before the complete vision is formed. Figure 5-5 illustrates
the actions that must occur before a complete vision is achieved. In
addition, while the technological idea drives action, the path to the
vision itself is emergent.

This study describes the formation of partial visions via two primary
mechanisms, specifically expert workshops and proof-of-concepts,
which are used consistently throughout DARPA’s history to develop
partial visions into clear visions. While details may differ, the objective

24 Rappa, M., and Debackere, K. (1993). “Youth and Scientific Innovation: The Role of
Young Scientists in the Development of a New Field”, Minerva 31/1: 1-20.

25 Dougherty, D., and Hardy, C. (1996). “Sustained Product Innovation in Large,
Mature Organizations: Overcoming Innovation-to-Organization Problems”,
Academy of Management Journal 39/5: 1120-53.

26 “A Little Less Disneyland”, Nature 451: 374 (2008), https://doi.org/10.1038/451374a

27 Roberts. (1987). Generating Technological Innovation.
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Expert
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Clear

Vision
Proof-of-

Concept Demo

Feedback + Learning

Fig. 5-5 Efforts preceding a complete vision of technology. Earlier actions
occur before a complete vision is achieved at DARPA. (Figure
prepared by the author.)

is the same between the two mechanisms: to gain more insight into
a promising yet incomplete vision. Expert workshops and proof-of-
concepts address the people and the idea, respectively. Through expert
workshops, each program manager engages his or her network, and
the network serves as a way to gain perspective through dialogue
among trusted colleagues. In studies about knowledge networks and
communities of practice, network members regularly share information
through both formal and informal channels,® and the DARPA
workshops positively exploit the broader knowledge network for the
agency. The DARPA workshops are effective because they draw on the
collective wisdom for a field, helping DARPA program managers to
gain access to the latest knowledge about a particular topic.

If the workshops rely on people, the proof-of-concepts depend on
the idea. The objective of the proof-of-concepts is to explore and test
the feasibility of an emerging idea. Each proof-of-concept serves as a
directed demonstration. Proof-of-concepts are regularly discussed
in engineering design research and business studies as a form of
prototyping,® and specifically, Carleton and Cockayne discuss the

28 Hildreth, P. M., and Kimble, C., eds. (2004). Knowledge Networks: Innovation Through
Communities of Practice. Hershey, PA: Idea Group Publishing; Powell, W. W., and
Grodal, S. (2005). “Networks of Innovators”, in The Oxford Handbook of Innovation,
ed. J. Fagerberg, D. Mowery, and R. R. Nelson. New York, NY: Oxford University
Press. 56-85.

29  Schrage, M. (1999). Serious Play: How the World’s Best Companies Simulate to Innovate.
Boston, MA: Harvard Business School Press; Betz, F. (2003). Managing Technological
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growing role that physical prototypes serve in long-range planning.®
This study provides new information about the use of proof-of-concepts
in vision development as a way to demonstrate feasibility and test
early hunches before undertaking a new technical initiative. There is
an opportunity to expand on the relationship between prototyping and
vision formation.

It is important to note that this combination of expert workshops and
proof-of-concepts has provided the primary mechanisms for converting
partial visions into full visions at DARPA; no other mechanisms
were pursued as long or as reliably, as reported by DARPA program
managers and funding recipients. This approach has implications for
organizations pursuing radical or disruptive innovation. O’Connor and
her colleagues discuss the different experiments that big companies
have attempted in order to scout for and generate radical ideas.* Some
of these experiments resemble the expert workshops at DARPA. IBM has
held alarge annual R&D event to order to stimulate new ideas internally
and identify potential emerging business opportunities. This event has
been denoted using multiple names—including idea jams, idea cafes,
and deep dives—and while the organizers continually tinker with the
process, the event itself remains constant every year. The annual event
has led to a high number of opportunities, which in turn have become
profitable business lines at IBM.

Learning Radical Innovation Through Socialization

The third finding relates to the culture of innovation at DARPA.
Program managers come from a variety of backgrounds. While they
have impeccable academic and professional credentials, many lack
direct experience with certain innovation skill sets, such as documenting
a vision, recruiting and leading others, and technology transfer.
Regardless of their background, expectations are high for DARPA
program managers to develop and deliver on their program visions
quickly.

Innovation: Competitive Advantage from Change. 2" ed. New York, NY: John Wiley;
Moss, L. T. and Atre, S. (2003). Business Intelligence Roadmap: The Complete Project
Lifecycle for Decision-Support Applications. Boston, MA: Addison-Wesley.

30 Carleton and Cockayne. (2009). “The Power of Prototypes”.

31 O’Connor et al. (2008). Grabbing Lightning.
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In addition, DARPA does not provide formal training in innovation
“know how”, particularly the skills needed to develop program visions.
Is staff training necessary for radical innovation? According to subjects,
DARPA has not codified much of its internal procedures historically;
S0 new program managers cannot rely on manuals or similar process
guides. Instead, knowing is a matter of participating. At DARPA,
subjects reported learning primarily from immersion. From the start, a
candidate for a new program manager has to be already embedded in
the research community to be considered for recruiting.

Once at DARPA, program managers described learning by doing,
particularly by proactively reaching out to colleagues, alumni and other
members in the network for advice and resources, as well as by gaining
new knowledge from regular field visits.

In many ways, DARPA is a culture of show, not tell. Through a
process of socialization, program managers acquire the habits, beliefs,
and accumulated knowledge of the organization. In sociology, this
period is known as metamorphosis, when a newcomer becomes an
established organizational member.*> How people behave and interact
with one another over time shapes an organizational culture, and the
data from DARPA is consistent with prior studies about tacit knowledge
and informal learning occurring within innovation organizations and
communities of practice.

If an organization is to survive, then research shows that stability
over time is required, so that one generation of employees transmits the
dominant social and cultural patterns to the next generation.* In other
words, practice is transferred from those who have done it to those who
need to do it. At DARPA, this transfer of knowledge occurs through
informal conversations, and, given the short contracts of DARPA
technical staff, the cycle of generations is rapid. It is remarkable that
a knowledge-generating organization over fifty years old, which has
resisted lasting knowledge capture, has maintained such a stable set of
practices as DARPA has. Based on subject reports, two factors have likely
contributed most to the unusual stability of DARPA’s culture. First, the

32  Kramer, M. W. (2010). Organizational Socialization: Joining and Leaving Organizations.
Cambridge, UK: Polity.

33  Alvesson, M. (1995). Management of Knowledge-Intensive Companies. New York, NY:
Walter de Gruyter.



134 The DARPA Model for Transformative Technologies

broader infrastructure supporting DARPA program managers, namely
the support staff, provide continuity across leadership turnovers.
This support staff functions as an underlying layer of institutional
permanence, handling the same routines and project coordination tasks.
Second, the agency’s network structure supports ongoing learning.
For example, even when program managers leave their agency roles
officially, they typically stay connected to DARPA in other ways. This
connection creates additional channels of knowledge sharing between
staff and also ensures that some institutional memory is maintained
across staff rotations. New staff rely on the stories and experiences
shared within the network in order to prepare themselves at DARPA.

Internal Review of Radical Innovation Ideas

Even with the right person and the right idea, a promising technological
vision may not become a new program at DARPA. There is one final test
before a Broad Agency Announcement (BAA) is released to the public. A
program manager must pitch his vision internally with a small audience
for funding approval, and decision-making authority resides namely
with the agency director and respective office director. Subject reports
demonstrate that DARPA has consistently followed this governance
model over the years, actively discouraging larger evaluations in the
agency’s innovation process. Subjects especially note the benefits of
speed, convenience, and flexibility from these small group reviews.
DARPA’s model runs counter to the literature and practice of
innovation, which discusses consensus-based governance models—
such as innovation boards, technology councils, R&D committees, task
forces, and stage-gates—as a dominant best practice.* These models
provide a decision-making framework that help to define evaluation
criteria, grant decision-making power, and verify feasibility of a new

34 Bacon, F. R, Jr.,, and Butler, T. W., Jr. (1973). Achieving Planned Innovation: A Proven
System for Creating Successful New Products and Services. New York, NY: Simon &
Schuster; Hamel, G. (2002). Leading the Revolution: How to Thrive in Turbulent Times
by Making Innovation a Way of Life. Boston, MA: Harvard Business School Press;
Snyder, N. T., and Duarte, D. L. (2003). Strategic Innovation: Embedding Innovation as
a Core Competency in your Organization. San Francisco, CA: Jossey-Bass; O’Connor
et al. (2008). Grabbing Lightning; Skarzynski, P., and Gibson, R. (2008). Innovation to
the Core: A Blueprint for Transforming the Way your Company Innovates. Boston, MA:
Harvard Business School Press.



5. The Value of Vision in Radical Technological Innovation 135

research idea. A growing body of literature has noted that certain
models have limitations for radical innovation. Gassmann and von
Zedtwitz note:

In industries or projects where the science or technology push is the
dominant driver of innovation, stage-gate processes are too rigid and
slow. Innovations that are triggered by a technological invention with
unknown market potential need different processes and techniques to
succeed.®

Overall, innovation studies endorse a strong philosophy that the
processes for radical or disruptive innovation must differ from
traditional R&D processes in order to be effective within an organization.
By deliberately adopting a model of limited, leadership-driven review
and following it for over fifty years, DARPA provides empirical support
for this belief. Instead of creating large task forces, DARPA relies on
its leadership to approve and support the visions. Instead of formally
scheduled sessions, DARPA program managers arrange meetings
when they feel that their new program visions are ready for funding.
Most of corporate R&D, the work of funding agencies, and academic
research are actually structured in direct opposition to this approach.
Members of the science community, who believe that DARPA provides
an enduring and effective model for advancing radical innovation,
understand this difference. Penman and Bates write, “Those wishing
to emulate the success of DARPA and Bell Labs might consider another
important aspect: freedom from the so called “peer review’ that weighs
down most National Institutes of Health (NIH) and National Science
Foundation efforts”.*

Conclusion

Four main findings were discussed in relation to the literature review.
By describing how visions serve an integral role in DARPA’s innovation
process, the first finding brings new perspective to innovation studies
about the role of visions in radical innovation. In particular, new program

35 Gassmann, O., and von Zedtwitz, M. (2003). “Innovation Processes in Transnational
Corporations”, in The International Handbook on Innovation, ed. L. V. Shavinina.
Oxford, UK: Elsevier Science. 702-14, at 704.

36 Penman, S., and Bates, C. C. (1999). “DARPA in the Spotlight”, Science 286/5438: 239.
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visions must meet the criteria of being DARPA Hard, and this term of art
introduces a working metric for technical breakthroughs that are nearly
impossible to achieve based on the current state of knowledge and tools.
Second, the discovery that expert workshops and proof-of-concepts have
been used repeatedly to convert partial visions into complete visions
at DARPA shows that activities exist pre-vision and directly influence
the formation of technological visions. Third, the discovery that new
program managers receive no formal documentation or training for
their roles and instead rely on acculturation is consistent with prior
research on innovation networks and communities of practice. Finally,
by showing that DARPA has a leadership-driven, decision-making
model, in which leadership approves a new program vision, the fourth
finding introduces contradictory evidence to the dominant literature.
These four findings, supported by empirical evidence, add to the current
understanding of technological visions and radical innovation research.
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6. ARPA Does Windows

The Defense Underpinning of
the PC Revolution'

Glenn R. Fong

Introduction

The PC industry is leading our nation’s economy into the 21% century...
There isn’t an industry in America that is more creative, more alive and
more competitive. And the amazing thing is all this happened without
any government involvement. (Bill Gates, 1998.)>

The personal computer revolution, born out of risk-taking corporate
ventures and garage-based innovative individualism, is the epitome
of the heights than can be achieved by private sector, free-market
entrepreneurialism. While this is the conventional story, it is inaccurate.
The personal computer (PC) technologies that have revolutionized
our everyday lives, whether at the office or at home, have been deeply
rooted in public sector initiatives as well. As communities throughout
the country and countries around the world rush to clone their own
Silicon Valleys, the governmental underpinnings of the original Valley’s
success should not be overlooked.

1 This chapter originally appeared in Business and Politics 3/3 (2001). The editors of
this volume gratefully acknowledge the permission to reprint this paper given by
Cambridge University Press, the publisher of Business and Politics.

2 Microsoft News Release. (1998). “Remarks by Bill Gates”, 18 May. Issued on the day
the Justice Department launched its anti-trust suit against the company.
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This story parallels the widely-recognized government role in
spurring a second revolution in information technology: the Internet.
The current-day internet traces its origins back, of course, to the late
1960s ARPANET project of the Defense Department. However, when it
comes to our main window on cyberspace—the personal computer—a
defense or government link to such a broad-sweeping business and
consumer appliance is almost inconceivable. Instead, when it comes
to the origins of what makes a PC a PC—its graphical user interface,
windows, the desktop metaphor and icons, and the mouse pointing
device—the genealogy is usually traced back industrially from Apple
and Microsoft, and then back to the Xerox Palo Alto Research Center
(Xerox PARC, for short). This accepted history is embodied in the
mainstream business literature, general media, and popular culture.

What is less well-known —and serves as the foci of this article—is that
Xerox PARC along with other pioneers of PC technology were associated
with a significant government-sponsored thrust in desktop computing.
The Air Force, Army, Navy, NASA, National Science Foundation, and
most notably, the Defense Department’s Advanced Research Projects
Agency (ARPA or DARPA)* aggressively and persistently supported
technologies key to the PC revolution.

Uncovering this political-economic link provides an important
corrective to the popular lore surrounding the origins of the
personal computer. In their emphases on private sector initiative and
entrepreneurial risk-taking, conventional PC histories conform to
orthodox market-based explanations of technological and economic
progress. The role of government in spurring innovation and
encouraging risk-taking is downplayed if not outright dismissed. In
contradistinction, this article “brings the state” into the PC realm of
apparent market purity.*

In making this case, we start mid-story with the Xerox-Apple-
Microsoft connection. Reflecting a balance in political-economic analysis,
this portion of the article is business-centered as it is important to briefly

3 The agency was founded in 1958 as ARPA, changed to DARPA (“Defense” added)
in 1972, reverted back to ARPA in 1993, and then back to DARPA in 1995. The
acronym used in this article will shift according to the time period under discussion.

4  Echoing the statist literature in political science and sociology. See Evans, P.,
Rueschemeyer, D., and Skocpol, T. (1985). Bringing the State Back In. New York, NY:
Cambridge University Press.
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establish what would come of earlier R&D efforts. The article then
jumps back to the pre-Xerox, pre-commercialization story where the
government role takes center stage. Before concluding, the penultimate
section fast forwards by briefly looking ahead to the government’s,
particularly DARPA’s, continuing influence on personal computing
with the onset of the twenty-first century.

PARC and HCI

Xerox could have been the IBM of the 90’s... could have been the
Microsoft of the 90’s. (Steve Jobs, 1996.)°

Microsoft Windows, the Macintosh, the mouse, the desktop metaphor
with icons, file directories, and folders—indeed the very notion of
computing at the individual, personal level —can all in the first (but not
last) instance be traced directly back to the Xerox PARC Alto computer.
The first two aforementioned systems were introduced in 1985 and
1984, respectively,® while the Alto was completed in 1973.

Before tracing this genealogy, it would be appropriate to briefly
demarcate what we are tracing—our dependent variable. What the
layperson calls a “personal computer” is, of course, an integration of a
plethora of different technologies. A core subset of these technologies—
and the core focus of this article—is what computer scientists call
“human-computer interface”, or HCI. HCI is concerned with enhancing
the performance of joint tasks by humans and computers. To improve the
structure of communication between human and machine, HCI brings
together (1) the computer science and engineering fields of computer
graphics, operating systems, programming languages, and software
development; (2) behavioral science disciplines in communication
theory, linguistics, learning theory, and cognitive psychology; and (3)
graphic and industrial arts and design, as well as ergonomics. Examples
of HCI techniques include keyboard commands; pointing devices; touch

5  Triumph of the Nerds. (1996). Public Broadcasting System. 12 June.

6  Windows 1.0 was introduced in 1985, but would not qualify as a fully functional
graphical user interface. While version 1.0 and even version 2.0 had windows
containing document contents, and while different programs could be open at the
same time, the windows could not be overlapped (only tiled) and neither utilized
graphical icons. Only with Windows 3.0 in 1990 would Microsoft offer a functional
GUL See Allison, D. (1993). “Bill Gates Interview”, Smithsonian Institution.
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screens and other display technologies; voice, handwriting and gesture
recognition; eye movement tracking; biological and psychic sensing;
computer speech; graphical user interfaces; user navigation and menu
selection tools; windows environments; and desktop metaphors.”
Ultimately, from the user perspective, HCI technologies result in the
user-friendliness and “look and feel” —or lack thereof —of our PCs.

HCI technology provided the crucial linkage between two other
developments in the 1970s that brought us the PC.® In a top-down
development, the processing power of mainframe computers was slowly
being brought to individual users through computer time-sharing.’ The
computer was still in the basement, but scores of users could tap into its
resources through remote terminals. While representing a disservice to
the mainframe’s prowess, simple computer games, such as Spacewar!,
offered a glimpse of real-time interactive computing. Time-sharing,
however, could reach only relatively limited numbers of users.

A second, bottom-up development of the 1970s would bring
individualized computers to users, but handicapped with primitive
features. Here we have the rise of computing devices cobbled together by
and offered to electronics hobbyists and enthusiasts. While computers
such as the Altair 8800 sat on a desktop, their interfaces were very
rudimentary. To program the Altair, users had to flick a series of toggle
switches for each program step. Hardly a model of interactivity, these
machines had neither displays nor keyboards.

The first major effort to develop a broadly functional individualized
computer with HCI-inspired interactivity and user-friendliness took place
at the Xerox Palo Alto Research Center. PARC was established in 1970
to provide the technological undergirding for Xerox —the king of paper
photocopying —to move into the “paperless” world of office computing.
In the process, PARC became the premier draw for the country’s best
computer scientists — “like Disneyland for seven-year-olds”."

7 Association for Computing Machinery, Special Interest Group on Computer-
Human Interaction. (1992). Curricula for Human-Computer Interaction, T. H. Hewitt,
et al. New York, NY: ACM

8  These two other developments are covered by Ceruzzi, P. E. (1998). A Modern
History of Computing: 1945-1995. Cambridge: The MIT Press.

9  Computer time-sharing, like the development of Internet and HCI technologies,
was initiated by government program, specifically by ARPA.

10  Hiltzik, M. (1999). Dealers of Lightning: Xerox PARC and the Dawn of the Computer Age.
New York, NY: Harper Business. 153.
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PARC’s strategy centered on what it called “distributed interactive
computing”, and was embodied in the Alto office computer. The Alto
was “distributed” in that it was all about getting the computer up from
the basement and on to individual desktops. It was “interactive” both in
the sense that Altos were to be networked with one another, and in their
design for real-time responsiveness and user-friendly approachability
for individual users."!

The Alto was intended for use by one individual with stand-alone
processing power and memory. It was configured much like today’s
PC. It had a high-resolution monitor that could display a full-sized 8.5
by 11-inch page, a keyboard, a three-button mouse, a removable hard
disk cartridge, and ports for printer and Ethernet connections. What
today we would call the computer’s tower was an Alto cabinet about
the size of a portable refrigerator that can be found in today’s college
dorm rooms."

The Alto’s monitor was a key feature of its user interface. Beyond
its full-page dimensions, the Alto monitor trumped the standard-of-
the-day “character generator” displays—which, in typewriter spirit,
would produce fully formed text characters in a preset font and a preset
color (usually green). Instead, the Alto could display high-resolution,
user-defined fonts and graphics. Using now-standard “bit mapping”
technology, the Alto could turn on and off half a million dots across
its monitor—essentially turning everything on screen, including text,
into pictures. Bit mapping also allowed the computer screen to display
exactly what would be output from a printer—a feature that is known
as “what you see is what you get” or WYSIWYG.

The Alto’s user friendliness is now almost second nature, but was
revolutionary in 1973." Xerox designers began with the assumption that
computer users were more interested in getting their work done than

11  Consistent with the HCI focus of this article, it does not elaborate on the networking
aspects of the Alto.

12 A picture of the Alto can be seen at https://en.wikipedia.org/wiki/Xerox_Alto#/
media/File:Xerox_Alto_mit_Rechner.JPG

13 Smith, D. C, Irby, C., Kimball, R., Verplank, B., and Harslem, E. (1982). “Designing
the Star User Interface”, Byte 7/4: 242-82; Johnson, J., Roberts, T. L., Verplank, W.,
Smith, D. C,, Irby, C. H., Beard, M., and Mackey, K. (1989). “The Xerox Star: A
Retrospective”, IEEE Computer 22/9: 11-29; Miller, L. H., and Johnson, J. (1996).
“The Xerox Star: An Influential User Interface Design”, in Human-Computer Interface
Design: Success Stories, Emerging Methods, and Real-World Context, ed. M. Rudisill, C.
Lewis, and T. D. McKay. San Francisco: Morgan Kaufmann. 70-100
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being interested in the computer itself. Therefore, an important Alto
design principle was to make the computer as invisible and as intuitive
as possible.

They choseagraphicaluserinterface, or GUL for personal computing.'*
A graphically simulated office served as a working metaphor. Images
on screen represented the physical objects of an office—documents,
folders, file cabinets, in-baskets, out-baskets, waste baskets, mailboxes,
printers—all on an electronic rendition of a desktop. These images
or icons could be manipulated with a mouse pointer to simulate the
physical actions of opening, moving, filing, saving, deleting, etc. The
goal was to make everything needed visible on screen and subject to
direct manipulation rather than requiring indirect and memory-taxing
(not for the computer, but for humans) keystroke combinations."

More than a decade before the Mac and Microsoft GUIs, the Alto
had windows to display document contents. Multiple windows could
be open at the same time, overlapped, and resized; documents could
integrate text and graphics; and the windows had title bars, mouse-
clickable command buttons, and scroll bars. The Alto had a full slate
of applications for word processing, graphics (including animation),
printing, email, and playing music. The Alto operating system even
allowed for task-switching —the capability to easily and quickly switch
between programs.

Nearly two thousand Altos were built and used by government,
industry and universities. A commercial version of the system, renamed
the Xerox Star, was introduced in 1981 —a full three and four years
ahead of the Mac and Windows, respectively. The Star was marketed
as “a new personal computer designed for offices intended for business
professionals who create, analyze and distribute information”."®

By current standards, the Xerox interface did suffer from certain
limitations. Commands such as “open”, “copy” and “move” required
a combination of mouse manipulations and special function key

14 A picture of the Xerox GUI can be seen at https://www.computerhistory.org/
revolution/input-output/14/347/1859

15 Ironically, analysts have pointed out that Xerox pushed the physical desktop
metaphor too far—requiring cumbersome mouse manipulations where simple
keyboard commands would have been sufficient (e.g., requiring that a document
icon be moved over a printer icon instead of a simple key command for printing).
Miller and Johnson. (1996). “The Xerox Star”, 93.

16  Smith, et al. (1982). “Designing”, 653.
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operations. Resizing windows and moving icons also required mouse
and function key combinations. Menu bars were at the top of each
window, rather than a single set of menus at the top of the screen
as a whole—resulting in the display of multiple and repetitive menu
labels.

At the same time, and more significantly, the Alto suffered from
being ahead of its time. While it was marketed as the dream machine
for the “knowledge worker”, such workers hardly existed in any real
sense in 1981, let alone in 1973.7 And even if the market existed, the Alto
was far from a marketable product—with each machine costing over
$16,000 to build. The resulting commercial demise of the Alto and Star
is legend in the business world. A popular recounting of this disaster
was titled Fumbling the Future: How Xerox Invented, then Ignored, the First
Personal Computer.'®

Alto’s Offspring

When Apple sued Microsoft in 1988 for stealing the “look and feel” of its
Macintosh graphical display to use in Windows, Bill Gates’ defense was
essentially that both companies had stolen it from Xerox."

Xerox “fumbling its future” does not mean that its technologies were
commercial failures. Indeed, many of the PARC and Alto technologies
were spectacularly commercialized —but just not by Xerox. For instance,
outside of the HCI area, notable PARC alumni have made market
blockbusters out of their Xerox work:

* Bob Metcalfe brought his Ethernet work to market by founding
3Com.

17 Baecker, R. M., and Buxton, W. A. S. (1987). “The Star, the Lisa, and the Macintosh”,
in Readings in Human-Computer Interaction: A Multidisciplinary Approach, ed. R. M.
Baecker and W. A. S. Buxton. Los Altos, CA: Morgan Kaufmann. 649-52. Even
the Xerox salesforce had difficulty “getting it.” Upon the conclusion of an Alto
demonstration, one brave soul asked, “Where’s the click?” Hiltzik. (1999). Dealers of
Lightning, 393.

18 Smith, D. K., and Alexander, R. C. (1988). Fumbling the Future: How Xerox Invented,
then Ignored, the First Personal Computer. New York, NY: W. Morrow. For PARC’s
commercial fate, see also Hiltzik. (1999). Dealers of Lightning.

19 Hiltzik. (1999). Dealers of Lightning, xxv. Bill Gates has remarked: “Hey, Steve, just
because you broke into Xerox’s house before I did and took the TV doesn’t mean I
can’t go in later and take the stereo.” MacWeek, 14 March 1989, p. 1.
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e Charles Geschke and John Warnock have commercialized
the computer rendering of graphics for laser printing by
co-founding Adobe Systems.

e Edwin Catmull and Alvy Ray Smith took their computer
animation work first to Lucasfilm and then co-founded
Pixar —making the movies Star Trek, Toy Story and A Bug’s Life
along the way.

When it comes to HCI technology, the Xerox legacy and progeny is
even greater. In particular, the transfer of technology and, even more
importantly, the transfer of people from PARC has been crucial to
developments at both Apple and Microsoft.?

Apple’s Day in the PARC

The flipside of Xerox’s fumbling the PC’s future is the Macintosh story.
These two stories are, in fact, opposite sides of the same coin. The
Macintosh story begins when Steve Jobs, Apple’s CEO, takes a tour of
Xerox PARC in December 1979.

In 1979, Apple was concerned it would soon lose its first mover
advantage in the PC industry. Apple employee Jeff Raskin suggested that
Xerox PARC held the keys for Apple’s future. In the early 1970s, Raskin
had spent considerable time at PARC while he was a visiting scholar
at Stanford’s Artificial Intelligence Laboratory.?! After Apple arranged
for Xerox to purchase $1 million dollars of Apple’s skyrocketing shares,
PARC agreed to show Apple the Alto.

The Alto team made not one, but two presentations —and not just to
Jobs, but to a dozen of Apple’s leading executives and programmers.
Upon seeing the Alto, Apple software designer Bruce Daniels declared,
“That’s it—that’s what we want to build”.> While no “blueprints”

20 Other Alto-inspired GUI efforts not covered in this paper include those by Digital
Research, IBM, and VisiCalc—efforts that did not match the success of the Mac or
Windows.

21 Jeff Raskin, http://www2.h-net.msu.edu/~mac/lore2.html (website no longer active
at time of publication); Linzmayer, O. W. (1999). Apple Confidential: The Real Story of
Apple Computer. San Francisco, CA: No Starch Press. 52.

22 Rogers, M. (1983). “The Birth of the Lisa”, Personal Computing, February, 89-94;
Levy, S. (1994). Insanely Great: The Life and Times of Macintosh. New York, NY:
Penguin Books (chapter 4).
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were transferred, Apple came away from these sessions with a vision
of the future of personal computing, and eventually key members of
the PARC team.

The Xerox visit first inspired the development of the Lisa computer
system —the Apple computer that immediately preceded the Macintosh.
The Lisa was in development before the Xerox visit, but it was slated to
have a non-graphical user interface and a non-bit mapped character-
generator display. It also did not have a mouse. All this changed after
the Xerox visit. In the words of Apple executive Larry Tesler, the Lisa
was “completely redefined... only the code name, some of the hardware
components, and a few of the staff members stayed the same”. From
the Alto, the Lisa would directly borrow the desktop metaphor,
pop-up menus, overlapping windows, and scroll bars. After the 1981
introduction of the Xerox Star, the Lisa team made further changes to
their GUI including the incorporation of desktop icons. On Apple’s part,
the Lisa would be the first to introduce the menu bar at the top to the
screen (instead of menus atop each window), the one-button mouse,
pull-down menus (point-and-drag mouse movement), and icons that
could be dragged with the mouse and double-clicked to open.”

Akin to the fate of the Alto, the Lisa was also a commercial failure
when it was introduced in January 1983. But its graphical user interface
was transferred directly into the Macintosh. Indeed, PARC-savvy Jeff
Raskin had begun development of the Mac in Spring 1979. After the
Xerox visit, Raskin added the mouse to the Mac.?* Beginning in January
1982, key members of the Alto-inspired Lisa team were transferred to
the Macintosh division. Lisa software programs for word processing
and graphics (LisaWrite, LisaDraw) would be converted to the Mac
(MacWrite, MacDraw). The two product teams were completely merged
in November 1983, and the Mac was introduced January 1984.>

Besides inspiration, the Xerox influence on Apple took on a second
major form: the transfer of key PARC personnel to Apple. PARC alumni
Alan Kay and Larry Tesler were two of the major coups for Apple.
Alan Kay was PARC's chief evangelist for personal computing. In his

23 Linzmayer. (1999). Apple Confidential, 54-56; Miller and Johnson. (1996). “The Xerox
Star”, 94; Tesler, L. (1985). “The Legacy of the Lisa”, Macworld, September, 17-22;
Rogers. (1983). “The Birth of the Lisa”.

24  Ceruzzi. (1998). A Modern History of Computing, 273.

25 Tesler. (1985). “The Legacy of the Lisa”; Linzmayer. (1999). Apple Confidential, 57-75.
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1969 dissertation, Kay outlined a Dynabook —a computer the size of a
notebook with an 8 by 10-inch flat screen, integrated keyboard, all of 2
inches thick, weighing in at two pounds. He had essentially envisioned
today’s laptop computer.

For the Alto, which he viewed as an “interim Dynabook”, Kay led
the development of its overlapping windows capability. The Alto not
only allowed users to work in and see more than one window at a time,
but it was the first system that allowed windows to be resized and
moved —including over one another. This overlapping capability was a
major advance over the pre-existing standard of tiled multiple windows
that were fixed in place, and virtually expanded the working space of a
computer monitor. Kay also inspired the Alto’s pop-up menus—where
the click of one of the mouse’s buttons would cause menu options to
appear on screen from which a command (e.g., paste) could be selected.*

In 1980, Kay became chief scientist at Atari, where he applied his
HCI visions to interactive gaming. In 1984 he became an Apple Fellow,
and inspired the company’s successful PowerBook laptop computer
line, and the Newton—the industry’s first personal digital assistant
(PDA) and forerunner to the Palm Pilot and other handheld computing
devices. Since 1996, Kay has been a Disney Fellow and Vice President of
Research and Development at the Walt Disney Company.

Larry Tesler preceded Alan Kay in moving from Xerox to Apple.
Tesler worked in Kay’s section of PARC, where he was dedicated to
making computing more intelligible to the average user. For the Alto,
Tesler designed Gypsy, a powerful word processing program that
employed a graphical user interface with extensive icons and menus.
In Gypsy, the mouse could point to and select blocks of text, whereas
previous applications only used the mouse to position the cursor and
called for keyboard commands for text selection. As an illustration of
its user friendliness, Gypsy was the first program to replace commands
for deleting a block of text and then placing it elsewhere with the simple
labels of “cut” and “paste”.”

In December 1979, Tesler was one of the two major presenters of
the Alto to Steve Jobs and company. In July 1980 he would move to
Apple. Tesler first headed up the Lisa user interface team, then helped

26 Hiltzik. (1999). Dealers of Lightning, 224-28.
27 Ibid., 201-03, 207-10.
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design the Macintosh including its one-button mouse, and then led the
Newton PDA development team. He eventually rose to the position of
Vice President and Chief Scientist before leaving Apple in 1998 to found
a software startup.

Kay and Tesler were not alone in making the move from Palo Alto to
Cupertino, where Apple is headquartered. For instance, Dan Ingalls—
Kay’s right hand man and co-author of one of the Alto’s operating
system—would follow Kay to Apple. Tom Malloy, who worked on
word processing programs for the Alto, would go on to Apple and write
the word processor for the Lisa (LisaWrite). Former Xerox PARCers
Bruce Horn and Steve Capps would co-write the Macintosh Finder, its
graphical file directory. Altogether, some fifteen PARC alumni would
make the move to Apple.®

Microsoft’s Window on Xerox

While the Xerox-Apple story is better known, Microsoft was also a
major beneficiary of PARC’s work. First, Microsoft Windows drew
directly from the Alto-inspired Macintosh. Not unlike Jobs” 1979 visit
to Xerox, Microsoft CEO Bill Gates visited Apple in 1981. There he saw
a Mac prototype, and immediately thereafter began development of
Microsoft’s GUI, Windows. In 1982, Mac prototypes were delivered to
Microsoft in order for the software company to develop Word and Excel
for the new machine. At the same time, the prototypes were used to
guide the development of Windows.

This Mac influence would show up even when Gates expressed
dissatisfaction at Windows’ early development. The Microsoft CEO
would complain: “That’s not what a Mac does. I want Mac on the PC, I
want a Mac on the PC”.%

To correct the situation, Gates transferred his resident “Macintosh
wizard”, Neil Konzen, to the Windows team. Having developed
Microsoft’s initial applications for the Mac, Konzen rewrote much of the

28 Ibid., 214-15, 217-18. 316-17; Miller and Johnson. (1996). “The Xerox Star”, 76;
Linzmayer. (1999). Apple Confidential, 54

29 Campbell-Kelly, M., and Asprey, W. (1996). Computer: A History of the Information
Machine. New York, NY: Basic Books; and Linzmayer. (1999). Apple Confidential,
136. For an image of the early Windows interface, see https://en.wikipedia.org/
wiki/Windows_1.0#/media/File:Windows1.0.png
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Windows code by emulating the Mac’s internal structure. The results, in
Konzen'’s words, were “Mac knockoffs”. Even certain Mac system errors
were carried over to the Windows platform.*

While the Mac served as a go-between for Xerox’s influence on
Microsoft, there were direct Xerox-Microsoft connections as well. To
begin with, Gates got his tour of PARC and an Alto demonstration in
1980. Soon thereafter, Microsoft purchased a Xerox Star, the commercial
version of the Alto. Microsoft did not intend to put the machine to
operational use. Instead, in the words of one of Microsoft’s leading
programmers, “we just wanted everybody in the organization to get
used to the desktop and to the mouse... we used it for education of the
people”.

That programmer was Charles Simonyi, who embodies yet another
type of Xerox influence on Microsoft: PARC alumni who moved from
Palo Alto to Bellevue and Redmond, Washington, where Microsoft
has been headquartered. At PARC, Simonyi co-wrote the Alto’s “killer
app” —Bravo, its first word processor. Bravo was the first program that
could insert text in the middle of a document, display fancy typefaces,
number pages, format odd margins, and print almost exactly what was
on screen,*and it served as the basis for Tesler's Gypsy word processor.

Not unlike Larry Tesler's 1979 presentation to Steve Jobs and
subsequent move to Apple, it was Simonyi who demonstrated the Alto
to Gates in November 1980, and subsequently moved to Microsoft
in February 1981. Joining as Microsoft’s fortieth employee, Simonyi
essentially “brought Microsoft Word with him”.* According to
Gates, Simonyi was specifically brought “on board to help us write
applications that would eventually become very graphical”,** and
Simonyi characterized his mandate as to spread the “PARC virus” in

30 Wallace, J., and Erickson, J. (1992). Hard Drive: Bill Gates and the Making of the Microsoft
Empire. New York, NY: Harper Business, 221, 273-74. While corporate rivalry
has inhibited prominent personnel transfers between the two companies, some
members of the Mac team would move on to Microsoft. For instance, Susan Kare
did graphic design work for Windows 3.0 after designing the first icons, typefaces,
and other graphics for the Macintosh. Linzmayer. (1999). Apple Confidential, 73.

31 Brockman, J. (1997). “Intentional Programming: A Talk with Charles Simonyi”,
Edge Foundation, 6 June, https://www.edge.org/conversation/charles_simonyi-
intentional-programming

32 Hiltzik. (1999). Dealers of Lightning, 198-200, 358—60.

33 Ibid., 395; see also Miller and Johnson. (1996). “The Xerox Star”, 76.

34 Allison, D. (1993). “Bill Gates Interview”, Smithsonian Institution.
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Bellevue.* As director of advanced product development, Simonyi
hired and managed the teams developing the entire suite of Microsoft
applications, including Excel and PowerPoint, as well as Word. Simonyi
is one of the “seven software samurai” to whom Gates turns for advice,
and has been a member of the Executive Committee, the company’s
most senior-level decision-making team.* When Microsoft’s Research
Division was established in 1991, Simonyi became its Chief Architect.

While Bill Gates hired Simonyi to lead the development of the
graphically-oriented Microsoft Office Suite, Gates also tapped a second
PARC computer scientist to lead the development of the Windows
operating system: Scott MacGregor. At PARC, MacGregor oversaw
development of the Xerox Star’s windowing system. In summer 1983,
Gates recruited MacGregor to became head of the Windows engineering
team. In MacGregor’s words, “Microsoft was looking for somebody
who had done this thing before. They didn’t want to reinvent the wheel.
That's why they went shopping at Xerox”. In that shopping spree,
Microsoft would hire others including Dan Lipkie, a Xerox programmer
who would work on Word as well as Windows.*”

Microsoft’s Research Division is the site of Xerox’s continuing
influence on the software company. At the Microsoft labs, Simonyi has
been joined by four other of PARC’s leading lights: Chuck Thacker,
Butler Lampson, Gary Starkweather, and Alvy Ray Smith.* Thacker,
the lab’s Director of Advanced Systems, was none other than the chief
designer of the Xerox Alto. He championed the Alto’s high-resolution
bit-mapped display over the monochrome green monitors of the day,
and he designed the Star’s first central processor. Lampson, now a
Microsoft Distinguished Engineer, first conceived of and started work
on Alto’s Bravo word processor —work that Simonyi would later pick
up on. Lampson also designed the second central processor for the Star.
Starkweather developed the Alto’s laser printer and, in the process,
launched a whole new industry: desktop publishing. Smith, a Microsoft
Fellow till 1999, wrote the Alto’s graphics program. Before joining
Microsoft, Smith would design for Lucasfilm, co-found Pixar, and win

35 Brockman. (1997). “Intentional Programming”.
36 Wallace and Erickson. (1992). Hard Drive, 369.

37 Wallace and Erickson. (1992). Hard Drive, 253-55.
38 Hiltzik. (1999). Dealers of Lightning, 397-98.
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two technical Academy Awards. For Microsoft, these PARC alumni
have worked on advanced programming and graphics, hand-held and
wireless computing devices, and computer security.

Xerox’s legacy extends, of course, well beyond Apple and Microsoft.
Its current-day manifestations are innumerable, but two in particular
merit mention here. Akin to Alan Kay’s move from Xerox to Atari
(before moving on the Apple), HCI advances have been a key driving
force behind the interactive gaming industry, with applications ranging
from game consoles and joy sticks to virtual reality environments.
The World Wide Web, which began with text-based interfaces like
Gopher, exploded in popularity only after user-friendly graphical user
interfaces were employed by the Mosaic and Netscape web browsers.
And members of the original Macintosh development team are about
to give the open-source Linux operating system a major shot in the arm
by applying a user-friendly GUI to the up-and-coming challenger to the
Windows and Mac OS’s.¥

Even without a more comprehensive assessment of Xerox’s legacy
(a project worthy of an entire piece on its own), its import should not
be in doubt. That import sets the proper perspective for considering
the R&D that preceded and led into Xerox’s effort—a task to which we
now turn.

The Rest of the Story

Silicon Valley. The World Wide Web. Wherever you look in the
information age, Vannevar Bush was there first.*

The Alto system grew from a vision of the possibilities inherent in
computing: that computers can be used as tools to help people think
and communicate. This vision began with Licklider's dream of man-
computer symbiosis.*

39 Festa, P. (2000). “Apple, AOL Veterans Making Linux Easy”, CNET News.com, 16
February; Markoff, J. (2000). “Old Apple Macintosh Team Aims to Put Linux on the
Desktop”, New York Times, 21 February; “The New Face of Open Source OS?”; Norr,
H. (2000). “A Less Complex Linux”, San Francisco Chronicle, 21 February.

40 Zachary, G. P. (1997). “The Godfather”, Wired, November, 152.

41 Lampson, B. W. (1988). “Personal Distributed Computing: The Alto and Ethernet
Software”, in A History of Personal Workstations, ed. A. Goldberg. New York, NY:
Addison-Wesley. 291-344, at 293.
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Ivan Sutherland’s Sketchpad program is one of the most significant
developments in human-computer communication.*?

While the commercial ramifications of Xerox PARC’s work cannot be

over emphasized, Xerox was not the sole source of the HCI revolution.

Just as Apple and Microsoft drew upon Xerox, so too was Xerox the

beneficiary of the prior work of others.

At this point, the political-economic balance of this account shifts.

While the narrative thus far has been heavily business-oriented, what

follows concerns more of a political dynamic. Most of the innovations

and people discussed thus far were in fact influenced by government-

sponsored initiatives. Those initiatives began with Vannevar Bush, J. C.
R. Licklider, and Ivan Sutherland.

Vannevar Bush

The Online Encyclopedia Britannica entry for “graphical user interface”

reads as follows: “There was no one inventor of the GUI; it evolved with

the help of a series of innovators, each improving on a predecessor’s

work. The first theorist was Vannevar Bush”.®* The source of this

attribution was Bush’s vision of a “memex”,

inwhich anindividual storesallhisbooks, records, and communications...
It consists of a desk... On the top are slanting translucent screens, on
which material can be projected for convenient reading. There is a
keyboard, and sets of buttons and levers... if the user inserted 5000
pages of material a day it would take him hundreds of years to fill the
repository... If the user wishes to consult a certain book, he taps its code
on the keyboard, and the title page of the book promptly appears before
him, projected onto one of his viewing positions... [with] one of the
levers to the right he runs through the book before him, each page in turn
being projected at a speed which just allows a recognizing glance at each.
If he deflects it further to the right, he steps through the book 10 pages at
a time; still further at 100 pages at a time. Deflection to the left gives him

42

43

Norberg, A. L., and O'Neill, J. E. (1996). Transforming Computer Technology:
Information Processing for the Pentagon, 1962-86. Baltimore, MD: Johns Hopkins
University Press, 36.

Levy, S. (1988). “Graphical User Interface”, Encyclopedia Britannica Online,
https://www.britannica.com/technology/graphical-user-interface. The following
quotations are taken from Bush, V. (1945). “As We May Think”, Atlantic Monthly,

July.
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the same control backwards... he can leave one item in position while he
calls up another.

Bush went on to consider the memex’s applications:

The lawyer has at his touch the associated opinions and decisions of his
whole experience, and of the experience of friends and authorities. The
patent attorney has on call the millions of issued patents, with familiar
trails to every point of his client’s interest. The physician, puzzled by
its patient’s reactions, strikes the trail established in studying an earlier
similar case, and runs rapidly through analogous case histories, with
side references to the classics for the pertinent anatomy and histology.
The chemist, struggling with the synthesis of an organic compound,
has all the chemical literature before him in his laboratory, with trails
following the analogies of compounds, and side trails to their physical
and chemical behavior.

This vision of the memex is widely recognized in government, industry,
and academic circles as the first major articulation of the modern
personal computer, including hypertext and internet links. Xerox-
Apple alumnus Alan Kay observes that “Bush’s vision of a hyperlinked
10,000 volume library in a desk had a great impact on the development
of personal computing”.* Tim Berners-Lee, inventor of the World Wide
Web, notes that “to a large part we have Memexes on our desks today”.*

The memex was not the product of a science fiction writer conjuring
up visions of the future; nor an entrepreneur toiling away on a garage
work bench; nor an industrial researcher supported by a well-financed
corporate laboratory. Instead, Vannevar Bush was a government official.
More specifically, Vannevar Bush was the Director of Office of Scientific
Research and Development—the chief science advisor to the President
of the United States. When Bush envisioned the memex, the President
was Harry Truman; the date July 1945.

Between 1941 and 1947, Vannevar Bush served as science advisor to
both Franklin Roosevelt and Harry Truman. His greatest contribution

44 Kay, A. (1995). Simex: The Neglected Part of Bush’s Vision. Presentation at “As We
May Think—A Celebration of Vannevar Bush’s 1945 Vision”, MIT Department of
Electrical Engineering and Computer Science. 12-13 October, http://dougengelbart.
org/content/view/258/000/

45 Berners-Lee, T. (1995). Hypertext and Our Collective Destiny. Presentation at “As We
May Think— A Celebration of Vannevar Bush’s 1945 Vision”, MIT Department of
Electrical Engineering and Computer Science. 12-13 October, https://www.w3.org/
Talks/9510_Bush/Talk.html
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in office is highly debatable in both the best and worst of senses. First,
he organized the 6000-strong scientific enterprise to help prosecute
the U.S. war effort. While he was not physically in the sands of New
Mexico, Bush oversaw the Manhattan Project to create the first atomic
bomb. Second, he established the structure of the country’s postwar
science and technology effort—including the prominent roles played by
military R&D, the National Science Foundation, and university-based
research.

Then there is the memex. Bush’s vision inspired R&D efforts
throughout government, industry, and academia. The lead player in
this R&D was the Advanced Research Projects Agency (ARPA).

J. C. R. Licklider

Since its inception in 1958, ARPA has supported both the development of
military-specific weapons technologies, and more generic technologies
with the potential for military application. The former includes ballistic
missile defense and tactical anti-tank weapons technologies, and even
the M-16 rifle. The latter includes R&D in new materials, novel energy
sources, and biomedical technologies, as well as computer science.

ARPA began its computer science work in 1962, when it established
its Information Processing Techniques Office (IPTO) as one of a half
dozen technology-specific offices within the agency.” Starting off with a
$7 million annual budget, IPTO’s funding was larger than the computer
research budgets of the rest of the government combined. Over the next
eight years, the IPTO budget would more than quadruple.

Most of IPTO’s funding went to university research. It is hard to
imagine now, but before 1962 no formal university computer science
programs existed. ARPA’s IPTO grants were essential in establishing
the country’s first graduate programs in computer science, including
those at MIT, Stanford, Berkeley, Utah, and Carnegie Mellon.*

These and other ARPA-funded programs will be returned to below.
First, however, we turn our attention to the ARPA official who served

46 Zachary, G. P. (1997). Endless Frontier: Vannevar Bush, Engineer of the American
Century. New York: Free Press.

47 IPTO has undergone a number of name changes over the past 40 years, and is
currently named the Information Innovation Office.

48 Norberg and O'Neill. (1996). Transforming Computer Technology.
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as the guiding light behind this effort—]. C. R. Licklider. As quoted
above by Xerox PARCer Butler Lampson, the Alto would grow out of
Licklider’s vision.

J. C. R. Licklider was IPTO’s inaugural director from 1962 to 1964.
Earlier, as an MIT professor, Licklider “got fired up about the idea
Vannevar Bush had mentioned in 1945, the concept of a new kind of
library to fit the world’s new knowledge system”. Licklider’s 1959 book,
Libraries of the Future, was not only dedicated to Bush but expanded
upon the memex concept. When he moved on to ARPA, he brought with
him his “religious conversion” to interactive computing.*

From ARPA, Licklider galvanized the computing research
community around two pathbreaking concepts. Given the first one—
“the intergalactic network” —it is almost understandable to overlook the
second. The intergalactic network was “the first concrete proposal for
establishing a geographically distributed network of computers”.*® As
initiated by Licklider, the network would first take the form of computer
time-sharing links and later transform into the ARPANET/Internet.

As consequential as this first concept has been, the second —“man-
computer symbiosis”—is arguably just as profound. Licklider
came to computing not as a computer scientist, but as an academic
psychologist. His interest was in how computers could contribute to,
rather than replace, human cognitive processes. He was concerned that
the rudimentary user interfaces of computers of the 1950s hindered
the technology’s true potential. To realize that potential, he called for
computing advances in real-time processing and interactivity.

He called for advances in the computer’s outward face to its user—
its display—and in how users input instructions into the computer,
including via graphical input and automatic speech recognition. In
calling for a “much tighter coupling between man and machine”,
Licklider sought to realize “interaction with a computer in the same
way that you think with a colleague whose competence supplements
you own” !

49 Rheingold, H. (1985). Tools for Thought: The People and Ideas of the Next Computer
Revolution. New York, NY: Simon & Schuster, http://www.rheingold.com/texts/tft/
(chapter 7).

50 Campbell-Kelly and Aspray. (1996). Computer, 288.

51 Licklider, J. C. R. (1960). “Man-Computer Symbiosis”, IRE Transactions on Human
Factors in Electronics 1: 4-11, https://doi.org/10.1109/thfe2.1960.4503259
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These are all matters of human-computer interface, and Licklider
defined the HCI agenda for decades to come. ARPA-supported research
universities not only took part in building Licklider’s “intergalactic
network”, but they launched major HCI initiatives as well.*

Ivan Sutherland

When Licklider prepared to leave ARPA in 1964, he selected Ivan
Sutherland to replace him as IPTO director. Sutherland was one of the
first researchers to take up Licklider’s HCI challenge. His 1962 PhD
project at MIT, called Sketchpad, was the first-ever computer graphics
program where the user could make drawings on screen interactively.

Sketchpad is widely recognized as the seminal program that
started off the entire field of computer graphics.”® But Sutherland’s
immediate motivation was to advance human-computer interactivity.
Indeed, the subtitle of his project was “A Man-Machine Graphical
Communication System”.> Three features made Sketchpad, as quoted
above, “one of the most significant developments in human-computer
communication”.

First, Sketchpad was one of the first computers with a monitor, and a
user’s work would immediately be represented on screen. This form of
interactivity is now easy to take for granted, but before Sketchpad, users
had to wait for a print-out in order to see their work.”

Second, Sketchpad was one of the first computers to use a pointing
device. A hand-held “light pen” was employed to make drawings. The
pen would make physical contact with the screen and its “light” would
be picked up by the computer. Moving the pen would draw lines on
screen in real-time. The pen could also be used to grab-and-drag images
as well as rotate, expand or contract an image. A major user interface
break-through, before Sketchpad users had to express object geometry

52 More on Licklider can be found in Waldrop, M. M. (2001). The Dream Machine: |. C.
R. Licklider and the Revolution that Made Computing Personal. New York, NY: Viking
Press.

53 Wolfe, Roaslee, ed. (1998). Seminal Graphics: Pioneering Efforts that Shaped the Field.
New York, NY: Association for Computing Machinery.

54 Sutherland, I. E. (1963). “Sketchpad: A Man-Machine Graphical Communication
System”, Proceedings of the AFIPS Spring Joint Computer Conference 23: 329-46. See
also Norberg and O’Neill. (1996). Transforming Computer Technology, 125-28.

55 Wolfe. (1998). Seminal Graphics.
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by typing coordinates on a keyboard. The light pen would later lead to
today’s mouse.

Third, Sketchpad was the first system with a rudimentary windowing
system. The Sketchpad screen could be split to produce two work areas
or windows. One section could, for example, display a close-up view of
an object in the other section.®

The Sketchpad project was sponsored by the Army, Navy, and Air
Force. This funding is a reminder that government agencies other than
ARPA have also supported HCI technology. In this particular case, the
three military services provided support to Sutherland before IPTO was
even established.

Licklider hired Sutherland to explicitly carry on IPTO’s HCI work.
As IPTO director, Sutherland would fund major university programs in
computer graphics. Besides fueling the burgeoning field of computer-
generated images, this research would provide the foundation for
computers with “graphical” user interfaces, “picture” icons, and high-
resolution bit-mapped displays. Such displays, interfaces, and icons—
along with Sketchpad-derived windows and pointing devices—would
be incorporated into the Xerox Alto.

Xerox’s ARPA Brats

Xerox PARC was set up near the Stanford campus. For the next ten years
the ARPA dream took up residence at PARC.%”

A veritable “ARPA Army” —a phrase coined at PARC—would fill the
ranks of computer scientists at the Xerox. This influx into Xerox was
led not by a researcher from an ARPA-supported university, but by an
official direct from ARPA itself: Robert Taylor.

Robert Taylor

J.C.R. Licklider not only selected Ivan Sutherland to replace him as
director of IPTO, but chose Robert Taylor to be associate director. When

56 Perry, T., and Voelcker, J. (1989). “Of Mice and Menus: Designing the User-Friendly
Interface”, IEEE Spectrum 27/9: 46-51, at 48-49.

57 Rose, F. (1989). West of Eden: The End of Innocence at Apple Computer. New York, NY:
Viking Penguin, 45.
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Sutherland finished his term as director in 1966, Taylor took his place,
serving through to 1969.

Robert Taylor “heartily subscribed” to Licklider’s vision of computing
even before joining ARPA.*® In his first year in office, he advanced
Licklider’s “intergalactic network”, transforming it from a computing
time-sharing paradigm to a decentralized packet-switching network,
the ARPANET. While ARPANET’s construction would begin under
Taylor’s successor at IPTO, Lawrence Roberts, the network’s design was
completed under Taylor. Taylor was also a true believer in Licklider’s
theme of “man-computer symbiosis”. Taylor held a NASA research post
in HCI just prior to joining ARPA, and distributed interactive computing
became his “sacred cause” as director of IPTO.* As described in a 1968
paper, co-authored with Licklider, Taylor envisioned a computer for
each individual user; each with a large television monitor, a keyboard,
and “electronic pointer controllers called ‘mice” [that could] control the
movements of a tracking pointer on the TV screen”.® This vision grew
directly out of the memex of Vannevar Bush. It also presaged Xerox
PARC'’s Alto.

When Xerox started forming its PARC facility in 1970, one of the
first people they tapped was Robert Taylor. As quoted above, “for the
next ten years the ARPA dream took up residence at PARC”. Taylor
has been called “the impresario of computer science at Xerox PARC” !
Taylor exercised this influence as head of the Computer Science
Laboratory (CSL)—the largest of PARC’s four internal labs. It was CSL
that would become the mecca for fifty of the country’s top computer
scientists.

In the Spring of 1971, Taylor set CSL’s agenda by proposing that it
build the machine he had written about in 1968. Two years later, the Alto
realized his vision. While his researchers would undertake the Alto’s
design and development, the general concept and the “Alto” name came
from Taylor.®?

58 Norberg and O’Neill. (1996). Transforming Computer Technology, 29.

59 Hiltzik. (1999). Dealers of Lightning, 19.

60 Licklider, J. C. R, and Taylor, R. (1968). “The Computer as a Communications
Device”, Science and Technology 76: 21-31.

61 Hiltzik. (1999). Dealers of Lightning, 3.

62 Smith, D. K,, and Alexander, R. C. (1988). Fumbling the Future: How Xerox Invented,
Then Ignored, The First Personal Computer. New York, NY: W. Morrow, 170.
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Besides setting the lab’s agenda, Taylor hired its staff. He did so
not by merely reading resumes. Instead, he chose his people from
ARPA-funded research centers. Indeed, he chose researchers whom
he, Licklider, and Sutherland had directly and personally supported
through IPTO.

ARPA’s Army

Stanford, Berkeley, Utah, and SRI were the major programs that Taylor
drew from. Most of these researchers —and their exploits at Xerox, Apple,
and/or Microsoft—have already been noted in the first half of this article.
Here we reveal their university and ARPA pedigrees. To help keep the
names and affiliations straight, Figure 6-1 graphically displays some of
these people and places. Stanford’s Artificial Intelligence Laboratory
was established in 1962 with ARPA funding. Indeed, into the 1970s,
most, if not all, of the computing research conducted at Stanford would
be supported by ARPA—as would be the case at Berkeley, Carnegie
Mellon, Illinois, MIT, UCLA, and Utah.®® Out of Stanford, Taylor hired
Larry Tesler and Charles Simonyi, who would later go on to Apple and
Microsoft fame, respectively.

In 1963, IPTO began supporting Project Genie at Berkeley, a
small-scale computer time-sharing project. Charles Thacker and
Butler Lampson, as well as Simonyi from Stanford, would first come
together to work on this project and its commercial Berkeley Computer
Corporation spinoff.** While burdened by the main-frame paradigm,
this experience sparked their pursuit of interactive computing. The
three were considered among the country’s top programmers, and
Taylor hired them as a group to join PARC in 1970. Taylor would hire
others from Berkeley including Peter Deutsch, Ed Fiala, Jim Mitchell,
and Dick Shoup. Thacker, Lampson, and Simonyi would all end up at
Microsoft.

One of the Berkeley faculty members that directed Project Genie,
David Evans, would not go to Xerox. Instead, he remained in academia
training students, many of whom would make the trek to PARC. This
is the Utah connection, where Evans became head of the computer

63 Norberg and O'Neill. (1996). Transforming Computer Technology, 290.
64  Ibid., 102-03; Hiltzik. (1999). Dealers of Lightning, 18-19, 68-78.
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science department in 1966. As IPTO director, Taylor would make a $5

million award to Evans to transform Utah into a center of excellence for

computer graphics.®® Ivan Sutherland, Taylor’s predecessor and creator

of the Sketchpad program, would be on the Utah faculty from 1968 to
1973. Taylor himself would spend a year at Utah between his ARPA and

PARC tenures.

Taylor would bring to CSL many Utah students including Jim Curry,
Bob Flegal, Martin Newell, and John Warnock. But the key hire for the
Alto and HCI at Xerox was Alan Kay in 1972. Kay came to Utah in 1966
as one of Evans’ first graduate students. At their very first meeting,

65 Norberg and O’Neill. (1996). Transforming Computer Technology, 137—43.
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Evans assigned the new student Sutherland’s Sketchpad dissertation. In
a reaction any professor would die for, Kay has described his reading of
Sketchpad as “seeing a glimpse of heaven”.®® Kay would try to capture
a bit of that heaven first in his own dissertation, then at PARC, and later
at Apple.

One of the major ARPA-supported research centers that has yet to be
mentioned, and that has made major contributions to the PC industry,
is the think tank Stanford Research Institute (SRI). SRI was the home of
computer scientist Douglas Engelbart from 1957 to 1975. Engelbart was
inspired by Licklider’s notion of augmenting (rather than replacing)
human intellect via “man-computer symbiosis”. Indeed, Engelbart’s lab
at SRI was called the Augmentation Research Center.*”

In designing a system to augment human intelligence, Engelbart
used Vannevar Bush’s memex concept as an ideal type.®® Over a two-
decade period, Engelbart would develop a computerized personal
information storage and retrieval system to replace paper and hardcopy
filing systems. Called NLS (for oN Line System), the system was not a
personal computer, but rather a networked workstation. It had a large
video monitor and input devices to manipulate information on screen,
but it was all cabled into a remote mainframe computer.

Stil, NLS made two major contributions to “man-computer
symbiosis” and HCI. First, it advanced windowing capabilities by being
able to divide the display screen into four work areas—an improvement
over the split-screen capability of Ivan Sutherland’s Sketchpad system.
The user could now easily shift work from one window to another.®
Second, NLS introduced a new pointing device to move a cursor within
and between document windows. Engelbart conducted a series of
studies comparing various pointing devices including Sketchpad’s light
pen, track balls, joysticks, and even a knee-switch under the desktop.”
What he decided upon was a device that “stays put when your hand
leaves it do something else (type or move a paper) and reaccessing [it]

66  Hiltzik. (1999). Dealers of Lightning, 91.

67 Englebart, C. (1994). “Biographical Sketch: Douglas Carl Engelbart”, Bootstrap
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70 English, W. K., Engelbart, D. C., and Melvyn, A. B. (1967). “Display-Selection
Techniques for Text Manipulation”, IEEE Transactions on Human Factors in Electronics
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proves quick and free from fumbling... and it doesn’t require a special
and hard-to-move work surface”.”

This device is, of course, the mouse. Initially the size of a brick and
carved out of a block of wood, the underside of Engelbart’s mouse had
two wheels positioned at right angles to one another that could digitally
track and convey its position to the computer.”> While the wheels would
be replaced with a ball, the computer mouse was not invented by Xerox
in 1973 let alone Apple in 1984. It was created by Engelbart in 1964.

The system described earlier in Robert Taylor's 1968 paper—a large
video screen, keyboard, and a mouse—was Engelbart’s NLS. Not only
did Taylor properly cite Engelbart in that paper, but Engelbart had
three major connections to Taylor and ARPA. To begin with, Taylor—
while at NASA —provided initial funding for Engelbart’s project. The
Air Force did as well. Both NASA and the Air Force were interested in
how operators in their command centers could best interface with their
computers.” As in the case of Sutherland’s Sketchpad project, Engelbart
received support from these other organizations before IPTO was even
established.

Then, with IPTO’s establishment in 1962, “Douglas Engelbart was
one of the first persons to apply for funding”.” Not only did he gain
IPTO funding, the support would significantly rise during Taylor’s
tenure. ARPA funding would continue until 1975, and Engelbart’s
research team would expand from two to nearly fifty. In 1968, ARPA
and NASA co-sponsored a major presentation of the NLS to the public
that amazed the wider computing research community.

Then there is the Xerox connection. In the words of Butler Lampson,
the NLS “made a profound impression on many of the people who
later developed the Alto”.” Both the mouse and windows were directly
incorporated from NLS into the Xerox computer.

Moreover, in what became a running theme, Taylor hired key
members of the NLS team to come to PARC. Akin to David Evans
remaining at Utah, Engelbart would not himself make the move to

71 Levy, S. (1994). Insanely Great: The Life and Times of Macintosh. New York, NY:
Penguin Books, 41.
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Xerox. But Taylor did hire Engelbart’s right hand man, Bill English.
English was NLS’s hardware expert and had done the detailed design
work on the mouse. Taylor offered English that chance to “reproduce
NLS, or something like it, at PARC”.7

Another member of the NLS team, Roger Bates, would help develop
the Alto’s high-resolution bit-mapped display. NLS alumnus Charles
Irby would help design the user interface for the Xerox Star. Altogether,
a dozen of Engelbart’s team would make the move to PARC.” Given
these hires from SRI and the universities, ARPA-supported research
would leave an “indelible stamp on almost every major innovation to
emerge from PARC”.7®

Beyond ARPA’s influence on Xerox, it is difficult not to mention
other major computer scientists that have been supported by IPTO—
including Wesley Clark, Lynn Conway, Michael Dertouzos, Edward
Feigenbaum, John Hennessy, Daniel Hillis, John McCarthy, Carver
Mead, Marvin Minsky, Alan Newell, David Patterson, and Raj Reddy.
Then there are those that have left their mark in the commercial world.
We have already mentioned Bob Metcalfe of 3COM, John Warnock
of Adobe Systems, and Edwin Catmull of Lucasfilm and Pixar—all
of whom came out of PARC. We can now note their earlier ARPA-
backing at Harvard and Utah (last two). To this list we can add Nolan
Bushnell (Utah), founder of Atari; Jim Clark (Utah), co-founder of
Silicon Graphics and Netscape; and Bill Joy (Berkeley), co-founder of
Sun Microsystems.”

But our focus here has been on HClI-specific ARPA-supported
researchers who made their way to Xerox PARC and then contributed
to or influenced developments at Apple or Microsoft. Even with these
restrictors, the ARPA reach is substantial. “ARPA does Windows” is
more than a catchphrase.
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Windows on the Future

The story has now come full circle. Vannevar Bush’s extraordinary
vision is followed up by ARPA’s Licklider, Sutherland, and Taylor.
They sponsor the Stanfords, Berkeleys, Utahs and SRIs. Xerox draws
upon this research and the researchers (plus Taylor). Then Apple and
Microsoft commercialize Xerox’s work. The rest, as they say, is history.

But the PC revolution does not stop with Windows. And ARPA’s
hand in matters HCI is not confined just to decades past. Indeed, ARPA’s
and other direct government support for further advances in personal
computing continues to this day.

A high-level conference sponsored by Intel in March 2000 illustrates
this continuing influence. Five hundred of the world’s leading computer
scientists came together for Intel’s Computing Continuum Conference
to “define the next era of computing, communication, and interaction
in the digital world”.® Three dozen “visionaries” made presentations
on topics ranging from artificial intelligence to ubiquitous networked
computing. Table 6-1 lists the five presentations that were organized for
a panel explicitly on HCL

The primary funding sponsors of this leading-edge HCI research
are identified. Seven sponsors are government agencies (including
the European Union), and three are industry. Significantly, DARPA
is a sponsor in four of the five cases; followed by National Science
Foundation (NSF) sponsorship of three.

The DARPA funding is part of its Human Computer Interaction
Program. Altogether eleven universities, companies, and government
labs have been part of this effort. The NSF funding—under its own
Human Computer Interaction Program —went to thirty-four universities
by the time this chapter was originally published in 2001. Research
being undertaken includes work on three-dimensional graphical user
interfaces; intelligent animated life-like computer characters capable
of natural face-to-face conversational interaction; and an “intelligent
room” embedded with vision, speech understanding, multimedia, and
networked interactive computing systems.

80 Intel Computing Continuum Conference. (2000). 15-17 March, https://www.intel.
com/pressroom/archive/releases/2000/cn031500a.htm
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Table 6-1 Human Interface Panel, March 2000. (Table prepared by the author.)

Research Group Major Sponsors'

Ronald Cole Center for spoken National Science Foundation
University of Colorado Language Research Office of Naval Research

DARPA

Intel
Patrick Hanrahan Computer Graphics Department of Energy
Stanford University Laboratory Intel
Raj Reddy School of Computer DARPA
Carnegie Mellon Science/Speech Group
Ben Shneiderman Human—-Computer National Science Foundation?
University of Maryland Interaction Laboratory NASA

Bureau of the Census
European Union

DARPA
Victor Zue Laboratory for Computer DARPA
MIT Science/Spoken Language National Science Foundation
Systems Group Information Technology
Research Institute
NTT

! Major sponsors as identified by presenter: listed in order of importance.
? Listed in order of projects presented.

The eleven DARPA-sponsored projects include important industry
connections. In addition to major co-sponsors such as Intel, NTT, and
the Information Technology Research Institute, lower-level funding
has come from the likes of Acer, America Online, Apple, Discovery
Communications, GE, Hewlett-Packard, Hughes Research, NCR, NEC,
Nokia, Philips, Sony, and Toyota. DARPA-sponsored students from
these on-going HCI projects have gone on to take positions with these
companies as well as with AT&T Research, Bell Labs, Compaq, Dragon
Systems, General Magic, IBM Research, Lucent, Microsoft Research,
Sarnoff, and Silicon Graphics.

The names of the researchers have changed and the number of
funded universities has grown since the 1960s. While the results will be
hard to stack up to those of the earlier period, no matter what the results
the government influence remains pervasive.
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Conclusions

Government funding of advanced human-computer interaction
technologies built the intellectual capital and trained the research teams
for pioneer systems that, over a period of 25 years, revolutionized how
people interact with computers.®

In contrast to the thrust of this argument are sentiments such as that
quoted at the top of this article. Bill Gates is not alone in holding this
view. His is the mainstream perspective on the development of the
PC industry; indeed, of the development of virtually the entire “new
economy”. Case in point is Tim Draper, who personally provided
startup capital for Hotmail (the world’s largest email provider), Fourll
(internet white pages directory), and Upside (one of the most widely
read business technology magazines).

In 1997, Draper penned an editorial that articulated much of Silicon
Valley’s attitude towards the government—an attitude legitimated by
the publication in which it appeared, the Wall Street Journal. Draper
starts by telling us he “earned an MBA from Harvard and an electrical
engineering degree from Stanford. I worked at Hewlett-Packard
and Alex. Brown before starting a venture capital firm. My favorite
periodicals are Upside and the Red Herring, not the Washington Post
or the Weekly Standard. In my free time I surf the Net; I don’t watch
Capital Gang or C-SPAN”. Writing under the title, “Silicon Valley
to Washington—Ignore us, Please”, Draper then shares his view of
Washington:

We in the high tech business have reason to feel good... Our industry now
accounts for 11 percent of gross domestic product and a quarter of U.S.
manufacturing output. We employ more than 4.2 million people, who
earn almost double the average salary of manufacturing workers. Our
industry is the biggest reason the U.S. has the world’s most competitive
economy. We ought to count our blessings that most of our industry is
2,500 miles from Washington and that most bureaucrats either fear, don’t
care about or don’t understand technology. And we’ve done just fine
without their help... Washington doesn’t understand my business, [and]

81 Card, S. K. (1996). “Pioneers and Settlers: Methods Used in Successful User Interface
Design”, in Human-Computer Interface Design: Success Stories, Emerging Methods,
and Real-World Context, ed. M. Rudisill, C. Lewis, P. G. Polson, and T. McKay. San
Francisco: Morgan Kaufmann Publishers. 122-69, at 164.
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I'd like it to stay that way. The fact is that politicians and government
bureaucrats can’t help us; they can only get in the way... If the U.S. wants
more good jobs, better lives, and a stronger economy, the best thing
lobbyists, bureaucrats and politicians can do is leave us alone.*?

“We've done fine without their help” and “they can only get in the
way” are typical of how many “new economy” participants view the
development of their own industry. This view permeates coverage
in Fortune and Business Week and the general media. Even the highly
regarded six-hour PBS documentary on the history of the PC, Triumph of
the Nerds, overlooks the government connection.® In contrast, we have
observations such as those of Stuart Card, quoted at the beginning of
this section. Card might be in a position to know. He has been with
Xerox PARC for twenty-five years, and currently heads its User Interface
Research Group. His comment comes from a fifty-page technical paper
he compiled on the historical development of HCL

Card is not alone. Dr. Brad Myers, Senior Research Scientist at
Carnegie Mellon’s Human Computer Interaction Institute, warns against
“the mistaken impression that much of the important work in Human-
Computer Interaction occurred in industry”.® Instead, as computer
historians Martin Campbell-Kelly and William Aspray have written,
“almost all the ideas in the modern computer interface emanated from
laboratories funded by ARPA’s Information Processing Techniques
Office”.® Even one of Silicon Valley’s own—Charles Geschke, President
and co-founder of Adobe Systems—acknowledges that it was ARPA
support that “has allowed the current PC industry to flourish”.%

Uncovering this political-economic link provides an important
corrective to the popular lore surrounding the origins of the personal
computer. This article “brings the state” back into the PC realm of
apparent market purity. Government support for the development
of the PC should take its place on a list that includes the Internet, the

82 Draper, T. (1997). “Silicon Valley to Washington—Ignore us, Please”, Wall Street
Journal, 4 March, emphasis in original.

83 Myers, B. A. (1968). “A Brief History of Human Computer Interaction Technology”,
ACM Interactions 5/2, 44-54.
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86 Geschke, C. (1999). “The U.S. Environment for Venture Capital and Technology-
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National and Regional Priorities, ed. National Research Council. Washington, DC:
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computer chip, and the PC’s bigger brother, the mainframe.” The federal
government’s role in supporting the development of the Internet is now
widely acknowledged. The ARPANET of 1969 was followed by the
NSFNET of 1985. This support extends to the government’s on-going
Next Generation Internet project.

The government’s support of the chip industry goes back to military
R&D funding in the 1940s and procurements into the 1960s by the
Air Force and NASA of 100 percent of the industry’s production.
Government support of the chip industry would continue into the 1980s
and 1990s with the Very High Speed Integrated Circuit Program and
SEMATECH consortium.

And, of course, Defense and Energy Department support of the
mainframe and supercomputer industry stretches from the ENIAC of
1945, IBM’s 1953 Stretch computer, the SAGE computer in 1954, Cray’s
first supercomputer in 1976, the 1996 Intel teraflop machine, and even
IBM’s 1997 chess champion Deep Blue. This kind of support continues
today with government programs such as the High-Performance
Computing and Communication Initiative and the Accelerated Strategic
Computing Initiative.

The Internet, the computer chip, the mainframe, and the PC: together,
these four innovations define the information technology revolution
that has fueled the new economy of the twenty-first century. No doubt
university and corporate researchers, as well as private entrepreneurs,
have made this revolution possible. But popular mythology, corporate
P.R., and political ideology aside, credit also goes to government.
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7. Rethinking the Role of the
State in Technology Development

DARPA and the Case for Embedded
Network Governance!

Erica R. H. Fuchs

1. Introduction

Debates on the appropriate role for government in technology policy
often fall into two camps—proponents of free markets; and proponents
of government choosing technology winners. Among those who favor
a strong role for government, most view the state’s role as limited to
facilitating technology investment through tax policy, subsidies, and
funding for basic research. A few argue for coordination of technology
investment across the many arms of government. In search of this
coordination, these few often turn to top-down bureaucracy. What is
missing from these debates, however, is an alternative government role
that has existed for the past fifty years in the U.S.: the Defense Advanced
Research Projects Agency, or DARPA.

Staffed at any moment with little more than one hundred people
and $3 billion with which to stimulate U.S. innovation, this small arm
of government charged with “preventing technological surprises” has

1 This chapter was originally published in 2010, in Research Policy Volume 39/9: 1133-47.
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met with fame and controversy beyond what its size would suggest.
Historians have attributed to DARPA creation of everything from
the Internet,® and the personal computer,® to the laser* and Microsoft
Windows.” DARPA has appeared on the pages of Playboy Magazine,®
and the screen of the popular television show, The West Wing.” Most
pertinently, among those who study national innovation systems,
DARPA has come to be seen as the pioneer of the methods now used
broadly in what is called the U.S. Developmental Network State.® As a
consequence, today, agencies ranging from the intelligence community
(ARDA —1998, IARPA —2006),’ to the Department of Homeland Security
(HSARPA —2002), to the Department of Energy (ARPA-E—2007), all
seem to want their own “ARPA”.

Despite such past success, between 2001 and 2008 DARPA underwent
tremendous change. This change, initiated by director Tony Tether,
brought on an outcry from the computing community —one of the primary
benefactors and success stories of DARPA.! This criticism suggested that
DARPA was no longer “the old DARPA”. An in-depth look at history,
however, shows that such change, and subsequent criticism, as occurred
under Tether were not new. Rather, over the past decades, DARPA has
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gone through repeated shifts in its focus and its internal governance
structures. This dynamic presents a puzzle—with so much change, what
then is the DARPA model that its imitators should be copying?

To answer this question, at least in part, this paper focuses on the
period immediately before and after the most recent changes within
DARPA. Drawing on over fifty interviews, the paper uses grounded
theory-building methods' to uncover the processes used by DARPA
program managers to influence technology trajectories in the U.S., and
how those processes may have changed during Tether’s directorship.
The paper focuses on the involvement of DARPA’s Microsystems
Technology Office (MTO) in the development of four semiconductor
materials technologies critical to the converging telecom and computing
industry and to meeting the performance targets set by Moore’s Law.

The telecom and computing industries provide a useful example
of industrial sectors traditionally supported by government funding
and in particular by DARPA." In addition, the telecom and computing
industries are a classic example of sectors that have undergone a recent
decline in corporate R&D labs and a shift to a vertically fragmented
industry structure, a phenomenon experienced more broadly in the
U.S. innovation eco-system." Notably, despite the dramatic differences
between DARPA from 1992 to 2001 versus from 2001 to 2008, during
both time periods, the telecom and computing industries had already
undergone vertical disintegration.

The results of this research suggest that past studies have, by focusing
on DARPA’s culture and structure, overlooked a set of lasting, informal
institutions among DARPA program managers. In the case of DARPA’s
Microsystems Technology Office, what changed under Tether was not
the processes used by the program managers, but rather the situations in
which program managers apply these processes. Prior to 2001, DARPA’s
processes for seeding and encouraging new technology trajectories

11 Glasner, B., and Strauss, A. (1967). The Discovery of Grounded Theory: Strategies of
Qualitative Research. London, UK: Wiedenfeld and Nicholson. Eisenhardt, K. (1989).
“Building Theories from Case Study Research”, Academy of Management Review
14/4: 532-50, https://doi.org/10.5465/amr.1989.4308385

12 Flamm, K. (1988). Creating the Computer: Government, Industry, and High Technology.
Washington, DC: The Brookings Institute.

13 Mowery, D. C. (1999). America’s Industrial Resurgence? An Overview. U.S. Industry in
2000: Studies in Competitive Performance. National Academy Press, Washington, DC:
National Academy Press, 1-16.
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involved (1) bringing star scientists largely from academia together to
brain-storm new technology directions, (2) seed funding research themes
common across disconnected star researchers, (3) encouraging early
knowledge-sharing between these star researchers through required
workshops, and (4) providing third-party validation for new technology
directions to external funding agencies and industry. These processes
support the sources of, knowledge flows around, and development of
social networks necessary for initiating new technology directions in
the research community. In contrast, since 2001, the DARPA program
manager’s processes for coordinating technology directions involve (1)
orchestrating the involvement of established vendors with academics
and startups, (2) supporting knowledge-sharing between industry
competitors through invite-only workshops, (3) providing third-party
validation of new technology directions, and (4) supporting technology
platform leadership at the system level. These new processes support
the coordination of technology development within industry across a
vertically fragmented industrial ecosystem such that the technology
develops in line with longer term commercial and military goals.

These results suggest that, rather than being forced to choose
between the extremes of free-markets or the heavy-hand of bureaucratic
government, there is a third alternative for government support
of cutting-edge technology development. In this third alternative,
embedded government agents—who gain knowledge centrality and
social capital in their role as DARPA program managers—are able
to re-architect social networks'* among researchers so as to influence
new technology directions. In doing so, these embedded agents are in
constant contact with the research community, understanding emerging
themes, matching these emerging themes to military needs, betting on
the right people, bringing together disconnected researchers, standing
up competing technologies against each other, and maintaining the
systems-level perspective critical to orchestrate these disparate research
activities spread throughout our national innovation ecosystem.

14 In this paper, the phrase “re-architect social networks” encompasses all activities
in which DARPA program managers bring together disconnected or less connected
members of the research community, subsequently building active research
communities, and thereby providing validation of technology directions to achieve
organizational goals. Section 5. in this chapter (“Results and Discussion”) unpacks
the full range of activities engaged in by DARPA under the umbrella of this phrase.
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2. The Developmental Network State

Debates on the appropriate role for the state in science and technology
development have continued for over two hundred years. In the
U.S., even when a role for the state is acknowledged, the appropriate
government function is often viewed as influencing the volume, not the
direction of investment.’® Under Keynesian thought, “economic policy
meant manipulating spending and taxation, money and credit”, not
coordination of technology development.” And yet, a host of literature
documents alternative roles for the State in technology development
beyond manipulation of spending and regulation.

One categorization of this literature is to split it into two types of
theories—those that depicta Weberian-style hierarchy or “developmental
bureaucratic state”; and those that argue for “experimental federalism”,
“flexible developmental state”, “developmental network state”,
or “networked polity”."® Whereas the “Bureaucratic State” evokes
descriptions of “centralized command-and-control” and “top-down
policies” leveraging “government-based research and firm subsidies
to develop local expertise in targeted industries;” the “networked”
alternative is often described as “decentralized and distributed” with
“mutual adjustment” and a focus on facilitating “building trust” and
“coordination and cooperation among relevant parties”.’” In both
governance forms, writers argue that to be successful, public officials
must have “embedded autonomy” —i.e. be “embedded in a concrete set
of social ties that binds the state to society and provides institutionalized

15 Smith, A. (1776). An Inquiry into the Nature and Causes of the Wealth of Nations.
London: Metheun & Co.

16 Graham, O. (1992). Losing Time: The Industrial Policy Debate. Cambridge, MA:
Harvard University Press.

17 Ibid.

18 Ansell, C., (2000). “The Networked Polity: Regional Development in Western
Europe”, Governance: An International Journal of Policy and Administration 13/3:
303-33, https://doi.org/10.1111/0952-1895.00136; Block. (2007). “Swimming against
the Current”; Breznitz, D. (2007). Innovation and the State. New Haven, RI: Yale
University Press.

19 Sabel, C. (1993). “Studied Trust: Building New Forms of Cooperation in a
Volatile Economy”, Human Relations 46/9: 1133-70, https://doi.org/10.1177/
001872679304600907; Ansell. (2000). “The Networked Polity”; O’'Riain, S. (2004).
Politics of High-Tech Growth: Developmental Network States in the Global Economy.
Cambridge, UK: Cambridge University Press; Breznitz. (2007). Innovation and the
State.
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channels for the continued negotiation and renegotiation of goals and
policies”.?

In describing the networked polity, Chris Ansell proposes “that
the state can operate as a liaison or broker in creating networks and
empowering nonstate actors, especially when state actors occupy a
central position in these networks”.* The existing network literature
helps us understand the emergence and consequences of being a
broker. According to Ronald Burt,>* a broker is an individual who
forms the only link between otherwise disconnected actors. Lee
Fleming and David Waguespack add to this definition, distinguishing
between brokers and boundary spanners.”® Here, Fleming and
Waguespack’s boundary spanners are individuals who span
different theoretical or organizational areas, but need not be the only
individual playing that role. Thus, while all brokers are boundary
spanners, not all boundary spanners broker.? Notably, neither Burt
nor Fleming gives agency to the broker or boundary spanner. While
Burt focuses on how the structure of the network puts the broker in
a position of power, Fleming and Waguespack focus on how existing
human and social capital lead to individuals emerging as leaders in
a community.” In her qualitative field study, Natalia Levina brings
in this agency.” Specifically, she suggests that to create a new field,
boundary-spanners must produce and use objects that become locally
useful to both fields and acquire a common identity.”” However,

20 Evans, P. (1995). Embedded Autonomy: States and Industrial Transformation. Princeton,
NJ: Princeton University Press; Ansell. (2000). “The Networked Polity”.

21  Ansell. (2000). “The Networked Polity”.

22 Burt, R. (1992). Structural Holes: The Social Structure of Competition. Cambridge, MA:
Harvard University Press.

23 Fleming, L., and Waguespack, D. (2007). “Brokerage, Boundary Spanning, and
Leadership in Open Innovation Communities”, Organization Science 18/2: 165-80,
https://doi.org/10.1287/orsc.1060.0242

24 Fleming and Waguespack. (2007). “Brokerage, Boundary Spanning, and
Leadership”.

25 Fleming and Waguespack. (2007). “Brokerage, Boundary Spanning, and
Leadership”.

26 Levina, N. (2005). “The Emergence of Boundary Spanning Competence in Practice:
Implications for Implementation and Use of Information Systems”, MIS Quarterly
29/2: 335-63, https://doi.org/10.2307/25148682

27 According to Levina, boundary objects are artifacts such as physical prototypes,
engineering sketches, or standardized reporting forms that can span beyond the
physical, temporal, or social limitations of an individual boundary spanner. A
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while Levina provides practical insights into the boundary-spanning
role, her boundary-spanner remains an inside member of the focus
community.

In contrast to this earlier work, recent research has begun to
explore network plasticity —or the ability of managers to change social
networks to achieve organizational objectives.?® In contrast to structural
theories, which focus on how network structures create constraints and
opportunities for organizational actors, or naturalistic theories, which
focus on how spontaneous forces shape network dynamics, these new
agency theories focus on network change agents who sit outside and
act upon the community or network of focus.?” For example, in their
study of Levi’s jeans, Lester and Piore suggest that in the early, open
ended stages of innovation, R&D managers must act as “cocktail
hostesses”, bringing together the correct parties to the table, and
helping facilitate the flow of conversation in order to be successful
in their goal of promoting innovative new ideas.*® Likewise, in his
longitudinal study of eight technology collaborations, Jason P. Davis
found that managers of successful collaborations prune networks of
existing ties that are information bottlenecks in the emerging network
collaboration and, rather than rely on social processes, remake these
networks with competency pairing, which forms ties between actors
with complementary knowledge across organizational boundaries.”
This new research, in which managers have agency to change the shape
of the existing network to achieve organizational objectives, suggests
that a different, and more fundamental role may exist for the state in
influencing technology development. Describing the role of the state in
regional development in Western Europe, Ansell writes, “the state does

boundary object as locally useful if it is incorporated into practice in multiple of the
fields it spans. A boundary object has a common identity if it is typical enough to
be readily recognized in both fields. For example, computer aided design (CAD)
software is useful and common to both the photonic and electronic semiconductor
communities (Levina. (2005). “The Emergence of Boundary Spanning Competence”).

28 Davis, ]J. P. (2009). “Network Dynamics of Exploration and Exploitation: Pruning
and Pairing Processes in Collaborative Innovation”, MIT Working Paper.

29 Ibid.

30 Lester, R. K., and Piore, M. J. (2004). Innovation: The Missing Dimension. Cambridge,
MA: Harvard University Press.

31 Davis. (2009). “Network Dynamics”.
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not simply act as a mediator or coordinator, but also actively tries to
create relationships between third-party actors”.

While the existing network polity literature hints of such activities
by the state, the empirical examples of the networked state contained
therein are surprisingly similar. The majority of the examples are of the
government playing a role in industrial or technology development
in industrializing nations in the process of catch-up.” In the few
examples from developed countries, the role of the state is to connect
firms to enable incremental innovation, support collaborative learning
among firms, and help smaller firms catch-up, primarily in the context
of regional economic development or upgrading in manufacturing.®
In nearly all examples, the state acts either by linking firms to facilitate
increased economic transactions, dissemination of knowledge,
and collaborative learning,® or by linking individuals to build
communities.* Throughout these examples the state lacks an active
role in identifying and influencing technology directions. Instead, the
state, as a central node in the network, helps create network linkages,
disseminate knowledge, or act as the breeding ground for communities
without influencing the direction or content of discussions. To find
an example of the state influencing technology directions one must
turn to Japan—a country often characterized as a “bureaucratic”

32 Ansell. (2009). “The Networked Polity”.

33 Johnson, C. (1982). MITI and the Japanese Miracle: The Growth of Industrial Policy,
1925-1975. Stanford, CA: Stanford University Press; Fransman, M. (1993). The
Market and Beyond: Information Technology in Japan. Cambridge, UK: Cambridge
University Press; Amsden, A., and Chu, W. (2003). Beyond Late Development: Taiwan’s
Upgrading Policies. Cambridge, MA: The MIT Press; O’Riain. (2004). Politics of High-
Tech Growth; Breznitz. (2007). Innovation and the State.

34 Sabel, C. (1996). “A Measure of Federalism: Assessing Manufacturing Technology
Centers”, Research Policy 25/2: 281-307, https://doi.org/10.1016/0048-7333(95)00851-
9; McEvily, B., and Zaheer, A. (1999). “Bridging Ties: A Source of Firm Heterogeneity
in Competitive Capabilities”, Strategic Management Journal 20: 1133-56, https://doi.
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development state that chooses technology winners. And yet, Japan’s
facilitation of research cooperation between competing firms echoes
many of the themes written in the literature on the networked polity.*”
Indeed, the literature on the Japanese government goes farther than
what can be found in the networked polity literature on Europe, the
U.S., and industrializing nations.

Daniel Okimoto describes the importance of the Japanese
government’s focus on working with companies on consensus
building,*® and on articulating long-term vision in the development of
new technologies.* Relatedly, Martin Fransman describes the Japanese
government’s self-identified role in helping firms overcome the
downfalls of “bounded vision” **—i.e. the idea that different kinds of
organizations (a) receive different kinds of information as the results of
their primary activities, and (b) are limited in what they search for and
“see” by the overall objectives of the organization. Here, according to
Fransman, Japan believes that the limitations in the vision of for-profit
firms and the vision of the government can be overcome by bringing
the two together."! Both of these themes are echoed in the case study
presented here on DARPA.

Of course, organizational forms other than the state can also
facilitate the connecting of disconnected agents and architect
networks. As suggested by Dan Breznitz’'s example of military
training in Israel,** education and training —such as being in common
graduate programs—can build scientific communities and long-lasting
networks. Conferences can act as venues for existing communities
to contest and form agreement around the viability of competing
technology directions.*® Firms, such as Intel, can orchestrate the
co-development of technologically interdependent platforms across

37 Johnson. (1982). MITI and the Japanese Miracle; Fransman. (1993). The Market and
Beyond.

38 Okimoto, D. (1987). Between MITI and the Market: Japanese Industrial Technology for
High Technology. Stanford, CA: Stanford University Press.

39 Ibid.
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41 Ibid.

42 Breznitz. (2005). “Collaborative Public Space”.

43  Garud, R. (2008). “Conferences as Venues for the Configuration of Emerging
Organizational Fields: The Case of Cochlear Implants”, Journal of Management
Studies 45/6: 1061-88, https://doi.org/10.1111/j.1467-6486.2008.00783.x
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firms, universities, and government labs as is necessary to continue
to advance their specific business model.* None of the above pieces,
however, are by themselves sufficient to seed and develop new
technology directions that meet needs beyond the short-term market
demands that drive firms. While communities developed through
education and training may have common backgrounds, they do not,
in and of themselves, have direction. While conferences can act as
direction deciders, for a conference to play this role, the community
must already exist. Finally, while firms may be able to play many of
these roles as platform leaders, they will not have the same incentives
as government (having a goal of profits rather than national security,
economic growth, and social welfare), and their “vision”* will be
more short-term.

In this chapter, I leverage extensive empirical data to unpack an
active, network-changing role of the state that goes beyond the previous
literature on the place and application of a networked polity. First, I
focus on cutting-edge, new technology development. In particular, I
describe how in the development of new technologies, the state need
not stop at merely bringing the appropriate actors together, nor must it
go so far as choosing “focus industries” or “technology winners”, but
rather it can leverage its knowledge centrality and ability to connect
disconnected actors to identify and influence new technology directions
that achieve its organizational goals.

Further, I describe a state that, in the development of a single new
technology, leverages all of the earlier-described roles of network
governance—from building new communities to community
consensus-making on directions, to platform leadership outside of the
constraints of firm incentives—to achieve its goals. Finally, I show that
to find such a networked polity influencing technology development
we need not look to Japan or to the late industrializing nations, but
rather that this networked polity already exists in the U.S. To unpack
existing practices, I turn to the pioneer of the U.S. Developmental
Network State, DARPA .*

44 Gawer, A., and Cusumano, M. A. (2002). Platform Leadership: How Intel, Microsoft,
and Cisco Drive Industry Innovation. Boston, MA: Harvard Business School Press.

45  Fransman. (1993). The Market and Beyond.

46 Block. (2007). “Swimming against the Current”.
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3. The Changing Faces
of DARPA

Long-time defense analyst Richard Van Atta writes, “There is not
and should not be a singular answer on ‘what is DARPA’—and if
someone tells you that [there is], they don’t understand DARPA”.#
And yet, with so much success, it has been hard for analysts not to try
to pin down the “DARPA model”. Van Atta himself summarizes the
DARPA organizational environment into three key characteristics: (1)
it is independent from service R&D organizations, (2) it is a lean, agile
organization with a risk-taking culture, and (3) it is idea-driven and
outcome-oriented.*

These themes are echoed in DARPA’s self-described twelve
organizing elements, along with two additional themes—a focus on
hiring quality people (“an eclectic, world-class technical staff”), and
the importance of DARPA’s role in connecting collaborators.*” Others
have suggested that DARPA’s “single customer” (the military) and
“clear mission” (enhancing U.S. military capabilities) is a critical aspect
of the DARPA model.®® And yet, as shown in the history that follows,
the emergence, interpretation and actualization of these organizational
features has evolved dramatically over the decades since DARPA’s
creation in 1958. In many ways, these changes can be grouped into
decade-based shifts, as shown in Table 7-1. In this paper, I focus on the
shift initiated in 2001 by Tony Tether. To understand this shift, however,
it is necessary to look back at the other shifts within DARPA across the
previous decades.

The Advanced Research Projects Agency (ARPA) was founded
under President Eisenhower in February 1958 by Public Law 85-325
and Department of Defense Directive 5105.41, as a direct consequence

47  Van Atta, R. H. (2007). Energy Research and the “DARPA Model”. Subcommittee on
Energy and Environment, Committee on Science and Technology. Washington, DC:
U.S. House of Representatives, 9.

48  Ibid.

49 Bonvillian, W. B. (2006). “Power Play, The DARPA Model and U.S. Energy Policy”,
The American Interest 2/2, November/December, 39-48, https://www.the-american-
interest.com/2006/11/01/power-play/

50 Mowery, D. C. (2006). Lessons from the History of Federal R&D Policy for an “Energy
ARPA”. Washington, DC: Committee on Science.
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of the Soviet launching of Sputnik in 1957.%' Initially, ARPA was
charged with preventing technological surprises such as Sputnik.*
Many blamed the advent of Sputnik on the rivalry at the time
between the military services, and ARPA was set up to cut through
that rivalry. After its founding, ARPA’s first priority was to oversee
space activities until NASA was up and running and to screen new
technological possibilities, shutting down those without merit.*® By
1960, all of ARPA’s civilian programs were transferred to the National
Aeronautics and Space Administration (NASA) and all of its military
space programs were transferred to individual Services. At this point,
ARPA was forced to face the question of its longer-term role. President
Eisenhower had always insisted that the Cold War was fundamentally
a contest between two economic systems, and that it would be won
or lost economically, not militarily.>* This perspective, in which the
distinction between military and civilian technology was blurred,
would stay with ARPA throughout the 1960s.

With space activity oversight behind it, ARPA focused its energies
on ballistic missile defense, nuclear test detection, propellants, and
materials.” It was at this time that ARPA took on the role of bringing
along military ideas that other segments of the nation would not or
could not develop, and carrying them to proof-of-concept.”® ARPA’s
goal was then to transition the technology out of the laboratory and into
the hands of users or producers who would bring it to full adoption and
exploitation.”

51 National Research Council. (1999). Funding a Revolution: Government Support for
Computing Research. Computer Science and Telecommunications Board. History,
Commission on Physical Sciences Mathematics and Applications. Washington, DC:
National Academy Press.

52 Ibid.

53 Flamm, K. (1987). Targeting the Computer: Government Support and International
Competition. Washington, DC: The Brookings Institute; Roland, A. (2002). Strategic
Computing: DARPA and the Quest for Machine Intelligence 1983-93. Cambridge, MA:
The MIT Press.

54 Roland. (2002). Strategic Computing.

55 National Research Council. (1999). Funding a Revolution.

56 Roland. (2002). Strategic Computing.

57 Roland. (2002). Strategic Computing.
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ARPA’sindependent status not only insulated it from established service
interests, but also tended to foster radical ideas and keep the agency
tuned to basic research questions.® When the agency-supported work
became too much like systems development, it ran the risk of treading
on the territory of a specific service.”” ARPA also established in the 1960s
its critical organizational infrastructure and management style: a small,
high-quality, managerial staff, supported by scientists and engineers on
rotation from industry and academia, successfully employing existing
DOD laboratories and contractors (rather that creating its own research
facilities), to build solid programs in new, complex fields.®” Finally,
ARPA emerged as an agency extremely sensitive to the personality and
vision of its director.®*

Following Army Brigadier General Austin Betts,* Jack Ruina became
DARPA’s third director in 1961 at the same time as President Kennedy
took office. As director, Ruina cemented the agency’s reputation as an
elite, scientifically respected institution devoted to basic, long-term
research projects. Ruina believed that independence and intellectual
quality were critical to attracting the best people, both to ARPA as
an organization and to ARPA-sponsored projects.®® A Professor of
Electrical Engineering on leave from the University of Illinois, Ruina
valued scientific and technical merit above immediate relevance to
the military.* During his tenure, Ruina decentralized management
at ARPA, and began the tradition of relying heavily on independent
office directors and program managers to run research programs. To
meet his goals for the agency, Ruina encouraged creative use of existing
Department of Defense managerial mechanisms including “no-year

58 National Research Council. (1999). Funding a Revolution.

59  Ibid.

60 Barber Associates, R. (1975). The Advanced Research Projects Agency, 1958-1974.
Report prepared for the Advanced Projects Research Agency. Springfield, VA:
Defense Technical Information Center; National Research Council. (1999). Funding
a Revolution.

61 National Research Council. (1999). Funding a Revolution.

62 Betts, the second ARPA director, had suffered under the perception within the
Pentagon that he favored his own service agency. On his recommendation, all
subsequent ARPA/DARPA directors have been civilians (Roland. (2002). Strategic
Computing).

63 Barber Associates. (1975). Advanced Research Projects Agency; National Research
Council. (1999). Funding a Revolution.

64 National Research Council. (1999). Funding a Revolution; MIT. (2009). “Research
Affiliates: Jack Ruina”, MIT Security Studies Program.
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money”, unsolicited proposals, sole-source procurement, and multi-
year forward funding.®® Through the mid-1960s, DARPA remained
committed to supporting basic research with long-term importance,
even if there was no immediate military application.*

By the 1970s, however, the war in Vietnam had become the driving
force at DARPA, tending to redirect research towards military purposes
and raising concerns about the effect of defense funding on university
research. Under President Richard Nixon, Congress forbade military
funding for any research that did not have a “direct or apparent
relationship to a specific military function or operations”.”” The
legislation, which was enacted into law as the Mansfield Amendment to
the Defense Authorization Act of 1970 (Public Law 19-121), was short-
lived, but had the longer-term impact of shortening the time horizons
for government research support, and in particular defense research.®®
In keeping with the political times, ARPA’s name was officially changed
to DARPA (the Defense Advanced Research Projects Agency) in 1972.
Then, in 1975, George Heilmeier became director of DARPA.® Under
Heilmeier’s directorship, all proposals needed to address six questions:
(1) what are the limitations of current practice, (2) what is the current
state of technology, (3) what is new about these ideas, (4) what would be
the measure of success, (5) what are the milestones and the “mid-term
exams,” and (6) how will I know you are making progress. In contrast
to Ruina, Heilmeier led with a heavy hand, giving all DARPA orders
a “wire brushing” to ensure that they had concrete “deliverables” and
“milestones”.” In short, Heilmeier viewed DARPA as a mission agency,
whose goal was to fund research that directly supported the mission of
the DOD.™

In the 1980s, with the Vietnam War over, defense concerns gave way
to industrial competitiveness as the primary driver of research policy.
The U.S. increasingly feared that the microelectronics and computer
industries would go the way of the auto industry —to Japan. These fears
were not unfounded. By the end of the 1980s Japanese semiconductor

65 National Research Council. (1999). Funding a Revolution.

66 Flamm. (1987). Targeting the Computer.

67 National Research Council. (1999). Funding a Revolution, 112.
68  Ibid.

69 Ibid.

70 Roland. (2002). Strategic Computing.

71 Roland. (2002). Strategic Computing.
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manufacturing equipment suppliers were gaining market share at a rate
of 3.1 percent a year, and U.S. semiconductor manufacturers planned
to purchase the majority of their equipment from Japanese suppliers.”
Given the heavy-handed role of Japan’s Ministry of International Trade
and Industry (MITI), later renamed the Ministry of Economy, Trade,
and Industry (METI), helping companies cooperate on new markets
and technologies, there were increasing cries in the U.S. for government
action.”

In 1984, the National Cooperative Research Act exempted research
consortia from some antitrust laws and further facilitated collaborations.
Then, in 1987, fourteen U.S. semiconductor companies joined a not-
for-profit venture, SEMATECH, to improve domestic semiconductor
manufacturing. The next year, the federal government appropriated $100
million annually for the next five years to match the industrial funding.
DARPA had since the late 1970s been supporting the development of
“silicon foundry” capabilities to allow cost-effective fabrication of new
types of integrated electronic devices by designers lacking easy access to
costly production facilities.” With semiconductor manufacturing seen
as vital to defense technology, the SEMATECH money was channeled
through DARPA.”

This paper begins its story in the 1990s. During this period, the
U.S’s focus on international competitiveness grew, further distancing
DARPA from its role with the military. In 1992, Secretary of Defense Dick
Cheney announced “a new, post-Cold War DOD strategy of spending
less on procurement of new military systems, while maintaining funding
for R&D to develop new technologies for building future systems and
for upgrading existing systems”.”® The next year, the Congressional
Office of Technology Assessment (OTA) wrote, “Early stages of R&D,
in which ARPA is most heavily involved (basic research through
technology demonstration), will probably be least affected by reductions
in defense spending” (following the cold war). The OTA continued,
“Furthermore, based on military interests alone, ARPA will probably

72 National Research Council. (1999). Funding a Revolution.

73 Ibid.

74  Flamm. (1987). Targeting the Computer.

75 National Research Council. (1999). Funding a Revolution.

76  Office of Technology Assessment. (1993). Defense Conversation: Redirecting R&D.
Washington, DC: U.S. Government Printing Office.
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become more involved in the development of dual-use technologies.
Despite the apparent divergence of military and commercial systems,
many component technologies from which these systems are constructed
continue to converge”.”” During the period from 1992 to 2001 DARPA was
led by three directors—Gary Denman (1992-1995), Larry Lynn (1995-
1998), and Frank Fernandez (1998-2001). During Gary Denman’s tenure,
DARPA briefly dropped its “D” and returned toits original name of ARPA.
Both Lynn and Fernandez continued Denman’s focus on basic research.
Lynn was part of DARPA’s first inclusion of basic biology research into
DARPA’s budget.” Fernandez focused on quality and independence in a
manner reminiscent of ARPA’s second director, Ruina.”

On 20 January 2001, however, George W. Bush took office as
the 43 President of the United States, and DARPA’s focus on dual-
use technologies came to an end. On 18 June 2001, Tony Tether was
appointed as the new Director to head DARPA. Prior to becoming the
director of DARPA, Tether had steadily risen in his career through a
variety of military and industrial positions. Having served for four
years as the director of the DOD’s National Intelligence Office (1978-
1982), he came to the position of DARPA director under a directive from
Secretary of Defense Donald Rumsfeld that the new director must make
DARPA “an entrepreneurial hotbed that will give the U.S. military the
tools it will need to maintain the nation’s access to space and to protect
satellites in orbit from attack”.® Less than three months after Tether
was appointed, the U.S.’s post-cold-war peace time landscape began
to change. On September 11, 2001, two hijacked planes were flown
into the World Trade Center in New York City, a third hijacked plane
was flown into the Pentagon, and a fourth hijacked plane attempted
an attack on Washington, D.C. In response, on 7 October 2001 the U.S.
invaded Afghanistan, and on 21 March 2003, the U.S. began its invasion
of Iraq. In his statement to the House of Representatives on 27 March
2003, Tether highlighted DARPA’s role in “bridging the gap” between
fundamental discoveries and military use.® This slogan, “Bridging the
Gap”, was subsequently added to the official logo for DARPA.

77 Ibid.

78 Marshall, E. (1997). “Too Radical for NIH? Try DARPA”, Science 275/5301: 744-46.

79 Fernandez, F. (2000). Statement by Frank Fernandez Director, Defense Advanced
Research Projects Agency. Given before the U.S. Senate, Washington, DC.

80 Rensselaer. (2002). “DARPA Inside”, Rensselaer Magazine.

81 Tether, T. (2003). Statement by Dr. Tony Tether, Director, Defense Advanced Research
Projects Agency. Subcommittee on Terrorism, Unconventional Threats, and
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During his time at DARPA, Tether made significant changes to the
agency’s policies, shown above in Table 7-2, which brought on an outcry
from the academic community, especially the computing community.*
Although overall DARPA funding remained constant, the proportion
going to university researchers dropped by nearly half.* In contrast to
the flexibility and discretion given to researchers in the 1990s, funds
under Tether were tied to “go/no-go” reviews linked to pre-defined
deliverables—i.e. technical achievements defined either in the solicitation
itself or by the researchers as part of responding to the solicitation—that
must be achieved within a pre-specified time period (typically six to nine
months).? This focus on milestones and go/no-go reviews is reminiscent
of DARPA policies under Heilmeier. In addition, DARPA raised the
classification of research programs and increased restrictions on the
participation of non-U.S. citizens.® Most significantly, many solicitations
precluded universities and small startups from submission as prime
contractors, instead requiring the formation of teams and forcing startups
and universities to team with large established vendors.*

Looking back over the decades since DARPA was founded, it
is not immediately clear that the concerns expressed in the 2000s by
the academic community with regards to DARPA being “dead” were
warranted. Under Tether, DARPA did indeed shift its funding away from
academia and, at the same time, shifted its funding model. However,
change in DARPA’s immediate goals and the director-level rules on
how to meet those goals, is common, if not the rule, over the DARPA’s
history.¥” With so much change, the puzzle is what is the DARPA

Capabilities, House Armed Services Committee, United States House of
Representatives. Washington, DC.

82 Computing Research Community. (2005). Joint Statement; Lazowska and Patterson.
(2005). “An Endless Frontier Postponed”; Markoff. (2005). “Pentagon Redirects”.

83 Computing Research Community. (2005). Joint Statement; Lazowska and Patterson.
(2005). “An Endless Frontier Postponed”; Markoff. (2005). “Pentagon Redirects”.

84 The Ultraperformance Nanophotonic Interchip Communications (UNIC) program,
discussed in greater detail in Section 5.2. in this chapter (“DARPA under Tony
Tether (2001-present)”), provides an example of a proposal under Tether with
multiple phases, each with go/no-go deliverables.

85 Computing Research Community. (2005). Joint Statement; Lazowska and Patterson.
(2005). “An Endless Frontier Postponed”.

86 Defense Science Board. (2005). High Performance Microchip Supply. Washington, DC:
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87 Mowery and Langlois and others have noted the tension between developing
technologies required for highly specialized, low-volume defense applications,
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model, and is there something fundamental about DARPA, across the
decades, that its imitators should be copying? Past research has focused
on DARPA'’s organizational culture, structure, and goals as the critical
and lasting features of the “DARPA-model”. In this paper, I argue that
beyond these organizational features, there are informal processes used
by the program managers to influence technology directions, which
have been overlooked in past literature, and have been institutionalized
so as to last through changes in directorship and organizational focus.

4. Methods

This paper uses grounded theory-building methods® to unpack the
processes by which DARPA influences technology development. I
conduct a case study® of four materials technologies critical to the
advancement of Moore’s Law. Two of these technologies—SiGe
and strained Si—received DARPA funding in the mid-nineties and
were subsequently introduced into microprocessor designs and
mainstream Si-CMOS production lines. The remaining two materials
advances—3D packaging technology and integrated photonics—were
funded under Tether and are identified by the ITRS Roadmap and in

and technologies required for civilian applications (Mowery, D. C., and Langlois,
R. N. (1996). “Spinning Off and Spinning On (?): The Federal Government Role
in the Development of the U.S. Computer Software Industry”, Research Policy 25:
947-66, https://doi.org/10.1016/0048-7333(96)00888-8). Several items are worth
noting on this point. First, as described in the above paragraphs the extent to which
DARPA’s location within the military narrowed the scope of what science it could
fund has varied significantly over the decades—ranging from periods such as
those under Heilmeier and Tether, where the immediate needs of military missions
figured prominently, to periods such as those under Ruina, or when SEMATECH
funding was channeled through DARPA where the needs of the military missions
figured less prominently. Second, while DARPA program managers must as part
of “selling” any project be able to describe its eventual benefit for the U.S. military,
depending on the budget category (basic research, applied), the research can be
quite basic and thus far from any application, especially in an office such as the
Defense Sciences Office (DSO) and MTO. Finally, due to overlapping needs in the
area of microprocessors and commercial demand outpacing that of the military,
even under the Tether period DARPA commissioned roadmaps of military versus
commercial technical needs to help guide its funding decisions.

88 Glasner, B., and Strauss, A. (1967). The Discovery of Grounded Theory: Strategies of
Qualitative Research. London, UK: Wiedenfeld & Nicholson; Eisenhardt. (1989).
“Building Theories”; Yin, R. K. (1989). Case Study Research: Design and Methods.
Newbury Park, CA: Sage.

89 Eisenhardt. (1989). “Building Theories”; Yin. (1989). Case Study Research.
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academic publications as potentially critical to meeting the targets set
by Moore’s Law in the upcoming decade. All four of these technologies
were supported by program managers within DARPA’s Microsystems
Technology Office (MTO), which, until April 1999, went by the name of
the Electronics Technology Office (ETO).*

In conducting my research, I triangulated participant observation,
qualitative interview data, archival data, and bibliometric data to provide
a holistic view of the forces driving technological change.”® My results
draw primarily from fifty semi-structured interviews with DARPA
office directors and program managers, industry representatives,
and university professors who were involved in the development of
SiGe, strained silicon, integrated photonics, and optical interconnects
between 1992 and 2008. I identify key scientists and technologists in
the “invisible college”** in this technical area through a snowball effect
based on names mentioned in early interviews and in news documents.”
I subsequently cross-checked this list using DARPA’s online archives
for the period and identified additional DARPA program managers
involved in funding these technologies. I executed the interviews so as to
ensure that they included (1) DARPA MTO office directors and program
managers from both before and after Tony Tether took the directorship,
and (2) a representative cross-section of scientists and technologists
from within academic institutions, startups, and the five established
microprocessor vendors—Intel Corporation, Advanced Micro Devices
(AMD), International Business Machines (IBM), Hewlett Packard (HP),
and Sun Microsystems (Sun). I also asked each respondent to provide
an up-to-date biography and curriculum vita (CV), including a list of

90 Reed. (1999). “Defense Advanced Projects Agency’s Electronics Technology Office
Changes Name”, High Beam Research. Reed Business Information.

91 Jick, T. D. (1979). “Mixing Qualitative and Quantitative Methods: Triangulation in
Action”, Administrative Science Quarterly 24: 602-11, https://doi.org/10.2307/2392366

92 Price, D. D. S. (1963). Little Science, Big Science... and Beyond. New York, NY:
Columbia University Press.

93 Derek de Solla Price described the “invisible college” as an informal communication
network among elite scholars from different research institutions often within a
subject specialty. I use the term “invisible college” a bit loosely since the list is one
of researchers identified by each other as “key people in this area” or “key people
to talk to”, and while communications are documented in the interviews, the exact
form or extent of communication is not known. Finally, it is worth noting that
in this “invisible college”, “research institutions” encompasses everything from
universities, to start-ups, to large computing firms, to DARPA itself (Price. (1963).
Little Science.).
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all of their publications and patents to-date in their career. I used these
individual CVs to better understand the bibliometric records of each
interviewee, as well as their co-patenting and co-publishing records
with other scientists. I completed all interviews between September
2006 and October 2008.

I conducted several participant observations throughout the course of
the study to gaininsightsintoboth the optoelectronics and microelectronics
industries and DARPA’s role in technology development. Early on, I was
able to conduct a three-hour participant observation of a DARPA-funded
team in the process of developing its technology so as to acquire Phase II
funding. I was also able to attend multiple industry conferences through-
out the course of the study, due to my own prior technical activity in the
area, through additional connections from my interviews, and through
my ongoing professional activities studying the converging telecom and
computing industry. These industry conferences included three of the
Bi-annual Microphotonics Industry Consortium conferences (Fall 2007,
Spring 2007, Fall 2008), Phontics North 2007, the 2007 IEEE Computer
Elements Vail Workshop, the Optoelectronics Industry Development
Association (OIDA) 2008 Annual Forum, and the OIDA Manufacturing
and Innovation in the 20" Century Workshop in Spring 2008.

Finally, I have been able to draw on extensive archival data available
through the Carnegie Mellon University libraries, online, and saved
within the personal collections of David Hounshell. DARPA provides
a wealth of archival data online, as well as through their technical
archives. In addition, a host of information about both DARPA and
company initiatives can be found in the popular press, congressional
hearings, and in industry trade journals. Together, I use these online
DARPA archives and available news sources to document DARPA
solicitations, workshops, conferences, and press releases as related to
the four materials technologies.

5. Results and Discussion

I present my results in three sections. In the first section, I unpack five
distinct steps by which DARPA program managers seed and encourage
new technology trajectories. This section draws exclusively on archival
data and interviews with academics, industry members, and program
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managers before Tony Tether’s period as director, specifically between
1992 and 2001. The second section of the results then explores the
changes within DARPA under Tony Tether. Here, I again draw on
archival data and interviews with academics, industry members, and
program managers but instead from 2001 to 2008. This section again
proposes five methods by which DARPA seeded and encouraged new
technology trajectories, and compares these methods, and the recipients
of their efforts, to those found in the previous period. In the final section,
I discuss overarching themes that emerge across the two periods and
describe the role of the program manager.

5.1. DARPA in the 1990s (1992-2001)

Based on archives and interviews from academics, industry members,
and DARPA program managers active during this period from 1992
to 2001, I identify five processes by which DARPA program managers
during this period tap into existing social networks to seed and encourage
new technology trajectories. These five processes are (1) identifying
directions, (2) seeding common themes, building community, (4)
validating new directions and (5) not sustaining the technology. I
describe each of these processes in detail, and their significance below.

1) Identifying directions: To influence the direction of technology
development so as to meet mission goals, a DARPA program manager
must first identify the direction in which to go. To do this, DARPA
program managers engage in three complementary activities: talking
with mission directors to understand the needs of the military,
bringing together elite scientists to brainstorm research directions that
meet the needs of the military, and talking with existing researchers
to understand emerging technology directions within the research
community. The first activity DARPA program managers cannot
escape. There are military liaisons in the DARPA building, who are
senior officers, and have the role of connecting program managers with
the needs of the military. In addition, DARPA program managers visit
military installations around the country throughout the year to better
understand military needs. The second and third activities, however,
require greater agency on the part of the DARPA program manager.
Below, I discuss the second activity —bringing together elite scientists



JUON

SYN Jaquiawl paldajg

JUON
SireqAapng,, Jjo
K19A00s1p 10J 2211 [2GON 9661

JUON
4815 JO sJa1Y) Jutof Woly [epay
2IIAIAS 1[N SUIPURISINQ ‘TYN JIqUIAW P

19130 yoea yaim sdiysioyine-0)

SJUIWIIAIIP oWIaJIT

062< v6E< é suonedijqnd [ejox,

0g< 06< Sl sjuajed [ejoL
Ayisiaaun Ayis1aatun 201y ‘Awouonsy ST [PUOLIEN PIPURS 10122110

pIeAleH ‘AnsSiwuay) ‘105s2j01d ‘$21SAd ‘Ans1wuay) 10ss9joid ‘saLI0jeI0qe] pue uoneiodio) BIpUeS ‘JUIPISAI] S06-piw ‘uonednddQ
12qar7 sajrey) A3rews preyony uosuiqoy [ned

*SaQNJOURU UOCIRD UO WiIolsutelq o) 1ageuew weidold ydyya e Aq 19412501 1ySno.q s101e10qe[jod s06-PIA

(rzoyme ayy £q paredard o1qey)
"Saqnjouru UOgIed uo wirojsureiq o3 deuew weidord Y v e £q 10139803 3ySNo1q SI103eI0qR[0d SOUSUIU-PIAl €~/ d[qeL

"SUONAIIP SUISIOWD PURISISPUN 0} SIAYDILISII
Sunsixa ypm Suny[er—A}1ande pImy} Y} SSNOSIP [ “UOIIIS JXAU A} UL “PUE —SUOIIIIP YDILISAI WLIOSUIeIq 0}



7. Rethinking the Role of the State in Technology Development 203

Over the years, DARPA has developed several formal institutions that
enable DARPA program managers to bring together elite scientists to
brainstorm research directions that meet the needs of military missions.

Among its formal institutions, most notable is the DARPA-Defense
Sciences Research Council. The DARPA-Defense Sciences Research
Council holds an annual summer conference that brings together “a
group of the country’s leading scientists and engineers for an extended
period, to permit them to apply their combined talents in studying and
reviewing future research areas in defense sciences”.”* At this summer
conference, top scientific and technical researchers in the country
are exposed to major problems facing the U.S. military, and asked to
identify technological directions to solve these challenges.

In addition to the Council’s annual summer conference, DARPA
leverages several smaller task forces and technology groups. Each year
following the Council’s summer meeting, smaller groups of Council
members meet for Council workshops and program reviews, whose
reports are made directly to DARPA.* Other formal advisory activities
include Department of Defense’s Defense Science Board (DSB) task
forces, and Information Sciences and Technology Study Groups (ISAT).*
Like the Council’s workshops and program reviews, DSB*” and ISAT
task forces can be called to address specific topics or challenges.

DARPA is not limited to holding these brainstorming sessions to
identify directions within formal committees. Brainstorming sessions
can also be called together by individual DARPA program managers,
and can be much more informal. One DARPA program manager
describes his role in bringing scientific leaders together around a
common theme.

94  Defense Sciences Research Council. (1997). Defense Sciences Research Council Summer
Conference Summary Report. Defense Science Research Council Summer Conference,
LaJolla, California, Defense Advanced Research Projects Agency.

95  Ibid.

96 ISAT has similar workings to the Defense Science Board task forces, but are focused
on military challenges associated with information technology.

97 The DSB was established in 1956, in response to recommendations of the Hoover
Commission. Today, the DSB’s authorized size is thirty-two members selected
for the pre-eminence in science and technology and its application to military
operations, and seven ex-officio members. The task force consists of DSB board
members, and other selected consultants or experts (Defense Science Board. (2008).
Defense Science Board: History. Washington, DC: Department of Defense, Office of
Research and Engineering, https://dsb.cto.mil/history.htm).
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We were talking with Paul Robinson about the notion of building very
high volume carbon nanotubes that were functionally matched... And
I said, gee, Rick’s always been working in that area, let’s just call him
in. Rick’s a Nobel Prize chemist. So we called him. He was there in two
days. And so Lieber came over from Harvard. We sat around. And it was
a great discussion.

The above-described interaction occurred in the mid-90s. Here, in
supporting innovation DARPA program managers are the cocktail
hosts described by Lester and Piore as necessary for the early-stage
brainstorming of new ideas.”® The DARPA program managers select
the members of the party, and help start the conversation necessary to
brainstorm and identify the necessary new directions.

It is important, however, to look closer at the above quotation.
As shown in Table 7-3, all of the people at the above-mentioned
gathering, with the exception of the DARPA program manager,
could be characterized as Lynne Zucker’s and Michale Darby’s “star
scientists”.” None of them, however, have bibliometric or other paper
trails of intellectual ties with each other. These results are in striking
contrast with the majority of social networks research, which focuses
on documenting collaborations through patent co-authorships. These
early-stage, informal, roundtable technical conversations are the type of
conversations that cannot be found in bibliometric studies. Further, it is
in precisely these formative conversations where the state’s involvement
in bringing together the right parties may be particularly influential in
determining future directions.

2) Seeding common research themes: DARPA program managers do not
stop at a series of brainstorming session with elite scientists. In addition,
DARPA program managers are continually returning to the field to find
emerging projects and capabilities within the research community. In
this role, they not only identify additional research directions, but also
encourage research in those directions by funding researchers working
on common themes that have the potential to contribute to military

98 Lester and Piore. (2004). Innovation.

99  Zucker, L., and Darby, M. (1996). “Star Scientists and Institutional Transformation:
Patterns of Invention and Innovation in the Formation of the Biotechnology
Industry”, Proceedings of the National Academy of Sciences 93/23: 709-12, https://doi.
org/10.1073/pnas.93.23.12709


https://doi.org/10.1073/pnas.93.23.12709
https://doi.org/10.1073/pnas.93.23.12709
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needs. Further, in contrast to the brainstorming sessions, in this field-
based activity of identifying emerging directions and encouraging
research in those directions, the DARPA program manager need not
necessarily, or at least immediately, bring everyone into the same
geographic space.

One DARPA program manager explains,

So I'll tell you the SiGe story... So, the first guy to show me this, actually
two guys,... was the guy who founded Amberwave. He showed me this
is possible. And then Jason Woo and UCLA, ... he showed me a plot of
bandgap as a function of percent Ge. And he had two plots. He came to
DARPA. And he said, look, there is a dependency, here it is, it follows
band gap theory... And I said, “Jason, two dots don’t make a program...
Ineed a third dot”. And he faxed me a chart the next day... So I sent him
a small seeding.

At the same time I called Bernie (a fellow at IBM), and I said, “Bernie,
have you ever seen this bandgap dependency in SiGe? You know, do you
think it’s something we can exploit?” He said, “Funny you should ask.
We’ve been looking at the same thing, and we’ve got some ideas as well”.
So I funded him $2 million or whatever it was.

In this function, the DARPA program manager is neither acting as a
broker—connecting otherwise disparate actors; nor as a boundary-
spanner—identifying, translating, and relaying information across
firm, cultural, or technical boundaries; in the traditional sense.'®
Instead, the DARPA program manager is using his connections with
researchers to identify emerging directions and capabilities within
the research community, and seed-fund common themes across these
disparate researchers. While the program manager is perhaps relaying
some knowledge about the one researcher to the other or about general
activities in the technical community, at first, he may be the only
connection between them.

Upon closer scrutiny of the above quote, these results also have a
second significance. Specifically, similar to the results in section (1),
background research on the technologists referenced by the DARPA
program manager in the above quote, show both Eugene Fitzgerald (“the
guy who founded of Amberwave”) and Bernard Meyerson (“Bernie”)

100 Fleming and Waguespack. (2007). “Brokerage, Boundary Spanning, and
Leadership”.
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again to be what Zucker and Darby would classify as star scientists'"
(see Table 7-4). Thus, this DARPA program manager is describing his
contact with three star scientists, working in the same area. These results
are significant given Zucker and Darby’s findings that star scientists are
very protective of their techniques, ideas, and discoveries in their early
years, tending to collaborate most within their own institution, which
slows diffusion to other scientists.'”” Assuming Zucker and Darby’s
findings are correct, here, the sole connecting person, who is aware of
all three of the star scientists’ activities, may be the DARPA program
manager (Table 7-4).

Finally, it is worth noting that in playing out this role of seeding
common research themes across disparate researchers, the DARPA
program manager does not always fund the same technologies. At
times, DARPA program managers fund competing technologies aimed
at solving the same problem. The same program manager explains such
an example in a different funding situation,

Take the case of thin-film technologies. In that case I funded two parallel
programs. I funded IBM, because they were convinced that the parallel
junction for thin-film SOI wasn’t going to go on forever, and they wanted
more thick-film SOIs for the company manufacturing purposes. And
then I funded Lincoln Labs to do thin-film SOI... I pitted Lincoln against
IBM... So, they both succeeded, and IBM is still manufacturing thick-
film SOI today.

3) Building community: increasing information flows, growing the base:
DARPA’s role in seeding disparate researchers working on common
research themes (whether the same or competing technologies) has a
second significance. In receiving funding from DARPA, researchers
are required to present to each other in workshops, thus further
increasing the flow of knowledge between star scientists during early-
stage research. Fitting with their classification as star scientists, neither
Fitzgerald nor Meyerson—who are at different institutions—have ever
co-patented or co-published. Yet, through DARPA, Fitzgerald and
Meyerson were brought together in workshops to present to each other
their research. What would otherwise have been knowledge kept within
their organization was forced at some level (with the exception of some

101 Zucker and Darby. (1996). “Star Scientists”.
102 Ibid.
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company-proprietary details which are presented solely to the program
managers) to flow between the two. In funding disparate researchers,
DARPA program managers promote the sharing of knowledge between
star scientists, who left to their own devices would, according to the
literature, tend to be very protective of their knowledge. In some cases,
these workshops may even lead to new collaborations. Jason Woo, for
example, started in the field somewhat later than Fitzgerald or Meyerson
(1991), and, as the 1998 IBM Faculty Award he received suggests, may
have even developed a relationship with IBM through his funding from
DARPA.

4) Providing third-party validation of new technology directions: in addition
to DARPA program managers’ roles in bringing researchers together to
brainstorm new technology directions, seeding disparate researchers to
gain momentum around those directions, and bringing those researchers
together to share their results, DARPA program managers play a
fourth role in technology development. Specifically, DARPA program
managers’ funding actions act to provide external validation for new
directions. One program manager explains, “So the DARPA piece,
while large, was the validation for IBM to spend their own money”. He
continues, “The same way for the Intel piece. You know, Intel certainly
looked at that project, and then Intel ended up funding it internally,
but the fact that DARPA went back to them three and four times and
said, this is an important thing, this is an important thing, you know, it
got to the board of directors, and it got high enough that they set up a
division to do this”. A university professor makes the same point with
respect to DARPA’s role with other funding agencies, in this case NSF.
The professor explains, “See, once you've gotten funding from DARPA,
you have an issue resolved, and so on, then you go right ahead and
submit an NSF proposal. By which time your ideas are known out there,
people know you, you've published a paper or two. And then guys at
NSF say, yeah, yeah, this is a good thing”. He continues, distinguishing
DARPA’s place within the broader U.S. government system, “NSF
funding usually comes in a second wave. DARPA provides initial
funding”. As a consequence, he concludes, “DARPA plays a huge role
in selecting key ideas” (from among the broader set of ideas present in
the research community).
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5) Avoiding reliance on the state: Finally, despite DARPA’s role in
validating new technology directions both to other funding agencies
and in industry, DARPA program managers from the 1992-2001 period
take note to point out that DARPA is not the “sustaining piece” in
commercializing a new technology. As one DARPA program manager
explains, “So we ran all of these design- of-experiment concepts, and
you know,... we were doing great stuff, really good science. But the
tipping point, ... is the fact that IBM saw the value in this to the point
that they started investing in it”.

This emphasis on the state not sustaining technology is an important
final piece. Past research has warned of the tendencies for companies
to become reliant on support from the state.'® History suggests that
DARPA has had many successes transitioning subsequent development
and production of its early-stage technologies to commercial (e.g. laser,'™
the Internet,'® and the personal computer)'® and military (e.g. F-117A,
Predator, Global Hawk)'”” organizations. Future research should explore
DARPA program manager’s mechanisms for transitioning technology
development, and how they handle technologies that do not transition.

5.2. DARPA under Tony Tether (2001-present)

Tony Tether was appointed director of DARPA on 18 June 2001.
As discussed above, Tether made many changes within DARPA,
which were poorly received from the academic, and particularly the

103 Allen, T., Utterback, J., Sirbu, M., Ashford, N., and Hollomon, J., (1978). “Government
Influence on the Process of Innovation in Europe and Japan”, Research Policy 7/2:
124-49; Sirbu, M. (1978). “Government Aid for the Development of Innovative
Technology: Lessons from the French”, Research Policy 7/2: 176-96, https://doi.
org/10.1016/0048-7333(78)90004-5; Zysman, J. (1983). Governments, Markets, and
Growth: Financial Systems and the Politics of Industrial Change. Ithaca, NY: Cornell
University Press.

104 Bromberg. (1991). The Laser in America.

105 Newman, N. (2002). Net Loss: Internet Prophets, Private Profits, and the Costs to
Community. University Park, PA: Pennsylvania State University Press.

106 Allan. (2001). History of the Personal Computer.

107 Van Atta, R., Lippitz, M., et al. (2003). Transformation and Transition, DARPA’s Role
in Fostering a Revolution in Military Affairs. Volume 1. Alexandria, VA: Institute for
Defense Analyses, https://doi.org/10.21236/ada422835, https://fas.org/irp/agency/
dod/idarma.pdf


https://doi.org/10.1016/0048-7333(78)90004-5
https://doi.org/10.1016/0048-7333(78)90004-5
https://doi.org/10.21236/ada422835
https://fas.org/irp/agency/dod/idarma.pdf
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computing, community. These changes included shifting funding from
universities to industry (especially, established vendors); changing
funding solicitations from broad agency announcements with few
checks and balances to announcements with go/no-go reviews linked
to pre-defined deliverables; and precluding universities and startups as
prime contractors on many solicitations, instead requiring the formation
of teams with established vendors as the prime contractors.

These changes in the framework of funding at DARPA can best
be understood by looking at a program during this period."™ One
such program, DARPA’s Ultraperformance Nanophotonic Intrachip
Communications (UNIC) program,'® is outlined in Table 7-5 above. As
shown in the table, the UNIC program consisted of three phases. The first
phase lasted nine months. To pass this phase the program required the
“development, fabrication, and demonstration, of silicon nanophotonic
devices”. The second phase was two years. This phase was focused
on designing and validating photonic networks between the devices
developed in phase I, and “established the credibility of the technology
within the microprocessor community”. Program submissions were
required to establish “interim milestones every six months”, associated
with “demonstrable, quantitative measures of performance”. As shown
in Table 7-5, with the exception of one team at the Massachusetts Institute
of Technology (MIT I), established companies, like HP, IBM, and Sun
Microsystems, were placed in the position of prime contractors, while

108 One predominant type of DARPA solicitation is called a Broad Agency
Announcement, or BAA. BAAs occurred regularly during both the pre-Tether and
the Tether period. The nature of many BAAs changed, however, under Tether. An
example of the phases and pre-defined deliverables associated with a Tether-period
BAA is provided in this paragraph. For the purpose of comparison, a Very Large
Scale Integrated (VLSI) Photonics solicitation from the pre-Tether period (i.e. with
fewer checks and balances) reads as follows: “(DARPA/ETO) is soliciting innovative
research proposals to develop VLSI-level microfluidic analysis and synthesis
systems (MicroFlumes) and to develop the design tools for the implementation of
mixed technology systems that include microfluidic, electrical, kinematic, optical,
and electromagnetic domains (Composite CAD). Of particular interest in Area 1
(MicroFlumes) are technology developments... that integrate multiple analysis &
synthesis programs (or sequences of microfluidic processing steps) in one system...
Of particular but not sole interest in Area 2 (Composite CAD) are design support
tools, models and methods that include, but are not limited to, [list of possible
interest areas].”

109 DARPA Ultraperformance-Nanophotonic-Intrachip-Communication =~ Program,
April 24,2007, DARPA BAA 07-35, https://fbo.gov.surf/FBO/Solicitation/BAA07-35


https://fbo.gov.surf/FBO/Solicitation/BAA07-35

“urey Adafey 108s9j01]
Sureaurduy [eoroa[q "L TIN Aq Paf sem I[ LI ‘TemIedy Jueuy 10Ss9jo1] Surreaurduy [edrda[yq "L T pPue SulfIowry [duor I0ssajol ] Suraurduy pue
20UAIDG S[eLIdRIA LTI Aq PI[ sem | LTI "ASo[ouypa], Jo 23minsu] sasnyDesSeIAl 33 JO JNO SWIed} 0M] 10§ SUOTRIAdIqAe a1 [[ [T Pue [ LIIA ‘919 «

‘wiey Adaley 10ss2J0.d SuLIdaUISUT [BIL11031F "L'TIA Aq Paf Sem [ LA ‘[emieSy Jueuy 10Ssaj01d Sutiaauidug [ed1322[3 "L'I'IAl pue Suljiawiy] [puor]
10552J01d SuLIaUISUF pue adUAIDS S[ELIAIRIA " L'T'IN Aq pa] sem | LI “AS0[ouyda Jo 21mnsuj S139SNYIBSSeIA AU JO INO SWEA) OM] 10J SUOLIBIAJICE 28 [| LI PUB [ LI ‘919H

ell LIN S
SWwIAISAS Vg ¥ SWwiASAS Ivd v
BI2IXNT '€ B12IXNT '€
BI2IXNT 'Z e121XNT 7
VDM ‘PIojuels ‘eInjoy| ‘elaixny ‘| IRIUNE A SIaqWAW Wed) [euonippy
£5921A9( Sojeuy °g
el LIN ¥ el LIN ¥
SWaISASOIDIA UNS “€ SWaISASOIIA UNS "€
NGl T NI T
SWAISASOIIA UNS “| dH'1L dH'1 S99PJEMP 10)DP1IU0D AlewiLid
SIBIA 4G SIBAA T SUYIUON 6 auiawi],
i) uonensuowap Aipiea ‘guipaas-1adng uondunsag
8007 Yd2Ie\l 9007 12qWIIAON 900z Areniqaj 1ep piemy
11 2seyd 11 2seyd [ 2seyd

‘wesdoad (QINN) suonedunwwod diysenui dwozoydoueu dduewriopadenn (LA 22ujo ASojouydal SWIsASoDIW VAIVA

(-xoyne ayy Aq paredaxd sqqer)
‘wer3oxd (OINN) suonestunuwwo)) drypenuy sruojoydoue souewroyradenn (OLIA) 2045I0 LSo[ouyda] swaisASOIIN VIAVA S-Z dqel



212 The DARPA Model for Transformative Technologies

universities (MIT II, Stanford, UCLA) and startups (Luxtera, Kotura)
were members of the contractor-led team.

And yet, despite these dramatic changes under Tether in the
framework of funding at DARPA, as shown in the upcoming section,
the five processes by which DARPA program managers influence
technology directions have remarkably remained the same. The
recipients of these processes, however, and as a consequence, the
implications, have changed significantly (Table 7-5).

1) Identifying directions: As in the 1992-2001 period, to identify new
technology directions that meet military needs, DARPA program
managers in the 2001-2008 period engaged in three complementary
activities: talking with mission directors to understand the needs of
the military, bringing together elite scientists to brainstorm research
directions that meet military needs, and talking with existing
researchers to understand emerging technology directions within
the research community. As there are no changes in their activities
talking with mission directors, I skip that discussion here. I discuss
the program managers’ activities bringing together elite scientists to
brainstorm research directions that meet military needs briefly below. I
discuss program managers’ activities talking with existing researchers
to understand emerging technology directions within the research
community in the next section.

Based on the empirical data to which I had access, nothing changed
within the formal institutions used by DARPA program managers for
bringing together elite technology leaders to brainstorm new technology
directions. The same institutions as were used during the 1992-2008
period, existed and were used throughout the 2001-2008 period. For
example, a February 2005 DSB task force focused on High Performance
Microchip Supply, a topic of great interest to DARPA, and around which
the Microsystems Technology Office had several solicitations. What I
could not tell from my empirical data, was whether the composition of
these brainstorming sessions may have changed after Tether took on
the directorship. In particular, while I was able to access nearly half of
the DARPA-Defense Sciences Research Council summaries for the pre-
Tether period (1992, 1993, 1996, and, 1997), I was not able to gain access
to any of these summaries from the period after Tether took office. While
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this lack of public access to these reports could be representative of
increased classification of research programs during this period, it also
could be that the 2001-2008 period is more recent, and these summaries
have simply not yet been released.

2) Seeding common themes: orchestrating the involvement of established
vendors with academics and startup companies: As from 1992 to 2001,
DARPA program managers during 2001-2008 did not stop at a series of
brainstorming sessions with elite scientists. Instead, program managers
continually return to the field to find out emerging directions and
capabilities within the research community. As described in Section
5.1. of this chapter (“DARPA in the 1990s (1992-2001)"), the DARPA
program managers need “vision”, but not necessarily the original ideas.

One program manager explains, “This is an opportunity that people
will actually tell me their best ideas and we can see what we can do with
those. It's really amazing in that sense”. Another program manager
clarifies, “I was not working in a vacuum, right?” He continues, “[Iwould
ask people], ‘Can you provide this functionality? Can you provide that
functionality?”” This probing and testing of the research community to
explore what is possible in a given technology —here silicon photonics,
mimics the same probing being done by the program managers in the
1992-2001 period, in the case quoted, in SiGe.

As discussed in Section 5.1., at times DARPA program managers
fund disparate researchers doing similar research for achieving a
particular end-goal, and at other times, DARPA program managers
fund competing technologies for achieving a particular end goal. One
DARPA program manager suggests, “I think our best [programs] are
the ones where there’s multiple solutions to a common problem”. He
explains that in one program, “I have six performers and the reason I
have six is because I was able to convince the Director that this is an
extremely high-risk effort. I don’t know which technology or which
architecture is going to win, if any... [But], if you give me four and they
all fail, maybe you left the wrong two out”. This theme is echoed in
the first program manager’s comments, “I wanted to have three or four
ideas that I could say, ‘Look... here are paths we could go along. I don’t
know which if any of them will be successful.’... if I didn’t have those,
then I cannot go and sell the program”.
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In their continual connection with the field, DARPA program
managers not only identify additional research directions, but also
encourage research in those directions by funding researchers working
on common themes that have the potential to address military needs.
In seeding disparate researchers around common themes, the DARPA
program manager is neither a broker nor a boundary-spanner. Rather,
he takes in ideas from the existing research community, identifies
directions, and then funds disparate researchers working on common
themes that hold potential in contributing to achieving an end-goal.
He synthesizes emerging ideas into common themes. He integrates
common themes into directions to meet military goals. Finally, he
directs researchers along these directions through carefully crafted
funding solicitations.

The disparate researchers in the 2001-2008 time period are, however,
very different than those funded in the period from 1992 to 2001. Where
in the first time period the disparate researchers were star scientists,
in the latter period, the disparate researchers are teams of startups,
universities, and prime contractors. A startup company founder
described his interactions with DARPA’s program managers, and
the role the program managers played in encouraging research in the
academic and industrial communities around their ideas: “So DARPA
has program managers, and we were talking to them, and they got excited
about this project, and they said, let’s try to get a program out. So we
worked with... the DARPA program manager, and they got interested
in the field, and they got a program out of this. They got a bunch of
other people involved in the program”. Here, the “other people” are the
companies and universities for the UNIC program shown in Table 7-5.

Unlike in 1992-2001, when startup companies would have been
funded directly, in 2001-2008, startup companies were frequently not
able to be the primary contractor on a proposal. In the case of the above
startup company, the company needed to team up with an established
vendor to receive funding for the project. Describing this process, the
program manager clarifies, “I have never... said, ‘I want you to work

"

with these two.”” He clarifies, “You have to structure the solicitation
in such a way that... they would do that on their own”. The program
manager goes on to describe this system-level goal, “There was one...

condition imposed on [the teams], and that was that these things must
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be developed in a... foundry compatible process”. He explains, “I don’t
want people to go out and do something in the basement, and say that,
‘Ah, I produced the best results in the world,” in a process that is totally
incompatible with anything else that the industry does. Because the
whole idea here was to leverage the industry’s path down the road of
smaller and smaller devices”. While at first glance, this requirement
for established vendors to be the primary contractors may seem
limiting, it may also have an important purpose. In particular, recent
research has shown that with the decline of corporate R&D labs and
the vertical fragmentation of industries, firms today face new challenges
coordinating across firms when advancing technology platforms,'"
aligning incentive structures across these interdependent firms,'"" and
supporting long-term research within such ecosystems.'? By leveraging
his birds-eye view of research in the community, the DARPA program
manager can help ensure that technical activities being engaged by
disparate entities, such as startups, in the vertically disintegrated
framework fit in the broader industry picture.'®

3) Building community: supporting knowledge flows between competitors
and enabling technology platform leadership at the systems level: As seen
in Section 5.1 of this chapter, DARPA’s role in seeding disparate
researchers working on common themes has a second significance. In
receiving funding from DARPA, researchers are required to present
to each other in workshops, thus further increasing the flow of
knowledge between researchers working on common themes. Under

110 Gawer, A., and Cusumano, M. A. (2002). Platform Leadership: How Intel, Microsoft,
and Cisco Drive Industry Innovation. Boston, MA: Harvard Business School Press;
Iansati and Levien. (2004). The Keystone Advantage.

111 Casadesus-Masanell, R., and Yoffie, D. B. (2005). “Wintel: Cooperation and
Conflict”, Management Science 53/5: 584-98, https://doi.org/10.1287/mnsc.1060.0672

112 Ibid.

113 Multiple academic informants in areas outside the technical scope of this paper
described situations under the Tether administration in which they shared a new
idea with a program manager, expecting to subsequently be funded under the
BAA, only to find later that a large contract manufacturer had been funded to
do their idea, and they had received no funding. While these stories could not be
validated, they highlight the importance of trust between the program managers
and the researchers they fund in DARPA’s system of technology development. If
this trust is lost, the DARPA program managers lose their position of knowledge
centrality, and are no longer able to successfully identify and influence new
technology directions within the research community.
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Tether, DARPA funding recipients are required to attend and present
to each other in workshops at the end of each go/no-go program phase.
However, in contrast to the 1992-2001 period, where institutionally
isolated start scientists were brought together, in the 2001-2008 period,
these researchers are established vendors and their teams of startups
and university professors. In response to a presentation of an early
proposal for this work, which I gave at an industry conference, one
university professor angrily responded, “I can tell you what you'll find.
I was there (at the DARPA workshop), and they’re (the companies) all
presenting to each other what theyre going to do. They’re all talking
to each other. And they're all doing the same thing”. And yet, in the
case of established vendors, DARPA workshops may provide them
with a critical opportunity to share new ideas and agree (implicitly or
explicitly) on technology directions. One industry respondent explained
the importance of such an opportunity to coordinate in today’s industry
environment, “You just can’t make anything happen in industry (today)
on your own, because it's completely impossible. You have to find a
partner, you have to convince your competition this is the right thing
to do”. He continued, “You're guiding people [your competitors]... and
they ask, “Why are you helping me with this?” and the fact is you give
them information so the suppliers are in the right place to help you”.

DARPA is not only supporting the coordination of technology directions
across competitors. By encouraging teams of startups, universities, and
prime contractors, DARPA may also be helping coordinate technology
directions in a vertically fragmented industry in a second way. One
established vendor emphasizes both the importance of DARPA’s systems
perspective and of DARPA giving the established vendors power by
making them the primary contractors. He explains, “Here, the technology
is being driven by the systems companies. Very few companies have
the resources to do system-level exploration without DARPA funding.
DARPA funding is enabling the system players to determine the direction
of this technology. If you don’t get the system guys involved, you end up
getting widgets that don’t work in the bigger picture”.

This system-level goal is already hinted at in Section 2 (“The
Developmental Network”) by both the startup company —which notes
that DARPA “got a bunch of other people involved”, and by the DARPA
program manager—who emphasizes the importance of developing
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new technologies compatible with the established industry platform.
Finally, another established vendor emphasized the importance of
DARPA’s longer-term vision in supporting technology trajectories
across the vertically disintegrated industry, saying, “You need someone
with a longer-term horizon. Ten years from now, we want a teraflop of
computing. But we don’t have more than a six-month time horizon”.

With the decline of corporate R&D labs and the vertical fragmentation
of industries, firms today face new challenges in establishing
appropriate sources of new inventions and in coordinating subsequent
technology development across the myriad of affected firms. Recent
research has documented challenges in the coordination across firms
in advancing technology platforms,' in aligning incentive structures
across interdependent firms,' and, in particular, in supporting long-
term research within such ecosystems.

Within DARPA between 1992 and 2001, the mandate to present
early-stage research in DARPA workshops encouraged star scientists to
divulge information that they might otherwise have kept confidential
within their institution, and thereby helped align them on similar
trajectories. In contrast, in the case of DARPA under Tether, the
teams DARPA forms between universities, startups, and established
vendors, and its subsequent mandatory workshops are supporting the
coordination of technology trajectories across a vertically fragmented
industry and the alignment of long-term technology trajectories.

4) Providing third party validation for new technology directions: As during
1992-2001, DARPA also played a fourth role in technology development
from 2001 to 2008. Specifically, it provided external validation
for new directions. Under Tether, instead of DARPA’s funding
providing validation to industry and NSF for latter-stage funding and
commercialization, it instead validates technology directions within
the vertically fragmented industrial ecosystem. This validation of a
new technology can be particularly helpful for startups. The CEO
and founder of one startup described the challenge of breaking into
the broader industry knowledge network, saying, “[In contrast to a
large company or M.L.T.],... as a small company, you have to develop

114 Gawer and Cusumano. (2002). Platform Leadership; lansati and Levien. (2004). The
Keystone Advantage.
115 Casadesus-Masanell and Yoffie. (2005). “Wintel”.
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a contact. Headhunters... [can] also bring information to you. We are
starting to discuss with (large systems vendor)... They're trying to keep
us developing pieces of technology they need”. Another startup founder
emphasizes the importance of DARPA’s validation. He explains,
“[Venture capital] investors are highly motivated to see the company
succeed. As a consequence, they will lie through their teeth about what
the company can do. DARPA funding and ATP funding [funding from
the Commerce Department’s former Advanced Technology Program]
have the added benefit of communicating to a third party a validation
of the technology”.

5) Breeding reliance on the state? Finally, like the DARPA program
managers from 1992 to 2001, DARPA program managers from 2001
to 2008 were concerned to not become the sustaining force for any
technology. Under Tether, DARPA program managers were particularly
encouraged to focus on the last step of transitioning the technology to
the military and (or) to industry. As one program manager explained,
“The third phase is a very important phase usually... it’s the last phase...
[1t] defines how you will transition the technology in this office, say, to
somewhere else”. He continues, “Dr. Tether pays extra attention to your
plan for Phase I1I”.

And yet, some members of the industrial community whose positions
involved shorter term time horizons and the pressing realities of
commercialization expressed caution about participating in DARPA-
based activities. One established computing vendor explained, “So, <my
company> as a whole has just shied away from government funding...
<Our company> labs, or whatever, they’ll get a little DARPA funding,
but most of that is, has never, produced anything of value, from a...
commercial perspective. That wasn’t saying it wasn’t of value within
the industry, but just trying to delineate”. A startup company CEO and
founder expressed similar concerns, “Sometimes I'm very nervous about
getting too much focus on defense money. I don’t want to lose track of
the fact that I'm developing products, not technology”. He continues,
“DARPA is funding the industry so far ahead. If you're developing for
10 years from now, DARPA is great. But how do you manage not to lose
revenue unless the market is starting in now... Some of the technology
developed for the next generation—I don’t know if it is applicable that
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well to (now). I'm not sure DARPA’s direction is the direction to go”.
He concludes, “I think... <my company> is ideally placed for (today’s
technology). But, admittedly, not necessarily for the long term”.

These results do not conflict with the supportive comments made
by established computing vendors in Section 3. (“The Changing Faces
of DARPA”) above. Rather, they help underscore DARPA’s role in
coordinating longer term technology trajectories, while not being
accepted by industry for coordinating technologies required in the
shorter term. Notably, while the interviewee was not participating in
any DARPA-funded projects, the labs at the same established computing
vendor were participating in DARPA contracts from the Microsystems
Technology Office at the time of the interview.

Further, the concerns expressed by the above established vendor and
startup founder may not be unwarranted. A recent study on awards
from the Small Business Innovation Research Program (SBIR) by the
National Academy of Sciences shows that while small businesses
receiving government funding are good at achieving mission goals,
they are frequently not successful at surviving in the long-term or at
technology commercialization.!® Since the time of the interview, the
above-described startup has joined an established vendor’s team, and
acquired DARPA funding for developing the longer-term technology.
Most recently, as part of the UNIC program described in Table 7-5, Sun
Microsystems received a $44 million contract for the next five years to
continue to develop the photonic system-on-a-chip technology. Whether
or not some startups and established vendors who were involved in
DARPA funding during the Tether period end up developing a reliance
on the State, will remain to be seen.

6. Discussion: the DARPA Program Manager—
Embedded Network Agent

Key to understanding DARPA’s role in influencing technology
directions is understanding the role of the program manager, not as
someone who “opens windows” to which researchers can bring funding

116 Wessner, C. W., ed. (2007). SBIR and the Phase I1I Challenge of Commercialization. Policy
and Global Affairs Division. Washington, DC: National Academies Press, https://doi.
org/10.17226/11851


https://doi.org/10.17226/11851
https://doi.org/10.17226/11851

220 The DARPA Model for Transformative Technologies

ideas,"” nor merely as a “boundary spanner” (and possibly a “broker”)
who connects different communities,''® but rather in a more active role.
The nature of this role makes it difficult to describe, as it comes through
in the seemingly conflicting descriptions of the DARPA program
manager role by members of the research community. One former
office director explains, “It really comes down to the program manager.
A program manager that has a passion for an idea, that understands the
technical elements of an idea, and has some vision for where it might
go”. On the other hand, industry and academic researchers consistently
describe themselves as the people with the ideas, and DARPA program
managers as the people who funded them, provided legitimacy, and
helped provide the funding and community support to bring the vision
to fruition. In the words of one university professor, a DARPA program
manager would “touch” on “people like [professor’s name] and others
he knew well, and [say] ‘hey, help me, give me the ideas.”

This seeming inconsistency, however, can be resolved through the
DARPA program managers’ own description of their role. As a former
member of the research community who suddenly rises in status and
holds the promise of money, the DARPA program manager becomes a
central node to which information from the larger research community
flows. In this role, the DARPA program managers are in constant
contact with the research community, bringing people together to
brainstorm new directions, understanding emerging research themes,
matching these emerging themes to military needs, “betting on the right
people”, connecting disconnected communities, standing-up competing
technology solutions against each other, and maintaining the system-
integrating view. In executing these tasks, they must, indeed, have
“vision”, but this vision does not necessarily involve themselves having
the ideas. In the words of one program manager, “There were people
around who I could go [to] and talk to [and] see what their ideas were...
What they could do”. Program managers from both periods, 1992-2001
and 2001-2008, describe this same idea-seeking behavior.

Most importantly, DARPA program managers conduct all of these
activities, without explicitly choosing the technology winners. At times

117 Block. (2007). “Swimming against the Current”.
118 Ansell. (2000). “The Networked Polity”; Block. (2007). “Swimming against the
Current”.
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they seed disconnected researchers working on common themes—
whether with the same or with competing technologies—that hold
potential to meet military needs. As the DARPA program manager
from the preceding paragraph explains, “So obviously... I would not
propose a program if there were no ideas [among researchers] that
would address the challenges that we [at DARPA] had to address. I
just didn’t know what... particular idea would work”. He continues,
“But I wanted to have three or four ideas that I could say, ‘Look,... here
are paths we could go along. I don’t know which, if any of them, will
be successful.’... if I didn’t have those, then I cannot go and sell the
program”. In other cases, they bring together disconnected researchers,
whether to brainstorm directions, to work together (on teams), or to learn
from each other (in workshops). As described by a program manager
from the 1992-2001 period, “You get communities together that don’t
naturally talk and you give them some latitude and some life, and you
push them forward and see what comes out of it”. In this situation,
“Conversations were often... one-upmanship... You know, sort of
realizing what other people were doing and you'd reset your goals, and
you'd kinda all move. And the role of the program manager was kind of
to keep the band marching down the street”. Finally, throughout these
activities, whether bringing together members of research communities
that may not normally talk, or funding an entire suite of technologies
necessary to meet an integrated outcome, DARPA program managers
contribute a system-level perspective to organizing national R&D. As
one program manager from the 1992-2001 period explained, “... we
were able to broaden it out, do the VLSI, do the hardware, acceleration,
do all the stuff [necessary to advance Moore’s Law] and sure enough we
stayed on that ops curve and we were pulling the industry along”. The
same systems-level view is seen in the 2001-2008 period.

Thus, while the DARPA program manager is, indeed, sometimes a
broker —acting as the only connection between disconnected researchers
or communities—and sometimes a boundary spanner—connecting
communities to support the development of a new field—his role is
much more active than that prescribed to these positions in previous
literature. The DARPA program manager is not only a connector, but
also a conductor and a systems integrator. He comes to his position
through his prior social capital and position in the network. Once in this
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position, he holds and leverages particular powers. Yet, what is most
significant, is the deliberate role the DARPA program manager plays in
changing the shape of the network once in this position, so as to identify
and influence new directions for technology development.

7. Conclusions

Several years after Tony Tether took office, popular press articles began
suggesting that the U.S.’s great engine of technology change —DARPA —
was “dead”."® Drawing on a case study of DARPA’s Microsystem’s
Technology Office from 1992 to 2008, I argue that this perceived death
is because past analyses have, by focusing on the organization’s culture
and structure, overlooked a set of lasting, informal institutions among
DARPA program managers. In the case of DARPA’s Microsystems
technology office before and during the directorship of Tony Tether,
what changed is not the processes used by the program managers, but
rather the situations to which program managers apply these processes.
Prior to 2001, DARPA’s processes for seeding and encouraging new
technology trajectories involved (1) bringing star scientists largely
from academia together to brainstorm new ideas, (2) seeding disparate
researchers around common themes, (3) encourage early knowledge-
sharing between these star researchers through workshops, and (4)
providing third-party validation for new technology directions to
external funding agencies and industry. By identifying ideas across,
bringing together, and seed funding star scientists (who may otherwise
institutionally isolate their knowledge) around common themes,
DARPA was able to support the sources of, knowledge flows around,
and development of social networks necessary for initiating new
technology directions in early-stage research. In contrast, since 2001, the
DARPA program manager’s processes for gaining momentum around
new ideas involve (1) orchestrating the involvement of established
vendors with academics and startups, (2) supporting knowledge-
sharing between industry competitors through invite-only workshops,

119 CRC. (2005). Joint Statement; Lazowska and Patterson. (2005). “An Endless Frontier
Postponed”; Markoff. (2005). “Pentagon Redirects”; Shachtman, N. (2008). “Darpa
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(3) providing third-party validation of new technology directions
to a vertically fragmented industry, and (4) supporting technology
platform leadership at the system level. Here, DARPA is supporting the
coordination of technology development across a vertically fragmented
industry in whose direction the military has interest and in which long-
term coordination of technology platforms is particularly challenging.

These results suggest a new form of technology policy, in which
embedded government agents re-architect social networks among
researchers so as to identify and influence new technology directions in
the U.S. to achieve an organizational goal. In this role, these agents do not
give way to the invisible hand of markets, nor do they step in with top-
down bureaucracy to “pick technology winners”. Instead, they are in
constant contact with the research community, understanding emerging
themes, matching these emerging themes to military needs, betting on
the right people, connecting disconnected communities, standing up
competing technologies against each other, and maintaining that birds-
eye perspective critical to integrating disparate activities across our
national innovation ecosystem.
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8. DARPA'’s Process for Creating
New Programs'

David W. Cheney and Richard Van Atta

Introduction

The U.S. Defense Advanced Research Projects Agency (DARPA) is
widely recognized to be a highly successful R&D agency. It has been
credited with making investments that have led to a large number
of innovations and important advances in electronics, computing,
and robotics, as well military advances such as stealth aircraft, smart
weapons, and autonomous vehicles. In light of its success, there has
been interest in learning from DARPA and adopting its methods. In the
United States, there have been several attempts to apply the DARPA
model to other agencies, including the Intelligence Advanced Research
Projects Agency (LARPA), the Homeland Security Advanced Research
Projects Agency (HSARPA), and the Advanced Research Projects
Agency-Energy (ARPA-E). Other countries have also been interested in
learning from the DARPA model. Most notably, in Japan, the Cabinet
Office’s Council on Science, Technology and Innovation has sponsored
the ImPACT program, which was in part inspired by DARPA and is
intended to support high impact, high risk R&D.

1 This paper was written for Japan’s New Energy and Industrial Technology
Development Organization (NEDO) and was completed in March 2016. The
authors gratefully acknowledge NEDO's support.
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A key aspect of any successful R&D program is to pick the right
problems to work on—problems that are both important and also
addressable within the time and resources of the program. This typically
is one of the greatest challenges in creating a successful R&D program.
DARPA appears to be very successful at picking good problems to
address, and it has a remarkable record of supporting timely and ground
breaking projects. DARPA programs often appear to be unconventional
and represent different choices than normal government or private
R&D investment. How does DARPA identify and decide on these
unconventional topics?

In recent years, literature on DARPA’s management practices has
emphasized:?

e DARPA’s non-hierarchical and non-bureaucratic organization

e Therole of highly talented, entrepreneurial program managers
(PMs) who serve for limited (three- to five-year) duration

¢ That research is performed entirely under contract with
outside organization

* The use of short-term funding for seed efforts to test promising
concepts, and a clear willingness to terminate non-performing
projects

With respect to the selection of focus areas, the literature has noted:

e DARPA’s emphasis on “high-risk/high-payoff” projects,
selected and evaluated based on the impact they could make
to achieve a new capability or meeting a defense need.

e The key role that its program managers play in developing
programs, gathering ideas from the technical community,
making funding decisions and in managing programs, and
working DARPA’s technical community as well as the defense
community.?

2 Bonvillian, W. B., and Van Atta, R. (2011). “ARPA-E and DARPA: Applying the
DARPA Model to Energy Innovation”, The Journal of Technology Transfer 36: 469-513,
https://doi.org/10.1007/s10961-011-9223-x (Chapter 13 in this volume).

3 Fuchs, E. R. H. (2009). “The Road to a New Energy System: Cloning DARPA
Successfully”, Issues in Science and Technology 26/1, http://issues.org/26-1/fuchs/
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Most studies have not focused specifically on where program ideas
come from, and many studies have drawn their conclusions from one
part of the agency, or at one time.

Against this research backdrop, NEDO Washington asked us to do a
study of specific cases that illustrate how DARPA chooses its program
areas. These cases focus on the selection of programs, not on the
individual projects that make up programs (although the distinction is
not always so clear, leading us to discuss a few major projects). Moreover,
the focus is on the formation, and not the execution of programs.

We were asked to have the cases cover:

¢ Some well-known and easily understandable technologies
¢ Arange of DARPA offices

* Programs that generated technologies for different military
services

* A variety of time periods, with a preference for relatively
recent projects.

Our study has several important limitations. First, the study was
limited in scope, time, and resources, and is not comprehensive. While
any R&D agency with more than fifty years of history cannot be fully
characterized by a handful of case studies, a particular challenge in
studying DARPA is that DARPA has changed over time and that its
processes differ in different parts of the organization. DARPA is often
recognized to be relatively free of bureaucracy, but the lack of rules and
structure also leads to a lack of consistency throughout the organization
and over time. As a result, while our study describes how DARPA has
operated at different times and in different parts of the organization, it
cannot be considered a complete description of how DARPA develops
new programs.

Our selection of cases studies may also have several biases. Due to
limitations in time and resources, we focused on programs for which
information was more readily available. These included cases for which
the authors personally knew key individuals who could discuss the
cases, as well as cases that had already been well described, either by
us or by others.
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Most of our cases took place in the late 1980s and early 2000s, and
many of our cases are concentrated in periods that are often considered
somewhat atypical of DARPA. First, the period from 1988 to about 1996
was characterized by a very high interest in dual-use technology. The
loss of industrial competitiveness in key industries and technologies,
combined with changing defense needs with the end of the cold war, led
to an expansion of programs that were outside of DARPA’s traditional
mission and were intended to help support the competitiveness of
key industries. During this period, Congressional and Administration
priorities exerted an unusual influence in creating new programs.

Second, the period from 2001 through 2008 was characterized by
unusually strong top-down direction, due to the management style of
the director during this period, Dr. Anthony (Tony) Tether. Programs
that were started in this period tended to have more influence from the
DARPA director than in most other periods. Thus, while there is no
single period of DARPA’s history than can be described as completely
typical, the period in which many of our cases are concentrated are
notably atypical.

There are several other sources of potential bias in the selection
of cases. One is that it is easier to get information about programs
that DARPA chooses to publicize. Like most organizations, DARPA
highlights its successes more than its failures. When DARPA makes
information available on a program, program managers are less
inhibited in discussing it, and journalists or analysts are more likely to
write about it, all of which increases the information on the program
available in the public domain. DARPA programs that are well-known
may differ systematically from less visible programs.

Because we did not do a random sample of DARPA programs, we
cannot generalize our findings to all of DARPA. Other analysts, looking
at different parts of DARPA at different times, may come to different
conclusions. Several of our interviewees reported that they viewed their
program as an atypical DARPA program. Indeed, one of the findings of
the report is that atypical programs are common.

A further limitation is that each case is not comprehensive. In most
cases werelied on one interview supported by background materials; itis
quite possible that other participants would have different perspectives
on each case.
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General Framework and Typical Patterns
of Program Development

Figure 8-1 illustrates the influences on the development of new
programs at DARPA. As will be discussed in the case descriptions, not
all of the influences are present in every case, and the relative strength
of the influences from the various sources differs significantly among

the cases.
Influences on DARPA Program Development
Supporting and Bridging Organizations -
| IDA, DSB, JASON, Working Groups... Congress and Media
v Shape military v. dual use balance
Analysis Executive Office of
Tech info & (DARPA - N the Presngient
- rogram ideas I Military needs

Technical Community p Director N DOD
Defense companies ) Office Director 0osb
Universities | Program Manager | Army
DOD Labs Program Development Process Navy
DOE Labs * Workshops, Seedlings, Iteration Air Force etc.
Non-profit research * Applies Heilmeier criteria
institutes * Matches technical opportunities
Commercial firms | to defense needs to provide

major increase in capabilities
v
New Program

Fig. 8-1 Influences on DARPA’s Program Development. Source: TPL. Notes: IDA
is Institute for Defense Analyses; DSB is Defense Science Board; JASON is
a group of high-level government science and technology advisors; DOD
is Department of Defense; DOE is Department of Energy; OSD is Office of
the Secretary of Defense. (Figure prepared by the authors.)

In the archetypal DARPA program development process, information
concerning useful new capabilities comes from the Department of
Defense, while information concerning what is technically possible,
and what areas might be ripe for advancement, comes from the
technical community. Information and analysis may come from the
community of think tanks and advisory committees that advise the
Department of Defense and DARPA. The DARPA program manager
has the responsibility for taking this input and constructing a program,
usually made up of a set of projects, with defined technical goals that
are aggressive but can potentially be met within a defined time frame
and within a budget. The PM (Project Manager) must put together a
program that is sufficiently challenging, important, and doable, to be
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approved by the office director and ultimately the DARPA director. The
“Heilmeier Catechism” (see Table 8-1) provides a set of questions the
DARPA program managers should be able to answer to get approval
for their program.

Table 8-1 Heilmeier’'s Catechism.
Source: https://www.darpa.mil/work-with-us/heilmeier-catechism

George H. Heilmeier (DARPA director 1975-1977) developed
a set of questions known as the “Heilmeier Catechism” to
help Agency officials think through and evaluate proposed
research programs:

e What are you trying to do? Articulate your objectives
using absolutely no jargon.

e How is it done today, and what are the limits of current
practice?

e What is new in your approach and why do you think it
will be successful?

® Who cares? If you succeed, what difference will it make?
e What are the risks?

e How much will it cost?

e How long will it take?

e What are the mid-term and final “exams” to check for
success?

Within the broad categories of groups that provide information into the
program development process, there are many subcategories. Within the
Department of Defense, there may be input from the military services
(Army, Navy, and Air Force) as well as the Office of the Secretary
of Defense (OSD), and these may all have different views on the
importance of new technology. Within the technical community, there
are universities, defense laboratories, defense contractors, and others,
each of which bring different viewpoints. Of special influence are the
parts of technical community that have had long-term interactions with
DARPA, as contractors and as sources of program managers.
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There are many variations in the influences on programs. In some
cases, the military need drives the process, and the program is set up
to develop a prototype that may not require fundamental advances
in technology. In other cases, the DARPA director or a DARPA office
director may drive the process. They may have particular interests that
they believe DARPA should pursue, and they will recruit a program
manager to execute a program built around those interests. In other
cases, the drive may come from DARPA’s technical community, which
may make DARPA aware of the potential that advances in science and
technology may have for the military. In some cases, a general need may
come from the defense community, but the key ideas that form the basis
for a program may come from the technical community, in workshops
or in response to a Request for Information (RFI) or a Broad Agency
Announcement (BAA). In some cases, outside advisors, the Congress,
and/or the Executive Office of the President (including the President’s
key science, economic, and national security advisors) have played
important roles in shaping DARPA programs.

The different DARPA offices can vary in their processes for program
development. In general, the Defense Sciences Office (DSO) can be
expected to interact more with the research community while the
Strategic Technology Office (STO) and Tactical Technology Office (TTO)
tend to interact more with the military services. The other three technical
offices—the Biological Technologies Office (BTO), Microsystem
Technology Office (MTO) and Information Innovation Office (120) —are
somewhere in between.

The influences on DARPA program development have also changed
over time. In DARPA’s early days, much of its work was driven by large
defense projects in space, missile and satellite development (especially
before NASA was established) and nuclear test detection. In the late
1960s and early 1970s, the needs of the Vietnam War were a major
influence. In the late 1970s into the mid-1980s, DARPA initiated major
thrusts in radically new weapons concepts, such as stealth aviation and
standoff precision strike. In the late 1980s and early 1990s, DARPA was
given new dual-use roles by the Congress and the Administration, and
funds for industrial consortia in semiconductors, optoelectronics and
other areas were administered by DARPA. In much of the 2000s there
was a refocusing on defense applications, as well a strong top-down
influence from the Director, Anthony Tether.
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These various influences on DARPA program development are
illustrated in the next section through case studies.

Case Studies of the Development of DARPA Programs

We focused our study on the nine cases of the development of DARPA
programs as described in Table 8-2.

Table 8-2 Case studies in this chapter. (Table prepared by the authors.)

Case’® Period DARPA Office Idea Origin

Have Blue (Stealth) 1974-1981 110 0SD

Assault Breaker 1978-1984 TTO External DARPA-funded
studies

Amber (High Altitude, 1978-1986 170 0SD

Long Endurance
Unmanned Aerial

Vehicles)

Optoelectronics 1989-1992 DSO and MTO PM and community
(Wavelength Division

Multiplexing)

High Definition Systems 1989-1993 DMO DARPA Director
Magnetic Materials / 1993-2005 DSO PM

Spintronics

Personalized Assistant 2002-2009 IPTO DARPA director and IPTO
that Learns (PAL) led to Office Director
SIRI)

Topological Data Analysis ~ 2004-2008 DSO PM

Revolutionizing 2005 to DSO to BTO Need driven
Prosthetics present

In each case, we have tried to focus on a specific program, but we
discuss related activities that preceded and followed the program. In
some cases, the identification of a program for analysis, and when it
started, is not so clear, as the agency may have funded small projects
before the main program began, so the precursors to a program may
have begun well before the DARPA program was created.
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For each program, we characterize the program by name, goal,
DARPA office, time period, and main results. Then we examine the
history of the program and where the idea for the program came from.
Whose idea was it? How advanced was the idea when DARPA took it
on? Were there antecedent ideas and programs? Was the program part of
a broader and long-standing set of DARPA activities? How long was the
proposal in development? Were there small projects, termed “seedlings”,
to test key concepts before the main program was established? Was the
program significantly modified in goals or approach?

We discuss the background of the program managers and their role.
What were they hired to do? Did the PMs have the idea, were they given
the idea, or did they find the idea? Then we discuss other key roles
in the formation of the programs including the role of the technical
community, the DARPA senior management, and other elements of the
Department of Defense.

Finally, we discuss the lessons learned from the case and what the
case illustrates about DARPA’s process of program formation.

Have Blue (Stealth)*
Overview

The “Have Blue” program was the DARPA program that produced the
original prototype “stealth” aircraft that is much less visible to radar
and other detection methods. It was managed in the Tactical Technology
Office.

Planning studies began in 1974, and the program to develop the
prototype plane took place in 1976 to 1978, with subsequent follow-on
support to the Air Force through 1981. The program was highly
successful, and led to a new generation of aircraft, starting with the
F-117A, that represented a major increase in military capabilities.

4 Van Atta, R., Lippitz, M., et al. (2003). Transformation and Transition, DARPA’s Role
in Fostering a Revolution in Military Affairs. Volume 1. Alexandria, VA: Institute for
Defense Analyses, 11-15, https://doi.org/10.21236/ada422835, https://fas.org/irp/
agency/dod/idarma.pdf
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Context and history of the program development
Origins

By the early 1970s it was clear to the U.S.’s strategic defense planners that
the Soviet Union had achieved air defense capabilities that would have
made penetrating Soviet airspace difficult. This presented the U.S. with
a fundamental strategic challenge, requiring the development of new
alternatives if the U.S. and NATO were to deter or combat the Soviet
Bloc without having to resort to nuclear war. A central party to address
this threat was the Director of Defense Research and Engineering
(DDR&E) of the Office of the Secretary of Defense, who at that time was
Dr. Malcolm Currie. Currie assumed this position in 1974 and, based
on guidance from Secretary of Defense Schlesinger, sought greater
innovation from the defense research community to develop emerging
technologies to address the Soviet military buildup.

It was in this larger context in 1974 that Chuck Myers, Director of
Air Warfare Programs in the Office of the DDR&E, mentioned to Robert
Moore, then Deputy Director of DARPA’s Tactical Technology Office
(TTO),” an idea he called the “Harvey concept”.® The concept was to
create a tactical combat aircraft that was much less detectable by radar
or infrared, acoustic, or visual means.

A primary objective was to use only passive measures (coatings and
shaping) rather than depending on support aircraft carrying jammers.
Such a plane would allow for new types of deep air attacks, replacing
the “air armada” tactics using a large number of aircraft that had become
the norm in Air Force and Navy aviation.

The Harvey idea was not entirely new, as some techniques to make
aircraft less visible had been used in highly classified reconnaissance
aircraft (both manned and unmanned). However, there were no serious
efforts to employ such capabilities on a weapons platform. To do this,
significant advances in radar cross-section reduction were needed
to overcome Soviet integrated anti-aircraft systems. Myers wanted to
fund aircraft companies to propose conceptual designs. Coincidentally,
shortly after the Myers-Moore discussion, DDR&E Malcolm Currie sent

5  Moore became TTO Director in 1975.
6  “Harvey” was the name of an invisible rabbit in a popular play and 1950 movie of
the same name.
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out a memo stating that he was not satisfied with the innovation he
saw coming out of DOD research. The memo also invited organizations
to propose radical new ideas. Representing the TTO Office, Moore
nominated the “Harvey” idea, renaming it “High Stealth Aircraft”.

Ken Perko from the Air Force Systems Command at Wright
Patterson Air Force Base had recently been recruited as a program
manager to build up a tactical air program within DARPA’s TTO. Perko
had worked in the Air Force on DARPA-sponsored work on “low-
observable” research for drones and remotely-piloted vehicles, and had
some knowledge of this field. DARPA’s Moore therefore assigned Perko
the task of contacting U.S. defense aviation contractors directly to solicit
their ideas on approaches to achieve extremely low radar cross-section.
Moore recalled that most of the vendors submitted slightly improved
radar cross-section reduction, but nothing that would reach the order-
of-magnitude goals that DARPA was seeking. Based on these initial
submissions, DARPA ultimately funded small preliminary studies at
Grumman, McDonnell-Douglas, and Northrop. Three formal study
contracts followed, awarded to McDonnell-Douglas, Northrop, and
Hughes (for its radar expertise). While these studies were under way,
Lockheed became aware of the project (Lockheed had not been invited to
participate initially because it was not considered to be active in tactical
aircraft) and contacted DARPA requesting permission to participate
in the first phase concept development, without compensation. This
request went to DARPA Director George Heilmeier, who granted
Lockheed permission.

DARPA Have Blue Prototype

By the summer of 1975, it was clear that only Lockheed and Northrop
had credible, near-term concepts for making aircraft radically less
visible to enemy antiaircraft radar. Perko, Moore and Heilmeier met to
develop a strategy and decided that a full-scale flight demonstration
would be needed to make the results convincing. However, Heilmeier
insisted that the program should not go forward without Air Force
backing. Air Force support was highly uncertain, as the Air Force saw
limited value in a stealthy strike aircraft, given the severe performance
compromises that they assumed would be required to achieve a very
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low radar cross-section. There were also competing Air Force R&D
priorities, most notably the Advanced Combat Fighter program (which
eventually became the F-16).

DDR&E Currie discussed the problem directly with General David
Jones, the Air Force Chief of Staff, and General Alton Slay, the Air
Force R&D Director. Although the Air Force remained skeptical as to a
stealth strike fighter’s value, Currie and Jones brokered a deal to obtain
active Air Force support for the DARPA stealth program, provided that
funding for the stealth development would not come out of existing
Air Force programs, especially the F-16. With that agreement, Phase
I of DARPA’s stealth aircraft program—Have Blue—began in 1976.
Lockheed won the sole Phase II award, in part due to the record of its
“Skunk Works”” for on-schedule accomplishment of high-risk, high-
classification projects, especially the SR-71 Blackbird.

Have Blue was a quarter-scale proof-of-concept aircraft designed to
evaluate Lockheed’s concept for “very low-observable” capabilities while
meeting a set of realistic operational requirements. The development
program at Lockheed’s Skunk Works was highly classified (a Special
Access Program or SAP), but managed in an environment open to
experimentation and flexible problem solving, with a high degree of
communication among scientists, developers, managers, and users.
Shortly after the program began, its management was transferred to the
Air Force, due to its being highly classified. Importantly, only a total
of a dozen or so people in OSD, DARPA and the Air Force knew of the
Have Blue program. OSD leadership under Currie and Myers kept the
program focused and moving forward in the face of many fundamental
uncertainties.

Transition to Air Force—Senior Trend

Successful flights of Have Blue planes in 1977 made it clear that a
stealthy aircraft could be built and flown. Based on these results—
and guided by the high priority of countering Soviet numerical
superiority with U.S. technology —Currie’s replacement in the Carter

7 “Skunk Works” was the name given to Lockheed’s Advanced Development
Programs (ADP), which was famous for rapidly developing new airplanes in an
un-bureaucratic environment, https://en.wikipedia.org/wiki/Skunk_Works.
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administration that took office in January 1977, Under Secretary of
Defense (Research and Engineering) (USD(R&E)) William Perry sought
accelerated development of a real weapons system. The DARPA stealth
program was then immediately transitioned to an Air Force acquisition
program—called “Senior Trend” — with an aggressive schedule to have
operational planes in only four years, forgoing the normal development
and prototyping stage. The objective was to build and deploy a wing
of stealth tactical fighter-bombers (seventy-five planes) as rapidly as
possible. Furthermore, in order to obtain the largest possible technical
lead, it was deemed necessary to hide the acquisition by making Senior
Trend a highly secret program. The resulting operational aircraft was
dubbed the F-117A.

Impact

The first F-117A “stealth fighter” was delivered in 1981, and fifty-nine
were deployed by 1990. In 1991, the F-117A was an outstanding success
in the Gulf War. It helped the U.S. achieve early air superiority critical
for defeating heavily defended targets. It did so in the face of the same
type of Soviet anti-aircraft systems that had been effective against U.S.
aircraft in Vietnam and other wars. In championing stealth, DARPA
harnessed ideas from industry and the military service laboratories to
pursue a radical new warfighting capability. Stealth combat systems had
not been pursued because the Services lacked a strong interest in such a
nontraditional concept. With high-level support from civilian leadership
across presidential administrations, DARPA overcame that resistance,
set out priorities, and obtained funding for the considerable engineering
work to develop a proof-of-concept aircraft demonstration system. This
demonstration enabled top civilian and Service leadership to proceed
with confidence. OSD and Service leadership, once persuaded, rose to
the challenge, and provided funding and support to implement a full-
scale weapons program.

From the outset Have Blue was a “crash” program, designed to
develop and deploy a breakthrough capability in as short a time
as possible. Achieving this required a highly focused technology
development, prototyping and acquisition approach. The approach
was driven by a national-level strategic imperative that was initiated
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out of the Office of the Secretary of Defense and developed by DARPA.
The subsequent implementation was through a highly classified Air
Force Program with direct and close oversight of the Under Secretary
of Defense for Research and Engineering. Throughout this process the
focus was delivering an operationally capable stealth strike aircraft in
four years. The imperative of offsetting the Soviet air defense capabilities
drove decisions on the structure of the program, the selection of the
performer, the oversight mechanisms. The program had ambitious but
clear objectives that helped focus the contractor and the government on
working together pragmatically to achieve the outcome.

Background and Role of the Program Manager

Ken Perko, the program manager for Have Blue, worked closely with
TTO Director Robert Moore in (1) getting industry inputs, (2) assessing
the competing approaches, and (3) selecting the eventual contractor,
Lockheed, to produce the Have Blue prototype. While Perko had earlier
experience in related DARPA programs in low observables when
working for the Air Force, the idea to actively pursue such a radically
different aircraft came from the top down, led by Myers and supported
at DARPA by Moore.

Other Key Roles in Program Formation

Myers (Director of Air Warfare Programs in the Office of the DDR&E)
was the true instigator of a “stealthy” tactical aircraft—initially called
“Project Harvey”. Indeed, Myers was a driver of new aviation concepts
more broadly, including the notion of a mini-fighter that would be
intrinsically low-observable. In essence he was OSD’s aviation leader
and engaged the Services and DARPA actively to pursue new ideas.
DARPA Director George Heilmeier was both a champion and a
skeptic. He was an advocate of pursuing radical new concepts, and
especially in scaling these up as proof-of-concept demonstrations.
However, he also realized that only the Air Force could actually produce
a successful aircraft weapon system. Therefore, he insisted that Air
Force backing be obtained, which required intervention by Dr. Currie,
the DDR&E. Heilmeier was actively involved with Moore and Perko
in strategizing how the program should be scoped and conducted. His
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involvement was predicated on Have Blue being such a high-priority
program with such high-level interest (as well as being a very high-cost
program relative to most DARPA programs).

Director of Defense Research and Engineering (DDR&E) Currie had
sent out a memo stating that he was not satisfied with innovation he
saw coming out of DOD research. The memo also invited organizations
to propose radical new ideas. Representing the TTO Office, Moore
nominated the “Harvey” idea, renaming it “High Stealth Aircraft”.
Currie subsequently used his office to leverage Air Force participation
in Have Blue and subsequently the Senior Trend program that led to
the F-117A.

Moore focused DARPA’s involvement in the Have Blue program. He
took on Myers’ challenge to see whether an “invisible” combat aircraft
was possible and worked with program manager Perko to determine
the options and develop the approach.

Key Insights

Have Blue shows that DARPA could be extremely responsive to high-
level priorities of OSD and indeed the White House. DARPA saw itself
as the organization that could and should take on high-risk programs
that could fundamentally improve the national security position of
the United States. This was exactly what it did in response to DDR&E
Currie’s (and Defense Secretary Schlesinger’s) call for greater defense
innovation to meet the Soviet threat. OSD articulated the challenge —can
a stealthy aircraft be made? DARPA organized and funded the research
to discern what could be done and then developed the prototype that
demonstrated this.

DARPA conducted Have Blue as a “black program” —classified
above Top Secret. This was done to keep the Soviet Union from knowing
what was being done. Importantly, such programs are known within
the DOD to very few, and also very few individuals outside (including
only a handful in Congress). This permits them to proceed with less
scrutiny than is the norm. However, such classification places a great
deal of extra burden on the project management.

Have Blue shows the role of civilian leadership in pushing concepts
that the military services resist. Stealth combat systems had not been
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pursued by the Air Force because they conflicted with their priorities
and concepts for combat aviation. The Air Force lacked interest in such
a nontraditional concept that compromised performance—especially
speed, maneuverability, and self-defense. However, with high-level
support from civilian leadership across administrations, DARPA
overcame that resistance, set out priorities, and obtained funding for the
considerable engineering work to develop a proof-of-concept aircraft
demonstration system. Have Blue is also an example of where an OSD-
identified need led DARPA to fund several conceptual studies, and then
DARPA developed the most promising of these into a program. Such
conceptual studies can be a key part of program development.

Assault Breaker (Standoff Precision Strike)

Overview

Assault Breaker was the demonstration of a concept for finding, hitting
and destroying targets on a battlefield from a distance—known as
“standoff precision strike” —by employing a “system of systems”. The
program combined airborne radar, long-range tactical ground-based
missiles and terminally-guided submunitions, linked to a rapid, all-
source targeting system. The Assault Breaker program began in 1978 and
concluded in 1983, and was run through DARPA’s Tactical Technology
Office (TTO). It is generally recognized that the result of this program
was a joint operational concept that would revolutionize the battlefield.?

Context and History of Program Development

Assault Breaker had its origins in a DARPA study jointly funded
with the Defense Nuclear Agency (DNA) to define alternatives
to allow the United States “to respond flexibly to a military threat
from an aggressor nation”. This was a large, multi-participant study
comprised of strategic thinkers and technologists who were drawn
together as the “New Alternatives Panels”, organized under DARPA
and DNA to respond to Presidential, National Security Advisor, and
Secretary of Defense concerns that there was a need to “broaden

8  Van Atta, et al. (2003). Transformation and Transition. Volume 1, 15-16.
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the spectrum of strategic alternatives” available (other than nuclear
strike) to “limit Soviet aggression”.’ The classified work of these
panels was simply titled the Long Range Research and Development
Plan. These deliberations converged around new defense concepts
that emphasized standoff precision strike. It was understood that
to actually combine capabilities to do this would require unproven
and unprecedented integration of a wide variety of technologies that
dictated a unified development, integration and employment of both
targeting and weapons systems."

DARPA was given the task of implementing the precision strike
concept based on the integration of inputs from (1) the Long-Range
Research and Development Planning Program; (2) ideas from DARPA
program manager Leland Strom for using Moving Target Indicator (MTI)
radar to guide a missile to a target area and then use terminally guided
submunitions to destroy the targets; and (3) briefings from industry on
using tactical missiles with submunitions with electro-optical seekers.
The Director of DARPA’s Tactical Technology Office, Moore, drew upon
these ideas to propose the Integrated Target Acquisition and Strike
System (ITASS) as a DARPA program to develop and demonstrate such
capabilities. Moore asked MIT’s Lincoln Laboratory to flesh out this
concept, including potential systems that could be incorporated, and
the feasibility of enabling technologies that would be needed." When
DARPA Director Robert Fossum approved the program in 1978 it was
renamed Assault Breaker.

Establishing the Assault Breaker Program

There had been several rather disparate R&D efforts of the military
services on parts of the technology underpinnings of what became
Assault Breaker, such as the newly deployed E-3 Sentry (AWACS)
aircraft, which led to the DARPA-Air Force Tactical Air Weapons
Direction System Program (TAWDS), which then was renamed Pave
Mover.

9  Ibid., 16, quoting ARPA/DNA Long Range Research and Development Plan, Final
Report of the Advanced Technology Panel (1975), vi.

10 Van Atta, et al. (2003). Transformation and Transition. Volume 1, 8.

11 Ibid., 18.
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Pave Mover was then merged into the Assault Breaker program,
and subsequently became JSTARS (Joint Surveillance Target Attack
Radar System)."? Similarly the Air Force and Army were both working
on various programs to develop new munitions for attacking ground
targets and ways to deliver these from a distance including an array
of submunitions that could be directed to individual targets, including
the Air Force’s Wide Area Anti-Armor Munitions (WAAM) and
the Army’s Terminally Guided Sub-Munition (TGSM). These new
individual weapons technology concepts were all inputs to Moore in
DARPA’s Tactical Technology Office, and all influenced DARPA PM
Leland Strom in formulating a concept that integrated such capabilities,
which he presented to Moore. These separate developments in sensing,
missiles, submunitions, as well as command and control, were inputs
into an integrated capability (system of systems) in a DARPA-funded
project (ITASS) conducted by Lincoln Laboratory.

While these concepts were developed by 1976, the actual Assault
Breaker Program to develop and demonstrate these integrated
capabilities did not start until 1978. This was the result of several factors:
(1) the change of Administrations in 1976, bringing in new leadership;
and (2) concerns by new DARPA Director Fossum that the Assault
Breaker was “fragile” in combining multiple capabilities that were
unproven both individually and together in a combat environment.
Moreover, Assault Breaker was itself different from “normal” DARPA
military programs in that it was more about integration of several
relatively near-term technologies, rather than a leap in technology itself.
Thus, DARPA Director Fossum and his immediate superior, Under
Secretary of Defense for Research and Engineering (USDR&E), William
Perry, both new to the Pentagon in 1976, had to evaluate the complex
proposals for standoff precision strike and determine whether and how
to proceed. It should be noted that both Fossum and Perry were well
versed in the earlier developments through their industry backgrounds
and as advisors to DOD. Moreover, Perry was an enthusiastic advocate
for the overall concept of standoff precision-guided weapons, as
articulated in his testimony in 1978 upon becoming USDR&E.

12 Van Atta, R, Deitchman, S., and Reed, S. (1991). DARPA Technical Accomplishments.
Volume II. Alexandria, VA: Institute for Defense Analyses, 5-6, https://apps.dtic.mil/
dtic/tr/fulltext/u2/a241725.pdf
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Background a