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1. Introduction

Integration of renewable energy sources in the electrical power system is key for enabling the
decarbonization of that system. The connection of renewable generation to the electrical system is
being performed in a centralized form (large renewable power plants like wind or solar power plants
connected at the transmission system) and in a decentralized manner (through the connection of
dispersed generation connected at the distribution system). The connection of renewable generation
at distribution levels, together with other generating sources as well as energy storage systems
(the so-called DER, Distributed Energy Resources) close to consumption sites, is promoting the
development of microgrids: DER installations that have the capability to operate grid connected
and grid isolated. The uncertainty and variability of the renewable energy sources that integrate
microgrids, as well as the need for coordination with other energy sources, pose challenges in the
operation, protection, control, and planning of microgrids. The five selected papers published in this
Special Issue propose solutions to address these challenges.

2. Conclusions

The authors from [1] propose overload control strategies for four-wire inverters in low voltage AC
(Alternating Current) microgrids. The developed strategies provide a fast and appropriate fault current
limitation in both operation modes, grid connected and grid isolated. The strategies are validated
through simulations using Matlab/Simulink and real experimental results are obtained from CENER
(The National Renewable Energy Centre) experimental ATENEA four-wire AC microgrid, showing
time responses in the order of two-three grid cycles for all cases.

The authors from [2] propose a reliability evaluation method for multi-energy microgrids,
understood as energy systems with multiple energy vectors that can operate autonomously. A reliability
factor is integrated in a planning economic model for these types of systems. The impacts of several
equipment configuration schemes on planning and reliability are addressed. A planning-operation
optimization model is proposed to ensure the energy supply, determining the output power of the
generating and storage units of the microgrid.

In [3], the optimal operation of isolated microgrids, taking into account frequency constraints,
is addressed. In particular, a new stochastic optimization method is designed to maximize photovoltaic
generation in microgrids combining photovoltaic generation, diesel generation, and energy storage.
The optimization problem is formulated including a minimum frequency constraint, which is obtained
from a dynamic study considering maximum load and photovoltaic power variations. To maintain
the mixed integer linear formulation of the optimization problem, this constraint is defined through a
linear regression. Three complete days are simulated to verify the proper behavior of the system under
the proposed optimization scheme. The system is validated in a laboratory-scaled microgrid.

While [1–3] focus on a single microgrid, [4] proposes a hierarchical optimization method for the
energy scheduling of multiple microgrids connected to the distribution grid with participation in the
energy market. The optimization procedure is separated into two stages. The first stage is focused
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on the optimal operation of each microgrid in the next hour and uses a mixed integer programming
formulation. The second stage uses the output from the first and allows the market operator to establish
an internal price incentive mechanism (based on Stackelberg Game theory) for the next hour. The goal
of the energy market operator is to maximize its profits, taking into account the demand responses of
the microgrids. It is shown that based on this optimization, the microgrid operator and the energy
market operator can achieve larger benefits.

Last, but not least, [5] focuses on the load frequency control of islanded microgrids consisting
of diesel engines, renewable sources, and storage devices. For developing the proposed control,
the concept of fractional calculus is combined with sliding mode control. Hardware-in-the-loop tests
show that the proposed controller allows frequency fluctuations to be avoided and ensures a more
robust operation of the microgrid compared to other techniques.
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issue. This issue would not have been possible without the scientific contributions of the authors, time dedication
and accuracy of reviewers and excellent editorial team of Applied Sciences.
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Control for Frequency Regulation in Stand-Alone Modern Power Grids. Appl. Sci. 2019, 9, 3411. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

2



applied  
sciences

Article

An Enhancing Fault Current Limitation Hybrid
Droop/V-f Control for Grid-Tied Four-Wire Inverters
in AC Microgrids

Daniel Heredero-Peris 1,*,†, Cristian Chillón-Antón 1,†, Marc Pagès-Giménez 1,†,

Daniel Montesinos-Miracle 1,†, Mikel Santamaría 2, David Rivas 2 and Mónica Aguado 2

1 Centre d’Innovació Tecnològica en Convertidors Estàtics i Accionaments (CITCEA-UPC),
Departament d’Enginyeria Elèctrica, Universitat Politècnica de Catalunya,
ETS d’Enginyeria Industrial de Barcelona, Avinguda Diagonal, 647, Pl. 2, 08028 Barcelona, Spain;
citcea@citcea.upc.edu or cristian.chillon@citcea.upc.edu (C.C.-A.); marc.pages@teknocea.cat (M.P.-G.);
montesinos@citcea.upc.edu (D.M.-M.)

2 Renewable Energies Grid Integration Department, CENER (Renewable Energy National Centre of Spain),
31621 Navarra, Spain; info@cener.com or msantamaria@cener.com (M.S.); drivas@cener.com (D.R.);
maguado@cener.com (M.A.)

* Correspondence: daniel.heredero@citcea.upc.edu; Tel.: +34-93-401-6855
† These authors contributed equally to this work.

Received: 30 July 2018; Accepted: 19 September 2018; Published: 22 September 2018

Abstract: Microgrid integration and fault protection in complex network scenarios is a coming
challenge to be faced with new strategies and solutions. In this context of increasing complexity,
this paper describes two specific overload control strategies for four-wire inverters integrated in
low voltage four-wire alternating current (AC) microgrids. The control of grid-tied microgrid
inverters has been widely studied in the past and mainly focused on the use of droop control,
which hugely constrains the time response during grid-disconnected operation. Taking into account
the previous knowledge and experience about this subject, the main contribution of these two
proposals regards providing fault current limitation in both operation modes, over-load capability
skills in grid-connected operation and sinusoidal short-circuit proof in grid-disconnected operation.
In the complex operation scenarios mentioned above, a hybrid combination of AC droop control based
on dynamic phasors with varying virtual resistance, and voltage/frequency master voltage control
for grid-(dis)connected operation modes are adopted as the mechanism to enhance time response.
The two proposals described in the present document are validated by means of simulations using
Matlab/Simulink and real experimental results obtained from CENER (The National Renewable
Energy Centre) experimental ATENEA four-wire AC microgrid, obtaining time responses in the order
of two-three grid cycles for all cases.

Keywords: microgrids; control strategies; three-phase four-wire systems; fault current limitation

1. Introduction

In the coming years, it is expected that classical electrical grids will drive forward to a smarter,
more flexible, reliable, efficient and bidirectional format leading to a more complex framework. All of
these benefits should be supported by an appropriate infrastructure. In this context, microgrids [1,2],
and mainly alternating current (AC) microgrids, play a key role in a new electrical paradigm
pushed by the increasing penetration of Distributed Energy Resources (DER). This paradigm will
deal with the variability and unpredictability associated with DERs and local demand fluctuations.
This versatility generates a way to delay the renovation of an aged infrastructure that cannot withstand
an existing rising demand [3]. A new outline, constituted by several interconnected AC/DC (direct
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current) microgrids or nano-grids [4], conventional energy sources, and loads will create future viable
smartgrids [5].

Microgrids can provide potential economic and environmental benefits, but their implementation
implies great technical difficulties in control, energy/power management and protection. Some authors
focus on the low level loops for the inverters’ operation; AC droop [6–9], voltage and current
control loops [10–12]. Other ones concentrate on the high management level based on cooperative
distributed strategies [13,14] or optimal-smart operation [15–18]. Considering the previously
mentioned antecedents in the literature, the authors of this paper consider it very relevant to pay
attention to fault protection [19,20] and secure operation in seamless transference between operation
modes [12,21–23].

On one hand, in traditional AC four-wire distribution systems, protective device coordination
during faults is achieved by selecting appropriate circuit-breaker current–time characteristics under
clear regulations. This choice does not imply intercomponent communication [21,24] and assumes
high short-circuit power levels [24]. However, the situation is the opposite in the case of microgrids
based on power electronics, the over-load capability being, hereinafter Fault Current Limitation (FCL),
constrained. In a microgrid context, it should be adaptive and fast in terms of voltage and current
limitations [25], and should be able to behave sinusoidally to not affect the response of conventional
protective breakers.

On the other hand, inverters in a microgrid can play two main roles: one as a controlled voltage
source and the other as a controlled current source [26], and can adopt two control hierarchies,
master–slave or peer-to-peer [27]. In addition, in the peer-to-peer hierarchy, the conventional AC droop
voltage control strategy, based on the steady-state or quasi-static power transference model between
AC sources [6,28], is a widely applied alternative to face both operation modes (grid-(dis)connected)
and parallellize various inverters, but generates poor dynamics, mainly in grid-disconnected operation.
This last situation get worse with the typical use of low-pass filters to emulate synchronous generator
mechanical inertias [28]. The combination of droop-based control with the use of virtual impedances is
a widespread mechanism to support the soft-start challenge under a peer-to-peer hierarchy [29,30].
Furthermore, conventional AC droop control presents low adaptability when the operation point
differs significantly from the planned rated point. In this situation, the recent use of dynamic phasors
can be used to improve the adaptability of conventional AC droop control strategies [31].

The motivation of this paper regards considering strategies that provide FCL capabilities in
both operation modes. It can be found in [24,32,33] examples based on separating the fault from
the grid rapidly but without an AC fault management strategy. However, previous examples as
well as others, focus on faults at the DC-link of the inverter [34], observing the effect on the AC
side. On the other side, others references concentrate directly on DC microgrids [35–37]. The last
two scenarios mentioned above are far away from this paper target. Another studied solution is to
face FCL under the assumption that the inverter is droop-based in both operation modes. In [38,39],
examples for three-phase three-wire microgrids are exposed. Different types of short circuits are
studied in [38], but the fault current limitations offer dynamics of about 200 ms to achieve steady-state,
while in [39] only a tretrapolar short-circuit is evaluated obtaining time responses of about 100 ms.
In [40], some results are just simulated for AC droop-based four-wire systems. Finally, other alternatives
exist applied to series filters or obtaining FCL by changing the output inductances as detailed in [41,42].

The main contribution of the present paper is the demonstration by simulation and real results
of the advantages and flexibility of a fast time response hybrid combination of voltage control
techniques that ensures proper FCL capabilities introducing two strategies for this purpose: one for
each operation mode. This allows for applying specific control strategies and solutions in a context of
increasing complexity scenarios avoiding the use of generic solutions that are not always the most
appropriate ones.

Firstly, the AC droop control based on dynamic phasors is adopted for the grid-connected mode,
but a master voltage-frequency (V/f) control strategy is embraced for the grid-disconnected mode,
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offering better dynamic responses during the grid-disconnected operation thanks to disabling the AC
droop loop. The use of a variable virtual resistance supports not only soft-starts but also the transference
between the operation modes. Varying virtual resistance enhances the voltage restoration during
the transference.

Secondly, two control strategies will assist the FCL capability of the inverter connected to
an AC microgrid. An over-load supervisor is proposed to characterize and limit the over-load
magnitude, providing thermal recovery when extra current has to be dispatched during grid-connected
mode. In addition, a short-circuit proof strategy supports the operation of the inverter under
different short-circuit situations and fault clearances for grid-disconnected operation, obtaining
time responses below 60 ms. To achieve the same response from the protective devices’ viewpoint,
the short-circuit proof algorithm allows for maintaining current and voltage sinusoidal and totally
controlled, as required in a microgrid operation framework.

All strategies are thought to be compatible with a four-wire microgrid because, as detailed
in [43–45], this is the proper solution for addressing independently three-phase current control and
facing imbalances. These strategies become an efficient way to face common situations in low voltage
microgrids interfaced with distribution networks.

Thus, the paper is organized as follows. Section 2 defines the system. Section 3 describes
the proposed strategies for the FCL and the adaptive virtual resistance mechanism adopted for
a seamless smooth transference. Section 4 presents the simulated results using Matlab/Simulink
(R2017b, The MathWorks, Inc., Natick, MA, USA, 1984) and exposes the experimental ones validated
in the experimental ATENEA four-wire microgrid at The National Renewable Energy Centre (CENER).
Finally, Section 5 provides the conclusions.

2. System Definition

The following sub-sections define the experimental ATENEA microgrid and the converter
considered in this paper.

2.1. The Experimental ATENEA Microgrid

The Renewable Energy Grid Integration Department in CENER (National Renewable Energy
Centre of Spain) has developed and deployed a microgrid (ATENEA) placed in the Rocaforte industrial
area (town of Sangüesa, Navarra, Spain) according to the interest in an industrial test scenario and
environment. The generation equipment of the facility can be seen in Figure 1.

It consists of an AC architecture with total installed power of about 120 kW that can supply part
of the Wind Turbine Test Laboratory (LEA), electric loads and Rocaforte industrial lighting area. It also
can be used as a test-bench for different generation and storage technologies and control strategies.
The generation equipment available in the facility can be seen in Figure 1.

The ATENEA microgrid structure is based on an AC low voltage three-phase, four-wire bus
(400 V, 50 Hz) connected to all of the equipment. This experimental microgrid has two configurations:
grid-connected and grid-disconnected. Its main objective is to manage generation and demand in
order to obtain high ratios of energy self-efficiency. In grid-connected mode, the microgrid is connected
to the network and the V/f performance is fixed by its own network. In the grid-disconnected scenario,
one of the converters linked with an energy storage system (flow battery, Valve-Regulated Lead-Acid
(VRLA) battery, Li-ion battery) or a diesel generator is configured to form the grid, mastering the V/f.
In this way, the ATENEA microgrid adopts a master–slave control in the grid-isolated configuration
and the slaves work under a PQ control, P and Q being active and reactive power, respectively.

5
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Figure 1. Diagram of the ATENEA microgrid at The National Renewable Energy Centre (CENER).
A blue dashed box indicates the two possible direct current–alternating current (DC–AC) converters
that can implement the proposed strategies.

2.2. The Converter

According to Section 2.1, a two-stage converter is considered to interface with the VRLA or
the Li-ion 50 kW batteries of Figure 1 (blue dashed box) with the four-wire microgrid. It has been
decided to use a common two-level three-leg power stack to maintain homogeneity for both power
stages (see Figure 2).
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Figure 2. Scheme of the full direct current–direct current (DC–DC) and DC–AC proposed converter.

In consonance with the available storage technologies, a DC voltage ubat range from 150 to
500 VDC is considered. With this configuration, a DC–DC converter interfaces with this wide
DC voltage range by means of a three-phase interleaved topology. By the use of an interleaved
topology, the output inductive filter size is split and reduced, so it makes for easier operation and
maintenance tasks. At the same time, high power converters could be designed with lower current
modules, reducing the voltage and current ripple in the DC-link and decreasing the power capacity of
the inductors [46]. Thus, as cited in [47], the reliability of an interleaved DC–DC converters increases
compared with conventional one leg devices.

In order to manage AC unbalanced loads, an inverter topology able to control any current
sequence is required. The inverter stage is constituted by two three-leg bridges: one dedicated for
the active phases and the other one for the neutral wire. This configuration allows for controlling each
line current independently using optimized modulation techniques such as Space Vector Pulse Width
Modulation (SVPWM) [48]. An LCL-type coupling filter completes the inverter where an isolation
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free-flux YNyn transformer bank is assumed as part of the LCL-type filter providing galvanic isolation
and offering different possible neutral schemes [49].

3. Control Strategies

The following sub-sections define the main control strategies of the proposed converter in Section 2
that will be applied in the experimental ATENEA microgrid.

3.1. DC–DC Interleaved Converter Control

DC–DC power stage is not the aim of this paper, but, in the context of this paper, it has been
considered relevant to briefly mention its high level control details. In the operation context described
in this document, the DC–AC inverter operation requires a proper DC-link voltage level to hold
an adequate behaviour under unbalances or nonlinear needs. In addition, it has been considered
that the DC energy storage system presents a large voltage range. Due to this voltage wide voltage
range, an uncontrolled constant DC-link voltage level can affect inverter’s operation. The purpose of
the DC–DC converter is to step-up the voltage of the storage system and provide an autonomous way
to regulate the DC-link voltage level against different AC requirements.

The DC–DC converter is controlled by means of two nested control loops, as shown in Figure 3a.
The inner control loop manages the battery inductor, Lbat, and limits the maximum desired battery
current, ibat. As detailed in Section 2.2, an interleaved topology is chosen, so a 2π/3 rad/s shifted
phase PWM strategy is used with the same duty cycle for all the converter’s legs. The outer control
loop controls the DC-link voltage, ubus. Because of the unbalanced nature of AC connected loads,
low frequency voltage ripples (at �100 Hz) in the DC-link can be severe. This voltage control loop
needs a high bandwidth to overcome this ripple and keep constant ubus. Thus, an adaptive 100 Hz
notch filter [50] is used in the feedback control chain for this purpose to quickly compensate for any
variation around the fundamental rated grid frequency (50 Hz).

100 Hz 
Notch

ubus*' 

ubus

PI ibat*

ibat 

PI PI PWM

(a) DC–DC interleaved converter nested control loops

0

dDC/ACmax*

max{du,dv,dw}

PIPI

max

ubus

ubus*

ubus*'

(b) Adaptive DC-link voltage reference generator (higher level preventive controller)

Figure 3. Interleaved DC–DC converter control schemes. Proportional Integral (PI).

To avoid over-modulation situations in the DC–AC stage, a preventive controller is suggested
at the higher level of the DC–DC control scheme in order to provide an increment of ubus, Δubus,
to the rated DC-link voltage. Thus, the reference ubus

∗′ = u∗
bus + Δubus is generated where u∗

bus is
the desired standard DC-link voltage, as can be deduced from Figure 3b. The maximum available duty
cycle of the inverter, dDC−−ACmax

∗, is compared with the maximum of the duties of the inverter’s active
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phases (du, dv and dw). If there is not enough DC bus for the inverter, the DC reference is stepped up
to its maximum threshold, taking into account the limitations of the DC-link. In another case, Δubus is
equal to zero in the steady-state as a consequence of the lower saturation limit of the PI controller, as
shown in Figure 3b. Thanks to this method, the DC-link voltage is increased as required only under
imminent over-modulation situation.

3.2. DC–AC Four-Leg Converter Control

The DC–AC power stage is responsible for operating the AC side in the two operation modes
defined in Section 2.1: grid-connected and grid-disconnected. In this paper, and following the operation
philosophy of ATENEA’s operation, a strategy based on maintaining the voltage source behaviour
in both modes has been adopted. However, and as a difference from the solutions proposed in
the literature review of Section 1, the grid-connected operation adopts an AC droop control, but,
in grid-disconnected operation, the voltage behaviour is maintained disabling the external droop loop.
In this last case, the voltage/frequency control is assumed by the inverter being the voltage master
of the microgrid. In this scenario, the obtained dynamics are less limited in time-response due to
the absence of droop constraints.

As defined in Section 2, the inverter is based on a three-phase four-leg topology to be fully
compatible with ATENEA four-wire microgrid. This allows the inverter to be controlled by means of
three independent single phase systems in order to provide direct, indirect and homopolar sequence
control capability. Each phase has its own master AC droop control (only for grid-connected mode)
and two inner cascaded stationary frame controllers [51] for the voltage (uCxn′ ) and current (iL1x ) loops,
x phase being u, v or w. The inner loops are tuned considering [49,52] and the tuning values are
presented in Section 4.

3.2.1. Control Assumptions

Classical AC droop control operation principles are obtained from the steady-state equations
that describe the power flow between two AC voltage sources connected by an inductive line,
as widely detailed in [6,28]. A predominant resistive behaviour is adopted by using the virtual
impedance concept [29,30] to provide a reliable relationship between the sets active-reactive power and
voltage-frequency, being as independent as possible from the grid impedance. The virtual resistance
concept is described in Figure 4. In Figure 4a, uC designs the controlled AC voltage, uPCC is the voltage
of Point of Common Coupling (PCC), R2 the physical equivalent series resistance of L2, and Rv is
the value of the virtual resistance (see Figure 2).

The adaptive virtual resistance concept is currently used for hot-swapping (soft-start) [6] and to
smooth the effect of grid fluctuations. In this case, it is also applied to enhance the transference between
operation modes, as is later shown in Section 4.2. It should be noted that the virtual resistance should be
disabled progressively to not affect the operation of a pure V/f strategy in the grid-disconnected mode.
Figure 4b illustrates the proposed behaviour of the Rv module during and between the operation
modes. Furthermore, as it has been aforementioned, this fact makes it possible to improve the time
response performance in grid-disconnected mode thanks to the master voltage role change between
the mains and the converter.

It is possible to deduce the dynamic AC control droop schemes depicted in Figure 5 under a
resistive behaviour assumption and considering dynamic phasors [31]. This control schemes are
the basis control schemes adopted for the grid-connected operation in the paper. In Figure 5,
Gctrl represents the transfer function of the AC droop control law between the node A that is the AC
controlled capacitor and a node B corresponding to the PCC. For the Gctrl , it is assumed that a τf
time constant for emulating mechanical inertias of synchronous generators [28]. P∗/Q∗-P/Q are
the active/reactive powers set-points and measured values, and UA and UB represent the voltage at
the mentioned nodes A and B. The ωUB is the angular frequency at the PCC, θUA and θU2 are again
the phases at nodes A and B, respectively. Finally, R and L are the total resistive and inductive part
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between A and B. Note that R is the addition of the real equivalent series resistance of the wiring,
the output transformer involved and the forced virtual part Rv.

uC*
1/R2

uC

uPCC

iL2

Rvuv

Real system

(a) Rv control scheme

Time [s]

Rv [ ]
Grid-disconnected Grid-connected Grid-disconnected

(b) Rv evolution according to operation mode

Figure 4. The virtual resistance Rv operation.

PLANT

UA
22 LsLR

sLRUA

UB

Gctrl
P* P

P UB

(a) Active power close loop system

PLANT

1/s

UB

Gctrl
Q* Q

Q

UA

UB

(b) Reactive power close loop system

Figure 5. Resistive case power close loop scheme under dynamic phasors.

3.2.2. Power Over-Load Supervisor for the Grid-Connected Mode

As it is well known, the inertial and over-load capability of power electronics is limited. Moreover,
it is common to consider pulsed drain currents of two to three times the continuous drain current for
about 1 ms. On the contrary, in traditional AC systems, the rotary machines and transformers can
be over-loaded up to 20–30 times in a timescale of minutes [24]. In this case, it has been considered
to over-size the converter allowing a certain over-load capability. This fact provides a more flexible
interaction between the inverter and the AC microgrid. The oversizing is achieved using high current
switching devices. This choice allows for a more compact converter placing the burden of oversizing
only on the cost of switching devices, a not really sensitive part today. Thus, the cooling system is
designed to suit the nominal power. However, the thermal time lag of the used cooling method is
usually enough and within the range of seconds to minutes. Furthermore, the use of thermal masses
such as aluminium plates, or the consideration of phase change materials are options to increase
the thermal inertia [53,54], being a good trade-off between cost and volume, if required.

In order to manage the over-load capability, the maximum AC current is handled by a power
over-load supervisor algorithm based on thermal criteria. This current limitation is achieved by
means of the apparent power s (in per unit). An over-load observer, olo, limits the power per phase.
The over-load observer fulfills this task through the formula

olo =
∫ t

0

(
i∗2 − 1

)
dt (1)
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based on the i2t computation. In this sense, the term olo is an indicator of the over-load energy
exchanged, i∗ is the desired current and t is the time interval of the over-current. The over-load
algorithm is managed according to the state diagram shown in Figure 6. Time t begins when |s∗| > 1,
s∗ being the maximum apparent power per phase reference. When |s∗| > 1, the observer enters to the
Wake-up step, starting to compute olo (Equation (1)) and olt (accumulative time under the over-load
situation). If the olo value reaches zero, the observer returns to a Sleep step, where olo and olt are
reset. If the olo is bigger than zero, depending on the present s value, the accumulated time olt
is incremented or maintained. Keeping the olt time constant, it is ensured that the inverter is not
over-loaded intermittently producing possible thermal degradations. In the case that the olt term
becomes higher than a pre-set threshold Tmax ol , the system evolves to the Prolonged over-load error step
and s is limited to 0.8. In this way, olo is forced to decrease until zero. Then, the system evolves to
the Sleep step again.

1 < |s*| < 1.5

Prolonged
overload 

error

olo = 0

olt > Tmax ol

olo = 0

Sleep
olo = 0
olt = 0

Wake-up
        |s*|  1

olo computation 
&

olt(k)=olt(k-1)+ t

        |s*|<1

Wake-up

olo computation 
&

olt(k)=olt(k-1)

Figure 6. Scheme of the power over-load supervisor algorithm.

3.3. Short-Circuit Proof Algorithm for Grid-Disconnected Mode

As detailed in Section 2, the inverter operates as the voltage master when the ATENEA microgrid is
grid-disconnected operated. The inverter must provide sinusoidal currents even under an over-load or
short-circuit occurrence reducing the voltage accordingly. In this way, the aim of the microgrid inverter
and this paper is to generate a totally controlled short-circuit power regulating sinusoidal currents.
Right after, this information can be used to (re)configure certain protection devices’ distributed
thresholds along the AC microgrid [25]. In this sense, the time response of the breaker that feeds
the fault should be affected minimally.

Figure 7 shows the proposed block diagram of the short-circuit proof mechanism.
The conventional voltage and current stationary frame controllers can be seen in black, i.e., Proportional
Resonant with Harmonic Compensator (PRHC) controllers, where the subscript u and i refer to voltage
and current, respectively. u∗

C is the objective AC capacitor voltage, UC the current AC capacitor voltage,
and uI the inverters’ output voltage. iL1 and iL2 are the inverters’ output inductance and grid coupling
inductance. The superscript ∗ designs the reference, and the subscript rms is the root mean square
(rms) computed value.

The blue parts are added with respect to a conventional voltage-current nested loop for
the short-circuit proof enhancement. The algorithm is based on the per phase rms value of the current
reference on the AC side, i∗L1, and two factors k1 and k2. The first factor k1 allows for dynamically
regulating the voltage set-point to attenuate it under short-circuit or high over-load situations,
as follows:

k1 =

⎧⎪⎨
⎪⎩

1, if irms ≤ I,
(K + 1)− irmsK

I , if I < irms < (K + 1) I,
0, if irms ≥ (K + 1) I,

(2)
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where I is the maximum desired rated output current (at the L1 inductance). The parameter
K in k1 calculation allows for adapting the system response speed to face the over-load or
short-circuit occurrence.

uC*

uC

PRHCu

iL2

iL1*

iL1

uI SVPWM

k1 calculation

x

k2

k2 calculation
rms k2

k1

x

k1

iL1rms*

iL1*'
PRHCi

(a) Algorithm implementation

Filter
k1(k)= ·k1in(k)+(1- )·k1(k-1)'

0

1

sp

k1
 calculation

iL1rms* k1in(k)

k1(k-1)

k1(k-1)'= k1(k)

<
k1(k-1)'= k1in(k)

k1(k)

z-1 k1(k-1)

(b) k1 filter calculation for fault clearance in discrete time

Figure 7. Control schemes of the sinusoidal wave short-circuit proof algorithm.

The second factor k2 limits the current to the rated value when the fault situation appears as

k2 =

{
1, if irms < I,

I
i∗L1rms

, if irms ≥ I. (3)

If only the previous algorithm is applied, the behaviour under the fault clearance is undesired.
This is due to the fast response of the k1 factor. To avoid this kind of undesired dynamics,
when the current k1in(k) value is higher than the previous computed one k1(k − 1), i.e., this criterion
is used as a fault recovery indicator, the applied k1(k) gain for the inner current control reference is
filtered according to Figure 7b.

4. Results

This section describes a 90 kVA converter with a 50% over-load capability. A set of simulations
developed in Matlab/Simulink and experimental results obtained at ATENEA microgrid are showed
for the validation of the aforementioned control contributions. Hereinafter, the ITI curve [55]
defined by the Information Technology Industry Council is considered as a pattern of acceptable
time-duration/magnitude voltage transients.

4.1. The Converter Set-Up

The converter presented in Section 2 is based on three Semikron IGD-2-424 power stacks
(Semikron, Nuremberg, Germany). The control is implemented into two TMS320F2809 DSP-based
control boards, one dedicated to control the general operation state machine and the DC–DC
interleaved converter and the other committed to controlling the inverter. Control strategies are
executed at 8 kHz. The hardware and software relevant parameters for the DC–AC and the DC–DC
converters are summarised in Tables 1 and 2. Figure 8 shows a picture of the full converter. Furthermore,
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all short-circuit faults and recoveries are generated using a switch-line breaker (ABB OT200) and
considering wires with less than 0.1 mΩ.

Table 1. Interleaved DC–DC (direct current–direct current) converter parameters. PI (Proportional
Integral).

Parameter Value Units

Adaptive DC-link PI controller kp 0.043
ki 1.43

Adaptive 100 Hz filter [50] Adaptive coefficient μ 0.05
Attenuate B coefficient of cut-off frequency 4

PI Voltage controller kp 3.5
ki 70

PI Current controller kp 0.16
ki 33.75

DC–DC converter

Switching & control frequency 8 kHz
Lbat (each interleaved inductance) 400 μH

Cbat 420 μF
CDC−link 7.2 mF

Table 2. Four-wire DC–AC (direct current–alternating current) converter parameters. PRHC
(Proportional Resonant with Harmonic Compensator).

Parameter Value Units

Droop controller

m for active power loop 0.000003

sn for reactive power loop 0.000004
ki for reactive power loop 0.0009

t f Low-pass filter (LPF) constant 0.1

PRHC Voltage controller

kp 0.27
ki0 0.26
ki3 0.001
ki5 0.001

PRHC Current controller

kp 0.7468
ki0 3.93
ki3 0.1
ki5 0.04

Fault current limiters K 0.9
I 130 A

α (over-load filter parameter) 0.01

Virtual impedances

Rv (initial-state grid-connected) 1.0 Ω
Rv (steady-state grid-connected) 0.2 Ω

Rv (steady-state grid-disconnected) 0 Ω
Rv change ratio −0.16 Ω/s

DC–AC converter

Switching & control frequency 8 kHz
L1 (active phases & neutral wire) 250 μH

C (star connected) 350 μF
L2 (leakage transformer inductance) 70 μH

4.2. Simulated Results

This section focuses on demonstrating by the use of simulations the virtual resistance contribution
to a fast and seamless transference between operation modes, the power over-load supervisor operation,
and the fault current limitation strategy for an ideal (<1 mΩ impedance) short-circuit occurrence
and clearance.
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DC/AC converter (x2 modules)
DC/DC converter (x1 modules)

Line inductances
Neutral inductances 

Interleaved inductances
Switchgears 

Figure 8. Converter installed in the ATENEA experimental microgrid.

4.2.1. Virtual Resistance Effect on the Transference

For this analysis, a transference is forced to 50 ms time. A main switch to segregate the mains
from the microgrid with a turn-on/off delay of 40/120 ms has been assumed.

In Figure 9, the effect of the Rv value on the voltage uu′′n′′ and the delivered current iL2 can be
observed when a grid-connected to grid-disconnected transference takes place. In the initial situation,
Pu* is set at 30 kW before t = 50 ms and a local load of 1.81 Ω is connected at any time. The use of an
initial Rv allows for smoothing the transference in terms of voltage and currents.

(a) Rv is set to 0 Ω immediatly after the grid-disconnection

(b) Rv is set to 0 Ω progressively at a −0.16 Ω/s ratio after
the grid-disconnection

Figure 9. Rv (0.2 Ω initially) effect during grid-connected to grid-disconnected transference at t = 50 ms.
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In Figure 10, the effect of the Rv value on the voltage uu′′n′′ and the delivered current iL2 can be
observed when a reconnection transference takes place. In this case, in the initial situation, a load of
1.81 Ω is connected and maintained after the reconnection. No PQ references are considered in this
case. As in the disconnection case, the use of an initial Rv smooths the transference in terms of voltage
and currents. The use of high Rv values helps to extinguish the iL2 current faster but creates a voltage
dip. However, this virtual resistance allows for making the system less sensitive due to interfacing
with a virtual current limiter during the reconnection process. Then, a trade-off Rv value has to be used
when the reconnection occurs. According to the mentioned reasons, an Rv equal to 1 Ω is suggested as
a proper compromise value, also used in the experimental validation in Section 4.3.1.

(a) Rv is set to 0.2 Ω after the grid-connection

(b) Rv is set to 1 Ω after the grid-connection

Figure 10. Rv (0 Ω initially) effect during grid-disconnected to grid-connected transference at t = 50 ms.

4.2.2. Power Over-Load Supervisor

Figure 11 shows the behaviour of the power over-load supervisor strategy presented in Figure 6.
In Figure 11, s∗ refers to the power set-point received from any external manager, while s∗int, represents
the inner reference managed by the mentioned over-load supervisor strategy. Note that the current
tracking is supposed to operate properly, as it is illustrated in Section 4.
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In Figure 11, three different study cases framed in yellow can be observed. The first one refers to
a short-time over-load demand. The second one accumulates two over-load queries. Finally, the third
one evaluates a prolonged over-load target. The maximum over-load time, Tmax ol , is set to 1 s.

0 1 2 3 4 5 6 7 8
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Figure 11. Example of the power over-load supervisor algorithm behaviour.

Regarding the short-time scenario, when s∗ is higher than 1, the olt and olo values increase. When s
is lower than 1, the olt time is held while olo decreases progressively according to Equation (1). In this
sense, the generated thermal stress on the cooling system is limited. This situation is exemplified in
the accumulated over-load region. Although the set-point s is reduced transiently, the olt time continues
increasing due to not achieving olo equal to zero. Lastly, for a prolonged-time, an over-load region can
be observed as to how the over-load strategy limits the inner set-point s∗int to 0.8 [pu]. This situation is
produced when olt reaches a pre-configured Tmax ol and remains unaltered until the olo reaches zero.
Note that the maximum over-load time, Tmax ol , can be configured for each phase according to any
specific design of the cooling system. Thus, the 1 s previously selected is just an example.

4.2.3. Short-Circuit Proof Algorithm

Scenario 1—Phase to neutral short-circuit. Figure 12a,b show the behaviour of the voltage and
current of phases u′′ and v′′ when a unipolar u′′n′′ short-circuit is generated and recovered, respectively.
It can be seen that the voltage goes to zero when the fault appears maintaining the current limited
with a sinusoidal waveform. When the fault is recovered, the voltage increases progressively without
producing any problematic over-voltage. In both cases, the time response is less than 60 ms.

Scenario 2—Phase to phase short-circuit. Figure 13a,b show the behaviour of the voltage and
current of phases u′′ and v′′ when a bipolar u′′v′′ short-circuit is generated and recovered. It can be
deduced iL2u = −iL2v and uu′′n′′ = uv′′n′′ , as can be also observed in Figure 13b. This case is particularly
interesting because, although the current is properly managed in the steady-state, it can be seen that
the voltage does not go to zero after the fault.

When the fault occurs, it is possible that, in one of the two involved phases, its voltage control
action, PRHCu output, plus the short-circuit current, iL2, adds up to more than in the other case
(see Figure 7b). The phase with more errors rapidly produces a k1 gain that moves from one to zero.
As the other phase operates with higher k1 values, it starts to control the current without necessarily a
k1 gain equal to zero. This means without the correspondent phase-to-neutral voltage equal to zero.
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When the fault is recovered, the voltage increases progressively without producing any problematic
over-voltage. As in the unipolar case, the transients are resolved in less than 2–3 grid cycles.

(a) u′′ to n′′ fault occurrence (b) u′′ to n′′ fault clearance

Figure 12. Scenario 1 (simulated phase to neutral short-circuit fault).

(a) u′′ to v′′ fault occurrence (b) u′′ to v′′ fault clearance

Figure 13. Scenario 2 (phase to phase short-circuit fault).

Scenarios 3–4—Three-phase short-circuit and Three-phase to neutral short-circuit.
Figures 14 and 15 show the behaviour of the voltage and current of phases u′′ and v′′ when a
tripolar between phases or a tetrapolar short-circuit is enforced and recovered, respectively. As in
the previously studied cases, the behaviour of the current and voltage follows similar time responses.

(a) u′′v′′w′′ fault occurrence (b) u′′v′′w′′ fault clearance

Figure 14. Scenario 3 (three-phase short-circuit).
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(a) u′′v′′w′′ to n′′ fault occurrence (b) u′′v′′w′′ to n′′ fault clearance

Figure 15. Scenario 4 (three-phase to neutral short-circuit).

4.3. Experimental Results

This section is divided into three subsections to validate the suggested proposals along the paper
and check the simulation results presented in the previous section.

4.3.1. Virtual Resistance Effect on the Transference

In Section 4.2.1, the theoretical effectiveness of the virtual resistance algorithm to smooth
the transference between grid-(dis)connected modes was demonstrated by simulations. For the
experimental validation, only the Rv value of 1 Ω has been used when the reconnection occurs,
as detailed in Section 4.2.1. Figure 16 shows the experimental results for two scenarios, grid-connected
to grid-disconnected and vice versa. A load of 1.81 Ω has been considered.

(a) Island transference uCu′′n′′ (100 V/div) and iL2u (100 A/div) when Pu is 45 kVA

(b) Reconnection transference uCu′′n′′ (120 V/div) and iL2u (100 A/div) with 1.81 Ω load

Figure 16. Scenario 1 (a) and 2 (b). Microgrid transitions between operation modes.

Scenario 1—Transition from grid-connected to grid-disconnected at maximum power without
local loads. Phase u is delibering 45 kW while the other two phases are with null PQ requests.
Then, a non-intentional disconnection to start operating in grid-disconnected is done. Figure 16a
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shows the proper behaviour of the voltage, creating a short-duration dip that meets the ITI curve.
After the transition, the delivered current goes to zero and the voltage of the microgrid is maintained.

Scenario 2—Transition from grid-disconnected to grid-connected with load. A reconnection
procedure is intentionally done with a high current local load. Figure 16b allows for observing
that, after the reconnection, the uCu′′n′′ voltage suffers a dip during two cycles, but the current iL2 is
extinguished just after the reconnection is finished. The experimental results are close to the simulation
shown in Figure 10b, validating the exposed method.

In both cases, the PCC voltage suffers an alteration, the transition from grid-disconnected to the
grid-connected mode being more critical. However, in both cases, the voltage alterations are resolved
by control in less than 40 ms, meeting the ITI curve requirements. This trade-off permits a safe system
connection even in weak grids while complying the regulation requirements.

4.3.2. Four Quadrant Control Capability

The objective of this section is showing the capability of the inverter to control unbalanced phase
currents as mentioned in Section 1 and required for the proper use of the over-load supervisor strategy
suggested in Section 4.2.2. In this scenario, the inverter is operating in grid-connected mode with rated
(non over-loaded) unbalanced PQ set-points. The set-points per phase are Pu = Pw = 30 kW, Pv = −30 kW
and Quvw all nulls. Figure 17 shows that the inverter is able to synthesize non-balanced currents from
non-balanced PQ references.
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Figure 17. Inverter in grid-connected mode. Unbalanced set-point: Pu = Pw = 30 kW, Pv = −30 kW
and Quvw = 0 kvar.

Figure 17a shows a simulation of the expected active phase and neutral wire output currents,
respectively. Figure 17b presents the captured oscilloscope active currents. It is demonstrated that
there is no problem to track unbalanced PQ set-points. Thus, it is possible to ensure that if an over-load
supervisor manages the inner converter references, called s∗int in Figure 11, the inverter can provide
autonomous over-load capability per phase.

4.3.3. Short-Circuit Proof Algorithm

In this section, the four scenarios simulated in Section 4.2.3 are reproduced in the experimental
platform to validate the real capabilities of the proposed fault current limitation strategy. In the
following lines, it is demonstrated that the time response for the fault current limitation action and
voltage recovery offers superior time responses than in the current literature [38–40].

Scenario 1—Phase to neutral short-circuit. Figure 18 shows the behaviour of the voltage and
current of phases u′′ and v′′ when unipolar u′′n′′ is produced. Analogously with Figure 12a, it can
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be seen in Figure 18a that, when the fault appears, the control maintains the current limited with a
sinusoidal waveform presenting a minor oscilation that is resolved in less than 30 ms. Figure 12b shows
the system behaviour when the fault is cleared, recovering the nominal voltage value progresively in
less than two grid cicles, in the same way as the simulation reproduced in Figure 12b.

(a) u′′ to n′′ fault occurrence (b) u′′ to n′′ fault clearance

Figure 18. Scenario 1 (phase to neutral short-circuit fault). ux′′n′′ (100 V/div) and iL2x (150 A/div).

Scenario 2—Phase to phase short-circuit. Figure 19 shows the behaviour of the voltage and
current of phases u′′ and v′′ when a bipolar u′′v′′ short-circuit is generated and recovered, analogous
to simulations shown in Figure 13. In Figure 19a, it can be seen that the initial transient of current u′′

and v′′ is less than two times the maximum current, achieving steady-state values in less than 30 ms.
When the fault is recovered, the voltage increases progressively achieving the steady-state in less than
40 ms as shown in Figure 19b.

(a) u′′ to v′′ fault occurrence (b) u′′ to v′′ fault clearance

Figure 19. Scenario 2 (phase to phase short-circuit fault). ux′′n′′ (100 V/div) and iL2x (150 A/div).

Scenarios 3–4—Three-phase short-circuit and Three-phase to neutral short-circuit.
Figures 20 and 21 show the behaviour of the voltage and current of phases u′′ and v′′ when a
tripolar and tretrapolar fault is produced. As in the simulated cases shown in Figures 14 and 15,
the control algorithm limits the fault current in the expected time, being less than 40 ms. The fault
recovery is also achieved rapidly, in less than two grid cycles.

(a) u′′v′′w′′ fault occurrence (b) u′′v′′w′′ fault clearance

Figure 20. Scenario 3 (three-phase short-circuit). ux′′n′′ (100 V/div) and iL2x (150 A/div).
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(a) u′′v′′w′′ to n′′ fault occurrence (b) u′′v′′w′′ to n′′ fault clearance

Figure 21. Scenario 4 (three-phase to neutral short-circuit). ux′′n′′ (100 V/div) and iL2x (150 A/div).

5. Conclusions

This paper has presented two control strategies to achieve a fast and proper fault current limitation
for four wire microgrid inverters. Both strategies are supported by a dynamic virtual resistance
mechanism that allows for a fast transference between grid-(dis)connected operation modes.

Concerning the AC side inverter operation, a seamless transference between grid-(dis)connected
modes has been ensured obtaining short transients, below three grid cycles. For this purpose,
a combination of an AC droop control based on dynamic phasors when grid-connected and master
voltage/frequency control when grid-disconnected has been proposed. It has been demonstrated not
only that this is a valid option to maintain the voltage behaviour between operation modes, but also it is
able to make the grid-disconnected operation independent from the AC droop control loop constraints.
Thus, the transients in grid-disconnected mode are only limited by the settling time of the voltage
control loop. Furthermore, a varying virtual resistance is suggested for achieving the mentioned
seamless transference, disabling the resistance value progressively when entering in grid-disconnected
operation. It has been illustrated that the proper selection of the steady-state virtual resistance and
the used variation ratio helps to avoid voltage sags in the transient phase between the operation modes,
allows for being less sensitive to the reconnection process and, finally, provides a predominant resistive
behaviour for the grid-connected operation.

An over-load manager supervisor strategy based on thermal criteria has been introduced.
This over-load strategy provides an increase in managing flexibility to a microgrid inverter in a
grid-connected mode. The over-size challenge is then delegated to higher current switching devices,
a not really cost sensitive component today in power converters. Thus, if the cooling system has enough
thermal time lag, it is possible to obtain over-load skills in which the available over-load currents
are managed by the proposed strategy. In case of prolonged over-load, the situation is detected
and the inverter simply delivers a percentage of the nominal current to relieve the accumulated
thermal stress.

Finally, a short-circuit proof strategy is introduced as a fault current limiter and voltage regulator.
This short-circuit proof strategy is validated though unipolar, bipolar, tripolar and tetrapolar pure
short-circuits. As the control in grid-disconnected mode is only based on voltage and current control
loops, the suggested strategy only considers voltage and current, but not power. The strategy is mainly
based on computing the rms value of the delivered current. Then, the current and voltage can be
quickly adapted to handle the fault occurrence and clearance. This is done maintaining sinusoidal
waveforms in both cases by a simple calculation of two proportional factors and the use of a filter.
In this sense, the time response of protective devices will be affected minimally. The time response has
been a priority in this paper, obtaining fault current limitation and voltage regulation in the order of
two–three grid cycles even considering low impedance short-circuits, a superior capability compared
to similar literature.

The feasibility of the proposed converter has been demonstrated not only at control level by
simulation using Matlab/Simulink but also experimentally at a CENER-ATENEA four-wire microgrid.
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Featured Application: The contents of this article can provide guidance for the construction of

integrated energy system.

Abstract: A multi-energy microgrid has multiple terminal resources and multiple distributed
components for energy production, conversion, and storage. By using this grid, an interconnected
network with optimized multiple energy sources can be formed. This type of grid can minimize
energy waste while laying the critical foundation for an energy Internet. The multi-energy microgrid
must be formed properly to ensure multi-energy coupling and complement. However, critical
technologies (e.g., reliability assessment) and configuration planning methods now need further
research. In this study, a novel method for the reliability evaluation of a multi-energy supply is
proposed, and an operation–planning double-layer optimization design method is investigated that
considers reliability. On that basis, the effects of different configuration schemes on economy and
reliability are quantitatively analyzed. First, the coupling relationship between multi-energy carriers
in a typical multi-energy microgrid is analyzed; subsequently, the energy efficiency and economical
models of the key equipment in the grid system are determined. Monte Carlo simulation and the
Failure Mode and Effect Analysis (FMEA) method are applied to evaluate the reliability with sorted
indicators. A double-layer optimization model is built for a multi-energy microgrid with the optimal
configuration. The impact of configuration on the reliability and economical performance of the
microgrid system is quantitatively analyzed based on actual calculations. The results obtained here
are relative to the capacity, configuration, operation, and energy supply reliability of the multi-energy
microgrid, and may serve as the feasible guidelines for future integrated energy systems.

Keywords: multi-energy microgrid; energy hub; optimal planning; reliability

1. Introduction

Energy lays the foundation for human existence. It is also the source for social and economic
development. In recent years, there has been increasing conflict between energy supply and energy
demand, as well as rising environmental concerns. New technologies are urgently needed to improve
energy efficiency while ensuring an effective clean energy supply [1]. With the construction of today’s
energy Internet, there is also a demand of synergistic multi-energy (power, gas, and heat) supply
systems to replace the independent operation modes of the traditional energy supply system. The
multi-energy microgrid, which is a key node in the energy Internet, has become a popular research
subject due to its flexible operation modes and effective energy use forms. New planning and reliability
evaluation methods for integrated energy systems are important in this regard.

Appl. Sci. 2018, 8, 2062; doi:... www.mdpi.com/journal/applsci25
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Reference [2] includes the first energy hub model, conceptually illustrating the multi-energy
microgrid. This model reflects the complicated relationship of the energy hub from the perspective
of energy flow via an energy conversion matrix, and delineates the relations between each energy
subsystem in the hub. Reference [3] further expanded the integrated energy system concept and
analyzed the characteristics of such systems per the coupling components and synergy of different
energy vectors. The emergence of the electric microgrid concept [4–6] has brought about new
multi-energy microgrids with flexible operation modes, having evolved from the traditional distributed
energy supply and storage systems. These new systems can ensure the effective accommodation of
renewable energy with the mutual support of utility energy grids. The continuous development of
microgrid technology will make multi-energy microgrid become an important node of the energy
Internet and an effective comprehensive energy utilization model.

An accurate reliability evaluation is the basis of any effective planning scheme. The strengthening
of coupling characteristics between multi-energy systems affects the reliability of the energy supply.
Due to the coupling between energy carriers, there are multiple energy supply points on the demand
side, which enhances the reliability of the energy supply. However, as energy supply systems couple
with each other, a fault in any one system affects the entire system. Previous researchers have explored
various reliability evaluation methods. Analytical and simulation methods [7,8] are commonly
employed to power systems, and may also apply to the assessment of microgrid reliability [9,10].
However, there has been relatively little research on integrated energy supply reliability evaluation.
Some references have extended the range of reliability assessment by adding distributed generation to
traditional distribution networks. Here are the examples. Reference [11] employed scenario reduction
techniques to assess uncertainties in distributed generation and load in distribution networks; it also
explored various strategies to protect against failure in the distributed network. References [12,13]
evaluated the reliability of active distribution networks through analytic and simulation methods,
respectively. Reference [12] analyzed the energy hub operation mode and built mathematical models for
reliability evaluation that apply to different respective operation strategies. Reference [13] developed
a two-hierarchy smart agent model to evaluate active distribution network reliability with Monte
Carlo simulations. On that basis, some references further integrated various energy carriers and
proposed some static reliability evaluation methods. References [14,15] built a state space for energy
transmission by analyzing the connection between different energies in multi-energy network hubs.
They also performed static reliability evaluation of the systems mathematically. Reference [16] built
a state model of power grid and gas network components and a reliability evaluation model of an
integrated system via the Monte Carlo simulation method. It also performed reliability evaluations
at different time periods. The above references have laid a solid basis for the reliability evaluation
method of multi-energy supply in this study. However, the coupling characteristics of multi-energy
and the simulation of time scale remain insufficient.

One of the goals of reliability evaluation is to provide the corresponding guidance for the
reasonable planning of the system, and an effective and reasonable planning method lays a solid
foundation for the construction of the energy Internet in the future. At present, there is a certain
research foundation for the collaborative planning method of a multi-energy network. In terms of
planning methods, Reference [17], e.g., assessed the impact of different equipment configuration
schemes on the reliability and economical performances of integrated microgrid systems. However,
this study has only conducted concrete research on the electric power microgrid. Reference [18]
proposed a multi-energy system planning method and analyzed the impact of a reliability constraint
on the selection of system planning schemes. However, the paper took the simple index as the
reliability constraint without systematically introducing the multi-energy comprehensive reliability
evaluation method. Reference [19] took Masirah Island in Oman as an example to analyze the
technical and economic viability of a hybrid energy system; different scenarios were established
based on different configurations of equipment. On this basis, the impacts of different scenarios
were considered in the hybrid system optimization. This study laid a solid empirical basis for
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subsequent planning implementation. In accordance with the principle of the Bayesian filter structure,
Reference [20] proposed a state estimation and stabilization algorithm for smart grid and further
designed a semidefinite programming-based optimal feedback controller. This study has built a good
foundation for further analysis, evaluation, and adjustment of the state of the system. Besides, some
references have also studied the expansion planning methods of energy hubs. Reference [21] proposed
a planning and configuration method for an energy hub with multiple energy systems, and further
assessed the performance of the planning program in terms of energy efficiency and emissions.

Despite the wealth of valuable information on this subject, there is much work to be done to ensure
the safe and practical application of multi-energy supply systems. The above researchers primarily
emphasized the single energy network level represented by electric energy, and neglected the impacts
of peak and valley differences in various energy load demands; thus, their results do not reflect the
specific requirements for integrated energy synergistic planning. Mathematical analysis methods are
usually employed to analyze reliability, whereas these methods do not reflect the characteristics of the
unit and user demand in the timing series. Researchers also tend to ignore the respective energy grades
of different energy sources, thereby not securing feasible energy supply/storage priority and load
reduction strategies. Traditional planning methods are tailored to operation, in which the optimization
goal is the minimal comprehensive cost formed by the operation cost, startup cost, and fuel cost of
the system; the randomness of unit failure and the reliability of the power system are typically not
considered. The economical factors under normal operation as well as any possible risks of the system
must be properly accounted in planning the configuration of a multi-energy microgrid.

Given the above problems, this study selected a multi-energy microgrid as its research target and
employed the energy hub model to analyze the coupling relationship between multi-energy networks.
Subsequently, the energy efficiency and economical models of the key equipment in the multi-energy
microgrid system were proposed in this study. Besides, through Monte Carlo simulation and the
Failure Mode and Effect Analysis (FMEA) method, the paper raised a novel reliability assessment
method for the energy supply of multiple energy carriers and sorted reliability assessment indicators.
On this basis, a double-layer planning model with optimal configuration, operation, and reliability
consideration for the multi-energy microgrid was built. Finally, based on the actual calculations,
this study conducted a quantitative analysis on the impact of different configuration schemes on the
reliability and economical performances of the microgrid system, and proposed the application of
reliability in the maintenance of key equipment.

The major contributions of this study are summarized as follows: (1) a novel multi-energy
integrated reliability evaluation method was proposed; (2) the reliability factor was integrated into
the double-layer planning model of a multi-energy microgrid; (3) the impacts of different equipment
configuration schemes on the planning economy and reliability were analyzed quantitatively through
practical cases, and the application of reliability in practical maintenance was further analyzed by
cases. This study considered the reliability of microgrid system energy supply during the optimization
configuration process, and proposed the reliability assessment indicators of the microgrid system
energy supply. It combined capacity optimization configuration with operation strategies, and
designed the assembly style and capacity in the microgrid system to make the energy supply reliability
meet the expectations and minimize the cost in the planning period.

2. Multi-Energy Microgrid Structure

The multi-energy microgrid is an energy system that runs autonomously. The system consists of
energy management devices, distributed renewable energy sources, energy storage devices, energy
conversion devices, and energy loads; structurally, the microgrid is composed of energy input,
conversion, and storage, as well as output components. In this study, a multi-energy microgrid
was built based on the energy hub model, which consisting of a combined cold heat and power (CCHP)
system, a gas heat pump (GHP), a distributed photovoltaic (PV), central air conditioning (CAC),
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electric storage (ES), and heat storage (HS) components with power, gas, cold, and heat energies. The
structure of the multi-energy microgrid is shown in Figure 1.

Figure 1. Structure of multi-energy microgrid.

The multi-energy microgrid contains various equipment units that couple with each other to meet
the needs of different energy loads. Power loads are supplied by the CCHP system and PV. The ES or
power grid (PG) make up for insufficient outputs; heat loads are supplied by the CCHP and GHP. HS
devices make up for insufficient outputs; cold loads are supplied by the CCHP and CAC. In the case of
failure, different forms of energy give priority to the supply of energy loads and supplement of energy
storage devices of the same kind. Extra energy can be employed for conversion or backup to reflect the
differences among energy grades.

The multi-energy microgrid is an independent and controllable basic unit of the energy Internet at
the user terminal. Its flexible operation mode can reduce the energy consumption during transmission
and realize the effective consumption of renewable energy sources. The reliability of two typical
microgrid system operation modes—the grid-connected mode and the electric-isolated mode—was
analyzed to fully consider the reliability factors. Subsequently, a novel planning method for the
electric-isolated mode system was proposed. The main assumptions regarding the multi-energy
microgrid model are as follows.

(1) Energy distribution networks are placed into a single bus radiation network structure with a
certain level of isolation between the devices in the multi-energy microgrid.

(2) Different types of energy loads are intensively provided by relevant devices.
(3) Failure in any one-unit device occurs independently; only single failure is considered [22].

3. Equipment Efficiency and Economical Models

3.1. Gas-Fired CCHP System

The CCHP system, the key unit of the microgrid system, provides energy for internal equipment
(e.g., absorption chiller and heat exchanger) and the cooling, heating, and power loads of the microgrid
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system. Configuration planning of the multi-energy microgrid centers around the CCHP output and
fuel consumption. The efficiency model of the gas-fired CCHP system is [23]:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

QMT = PCCHP
output(1 − ηCCHP

MT − ηCCHP
1 )/ηCCHP

MT
Qh0 = QMTηCCHP

rec Kh0
Qc0 = QMTηCCHP

rec Kc0

ηCCHP
rec = T1−T2

T1−T0

VCCHP
MT = (∑ PCCHP

outputΔt)/(ηCCHP
MT L)

(1)

where QMT is the exhaust residual heat of the CCHP system; PCCHP
output is the output power of the CCHP

system; ηCCHP
MT is the efficiency of the gas turbine, which is set as 75%; ηCCHP

1 is the heat dissipation
coefficient of the CCHP system, which is set as 25%; Qh0 and Qc0 are the heating or refrigerating
capacity provided by the residual heat from the gas turbine, respectively; ηCCHP

rec is the recovery
efficiency of waste heat from flue gas; Kh0 and Kc0 are the heating or refrigerating coefficient of
bromine cooler, which are set as 1.2 and 0.95, respectively; T1 and T2 are the environmental coefficients,
which are set as 573.15 K and 423.25 K, respectively; VCCHP

MT is the amount of natural gas consumed by
the CCHP system; L is the low calorific value of natural gas, which is set as 9.7 kW·h/m3; and Δt is the
unit run time.

Under Equation (1), the CCHP uses waste heat for heating or cooling. If there are remaining
heating and cooling loads to be satisfied, extra gas consumption is necessary during the warming up
period [23]; that is:

VCCHP
h1 =

∑ (Qh − Qh0)Δth

Kh0ηCCHP
in L

(2)

VCCHP
c1 =

∑ (Qc − Qc0)Δtc

Kc0ηCCHP
in L

(3)

where VCCHP
h1 and VCCHP

c1 are the amount of natural gas that is needed for heating or refrigeration in
the CCHP system; Qh and Qc are the heat or cold load to be satisfied by the CCHP system; ηCCHP

in is
the operation efficiency of the CCHP for supplementary combustion, which is set as 75%; and Δth and
Δtc are operation time of gas turbine in heating or cooling, respectively.

Apart from the inherent installation cost, the fuel cost of the CCHP system can be calculated
as follows:

CCCHP
fuel = (wgas /L)∑

t
(PCCHP

output /ηCCHP
MT ) (4)

where CCCHP
fuel is the fuel cost of CCHP system; and wgas is natural gas price.

The operation and maintenance costs of the CCHP can be calculated as follows:

CCCHP
opma = KCCHP

MT ∑
t

PCCHP
output (5)

where CCCHP
opma is the operation and maintenance costs of the CCHP system; and KCCHP

MT
is the

proportional coefficient of the CCHP’s operation and maintenance costs.

3.2. Energy Conversion Equipment

The multi-energy microgrid contains several pieces of energy conversion equipment, including
the GHP and CAC. Combined with the energy hub model, the efficiency output model of the energy
conversion equipment is [2]:

Pb(t) = CabPa(t) (6)

where Cab is the energy conversion coefficient.
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Besides the equipment installation cost, operation and maintenance costs also must be considered
during the planning phase. The operation and maintenance costs of the energy conversion equipment
can be calculated as follows [24]:

CTrans
opma(t) = Δt

NTrans

∑
m=1

Km
MT

∣∣∣Pm
output(t)

∣∣∣ (7)

where NTrans is the total number of energy conversion equipment units.

3.3. PV Power Generation System

The output model of the PV system is [25]:

PPV(t) = fPVPPV,rated
A(t)
AS

[
1 + αp(TEM(t)− TEMSTC)

]
(8)

where f PV is the power reduction factor of PV, which is set as 0.9; PPV,rated is the rated power of PV; A(t)
is the actual irradiance on the PV current tilt plane; AS is the irradiance under standard test conditions,
which is set as 1 kW/m2; αp is the power temperature coefficient, which is set as −0.47%/◦C; TEM(t)
is the surface temperature of PV; and TEMSTC is the temperature of PV under standard test conditions,
which is set as 25 ◦C in this study.

Unlike other components in the multi-energy microgrid, the PV system does not need primary
energy. Thus, no fuel cost is needed. It is much less expensive to operate PV than it is to run other
equipment. By fully considering the PV construction cost, maintenance cost, labor cost, price increase
indices, government subsidies, the actual service life of the PV system, the net PV residual value, and
the unit conversion cost of PV, power generation is calculated to simplify the following economical
calculations. The conversion cost is as follows:

CPV
output =

NPVPPV,ratedcPV0(1 − ρ) +
NY,PV

∑
YPV=1

f (Y)

NY,PVNPVTPV,maxMPV
− Bsubsidy (9)

where NPV is the number of PVs; cPV,0 is the unit capacity investment in PV construction; ρ is the net
residual rate, which is set as 3%; f (Y) is the net residual value of PV; MPV is the installation capacity
of PV; and Bsubsidy is the national subsidy for energy-saving and emission reduction, which is set as
0.1 ¥/kW·h.

The net residual value of PV is:

f (Y) = (1 + βPV)
YCPV

oper (10)

where βPV is the price rise coefficient, which is set as 5%; and Y is the planning life cycle, which is set
as 12a.

3.4. ES Devices

The lead–acid batteries (LB) are employed as electric storage devices for the microgrid system
that is modeled in this study. Compared with other power storage technologies, the LB features higher
charging efficiency and energy density, and it is not constrained by space, so it is a better fit for the
microgrid system. The dynamic model is [26]:

SOC(t) = (1 − δ)SOC(t − 1) + PES
C
(t)ΔtηES

C
/ESOC − PES

D (t)Δt
ESOCηES

D

(11)
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where SOC(t) is the electric quantity of ES at time interval t; δ is the ES self-discharge rate, which
is set as 0.5%/h; PES

C
(t) and PES

D
(t) are the charging and discharging power of ES at time interval t,

respectively; ηES
C

and ηES
D

are the charging or discharging efficiency of ES, which are set as 90% and
90%, respectively; and ESOC is the rated capacity of ES.

LB has a low self-discharge rate, so self-discharge loss is ignored. The cost lost in ES during
operation mainly includes the costs of life loss CES

life and power transmission loss CES
trans. The cost of life

loss in the power storage device can be calculated as follows:

CES
life =

μESCES
invest

N(|ES(t − 1)− ES(t)|) (12)

where μES is the regulating coefficient of ES, which is set as 1; CES
invest is the one-time ES purchase

cost; N(·) is the discharge depth function, which is typically a four-order function that denotes the
relationship between cycle life and discharge depth [23]; ES(t) is the power energy proportion of the
current LB, which can be calculated as follows:

ES(t) =
SOC(t)

ESOC
(13)

The power transmission loss CES
trans of ES devices results from incomplete transmission. It can be

expressed as follows:

CES
trans(t) = cES

trans[(1 − ηES
C
)PES

C
(t) + (1/ηES

D
− 1)PES

D (t)] (14)

When the multi-energy microgrid system runs in grid-connected mode, ES devices serve to
stabilize the fluctuation of renewable energy and improve the economical performance of the system.
The charging and discharging states of ES devices are associated with the output of the relevant unit
and the electricity pricing mechanism. When the microgrid system runs in electric-isolated mode, the
ES devices provide a significant backup energy supply. When something goes awry in the microgrid
system, extra power energy will be supplied first to the ES devices and similar types of loads. Energy
conversion will be possible if extra energy sources remain.

3.5. HS Devices

The regenerative electric boiler is selected as the HS device in the system model. It not only stores
heat; it also helps absorb renewable energy sources. The dynamic model of HS devices is [23]:

HHS(t) = (1 − kLOSS)HHS(t − 1) + QHS
C

(t)ΔtηHS
C

− QHS
D (t)Δt
ηHS

D

(15)

where HHS(t) is the heat of HS at time interval t; kLOSS is the heat dissipation rate of HS, which is set
as 1%/h; ηHS

C
and ηHS

D
are the charging and discharging efficiency of HS, which are set as 90% and

90%, respectively.
The circular life loss of the HS devices is smaller than that of the ES devices, and is not considered

in this study. The operating cost of the HS device mainly includes the idle cooling cost and heat
transmission loss cost. The cost of HS device loss can be calculated as follows:

CHS
oper(t) = cHS

h0 [kLOSSHHS(t − 1) + (1 − ηHS
C

)QHS
C

(t)Δt + (1/ηHS
D

− 1)QHS
D (t)Δt] (16)

4. Multi-Energy Microgrid Reliability Assessment

Reliability lays the foundation for any ideal planning scheme. As mentioned above, FMEA
and Monte Carlo simulation were combined to remedy the problems inherent to extant reliability
assessment methods. FMEA was employed to analyze the logical relationship of energy supply in
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the microgrid system, and quantify the potential effects of unit fault on different types of energy
supply. Thus, their various coupling features can be reflected. Monte Carlo simulation is a reliability
assessment method that can be applied to the multi-energy supply of the microgrid to simulate the
timing sequence features of the equipment units and load demands in the system.

Taking grid-connected operation mode as the example, the reliability status of different energy
types (power, heat, and cold) can be calculated as follows:

Relec = f (SCCHP, SPV, SES, SPG, SGN)

Rheat = f (SCCHP, SGHP, SHS, SGN)

Rcold = f (SCCHP, SCAC, SGN)

(17)

where R is the reliability of an energy supply; f (·) is the calculation function of energy supply reliability;
and S(·) is the state of equipment.

Based on the multi-energy microgrid shown in Figure 1, the failures in the CCHP, GHP, CAC,
PV, ES, PG, and gas network (GN) of the microgrid system were analyzed. Also, this study divided
one year into 8760 one-hour time periods. In each period, the equipment status parameters were kept
unchanged, and the instantaneous quantity was recorded at specific time points.

4.1. State Model of Equipment Units

In the microgrid system, the output of units (e.g., PV or CCHP) and different energy load
demands have robust time-sequential characteristics. It is challenging to model these characteristics
mathematically, which affects the feasibility of any reliability evaluation. A state model of equipment
units must be built to simulate the equipment unit states via the Monte Carlo method. Subsequently,
the time-sequential characteristics in the microgrid system can be modeled appropriately.

The Markov two-state models [8] were employed to describe the equipment units of the microgrid
system. The normal state of a unit is presented in an exponential distribution. The duration from the
unit’s normal working state to failure is:

Tf ,k = −(
1

λk
) ln uk k ∈ [1, 2, . . . . . . m] (18)

where λk is the failure rate of kth equipment unit; and uk represents the random numbers of uniform
distribution in [0,1] interval.

All of the equipment units are repairable. The failure duration is also an exponential distribution:

Tr,k = −(
1
μk

) ln uk k ∈ [1, 2, . . . . . . m] (19)

where μk is the repair rate of kth equipment unit.

4.2. Reliability Evaluation Indexes

This study selected the expectation of energy supplied (EES), loss of energy expectation (LOEE),
and system average interruption duration index (SAIDI) as the indices to evaluate the reliability of
different energy types in the multi-energy microgrid. The multi-energy reliability economic indicator
was built by combining energy prices.

(1) EES

This index refers to the probability that a certain energy type reaches the user demand side in a
certain period. A higher EES suggests that the energy can meet the demand in the sampling period
with high reliability. The specific solution is as follows:

The energy conversion matrix [2] in the energy hub model is extended to the energy transmission
power matrix C. Matrix C includes the unit supply matrix CM and adjustable resource matrix CS. The
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matrix expression forms are shown in Equations (20) and (21). The matrix rows represent different
run-time scenarios (including normal operation and failure scenarios); the matrix columns represent the
supplies of power, heat, and cold energy types. The unit supply matrix CM refers to the energy output
of the unit following the different energy demands in a certain period; the adjustable resource matrix
CS refers to the energy provided by backup resources or a utility grid to the microgrid after a certain
period. Specific values are associated with specific operation strategies. The energy transmission
matrix of the ith scenario in the sampling period is: Ci = CM,i + CS,i.

CM =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PCCHP
output + PPV

output PCCHP
output + PGHP

output PCCHP
output + PCAC

output
PPV

output PGHP
output PCAC

output
PCCHP

output + PPV
output PCCHP

output + PGHP
output PCCHP

output
PCCHP

output + PPV
output PCCHP

output PCCHP
output + PCAC

output
PCCHP

output + PPV
output PCCHP

output + PGHP
output PCCHP

output + PCAC
output

PPV
output 0 PCAC

output
PCCHP

output PCCHP
output + PGHP

output PCCHP
output + PCAC

output
PCCHP

output + PPV
output PCCHP

output + PGHP
output PCCHP

output + PCAC
output

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(20)

CS =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

PPG
output + PES

output PHS
output 0

PPG
output + PES

output PHS
output 0

PPG
output + PES

output PHS
output 0

PPG
output + PES

output PHS
output 0

PES
output PHS

output 0
PPG

output + PES
output PHS

output 0
PPG

output + PES
output PHS

output 0
PPG

output PHS
output 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(21)

The load energy demand matrix L = [Pelec
Load, Pheat

Load, Pcold
Load] reflects the demand for power, heat,

and cold energies in the sampling period. The supply and demand comparison matrix Q can
be built accordingly. The elements in matrix Q are Boolean variables. The elements Qj,i,k (j =

1, 2, . . . N; i = 1, . . . . . . , 8; k = e, h, c) in the matrix represent the j-th sampling, i-th scene obtained,
and discrimination of the k-th energy source. The distinguishing method of power energy, e.g., in the
matrix is as follows:

Qj,i,e =

{
0 Pelec

Load > CM,i,e + CS,i,e
1 Pelec

Load ≤ CM,i,e + CS,i,e
(22)

The energy supply expectation of power, heat, and cold energy types in the microgrid are
calculated by Equations (23)–(25), respectively:

EESelec =
1
N

N

∑
j=1

Qj,i,e (23)

EESheat =
1
N

N

∑
j=1

Qj,i,h (24)

EEScold =
1
N

N

∑
j=1

Qj,i,c (25)

where N is the number of Monte Carlo simulated sampling time periods.

(2) LOEE
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This index denotes the gross loss of energy due to unit failure or outage of a certain energy source
in the statistical time period. The unit is MW·h/a. A higher LOEE suggests that the energy source is
greatly influenced by unit failure, and that energy supply reliability is low. The index is calculated by
Equations (26)–(28).

LOEEelec =
8760

T

N

∑
j=1

LOEEelec
i (26)

LOEEheat =
8760

T

N

∑
j=1

LOEEheat
i (27)

LOEEcold =
8760

T

N

∑
j=1

LOEEcold
i (28)

where T is the evaluation time cycle.

(3) SAIDI

SAIDI refers to the duration of insufficient supply of a certain type of energy caused by unit
failure or outage in the statistical time period. The unit is h/a. Longer duration means a larger impact
of unit failure and low-energy supply reliability. This index is calculated by Equations (29) and (31):

SAIDIelec =
8760

T

N

∑
j=1

SAIDIelec
i (29)

SAIDIheat =
8760

T

N

∑
j=1

SAIDIheat
i (30)

SAIDIcold =
8760

T

N

∑
j=1

SAIDIcold
i (31)

(4) Energy supply reliability economic indicator

This study determined energy supply reliability economic indicators by calculating the LOEE by
type with corresponding prices [27]. The index value reflects the economic loss expectation caused by
equipment failure to the multi-energy microgrid system. It is calculated as follows:

CRE = welecLOEEelec + wheatLOEEheat + wcoldLOEEcold (32)

where welec, wheat, and wcold are the energy loss values of electricity, heat, and cold, respectively. The
specific values can be extracted from the references [18].

4.3. FMEA Analysis for Reliability Evaluation

Due to space limitations, this study report here only analyses the impact of CCHP failure as well
as quantitative analysis of the complementary coupling relationship between different energy types.

CCHP failure influences the supply of cold, heat, and power energy. Power loads are mainly
supplied by the PV, with a backup supplement from ES devices and PG; cold loads are supplied
by CAC under the condition that there is extra power energy and that CAC output constraints are
satisfied. Heat loads are supplied by the GHP under the condition that the GHP output constraints are
satisfied with backup support from HS devices.

Based on the evaluation indexes introduced in Section 4.2, the LOEE can be calculated by
Equations (33) and (34):

LOEEelec
CCHP = ∑

ke,CCHP

(λCCHP · LOEEelec
ke,CCHP

) (33)
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LOEEelec
ke,CCHP

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 Pelec
Load(t) ≤ PES

output(t) + PPV
output(t) + PEN

output(t)

∫
rCCHP

[Pe
Load(t)− (PES

output(t)+

PPV
output(t) + PEN

output(t))]dt
Pelec

Load(t) > PES
output(t) + PPV

output(t) + PEN
output(t)

(34)

SAIDI can be calculated by Equations (35) and (36):

SAIDIelec
CCHP = ∑

ke,CCHP

(λCCHP · SAIDIelec
ke,CCHP

) (35)

SAIDIelec
ke,CCHP

=

{
0 Pelec

Load(t) ≤ PES
output(t) + PPV

output(t) + PEN
output(t)

rCCHP Pelec
Load(t) > PES

output(t) + PPV
output(t) + PEN

output(t)
(36)

where ke,CCHP is the power supply area affected by the fault of the CCHP system.
Likewise, the relevant reliability indexes of heat and cold energy types can be calculated by

Equations (37)–(40):

LOEEheat
kh,CCHP

=

⎧⎪⎪⎨
⎪⎪⎩

0 Pheat
Load(t) ≤ PGHP

output(t) + PHS
output(t)∫

rCCHP

[Pheat
Load(t)− (PGHP

output(t)+

PHS
output(t))]dt

Pheat
Load(t) > PGHP

output(t) + PHS
output(t)

(37)

LOEEcold
kc,CCHP

=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0
{

Pelec
Load(t) < PES

output(t) + PPV
output(t) + PEN

output(t)
}

&
{

Pcold
Load(t) < PCAC

output(t)
}

∫
rCCHP

[Pcold
Load(t)− PCAC

output(t)]dt {Pelec
Load(t) < PES

ouput(t) + PPV
output(t) + PEN

output(t)}&{Pcold
Load(t) ≥ PCAC

output(t)}
∫

rCCHP

[Pcold
Load(t)]dt Pelec

Load(t) ≥ PES
output(t) + PPV

output(t) + PEN
output(t)

(38)

SAIDIheat
kh,CCHP

=

{
0 Pheat

Load(t) ≤ PGHP
output(t) + PHS

output(t)
rCCHP Pheat

Load(t) > PGHP
output(t) + PHS

output(t)
(39)

SAIDIcold
kc,CCHP

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0
{

Pelec
Load(t) < PES

output(t) + PPV
output(t) + PEN

output(t)
}

&
{

Pcold
Load(t) < PCAC

output(t)
}

{
Pelec

Load(t) < PES
output(t) + PPV

output(t) + PEN
output(t)

}
&
{

Pcold
Load(t) ≥ PCAC

output(t)
}

rCCHP ∪
Pelec

Load(t) ≥ PES
output(t) + PPV

output(t) + PEN
output(t)

(40)

According to the cooling energy determined by Equations (38) and (40), a portion of the cooling loads
are supplied by the CAC during normal function. If there is a fault, the system, in terms of energy
loads of equal importance, gives priority to electric loads per the higher energy grade of electric power
than cooling energy, besides their rigidity and flexibility. In contrast, the cooling loads supplied by the
CAC are reduced when a malfunction occurs to ensure the continuous supply of electric loads.

Likewise, the impacts of other unit failures on different energy supplies in the multi-energy
microgrid can be analyzed. The effects of PG failures on the microgrid system as well as the supply
PPG

output in the electric-isolated operation mode are not discussed here.

5. Multi-Energy Microgrid Double-Layer Planning Model

The optimized planning model of the multi-energy microgrid has two major parts. First is the
optimization at the planning level, which ensures the favorable capacity and quality of energy supply
and storage devices in the microgrid system. Second is the optimization at the scheduling level,
which serves to optimize the output of power supply devices and the operation of energy storage
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devices in the microgrid system. Both parts target economical efficiency per the reliability factors of
the power supply.

5.1. Optimization Object

In this study, the total cost of the multi-energy microgrid system across its entire life cycle
was selected as the target function. The total cost primarily involves the purchase, installation cost,
operation cost, and reliability conversion cost. The target function is expressed as:

min{CIN + COP + CRE} (41)

where CIN is the installation cost; COP is the operation cost; and CRE is the reliability conversion cost.
Where the system construction cost is:

CIN =

(
∑
m

Nm × Cinst,m × Mm − ∑
m

Nm × Cscra,m

)
r(1 + r)Y

(1 + r)Y − 1
(42)

where Cinst,i is the investment and construction cost of a unit capacity of mth equipment unit; m is the
total number of equipment units; and r is the effective rate of interest, which is set as 5%.

The annual operation cost is:

COP = ∑
m

∑
t

COP
f uel,m(t) + COP

opma,m(t) (43)

where COP
opma,m(t) is the operating and maintenance cost of mth equipment unit at time interval t.

The calculation method of the reliability conversion cost CRE is expressed as Equation (32).

5.2. Constraints

(1) Maximum load constraint: The maximum output capacity of the energy supply equipment
configuration must meet the maximum power demand of the microgrid system in power, heating,
and cooling loads:

∑
m

Pm
output,max(t) ≥ P[·]

Load,max(t) (44)

where Pm
output,max(t) is the maximum output power of mth energy supply equipment unit at

time interval t; and P[·]
Load,max(t) is the maximum load demand for some kind of energy at time

interval t.
(2) Power balancing constraint: If the energy storage function is ensured, a real-time balance

of power/heating/cooling energy supply and demand in the multi-energy microgrid should
be achieved:

∑
m

Pm
output(t) + ∑

m
Pm

D (t) = P[·]
Load(t) + ∑

m
Pm

C (t) (45)

where P[·]
output(t) is the output power of mth energy supply equipment unit at time interval t;

Pm
[C/D]

(t) is the charge or discharge power of mth energy storage equipment unit at time interval

t; and P[·]
Load(t) is the load demand at time interval t.

(3) Self-sufficiency probability constraint: The multi-energy microgrid works in electric-isolated
mode, so it is crucial in regard to meeting the load demands and operation stability of the system.
The self-sufficiency probability of meeting the system load demand in the planning period can be
employed to direct the planning and configuration of the microgrid system:

Pr

(
∑
m

Pm
output(t) + ∑

m
Pm

D (t) ≥ P[·]
Load(t)

)
≥ P[·]

st (46)
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where P[·]
st is the probability of self-sufficiency of a certain type of energy load.

(4) Operation constraint of power supply equipment: The energy supply equipment of the
multi-energy microgrid must meet the rated power and climbing constraints of the equipment
during operation.

Pm
output,min ≤ Pm

output(t) ≤ Pm
output,max (47)

− ΔPm
down ≤ Pm

output(t)− Pm
output(t − 1) ≤ ΔPm

up (48)

where −ΔPm
down and ΔPm

up are the climbing power of the mth energy supply component to reduce
or increase output power.

(5) Operation constraint of power storage equipment: The energy storage equipment of the
multi-energy microgrid must meet the energy charge/discharge power, and capacity constraints
of the equipment during operation:

Mm
min(t) ≤ Mm(t) ≤ Mm

max(t) (49)

Pm
[C/D](t) ≤ Pm

[C/D],max(t) (50)

where Mm
max(t) and Mm

min(t) are the maximum or minimum capacity of the mth energy storage
equipment unit.

5.3. Multi-Energy Microgrid Planning Process

The planning model of the multi-energy microgrid optimization also has two parts: planning
optimization and operation scheduling optimization. The configuration scheme is optimized based
on the overall energy load level in the microgrid system under the given constraints. In alternative
energy supply and storage equipment, considering Equation (42) and the optimal operation conditions
in the system’s whole life cycle, an optimized combination scheme for energy supply devices and
energy storage devices of the microgrid system is proposed here with the equipment type and quantity
as optimization variables. The planning optimization denotes a non-linear integer programming
algorithm that does not readily provide an analytical solution, so this study instead employed the
quantum-behaved particle swarm optimization (QPSO) algorithm [28]. Considering that the velocity
vectors are usually assumed to be small values during the iterative process of the traditional PSO
algorithm, one of the main drawbacks of the traditional PSO algorithm is that the solution of the
problem is easy to trap into the local optimum rather than the global optimal. Therefore, in this paper,
the QPSO algorithm is employed to avoid this problem. By using the wave function to describe the state
of a particle instead of the velocity as in a traditional PSO algorithm, and by improving the dynamic
behavior of particles, the solution of the problem can effectively avoid falling into local optimum.

Next, based on the hourly load demand curve in the planning period, the power supply of the
microgrid system, the demand profile of the microgrid system, and the operation constraints in the
energy supply/storage equipment, an hourly optimization scheduling scheme for each component is
built by combining the equipment configuration scheme given in the planning part and taking the
start/stop and output of the energy supply and storage equipment. Scheduling optimization denotes
a mixed non-linear optimization problem, which can also be solved through the QPSO algorithm.
Economical indicators under a certain planning scheme throughout the system’s operation can be
obtained at the operation level. Thus, they play an important part in the economical target of microgrid
system planning. Optimizing the operation and scheduling level is virtually a sub-planning-level
optimization process.

The optimized operation and scheduling level denotes the economic performance of the microgrid
system under normal operation conditions. The economical efficiency converted by the energy supply
reliability of the microgrid system is also calculated to determine the economic loss expectation
produced under fault conditions and improve the economical indexes. This process is illustrated in
Figure 2.
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Figure 2. Optimal planning process of a multi-energy microgrid.

6. Case Study

6.1. Case Overview

This study employed a series of typical industrial parks in southern China to validate the proposed
method. The physical structure and equipment composition of the microgrid system is given in Figure 1.
In regard to energy supply and demand, April to October are classified as cooling months (i.e., with
large demand for cooling loads). Heating loads include the demand for drying and ventilation during
the production and hot water for residential life; they have no definite supply period, but still show
some seasonal characteristics. There are demands for electric loads throughout the year.

Curves reflecting the demands for electric, heating, and cooling loads in the microgrid system
throughout the year are shown in Figure 3. The available types of energy production/conversion
equipment and economical operating parameters in the microgrid based on the above demands are
listed in Table 1; the types and economical operating parameters of energy storage devices are listed
in Table 2. The initial capacities of ES and HS are 30% and 50% of the rated capacity, respectively;
the maximal charge–discharge power is 80% of the rated capacity [29]. The reliability parameters of
various equipment units are listed in Table 3.

Figure 3. Load demand curve.
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Table 1. Types and parameters of alternative energy production/conversion equipment. CCHP:
combined cold heat and power, GHP: gas heat pump, CAC: central air conditioning.

Devices
Types

Capacity/kW
Initial

Investment
Cost/(CNY·kW−1)

Operation and
Maintenance

Cost/(CNY·kW−1)

Energy
Conversion
Efficiency

Upper
Limit/kW

Lower
Limit/kW

CCHP 1 1200 4780 1.558 1 1200 12
CCHP 2 1500 4700 1.554 1 1500 15
CCHP 3 2000 4590 1.547 1 2000 20
CCHP 4 3000 3500 1.499 1 3000 30
GHP 1 800 2430 0.40 80% 800 8
GHP 2 1000 2230 0.40 80% 1000 10
GHP 3 1500 1680 0.40 80% 1500 15
CAC 1 1400 511 0.30 88% 1400 14
CAC 2 2000 460 0.30 90% 2000 20

Table 2. Type and parameters of energy storage equipment. ES: electric storage, HS: heat storage.

Device
Type

Capacity/kW
Initial Investment
Cost/(CNY·kW−1)

Operation and
Maintenance

Cost/(CNY·kW−1)

Initial
Capacity/kW·h

Maximum
Power/kW

ES 1 1000 700 0.03 300 800
ES 2 3000 580 0.03 1000 2400
HS 1000 450 0.03 500 800

Table 3. Reliability parameters. PV: photovoltaic, GN: gas network.

Devices Names λk (f/a) rk (h)

CCHP 4 24
GHP 0.6 2
CAC 0.4 2
PV 0.4 20
ES 0.05 50
GN 0.9 20

The gas network sets the fault rate and repair time of the main gas pipeline. Various factors
correlated with power-generating efficiency are discussed here. The installed capacity of the PV is
4.6 MW; the annual output curve is shown in Figure 4. The optimization of different PV configurations
is not discussed in subsequent planning programs. According to the local power pricing policy, the
power price peaks at 11:00–15:00 and 19:00–21:00, and then valleys at 0:00–7:00; in other periods,
the price remains stable. Table 4 lists the prices for different energy types. The loss value of
electric/heating/cooling loads in the microgrid are 200 ¥/kW·h, 120 ¥/kW·h, and 120 ¥/kW·h,
respectively. Self-sufficiency probability is 90%.

Table 4. Different energy prices.

Types of Energy
Energy Prices

CNY/kW·h; CNY/m3

electricity
Peak period 0.80
Waist period 0.50
Valley period 0.20

gas 2.28
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Figure 4. Photovoltaic (PV) output curve.

6.2. Configuration of Storage Devices

The microgrid system described in this study operates in electric-isolated mode and in a
self-sufficient manner. The overall time cycle of the scheme is planned to be 10 years, i.e., Y = 10a. The
10th year is considered the target year. It is also assumed that installation occurs in the first year of the
planning horizon [30]. The penalty coefficient of the relevant algorithms is 0.03, the population scale is
80, the inertia factor is 0.5, the self factor is 2, the global factor is 2, the mutation probability is 0.05, the
iteration number N is 1000, and the error precision σ is 0.01. Four different cases were employed to
analyze the impacts of different configurations on the selection and reliability of different microgrid
planning schemes.

Case 0: A microgrid system without ES or HS devices;
Case 1: A microgrid system with HS devices but lacking ES devices;
Case 2: A microgrid system with ES devices but lacking HS devices;
Case 3: A microgrid equipped with both ES and HS devices.

This study calculated the optimal configuration scheme according to the above four cases; see
Tables 5 and 6 for their respective results and costs. Case 3 has the best economical performance
considering the capacity, configuration, operation, and reliability of the microgrid system. Case 0 has
low investment costs, as it lacks energy storage devices. In this case, the energy supply equipment of the
microgrid system is forced to meet the load demands at any moment and deal with the intermittency
of distributed PV power, resulting in high operation costs. The absence of energy storage devices also
leads to low reliability, especially when malfunction occurs, which increases the loss expectation.

Table 5. Optimal configuration of microgrid system.

Case CCHP GHP CAC ES HS

0 CCHP 4 GHP 3 CAC 2 - -
1 CCHP 4 GHP 2 CAC 2 - HS
2 CCHP 3 GHP 2 CAC 2 ES 2 -
3 CCHP 3 GHP 2 CAC 2 ES 2 HS

Table 6. Cost calculation result. Unit: CNY.

Case Total Cost CIN COP CRE

0 8.103 × 106 1.805 × 106 4.093 × 106 2.204 × 106

1 7.165 × 106 1.826 × 106 4.126 × 106 1.213 × 106

2 6.464 × 106 1.824 × 106 3.9 × 106 0.757 × 106

3 6.028 × 106 1.880 × 106 3.451 × 106 0.696 × 106
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Cases 1 and 2 have different energy storage devices. The HS device is a pure backup resource
that improves heating reliability. The ES device can stabilize the volatility of PV, which can improve
the microgrid system’s power supply reliability and further enhance the reliability of other energy
resources by using the energy conversion devices. Accordingly, the ES device is more important than
the HS device.

6.3. Reliability Assessment

Reliability is an important indicator for any ideal planning configuration scheme. Therefore,
this study carefully assessed the reliability of the energy supply to the system based on the above
optimized configuration scheme. The energy supply reliability of the microgrid system under different
cases were compared per the reliability indicators discussed in Section 4.2. The calculation results are
shown in Table 7 and Figures 5 and 6.

Table 7. Comparison of expectation of energy supplied (EES) in different cases.

Case Electricity Heat Cold

0 0.9956 0.9953 0.9937
1 0.9977 0.9979 0.9963
2 0.9985 0.9974 0.9972
3 0.9987 0.9982 0.9977

Figure 5. Comparison of loss of energy expectation (LOEE) in different scenes.

Figure 6. Comparison of system average interruption duration index (SAIDI) in different cases.
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In Case 1, the system lacks the backup of energy storage devices and meets energy demands
through the cooperation of relevant equipment units within the microgrid system. The distributed PV
power with high volatility cannot be stabilized effectively. Accordingly, energy supply reliability is
poor under random fault due to the lower degree of coupling among energy sources. A reasonable
configuration of energy storage devices in the microgrid can effectively stabilize the output randomness
of renewable energy sources, reduce the capacity redundancy of the energy production devices,
improve the energy supply reliability, and ensure an economical system performance. The HS device
is a backup resource that is critical for heat supply reliability. The ES device not only improves the
reliability of the power supply, it also converts energy sources through CAC when necessary. Power
storage devices improve the coupling among energy sources in the microgrid system and indirectly
enhance the energy supply reliability of other energy sources in the system.

Typical optimal configuration schemes under Case 4 were selected for further analysis in
accordance with their favorable annual reliability. Preconceived CCHP faults were simulated to
explore the impacts on all of the power, heating, and cooling resources with multi-energy coupling on
energy supply reliability under different energy demands. This study selected the peak and valley
periods of power loads, heat loads, and cold loads in a typical year, simulated CCHP outage and
failure, and then evaluated the LOEE and outage impact time expectation (re) of the multi-energy
microgrid under different energy demands. A pre-arranged outage time according to the reference
value of failure repair, 24 h, was employed to ensure that the expected failure time did not affect
the results. The evaluations are listed in Table 8, where e-peak, h-peak, and c-peak denote the peak
periods of power loads, heat loads, and cold loads, respectively; likewise, the valley periods of loads
are represented.

Table 8. Reliability indexes of a typical period of time for the microgrid system. LOEE: loss of energy
expectation, re: outage impact time expectation.

Reliability Indexes e-Peak e-Valley h-Peak h-Valley c-Peak c-Valley

LOEE
(MW·h)

electricity 1.985 1.7942 1.434 1.187 1.883 2.482
heat 0 0 0.129 0 0 0.959
cold 3.847 5.138 1.629 3.995 5.009 0.047

re (h)

electricity 18 21 12 12 16 18
heat 0 0 5 0 0 10
cold 21 24 18 23 24 21

When performing pre-arranged outage maintenance of a traditional single energy network, the
goal is typically to avoid load peaks. However, the comparison of reliability indexes at different typical
periods under the same operation mode suggests that although the pre-arranged valley outage value
does partially ensure sufficient energy supply, it significantly impacts other energy supplies under
multi-energy coupling and energy supply cycle circumstances. The valley value of power loads may
actually have a greater impact on cold loads than the simulated peak failure value.

On this basis, the energy supply reliability economic indicator was further analyzed to determine
the optimal maintenance time for major equipment in the microgrid system. Through the calculation,
the preconceived accident simulation is conducted at the moment t = 3500, and can get Imin = 1332.631
CNY. On account of the high PV output in the simulation period, ES can effectively reduce the loss
of energy supply. Extra power can be employed for cold loads through CAC, and heat loads can be
transferred completely through GHP. Hence, the influence on the microgrid system at this moment is
lower than that of other moments.

6.4. Discussions

In the case study, this study quantitatively analyzed the influence of different equipment
configuration schemes on the economy and reliability of multi-energy microgrid planning from

42



Appl. Sci. 2018, 8, 2062

different perspectives. On the basis, the reliability of a pre-scheduled outage in a typical scene was
analyzed, and a kind of application scenario of reliability evaluation was put forward. The results of
the cases are discussed as follows:

(1) According to the analysis of Section 6.2, although energy storage equipment will increase the
installation cost of the microgrid system to some extent, energy storage equipment can stabilize
the volatility of the renewable energy output and optimize energy distribution. Therefore, the
operation cost of the microgrid system is improved, and the energy storage equipment can play
the role of a backup resource, which enhances the reliability of the microgrid system. Considering
the reliability conversion cost, the configuration of the energy storage equipment can improve
the total cost of the microgrid system.

(2) The analysis of Section 6.3 suggests that compared with ES, HS equipment can only play the role
of heat energy reserve resources, so the contribution to reliability promotion is limited. The ES
equipment can not only provide support for improving the reliability of a power supply, it can
also indirectly enhance the reliability of the cooling supply because of the coupling characteristics
of the multi-energy networks through the equipment.

(3) Based on the analysis of the reliability of the multi-energy microgrid system, the reliability
within a pre-arranged outage in a typical scene was further analyzed in Section 6.3, which
can be referenced by the establishment of a maintenance strategy for key equipment in a
microgrid system.

7. Conclusions

This study took a multi-energy microgrid as its research target, sorted out the energy efficiency
and economical models of the key equipment in the microgrid system, presented a double-layer model
with optimal configuration, operation, and reliability consideration for the multi-energy microgrid
planning, and determined the optimal capacity configuration and energy management scheme via
an optimization algorithm. Compared with traditional, independently supplied and operated energy
supply methods, joint planning and design considering multi-energy coupling and complement
significantly improved the economic performance of the microgrid system. The energy storage device
in the microgrid system mitigated fluctuations in the output of distributed power and further enhanced
the energy supply reliability of the microgrid.

In the meantime, this study also proposed a calculation method for energy supply reliability under
multi-energy circumstances and perfected the planning model in terms of the economic loss caused
by reliability evaluations. The study properly calculated the significance of reliability in planning
and compensated for drawbacks in the traditional planning model (which only considers economical
factors under normal operation). The optimized design model with the noted reliability consideration
can help decision-makers determine the optimal equipment capacity and quantity to satisfy the load
demands in actual multi-energy microgrids. The proposed model was designed to not only improve
energy supply reliability, but also minimize cost. On this basis, the paper further studied the function of
reliability in the maintenance of key units. Based on the proposed reliability assessment techniques, the
paper made a comprehensive analysis on the planning, operation, and maintenance of a multi-energy
microgrid, providing certain guidance for the future construction of integrated energy systems.

For future research, regarding reliability evaluation, the impact of the system structure such as
lines, pipelines on reliability, as well as the time-delay difference of different energy transmission will
be further considered. Moreover, the impact of different operation modes of a microgrid system
on reliability will be analyzed as well. In the research on planning methods, energy efficiency,
pollutant emissions, and other factors will be further considered to improve the planning model
from different perspectives.
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Abstract: Isolated microgrids must be able to perform autonomous operation without external grid
support. This leads to a challenge when non-dispatchable generators are installed because power
imbalances can produce frequency excursions compromising the system operation. This paper
addresses the optimal operation of PV–battery–diesel-based microgrids taking into account the
frequency constraints. Particularly, a new stochastic optimization method to maximize the PV
generation while ensuring the grid frequency limits is proposed. The optimization problem was
formulated including a minimum frequency constraint, which was obtained from a dynamic study
considering maximum load and photovoltaic power variations. Once the optimization problem was
formulated, three complete days were simulated to verify the proper behavior. Finally, the system
was validated in a laboratory-scaled microgrid.

Keywords: energy management system; microgrids; frequency stability; renewable power generation

1. Introduction

The integration of distributed generation requires the development of new concepts for active
grid operation, where microgrids are the most promising one [1]. Microgrids can operate in grid
connected as well as isolated modes [2,3]. In isolated mode, the active power balance to maintain the
grid frequency has become one of the main challenges. The integration of large amount of photovoltaic
(PV) generation can further stress the power balance due to the lack of inertia and the fast power
variations of the resource. One possible solution to avoid frequency deviations produced by PV power
generation is its curtailment [4]. Frequency deviations can also be limited by increasing the grid inertia,
which can be achieved by connecting rotating machines [5]. The main drawback is that these solutions
have and adverse effect on the operation cost.

To solve the power balance problems while minimizing the operation cost, a hierarchical control
architecture is commonly used [6–9]. The primary control layer stabilizes the voltage and frequency
deviations due to power imbalances by adjusting the active and reactive power references in a time
frame of milliseconds. Then, the secondary control is responsible for recovering the voltage and
frequency to their reference values. Commonly, it is done by using PI based closed loop controllers in
a slower time scale than the primary control response time. Finally, The tertiary control determines the
power references to perform the optimal operation of the microgrid.
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1.1. Literature Review

Different methods have been considered for designing energy management systems (EMS), i.e.,
the tertiary control layer, for microgrids. These methods mainly consist of: (i) formulating an objective
function; (ii) defining a set of constraints to ensure the proper system behavior; and (iii) applying an
algorithm to find the optimal solution.

In [10], a mixed integer linear program (MILP) is formulated to minimize the microgrid operation
cost. The microgrid includes critical and controllable loads, energy storage, controllable generation
and renewable generation. Because the system under study is connected to the utility grid, any power
imbalance is considered to be compensated by the external network producing a very small frequency
deviation. Accordingly, power reserves are not considered. Even though the problem formulation does
not consider forecast errors, its periodical execution, similar to the rolling horizon process, permits
redefining periodically the operation plan compensating unpredicted deviations.

The works presented in [11–13] prove the real implementation of different EMSs for the minimum
price or minimum cost of the isolated microgrid operation. These papers solve the optimization
problems using MILP, multi-layer ant colony optimization and multi-period gravitational search
algorithms, respectively. These studies consider perfect forecast. Thus, the hierarchical control
structure is not implemented and power reserves are not considered. Consequently, power imbalances
and frequency deviations are not studied. Thus, the grid stability cannot be ensured.

The study performed in [14] proposes a heuristic method, based on genetic algorithms, for solving
the cost minimization problem for the microgrid operation. It first develops a forecasting method and
then formulates the problem and the generic algorithm. The problem formulation differs depending
on whether the microgrid operates connected or disconected form the main grid, considering load and
generation forecast for the power balance equations. As power reserves are considered, the power
imbalances due to forecast errors may be compensated, but this may lead to a suboptimal operation
point of the microgrid. In addition, the transient response when imbalances due to forecast errors
occur is not analyzed.

To avoid operating in a suboptimal operation point in microgrids due to forecast errors, different
studies propose the formulation of stochastic optimization problems [15–17]. In this method, a set of
forecasted scenarios is generated. Then, the decision variables are optimized for all scenarios, where
the objective function is the sum of the objective function of each scenario.

In [18], an EMS for minimizing the use of diesel generation in a PV–wind–diesel–battery-based
isolated microgrid is developed. The optimization problem is formulated as a MILP and executed
using the rolling horizon technique to reduce the effects of the uncertainties of forecasted variables.
In addition, the primary control layer (particularly the droop curves) vary depending if diesel
generation is turned on or off. This fact can affect the transient performance, but a transient study is
not performed.

The authors of [11–13] did not consider forecast errors. This issue is solved in [14,18] by
considering power reserves. To improve the average optimal operation point against the uncertainty,
the authors of [15–17] proposed a stochastic optimization method. These previous studies do not
analyze dynamic and transient behavior. This gap is treated in [19]. This study develops a multi
agent EMS for an isolated microgrid. One of the particularities and not studied in the previous
cited papers, is that the transient response considering the primary and secondary control layers is
analyzed. The tertiary control layer (EMS), which is the objective of the study, determines not only the
scheduled setpoints but also the required reserves to compensate photovoltaic and load forecasting
errors, avoiding frequency deviations. These frequency deviations are analyzed later in a real time
dynamic simulator platform.

The local controls of generation units will react to frequency deviations to achieve a power balance
and to maintain the grid frequency. In [20], the system frequency is introduced into the optimization
problem. Particularly, the frequency-power (f-P) droop control is considered and a the maximum
frequency deviation is constrained. These constraints apply for the steady state, but they do not
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consider the transient behavior. An optimal power flow (OPF) problem that includes the frequency
transient behavior is presented in [21], explaining the need to limit its deviations. However, the main
assumption is that the frequency decreases linearly during the first few seconds until reaching the
steady state. The typical frequency transient behavior usually presents an overshoot, as shown in [22].
Hence, the maximum frequency deviation during the transient may be greater than the deviation in
the steady state. This effect is not considered in [21].

1.2. Required Improvements in the EMS Development for Isolated Microgrids

As shown above, EMSs for isolated microgrids are commonly designed without analyzing their
dynamic behavior. The primary and secondary control layers are responsible for stabilizing the
microgrid after disturbance, but the EMS must consider their necessities to perform the operation
properly. This issue has been previously solved by incorporating power reserves constraints in the
optimization problems of the EMSs [14,19]. Nevertheless, few little dynamic considerations have been
performed when designing EMSs. In addition to the power up/down regulation capacity, there are
dynamic aspects that should be considered by the EMSs, which are not studied yet.

Utility grids are usually characterized by incorporating many rotating machines and, consequently,
have large inertia. During power imbalances, and until the primary and secondary controls react, the
required energy is obtained from the rotating machines leading to frequency variations. Due to the
big inertia, these frequency variations are usually small. Accordingly, in grid connected microgrids, it
can be assumed these deviations are not relevant [10]. In contrast, grid isolated microgrids present
low inertia, and even lower when large amount of photovoltaic power is installed. Accordingly, these
assumptions can no longer be accepted. Power reserves will determine whether the inner control loops
can compensate the microgrid imbalances. However, due to the low inertia, the transient frequency
deviations can reach unacceptable levels collapsing the system. Even though the study performed
in [19] considers the up/down regulation and analyzes the dynamic response, a required inertia to
ensure the frequency does not exceed the acceptable limit is not studied. Hence, in this case, the
EMS developed in [19] disconnects to match the rotating machines, and the system stability could be
compromised. Similarly, if frequency transients present overshoots, the stability of the system is not
ensured by the proposed methods in [20,21].

According to the above issues, for designing a reliable EMS, it is still necessary to incorporate
dynamic constraints into the problem formulation. Particularly, in addition to the power reserves,
the minimum grid inertia to ensure an stable operation should be considered on the tertiary control
layer of isolated microgrids.

1.3. Paper Contributions

This paper focuses on the above-mentioned issue. In particular, an EMS for ensuring that transient
frequency deviations do not exceed a defined limit is developed. Accordingly, the main contribution
of this paper are:

• The parameters that, being available by the EMS, may influence the frequency deviations
are analyzed.

• The the maximum frequency deviation in front of the maximum power imbalance is formulated.
This formulation uses the above-mentioned parameters.

• An EMS including a frequency constraint is formulated.
• The validation of the proposed EMS using dynamic simulation and laboratory platform

is presented.

Particularly, this paper proposes a power dispatch optimization algorithm for PV–battery–diesel-based
microgrids including demand and PV forecasting. To deal with uncertainty, the problem is based
on stochastic optimization and computed on-line, in a similar way to the rolling horizon technique.
The algorithm, which maximizes the PV generation, considers a frequency variation constraint obtained
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by analyzing multiple off-line dynamic simulations and performing a statistical study. The result shows
that the minimum system frequency depends on the number of connected diesel generators, the battery
power generation/consumption and the PV power generation. The algorithm was tested using simulation
software (MATLAB-SIMULINK for simulation; and GAMS for solving the MILP optimization problem,
using the SCIP solver) and validated in a laboratory platform. Particularly, three different days (based
on real second-by-second data) were simulated. Then, one of the simulated days was tested in a
laboratory-scaled microgrid platform.

2. System Description

The system under study is depicted in Figure 1. The microgrid consists of several diesel generators
(Nd), where each unit i has a rated power Pdi; a PV power plant, where the rated power is Ppv-nom; and
a battery with rated power and capacity Pbat-nom and Cbat, respectively. Finally, all these generation and
storage units feed the total power demanded by the loads (Pc). The layout is based on a real stand alone
system. It has the particularity that all generation and storage units (controllable units) are connected
to the same bus. Thus, the load side can be treated as a single aggregated load. Each controllable unit
has its local controller (LC) which is in charge of managing each resource separately:

• LC for diesel generation power plant: The local controller is in charge of controlling the frequency
of the grid. A proportional–integral (PI) controller, where the input is the frequency error (filtered
by a low pass filter), computes the mechanical torque setpoint of each diesel generator. This local
controller also receives the required number of connected diesel generators and accordingly
sends orders of connection/disconnection to each diesel unit. Each diesel generator has its
internal controller in charge of reaching the torque setpoint and to perform its connection and
disconnection according to the LC requirements. A similar control architecture is found in [23].
The main difference is that in the present paper the PI is a central controller that coordinates all
the diesel units, while in [23] a single unit is considered.

• LC for the PV power plant: This LC implements a power–frequency droop curve to provide
support to the grid. Reducing the active power will always be possible, but increasing it (under
frequency events) will depend on the available active power. The controller can perform power
curtailments. A maximum PV power setpoint is received externally and a PI controller computes
the active power setpoint of each PV inverter. This controller is defined in [24], but the ramp rate
limitation is not taken into account.

• LC for the battery: This controller receives externally an active power sepoint and applies a
power–frequency droop curve to provide grid support. The output is the droop modified setpoint.
The inner control loops will be in charge of reaching this value of active power. The dynamic
model is simplified as in [25], but the local frequency droop has been included.
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Figure 1. Simplified PV–battery–diesel-based microgrid scheme.

3. Methodology

3.1. EMS Design Requirements

The purpose of this section is to describe the steps followed for designing the EMS. The process is
depicted in Figure 2. It shows that the EMS requirements are mainly determined by the characteristics
of the system it will operate (system definition), the usage of the forecasting information (system data
processing) and the identified operational requirements (system operation requirements).

SYSTEM CHARACTERISTICS
Electrical characteristics identification of PV generation plant, 
diesel generation, Storage system and Demand
Forecasting data for generation and demand

SYSTEM 
DEFINITION

EMS DESIGN

SYSTEM
DATA 
PROCESSING

Statistical characterization of
PV generation forecast and demand forecast

SYSTEM OPERATION: Grid isolated operation

Frequency constraint estimation: dynamic simulations are 
performed for determining a relationship between the 
minimum electrical frequency and the PV power generated, 
stored power and number of connected diesels
Execution cycle: definition of execution times, resolution time, 
time horizon of the optimization problem and the forecasting 
update period

EMS 
Optimization problem formulation: the objective function and 
constraints are modeled. Steady state equations determining 
the power balances in the system and limiting system variables 

SYSTEM
OPERATION 
REQUIREMENTS

EMS:
Definition of the 
operation strategy 
based on optimal 
approach that 
does not 
compromise grid 
stability

Diesel generation: 
estimation of the 
minimum number 
of diesel connected 
generators to be 
able to face the 
largest demand 
change

Figure 2. EMS design methodology.
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First, the system characteristics are gathered—mainly the electrical characteristics and the
available forecasting data—assuming grid isolated operation. Then, a statistical analysis of the
forecasting for PV generation and demand is performed to identify the probability distribution of their
errors. This allows generating random forecast scenarios (as detailed in Section 3.5). Next, the operation
for the storage system is defined considering long-term variability of PV generation and demand.
The minimum number of diesel generating units needed to face the largest demand change expected
in the system is also determined. Finally, the EMS is designed, with two main purposes. On the one
hand, the optimization problem is formulated based on the steady state equations determining the
power balances in the system and limiting system variables. On the other hand, a frequency constraint,
which is included in the optimization problem, is formulated (based on dynamic simulation results)
relating the PV power generated, the battery power and the number of connected diesels with the
minimum allowed frequency after a maximum power imbalance in the system.

The EMS performance is described in Section 3.2. The execution cycle of the EMS is detailed
in Section 3.3. The procedure to determine the frequency constraint is explained in Section 3.4.
For the stochastic optimization problem, it is required to generate a number of random scenarios,
which is explained in Section 3.5. Finally, the whole optimization problem formulation is addressed in
Section 3.7.

3.2. EMS Performance

The objective is to achieve the optimal utilization of the PV energy while achieving a
generation–demand balance maintaining the grid frequency. In addition, it ensures that the minimum
frequency ( f mn) reached after a severe generation–load imbalance is within the limits (see Section 3.4
and the frequency constraint explained later for more detail).

The output variables (the setpoints to the generation and storage units) of the EMS are: (i) number
of diesel generators to be connected (D∗

con); (ii) the setpoint to the battery (P∗
bat); and (iii) the maximum

PV power setpoint (P∗
PVmax

). They are calculated for the remaining of the day at each optimization
execution period. On the other hand, the inputs are: (i) the load forecast (Lc); (ii) the available
PV power forecast (LPV); and (iii) the initial state of charge (SOC). Forecasts include the mean and
standard deviation.

Figure 3 shows the time periods used. (Tf or) represents the time periods when forecasts are
updated. (TEMS) is the period between EMS executions. Finally, Tintra is the optimization problem
time resolution. When the EMS is executed, the output variables (decision variables) are calculated for
the rest of the day. While P∗

bat and P∗
PV-max are calculated with a time resolution of Tintra, the resolution

of D∗
con is TEMS.

Op miza on period 
for op mizaton 2

Op miza on period 
for op miza on 1

T EMS T intra

nTEMS-1 n_TEMS 1 2 3 nTEMS -1 n_TEMS

Op miza on 1 
start Op miza on 2 

start

Day d-1 Day d

Op miza on period for 
op mizaton n _TEMSOpt 1

resolu on me

T for

Day d-1 Day d-1 Day d Day d Day d Day d Day d

Figure 3. Temporal description of the daily execution cycle.
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3.3. Execution Cycle

The optimization algorithm and its execution considers the daily sun period. Thus, the horizon of
each execution is end of the day. This can be observed in Figure 3, where the execution cycle during
the day d is depicted.

EMS period T execution: At period T ∈ {1, . . . , nTEMS}, the Pbat∗
T,p and PPV∗

max
T,p ∀ p ∈

{1, . . . , nTintra} are sent to their respective converters. These values are calculated in previous EMS
executions (see Figure 3). Then, the SOC at the beginning of the EMS period T + 1 is estimated using
the current SOC and the battery setpoints for the current execution period.

Using the estimated SOC at the EMS period T + 1 and the forecast for the rest of the day d,
the optimization problem is solved, and Pbat∗

t,p and PPV∗
max

t,p ∀ p ∈ {1, . . . , nTintra}, ∀t ∈ {T +

1, . . . , nTEMS}, and Dcon∗
t ∀ t ∈ {T + 1, . . . , nTEMS} are calculated.

The solution must be reached before the beginning of the EMS period T + 1. Otherwise, the
setpoints calculated for the EMS period T + 1 by the EMS execution at the period T − 1 are sent to the
respective converters.

3.4. Modeling Frequency Deviations

As explained above, one of the requirements of the isolated microgrid is the need to maintain
the frequency in the required range. The frequency deviations depend on the grid inertia (i.e., the
number of connected rotating machines) among other factors. One possible solution to ensure the
frequency requirements is to connect the maximum number of rotating machines (diesel generators)
providing large amount of inertia. However, these machines usually have a minimum active power
generation. (The industry has reported that during low load condition diesel engines suffer from
the “slobbering” effect. This effect is related to the low heat in the cylinder, allowing unburned fuel
and oil to leak through the slip joints. This eventually leads to power losses, accelerated ageing
and high maintenance costs). Thus, this strategy leads to a costly (fuel cost) and pollutant (CO2

emissions) solution. Accordingly, the optimal solution is to connect the minimum number of rotating
machines that ensures that, after a maximum power imbalance, the grid frequency will be kept in the
required range.

Thus, the approach of this paper is to obtain an empirical linear equation determining the
minimum frequency reached after a maximum power imbalance. This expression is then used in the
optimization algorithm.

To obtain this expression, the worst case was first defined. The load and PV production of a real
microgrid were monitored with 1 s resolution during six days and with 30 s resolution during one year.
Using load data, a maximum load variation of 1.5 MW in 1 s was identified. This severe variation
could have been produced due to the disconnection of a big load. For the case of PV data, it registered
a maximum power variation of 1 MW in 1 s. According to the available recorded data, these changes
will not occur simultaneously. Thus, the worst case considered is that the maximum power imbalance
will occur after a sudden load variation of 1.5 MW, representing the situation when the maximum
frequency deviation will occur.

Then, a simulation model of the microgrid was created. The model of the diesel generators are
described in [23] while simplified PV and battery models are described in [25].

Using the simulation model, a bundle of scenarios varying Dcon from Nd to Ndmin (being Ndmin
the minimum number of diesel units connected to supply the maximum power imbalance), varying
the Ppv from the rated PV power to 0 and varying the Pbat from PmxB (maximum battery power) to
PmnB (minimum battery power) were simulated. In these simulations, the worst case (maximum
load variation) was tested and the frequency response was analyzed, storing the minimum frequency
reached for each simulation. From the analysis, a relation between the EMS output variables and
the minimum frequency was performed (this analysis is explained below). To keep the optimization
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problem solvable using mixed integer linear programming (MILP), a linear regression is proposed for
that purpose as Equation (1):

f mn = θind + θd · Dcon + θpv · PPV + θbat · Pbat (1)

where θx are the coefficients of linear regression.
The minimum frequency reached after the maximum power variation is represented in Figure 4

as a box plot against the ONdies, Pbat and PPV∗
max . For each of the decision variables, it is possible to

observe the tendency of the minimum frequency reached. The lower is the Pbat and PPV∗
max , the higher

(in absolute values) is the maximum frequency deviation reached. On the other hand, the lower is
the ONdies, the lower is maximum frequency deviation reached. Figure 5 shows the summary of
performing a linear regression; it can be observed that the coefficients for PPV∗

max and Pbat are negative
and the coefficient for ONdies is positive. The p-values for all the coefficients are lower than 10−8 and
hence the obtained coefficients can be taken as significant.

Figure 4. Box plot showing the relation between the minimum frequency reached and the decision
variables of the EMS.
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Figure 5. Linear regression results for the coefficients of the minimum frequency equation. Caption
from R software.

3.5. Scenarios Generation

The forecasting system updates the forecasts for the rest of the day with a period Tf or. The forecasts
are based on a mean value and an error following a normal distribution with mean value (μerr = 0) and
a standard deviation (σerr). Using these values, the EMS generates a number of random scenarios Ns

defined by the the pair Lc
t,p,s and LPV

t,p,s, ∀t ∈ {To, . . . , nTEMS}, ∀ p ∈ {1, . . . , nTintra}; ∀ s ∈ {1, . . . , Ns}
being To the actual TEMS period.

3.6. Stochastic Formulation Approach

The forecast errors are considered by using stochastic formulation. Particularly, Ns scenarios
are generated (more details are given in Section 3.5). Then, the decision variables are constant for all
scenarios, i.e., devices receive the same setpoints in all scenarios. In contrast, the rest of the variables are
computed depending on each scenario. This way, the optimization problem ensures finding decision
variables that fulfill the problem constraints for all scenarios generated. Then, the global objective
function is the sum of the objective functions of all scenarios. Note that more probable scenario are
generated more times and thus are counted more times in the global objective function, i.e., the most
probable scenarios have higher weights in the objective function.

3.7. Formulation of the Optimization Algorithm

The optimization problem is stochastic. It means that, from the forecast (mean and deviation
values), different scenarios are generated. The solution (the battery setpoints, the maximum PV power
setpoints and the number of connected diesel generator setpoints) is unique independently of the
scenario, but the constraints must be accomplished for all scenarios. The objective function is the sum
of the objective functions of all scenarios. This way, we obtain an optimal solution considering forecast
errors. In this section, the different optimization sets, decision variables and restrictions required to
define the optimization problem are detailed.

3.7.1. Sets

The sets defining the EMS executions and the time resolution are shown in Equations (2) and
(3), respectively.

TEMS = {1, . . . , nTEMS} (2)

Tintra = {1, . . . , nTintra} (3)

where nTEMS is the number of the remaining executions of the optimization algorithm until the
end of the day and nTintra is the number of periods of Tintra s between two executions of the
optimization algorithm.

The index of the diesel generators are defined by the set in Equation (4), where Nd is the total
number of diesel generators.

Ndiesel = {1, . . . , Nd} (4)
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Stochastic optimization is used to account for the forecast errors. Hence, each optimization
execution considers Ns scenarios which are generated from the forecast inputs (mean and deviation).
The set of the different scenarios is defined in Equation (5).

S = {1, . . . , Ns} (5)

3.7.2. Decision Variables

The decision variables are those that the optimization algorithm finds to optimize the
objective function.

The battery power setpoint is defined as Equation (6), where positive values of power mean that
the battery is discharging. It is also distinguished if the battery is charging or discharging. The battery
charging and discharging powers are defined as Equations (7) and (8), respectively. To prevent
obtaining a solution where the battery could simultaneously charge and discharge, a binary variable is
defined in Equation (9). The SOC is shown in Equation (10). In the EMS algorithm, it is assumed that
the battery setpoint is the same as the real battery power generation/consumption.

Pbat∗
t,p , ∀ t ∈ TEMS, ∀ p ∈ Tintra (6)

Pbatchar
t,p , ∀ t ∈ TEMS, ∀ p ∈ Tintra (7)

Pbatdisch
t,p , ∀ t ∈ TEMS, ∀ p ∈ Tintra (8)

Xchar
t,p , ∀ t ∈ TEMS, ∀ p ∈ Tintra; Xchar

t,p ∈ {0, 1} (9)

SOCbat
t,p , ∀ t ∈ TEMS, ∀ p ∈ Tintra (10)

The diesel connection/disconnection setpoint and the power generation of each diesel generator
are denoted as Equations (11) and (12), respectively. ONdies

t,p is 1 if the diesel generator d at the EMS
period t and the intra period d is connected (and 0 otherwise).

ONdies
t,p , ∀ t ∈ TEMS, ∀ d ∈ NDiesel , ONdies

t,p ∈ {0, 1} (11)

Pdies
t,p,s,d, ∀ d ∈ NDiesel , ∀ s ∈ S, ∀ t ∈ TEMS, ∀ p ∈ Tintra (12)

The PV power generation of each scenario is written as Equation (13), while the maximum PV
power setpoint is expressed as Equation (14).

Ppv
t,p,s, ∀ s ∈ S, ∀ t ∈ TEMS, ∀ p ∈ Tintra (13)

PPV∗
max

t,p , ∀ t ∈ TEMS, ∀ p ∈ Tintra (14)

3.7.3. Parameters

The load and PV scenarios are generated according to the forecast mean values and deviations.
These scenarios are expressed as Equations (15) and (16), respectively. They represent the active power
of load and the available PV power.

Lc
t,p,s, ∀ s ∈ S, ∀ t ∈ TEMS, ∀ p ∈ Tintra (15)

LPV
t,p,s, ∀ s ∈ S, ∀ t ∈ TEMS, ∀ p ∈ Tintra (16)

The battery capacity, the initial SOC, the battery efficiency and the maximum and minimum
battery active power are written as Capbat, SOCi, ηbat, PmxB and PmnB, respectively. The maximum and
minimum active power of each diesel unit are expressed as PmxD and PmxD, respectively. The minimum
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frequency is expressed as f mn. The diesel generators performs a frequency control through a PI
controller. To provide a power reserve for frequency regulation, a power margin of diesel generators is
reserved. This power margin is denoted as margedies.

3.7.4. Objective Function

The objective function it to maximize the PV power generation. To do so, the battery is charged
or discharged according to the forecast and the problem requirements. During the charging and
discharging process, there are some power losses. Thus, the real useful PV power must take into
account them. Accordingly, the objective function is written as Equation (17).

[MAX] Z = ∑
t,p,s

PPV
t,p,s − nS (1 − ηbat) abs(Pbat∗

t,p ) (17)

To linearize this function, it can be re-written as Equation (18).

[MAX] Z = ∑
t,p,s

PPV
t,p,s − nS (1 − ηbat) (Pbatchar

t,p + Pbatdisch
t,p ) (18)

3.7.5. Constraints

The objective function has been linearized but. to prevent obtaining simultaneous charge and
discharge of the battery, the following constrains are included (Equations (19)–(23)):

Pbat∗
t,p = Pbatchar

t,p − Pbatdisch
t,p ∀ t ∈ TEMS, ∀ p ∈ Tintra (19)

Pbatchar
t,p ≤ PmxBXchar

t,p ∀t ∈ TEMS, ∀ p ∈ Tintra (20)

Pbatdisch
t,p ≤ PmxB(Xchar

t,p − 1) ∀ t ∈ TEMS, ∀ p ∈ Tintra (21)

Pbatchar
t,p ≥ 0 ∀ t ∈ TEMS, ∀ p ∈ Tintra (22)

Pbatdisch
t,p ≥ 0 ∀ t ∈ TEMS, ∀ p ∈ Tintra (23)

Then, the power balance at each period must be accomplished. This is forced by the restriction in
Equation (24).

Ppv
t,p,s + ∑

d∈NDiesel

Pdies
t,p,s,d + Pbat∗

t,p − Lc
t,p,s = 0∀ t ∈ TEMS, ∀ p ∈ Tintra, ∀ s ∈ S (24)

Then, as commented above, a margin of diesel generation is reserved for frequency regulation.
Thus, the maximum diesel generation is limited (Equation (25)):

∑
d∈NDiesel

Pdies
t,p,s,d ≤ ∑

d∈NDiesel

ONdies
t,d PmxD − margedies∀ t ∈ TEMS, ∀ p ∈ Tintra, ∀ s ∈ S (25)
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The relationship between the SOC at instant t and the SOC at instant t − 1 is shown in
Equation (26). The SOC is between 0 and 1 p.u. This constraint is formulated as Equation (27).
On the other hand, the battery power limits constraint is Equation (28).

-If TEMS = 1 and Tintra = 1

SOCbat
t,p = SOCinitial − Pbat

t,p
Δt

Capbat ∀ t ∈ TEMS, ∀ p ∈ Tintra

-If TEMS ≥ 1 and Tintra = 1

SOCbat
t,p = SOCbat

t−1,|p| − Pbat
t,p

Δt
Capbat ∀ t ∈ TEMS, ∀ p ∈ Tintra

-If Tintra �= 1

SOCbat
t,p = SOCbat

t,p−1 − Pbat
t,p

Δt
Capbat ∀ t ∈ TEMS, ∀ p ∈ Tintra

(26)

0 ≤ SOCbat
t,p ≤ 1 ∀ t ∈ TEMS, ∀ p ∈ Tintra (27)

PmnB ≤ Pbat
t,p ≤ PmxB ∀ t ∈ TEMS, ∀ p ∈ Tintra (28)

Then, the PV power cannot be greater than the available PV power of the corresponding scenario.
Thus, Equation (29) must be included into the optimization algorithm. The PV power must also be
lower than the maximum PV power setpoint of Equation (30).

PPV
t,p,s ≤ LPV

t,p,s ∀ t ∈ TEMS, ∀ p ∈ Tintra, ∀ s ∈ S (29)

PPV
t,p,s ≤ PPV∗

max
t,p ∀ t ∈ TEMS, ∀ p ∈ Tintra, ∀ s ∈ S (30)

Each diesel unit has a maximum and a minimum power at each scenario, which is formulated
as Equation (31).

ONdies
d,t,sPmnD

d ≤ Pdies
t,p,s ≤ PmxDONdies

d,t,s∀ t ∈ TEMS, ∀ p ∈ Tintra, ∀ s ∈ S (31)

Finally, the minimum frequency constraint is included in the optimization model. In the previous
section, it has been shown how to express the minimum frequency reached in the microgrid after a
maximum power imbalance. This constraint is written as Equation (32).

f mn ≤ θind + θd ∑
d

ONdies
t,d + θbatPbat∗

t,p + θpvPPV∗
max

t,p ∀ t ∈ TEMS, ∀ p ∈ Tintra (32)

4. Case Study

Based on a real case, the microgrid included: 9 × 1.2 MVA diesel units and 2 × 560 kWh batteries,
which are interconnected through 4 × 550 kVA inverters (2 inverters per battery). The total battery
power was then 2.2 MVA. The rated power of the PV plant was 10 MW, similar to the one presented
in [24]. The minimum accepted frequency was f mn = 49.0 Hz. Table 1 shows the problem parameters.

Table 1. Parameters for the EMS optimization problem.

Parameter Value Parameter Value Parameter Value

nTEMS 288 Capbat 1120 kWh PmnB −2200 kW
nTintra 10 SOCi 0.9 PmnD 0.3·1100 kW

Nd 9 ηbat 0.9 PmxD 1100 kW
Ns 5 PmxB 2200 kW margedies 2000 kW

Three scenarios were simulated. The load consumption was the same for all scenarios and shown
in the result plots. The difference between the three scenarios was reflected in the available PV power
profile. In the first case, after 12:30, the available PV profile presented large variations. The second
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scenario had lower PV variability, but it was not a fully sunny day. Finally, the last case consisted
of a sunny day with not appreciably fast PV power variations. The simulation results are shown in
Figure 6 for the first case, in Figure 7 for the second case and in Figure 8 for the last case. Note that
the simulation considered the execution cycle explained in Section 3.3 and the EMS outputs were
introduced to the dynamic model.

For each scenario, the top plot depicts the active power of microgrid’s devices as well as the
power demand and the available PV power. In the middle plot, the SOC and the connections of
diesel units can be observed. Then, the bottom plot shows the frequency response of the microgrid
in blue, being the green lines the frequency droop dead-band (out of this range, the PV plant and
the batteries provide frequency support). It can be observed that, for the three scenarios, the battery
was discharged at the beginning of the day to be able to charge during the hours of high PV power.
In addition, as could be expected, the active power of diesel generators and the connected units
followed a trend complementary to the PV power generation. Thus, during the peak PV production
hours, the amount of connected diesel generators was lower, as well as their production. It is also
shown that the frequency deviations were kept inside the acceptable range. Comparing the total
PV energy generated to the available PV energy for the three scenarios, the relative amount of used
PV energy was 94.57%, 84.46% and 94.98%, respectively. The second scenario had the lowest PV
profitability, but note that, in this case, the maximum available PV power was higher than the load in
some periods.

During the times 13:00–15:00, the frequency exceeded the droop dead-band several times. Thus,
the PV and battery provided frequency support. This happens because, during this period, the number
of connected diesel generators was small (low inertia). Hence, either the large PV fluctuations or
the connection of new generators injecting active power produced a frequency transient. While the
frequency may have exceeded the frequency droop dead-band (green lines), it did not exceed the
minimum value of 49 Hz.
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Figure 6. Simulation results for the first scenario (high PV power variability after the midday).
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Figure 7. Simulation results for the second scenario (medium PV variability).
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Figure 8. Simulation results for the third scenario (low PV variability).

5. Experimental Validation

5.1. Platform Description

An emulated microgrid was used for the experiments. As described in [26], an emulator consists
of a platform able to convert software processed variables into real magnitudes. Accordingly, real
equipment can be tested by its interconnection to the emulator platform. Hence, the system presented
above can be tested properly through the emulation concept.

The layout of the laboratory microgrid (emulated microgrid) and its physical devices are depicted
in Figure 10a,b, respectively. The emulated devices (diesel units, PV generators, storage, and loads)
mimicked the behavior of the real device they are representing and form the emulated subsystem of the
experimental setup. They were configured using a dedicated PC and a communication network. On the
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other hand, the real devices of the experimental setup were the PV and battery inverters, the power
transformers, the EMS (which was implemented on a dedicated PC) as well as the communication
network and the SCADA system. Because it is desired to emulate the isolated operation, the switch
interconnecting the real system with the external grid was opened.
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60



Appl. Sci. 2019, 9, 223

EMULATION
REAL 

CAN

MODBUS
EMULATOR CONFIGURATION NETWORK

Emulators
configuration

EMULATED SYSTEM
REAL SYSTEM

G

G
at

ew
ay

Diesel
emulator

G
at

ew
ay

G
at

ew
ay

PV
emulator

Battery
emulator

Load
emulator

G
at

ew
ay

G
at

ew
ay

M
ai

n 
gr

id
40

0 
V
ac

Grid connected,
isolated microgrid

Switch

G
at

ew
ay

L

EMS

SCADA

Gateway GATEWAY

(a) Microgrid emulator scheme

Diesel SCADA+EMSLoad PVBa ery

(b) Microgrid photo

Figure 10. Microgrid description.

5.2. Emulation Results

The simulated results were validated using the first test case (the one presenting the highest PV
power variability) and the emulation platform under a real time emulation test. The input data were
scaled-down according the emulator’s power ratings. The outputs of the EMS were sent, periodically
(TEMS = 5 min), to the devices (emulated). In Figure 11, the experimental results can be observed,
showing how the response was very similar to the simulation results. In particular, the same tendency
in the diesel units connections and disconnections as well as in the battery utilization can be observed.
An important observation is that, generally, the generation was greater than the load because the
emulated inverters had power losses.
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Figure 11. Laboratory emulation results for the first scenario (high PV power variability after the midday.

6. Conclusions

A new methodology for the optimal operation of isolated microgrids has been proposed.
This methodology is based on stochastic optimization to consider the forecast errors. In addition,
a minimum frequency constraint has been formulated and included the optimization algorithm to
ensure the secure operation of the microgrid. To maintain the optimization problem as a mixed integer
linear problem, this constraint has been defined using a linear regression.

Three different scenarios, based on real data, were tested using a dynamic model of the microgrid.
The results show a good behavior with a stable grid frequency and high rate of PV energy used.

After proving the proper response of the EMS using a simulation model, it was implemented
to manage a laboratory scale microgrid, where real time limitations, communication delays and
measurement errors occur. It has been shown that the system can also operate properly with real
platforms having similar behavior to the simulated system.
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Abstract: This paper proposes a hierarchical optimization method for the energy scheduling of
multiple microgrids (MMGs) in the distribution network of power grids. An energy market operator
(EMO) is constructed to regulate energy storage systems (ESSs) and load demands in MMGs. The
optimization process is divided into two stages. In the first stage, each MG optimizes the scheduling
of its own ESS within a rolling horizon control framework based on a long-term forecast of the local
photovoltaic (PV) output, the local load demand and the price sent by the EMO. In the second stage,
the EMO establishes an internal price incentive mechanism to maximize its own profits based on the
load demand of each MG. The optimization problems in these two stages are solved using mixed
integer programming (MIP) and Stackelberg game theory, respectively. Simulation results verified the
effectiveness of the proposed method in terms of the promotion of energy trading and improvement
of economic benefits of MMGs.

Keywords: multiple microgrid; rolling optimization; Stackelberg game; price mechanism

1. Introduction

With the increasing penetration of renewable energy resources (RESs) in the distribution networks
of regional power grids, intermittent RESs, which are connected to distribution networks in a
distributed way with a small capacity and high density, have great influence on the stability of regional
power grids. The energy management and control of distributed generation, load demand and energy
storage systems (ESSs) using microgrid (MG) technology can effectively improve the stability of
regional power grids [1–3]. MGs with different characteristics coexist in distribution networks of
regional power grids and form multiple microgrids (MMGs). MGs with different characteristics can
achieve energy interaction through energy management systems (EMSs), which not only can enhance
the reliability of the regional power supply [4], but also promote the utilization of renewable energy,
and improve the economic benefits of MGs [5].

In order to manage the energy scheduling between different MGs, centralized coordination control
is commonly adopted in MMG architecture [6–8]. In [9], the energy market operator (EMO) acts as a
centralized control system to coordinate the energy iteration between a cluster of selling MGs and a
cluster of buying MGs. A two-stage robust optimization for energy transactions in MMGs is proposed
in [10], which could minimize system cost under the worst realization of uncertain PV output. In [11],
a multiple agent system (MAS)-based hierarchical energy management strategy for MMGs is proposed
with easy implementation and low computation cost. A practical model is proposed for distribution
companies to minimize the total operation cost of the system including distribution networks and
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MGs through coordinated operation [12]. However, the above optimization methods are all aimed at a
situation in which there is no direct conflict of interest between MGs and upper manager. And these
methods are not very suitable for competitive hierarchical power market structures [13].

To stimulate the energy transaction potential of MGs, a multi-market participation framework
is proposed for distribution network operators (DNOs) [14]. Since market participants belong to
different stakeholders, DNOs and MGs can trade energy not only through cooperation, but also
through competition. The relationship among participants is suitable to be solved by game theory.
In [15], an incentive mechanism based on cooperative game theory is proposed to reduce the peak ramp
of distribution networks and improve the benefits of MGs. In [16], a two-level day-ahead scheduling
structure based on Stackelberg game is proposed to stimulate MGs participating in power sale bidding,
which could reduce the total cost of the DNO. A bi-level programming based on Stackelberg is adopted
by the DNO to improve the benefits of MGs while the cost of the DNO reaches the minimum [17].
However, these methods are based on day-head energy market, and there are still some shortcomings
in dealing with the uncertainties of renewable energy generation and load demand.

In this paper, a two-level optimization method is proposed for hour-ahead MMG energy
scheduling in distribution network energy markets, where the EMO is the upper manager of the whole
MMG system, and the MGO is lower manager of the local MG. This method can be implemented
in two stages. According to the short-term forecast information, the local MGO optimizes energy
scheduling of storage units by adopting rolling optimization in the first stage. The energy transactions
between the EMO and MGs are optimized in the second stage, which is modeled as a Stackelberg
game. The EMO is the leader of the game who determines the prices of the next hour to maximize
its own utility, while the MGs are followers who respond to prices by adjusting local load demands.
Through two stages of optimization, the economic utilities of the EMO and MGOs are both improved.
The other significant feature of this proposed method is that energy storage and load demands are
dispatched hourly, which makes it more reasonable to manage energy trading in MMGs under the
uncertainties of PV output and load demands.

2. Framework

2.1. Structure of an MMG

The structure of an MMG in this paper is shown in Figure 1. The parties involved in energy
trading in the MMG are MGs, the EMO and a power grid. Each MG mainly consists of a PV system,
an ESS, loads, a smart meter and a local EMS. For a rational MG, the first choice of PV generation is to
supply its own loads and charge its own ESS. The MG can then act as a seller when there is an energy
surplus or as a buyer when there is an energy deficit. The net energy profile of the MG is optimized by
the local EMS according to the benefits generated by energy consumption and the internal prices from
the EMO. The EMO is responsible for stimulating energy trading in MMGs by establishing a reasonable
internal buying price (ph

cb) and selling price (ph
cs) each hour. At the occurrence of an internal energy

mismatch, the EMO trades with power grids to balance supply and demand. In order to guarantee
that the profits of the MG obtained from energy sharing among MGs are better than those of the MG
obtained from energy trading with power grids directly, the internal prices produced by the EMO
should be between the selling price (ph

gs) and the buying price (ph
gb) of power girds, allowing the EMO

to maximize its own profits under the constraint as follows:

ph
gs ≤ ph

cs < ph
cb ≤ ph

gb (1)
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Figure 1. Structure of an MMG (multiple microgrid).

2.2. Operation Strategy

Figure 2 shows the details of the operation strategy of an MMG, which can be described by two
stages of optimization.

 

Figure 2. Operation strategy of an MMG (EMO: Energy Market Operator, MGO: Microgrid Operator,
PV: photovoltaic).

2.2.1. First Stage

Considering the time-coupling characteristics of a local ESS, a local EMS adopts a rolling
optimization method to determine the scheduling plan of the ESS for next period, which can minimize
the cost for the MG to purchase energy from the EMO and determine the role of the MG to participate
in energy trading in the next period. The inputs of the rolling optimization are the long-term forecast
information of local PV output, local energy demand and the price obtained from the EMO.
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2.2.2. Second Stage

According to the short term forecast information collected from MGs and the prices of power
grids, the EMO establishes the internal price optimization model for next period based on Stackelberg
game theory. The optimization target of the EMO is to maximize its own profits while considering the
demand responses of MGs. Furthermore, the EMO broadcasts the results of the internal prices to the
MGs, which respond to the prices by adjusting load demands.

3. System Model

3.1. Utility Model of MGs

Each MG equipped with a PV system receives a government subsidy for clean energy plus the
revenue from selling surplus energy to MMGs. The MG prefers the PV generation to satisfy its own
load demands and charge its own ESS. If the PV generation is insufficient, the MG will buy energy
form the MMG. The energy consumption in the MG can create revenue, especially for industrial and
commercial users [18,19]. Therefore, the utility model of the MG mainly considers the government
subsidy for PV generation, the benefits of energy consumption, the benefits from selling surplus energy
to the EMO and the costs of purchasing energy from the EMO. As the MG may be either a buyer or a
seller in different periods, the utility function in time slot h can be expressed as follows:

Uh
i = θpvh

i + kh
i ln(+1lh

i )− ph
cbnlh

s,i − ph
csnlh

b,i − cieh2
i (2)

where θ is the subsidy for each kWh generated by the PV system, pvh
i is the PV generation in the

time slot h. kh
i ln(1 + lh

i ) is the benefit that the MG i consumes energy lh
i . ph

cb and ph
cs are the buying

price and selling price from the MG to the MMG, respectively. nlh
s,i and nlh

b,i respectively represent the
selling energy and buying energy of the MG i in time slot h. ci is the degradation cost coefficient of the
ESS in the MG i, and eh

i is the charging energy to the ESS in time slot h. The other maintenance and
scheduling costs are neglected in this paper. Since each MG in the MMG can only act as a buyer or
seller at a special time slot, and the net energy should satisfy the following constraints:

nlh
b,i − nlh

s,i = lh
i + eh

i − pvh
i , (3)

0 ≤ nlh
b,i ≤ Dh

b,inlmax
i , (4)

0 ≤ nlh
s,i ≤ Dh

s,inlmax
i , (5)

Dh
b,i + Dh

s,i ≤ 1. (6)

Equation (3) is the constraint of energy balance in the MG i. nlmax
i is the maximum energy transaction

of the MG with the power grid in the connection line, Dh
b,i and Dh

s,i are the binary variables indicating
the state of buying and selling energy of the MG i.

3.2. Profit Model of EMOs

The MG may be either a seller or a buyer depending on its requirement of net energy. The MMG
energy importing from the MGs or exporting to the MGs in time slot h can be expressed by

Eh
im = ∑

Dh
s,i=1

nlh
s,i, (7)

Eh
ex = ∑

Dh
b,i=1

nlh
b,i. (8)
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Usually, the mismatch between imported energy and exported energy always exists, and the EMO
should trade with the power grid to maintain an internal energy balance. Therefore, the profit function
of the EMO can be written as

Proh
EMO =

{
ph

csEh
ex − ph

cbEh
im + ph

gb(Eh
im − Eh

ex), Eh
im < Eh

ex

ph
csEh

ex − ph
cbEh

im + ph
gs(Eh

im − Eh
ex), Eh

im > Eh
ex

. (9)

4. Optimization Scheduling

4.1. Rolling Optimization for Local MGs

The scheduling of the ESS is optimized based on the long term forecast information on PV
generation, load demands and internal prices, which can be expressed as pvh, f

i , lh, f
i , ph, f

cb and ph, f
cs ,

respectively. The primary target of a local MG is to maximize the operation utility. According to (2),
the target of the rolling optimization is equivalent to minimize the cost of energy trading with the
EMO, which can be expressed as

minCroll
i =

h+KΔh

∑
h

[ph, f
cb nlh

s,i + ph, f
cs nlh

b,i + cieh2
i ], (10)

where k is the length of rolling optimization, and Δh is the rolling step. In addition, the objective
function in (10) needs to satisfy not only the constraints in (3)–(6) but also the constraints of battery
charging and discharging, which can be expressed as follows.

eh
i = eh

ch,i − eh
dis,i, (11)

0 ≤ eh
ch,i ≤ Dh

ch,ie
max
ch,i , (12)

0 ≤ eh
dis,i ≤ Dh

dis,ie
max
dis,i , (13)

Dh
ch,i + Dh

dis,i ≤ 1, (14)

SOCh+1
i = SOCh

i + Dh
ch,i · eh

ch,i · ηch,i − Dh
dis,i · eh

dis,i/ηdis,i, (15)

SOCmin
i ≤ SOCh

i ≤ SOCmax
i , (16)

where eh
ch,i and eh

dis,i are the charging and discharging energy of the ESS, respectively. Dh
ch,i and Dh

dis,i
indicate the charging and discharging state of the ESS, emax

ch,i and emax
dis,i are the maximum charging and

discharging energy in time slot h, respectively. Equation (15) shows the state of charge (SOC) of the ESS
during its charging and discharging at the end of the time slot h, ηch,i and ηdis,i are the charging and
discharging efficiency of the ESS and SOCmin

i and SOCmax
i are the lower and upper limits of the SOC.

Therefore, the rolling optimal scheduling in (10) can be modeled as a mixed integer programming
(MIP) problem.

4.2. Stackelberg Game for EMOs

The optimal scheduling of the ESS in the first stage is regarded as one of the inputs of the EMO
in second stage. The other inputs include the short term forecast information on PV generation,
schedulable and unscheduled loads and the trading roles of the MG in the following hour. After
receiving these inputs, the EMO will determine the internal prices and send to local EMSs for energy
consumption optimization in the following hour.
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4.2.1. Formulation of a Stackelberg Game

The hour-ahead energy sharing within the MMG is formulated as a Stackelberg game. The EMO
is the leader of the game, and stimulates energy sharing by setting the internal prices with the goal
of maximizing profits, while the MGs act as followers that optimize their utility through properly
responding to internal prices. The game between the EMO and the MGs can be defined by its strategic
form as

G =
{
(MGO ∪ {EMO}),

{
Lh

i

}
i∈N

,
{

Ph
cb

}
,
{

Ph
cs

}
,
{

Uh
i

}
i∈N

, Proh
MGC

}
, (17)

where
{

Lh
i

}
i∈N

is the set of load strategies adopted by each MG i in the time slot h constrained by

lh,min
i ≤ lh

i ≤ lh,max
i ;

{
Ph

cb

}
and

{
Ph

cs

}
are the strategic set of the EMO, which ensures that the internal

prices are constrained by ph
gs ≤ ph

cs < ph
cb ≤ ph

gb;
{

Uh
i

}
i∈N

and Proh
EMO are the utility of the MG and

the profit of the EMO which are expressed by (2) and (9), respectively.
Definition: Consider the game G defined in (17) as a set of strategies (Lh

i
∗, Ph

cb
∗, Ph

cs
∗) constituting

a Stackelberg equilibrium (SE) if (and only if) the following set of inequalities are satisfied:

Uh
i (Lh∗

i , Ph
cb
∗, Ph

cs
∗) ≥ Uh

i (l
h
i , Lh∗

−i, Ph
cb
∗, Ph

cs
∗) ∀i ∈ N, ∀lh

i ∈ Lh
i , (18)

Proh
EMO(Lh∗

i , Ph
cb
∗, Ph

cs
∗) ≥ Proh

EMO(Lh∗
i , ph

cb, ph∗
cs ) ∀ph

cb ∈ Ph
cb, (19)

Proh
EMO(Lh∗

i , Ph
cb
∗, Ph

cs
∗) ≥ Proh

EMO(Lh∗
i , ph∗

cb , ph
cs) ∀ph

cs ∈ Ph
cs, (20)

where Lh∗
i = [lh∗

1 , ..., lh∗
i , ..., lh∗

N ], Lh∗
−i = [lh∗

1 , ..., lh∗
i−1, lh∗

i+1, ..., lh∗
N ]. When all the players in (MGO ∪

{EMO}) reach the SE, the EMO cannot improve its profit by adjusting the internal prices from the
SE prices Ph

cb
∗ and Ph

cs
∗. Likewise, no MGs can enhance their utilities by selecting different strategies

from Lh
i
∗.

4.2.2. Achievement of Game Equilibrium

It is known from (2) and (3) that the utility of MGs can be modified as

Uh
i =

{
θpvh

i + kh
i ln(1 + lh

i )− ph
cb(l

h
i + eh

i − pvh
i ), lh

i + eh
i − pvh

i < 0
θpvh

i + kh
i ln(1 + lh

i )− ph
cs(lh

i + eh
i − pvh

i ), lh
i + eh

i − pvh
i ≥ 0

. (21)

For the given internal prices ph
cb and ph

cs, the optimal energy consumption lho
i can be easily obtained by

making ∂Uh
i /∂lh

i = 0, which leads to

lho
i =

{
kh

i /ph
cb − 1, lh

i + eh
i − pvh

i < 0
kh

i /ph
cs − 1, lh

i + eh
i − pvh

i > 0
. (22)

Equation (22) can be substituted into (7)–(9) to solve the optimal internal price of the EMO based on
the role of energy sharing that each MG wants to play. The following section provides a discussion of
the relationship between the optimal prices and the roles of MGs.

For each MG acting as a buyer, the net energy nlh
i satisfies lh

i + eh
i − pvh

i ≥ 0. The range of energy
consumption can be redefined as

max(lh,min
i , pvh

i − eh
i ) ≤ lh

i ≤ lh,max
i . (23)

Substituting the optimal value in (22) into the energy consumption in (23), we can obtain
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kh
i

lmax
i + 1

≤ ph
cs,i ≤

kh
i

max(lh,min
i , pvh

i − eh
i ) + 1

, (24)

where ph
cs,i is the flexible selling price that the MG i as a buyer expects to trade with the EMO. If ph

cs <

kh
i /(lmax

i + 1), the optimal energy consumption will be lmax
i ; if ph

cs,i > kh
i /(max(lh,min

i , pvh
i − eh

i ) + 1),

the optimal energy consumption will be max(lh,min
i , pvh

i − eh
i ). Similarly, the flexible buying price ph

cb,i
of a seller is constrained by

kh
i

min(pvh
i − eh

i , lh,max
i ) + 1

≤ ph
cb,i ≤

kh
i

lmin
i + 1

. (25)

If ph
cb < kh

i /(min(pvh
i − eh

i , lh,max
i ) + 1), the optimal energy consumption will be min(pvh

i − eh
i , lh,max

i );
if ph

cs > kh
i /(lh,min

i + 1), the optimal energy consumption will be max(lh,min
i , pvh

i − eh
i ). As a result,

we can simplify (24) and (25) into
ph

cs,i ∈ [ph,min
cs,i , ph,max

cs,i ], (26)

ph
cb,i ∈ [ph,min

cb,i , ph,max
cb,i ]. (27)

Equation (26) expresses the feasible region of the optimal price for a seller and equation (27)
expresses the feasible region of the optimal price for a buyer. Therefore, the profit functions of the
EMO in (7)–(9) can be updated with the optimal energy consumption as

Eho
ex = ∑

ph,min
s,i ≤ph

cs≤ph,max
s,i

(
kh

i
ph

cs
− 1)Dh

b,i + ∑
ph

cs<ph,min
s,i

lh,max
i Dh

b,i + ∑
ph

cs>ph,max
s,i

max(lh,min
i , pvh

i − eh
i )Dh

b,i + ∑
Dh

b,i=1
eh

i − pvh
i (28)

Eho
im = ∑

ph,min
b,i ≤ph

cb≤ph,max
b,i

(
kh

i
ph

cb
− 1)Dh

s,i + ∑
ph

cs>ph,max
s,i

lh,min
i Dh

s,i + ∑
ph

cb<ph,min
b,i

min(pvh
i − eh

i , lh,max
i )Dh

s,i + ∑
Dh

s,i=1
eh

i − pvh
i (29)

Proh
MGC =

{
ph

csEho
ex − ph

cbEho
im + ph

gb(Eho
im − Eho

ex ), Eho
im < Eho

ex

ph
csEho

ex − ph
cbEho

im + ph
gs(Eho

im − Eho
ex ), Eho

im ≥ Eho
ex

. (30)

In order to optimize the objective function in (30), we define a two-dimensional coordinate system
for the selling price and buying prices, as shown in Figure 3. The critical values in (26) of the sellers and
the power grid prices are located in a transverse axis, such as [ph

gb, ph,min
cs,i , ph,min

cs,j , ..., ph,max
cs,k , ph,max

cs,l , ph
gs],

and the critical values in (27) of the buyers and the power grid prices are located in a longitudinal
axis, such as [ph

gb, ph,min
cb,q , ph,min

cb,p , ..., ph,max
cs,m , ph,max

cs,n , ph
gs]. The feasible region S of the profit function (30) is

divided into a certain number of sub-regions, such as sub-region ∀s ∈ S. For each sub-region s ∈ S,
it is easily known that the profit function in (30) is concave (the proof can be seen in Appendix A). The
optimal buying and selling prices in sub-region s can be found as [ph∗

cb,s, ph∗
cs,s] by using CPLEX which is

the commercial solver for MIP problem. Thus, the optimal prices in S can be obtained as

[ph∗
cb , ph∗

cs ] = arg max
(ph

cb ,ph
cs)

(
Proh

MGC(ph∗
cb,s, ph∗

cs,s), ∀s ∈ S
)

. (31)

Furthermore, the optimal prices [ph∗
cb,s, ph∗

cs,s] will be sent to MGOs. The MGOs can calculate the
optimal load demands Lh∗

i according to formulas (22)–(27). Thus, the SE of the proposed game is
reached. The sensitivity analysis of MGs’ utilities over the internal prices adopted by the market
operator are shown in Appendix B.
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Figure 3. Feasible region of internal prices.

5. Case Studies

5.1. Basic Data

We employed MATLAB software to program the proposed model and analyze the simulation
results. The MIP problem and convex optimization problem were solved by CPLEX. The model was
applied to an MMG consisting of 3 MGs. All of the MGs had a PV system and an ESS installed, and
the maximum schedulable loads were set to nearly 20% of the maximum load demand. The capacity
of the ESS in each MG was 100kWh at the maximum charging/discharging rate of 0.5 C, and the range
of SOC is from 0.2 to 1. The degradation cost coefficient ci is 0.005.

The PV generation and load demands of the MGs in a typical day are shown in Figure 4, which
were collected from the operation data of different MGs located in Jinzhai, Anhui Province, China. The
time-of-use tariffs of the distribution network are shown in Table 1. The subsidy for PV energy was
CNY 0.42 per kWh. The length of the rolling optimization was 8 hours at a step of 1 hour. The forecast
information, which included load demands and PV generation, was generated from the collected
historical data by using the prediction algorithms [20,21].

  
(a) (b) 

Figure 4. Basic data in hour: (a) PV energy output for 3 MGs, and (b) load demands for 3 MGs.
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Table 1. Time-of-use tariff.

Distribution Network Prices (kWh/h) Hours

Selling
Peak: 1.189 8:00–11:00; 13:00–16:00; 18:00–22:00
Flat: 0.738 7:00–8:00; 11:00–13:00; 16:00–18:00

Valley: 0.423 0:00–7:00; 22:00–24:00

Buying 0.352 0:00–24:00

5.2. Internal Prices of the MMG

For the convenience of the following analysis, we provide the optimal prices in the MMG under
the condition of market equilibrium as shown in Figure 5. It can be seen that that during the periods of
0:00–8:00 and 18:00–24:00 the internal buying and selling prices were equal to those of the power grid
because the PV generation of each MG was very small, or even 0, and the internal load demand was
relatively large. While all MGs are in the purchasing state, the EMO cannot improve its own benefits
by adjusting the internal prices. During the period of 8:00–18:00, the internal buying price was always
higher than that of the power grid, and the MG could sell more electricity by adjusting load demand
to maximize operation utility. During the periods of 11:00–12:00 and 13:00–16:00, the internal sale price
was lower than the selling price of the power grid, and the MG could increase energy consumption to
reduce the purchasing cost of the MG and create more economic benefits.

⋅

 

Figure 5. Comparison of internal prices and grid prices.

The above results show that the EMO could only adjust the internal electricity price during the
period of 8:00–18:00, when PV generation is relatively strong. During the daytime, it could promote
energy trading in the MMG, and realize the improvement of the operation efficiency of each MG. Next,
we analyze the benefits of the MGs and the EMO in combination with the internal prices proposed in
this paper.

5.3. Results of Local MGs

5.3.1. Rolling Optimization of ESSs

In the proposed method, the local ESS is charged in the case of a PV generation surplus or low
electricity price, and discharged in the case of a PV energy deficit or high electricity price to reduce the
cost at which the MG purchases the electricity from the power grid. Figure 6 shows the dispatching
results of the ESSs in the local MGs. It can be seen that the ESS charged when the internal selling price
was equal to the valley price of the power grid in the period of 0:00–6:00. In the period of 7:00–9:00,
as load demands increased, the local PV energy was insufficient, the internal selling price was high
and discharge of the ESS occurred to reduce the cost of buying energy from the power grids in that
period. During the period of 15:00–18:00, the PV generation surplus was absorbed by the ESS. During
the period of 18:00–22:00, when the electricity price was high, the absorbed energy was released to
reduce the cost of power consumption in the MG.
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Figure 6. Optimal scheduling of energy storage systems (ESSs). SOC: state of charge.

In order to further analyze the benefits of ESS scheduling, the benefits of ESS charging and
discharging in each period are shown in Figure 7. These benefits were calculated on the basis of the
internal prices. The results show that the positive benefits of each ESS in a day were higher than the
total negative benefits. The increased benefits of three MGs were CNY 130.08, CNY 133.66 and CNY
143.96, respectively. This validates the necessity and rationality of ESS scheduling in the first stage.

Figure 7. Impact of ESS scheduling on the benefits of MGs.
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5.3.2. Demand Response of Local MGs

On the basis of optimal ESS scheduling, each MG will determine its own trading role
(see Appendix C) to participate in energy trading in the MMGs by transferring the local information
to the EMO. Under the incentive of internal prices, the MGs in the state of selling are encouraged to
sell more energy to the EMO, and the MGs in the state of buying are encouraged to buy more energy
from the EMO through the load adjustment as shown in Figure 8. During the periods of 11:00–12:00
and 13:00–16:00, MG1 and MG3 were stimulated by internal selling prices in the corresponding hours,
which improved the operation utility by increasing energy consumption. On the contrary, the MG2 in
the state of selling during the period of 7:00–18:00 could improve benefits by reducing load demand
and selling more energy. Compared with the direct transaction with the power grid, the proposed
method improves the utility of MGs, and the increased utility in each hour is shown in Figure 9.

 
Figure 8. Adjustment of load demands.

 
Figure 9. Increased utility of MGs based on internal prices.

5.4. Results of the EMO

The adjustment of energy consumption in local MGs directly affects the total energy sharing and
total energy demand in the energy market, as shown in Figure 10. It can be seen that as the internal
selling prices were lower than the grid selling prices during the periods of 11:00–12:00 and 13:00–16:00,
the total energy demand in the energy market increased significantly. The total energy sharing in
the energy market also increased as internal buying prices rose higher than the grid buying prices
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during the period of 7:00–18:00. The results show that MGs will actively participate in energy market
transactions under the incentive of internal electricity prices.

 
Figure 10. Comparison of energy trading in the energy market.

Energy demand and sharing in the energy market is the premise for the EMO to make profits.
In the periods of 0:00–7:00 and 18:00–24:00, MGs were in the buying state thus the EMO could only
purchase energy from the power grids to meet the demands of MGs and could not obtain profits.
Figure 11 compares the profits of the EMO under the internal price strategy and the grid price strategy
during the period of 7:00 and 18:00. Under the incentive of the internal price strategy, the profit of the
EMO increased significantly in these periods. The daily profit of the EMO increased from CNY 171.6
to CNY 277.7 and the rate of increase is 61.82%.

 
Figure 11. Comparison of the utility of the EMO.

To further illustrate the advantages of the proposed method, the net energy and PV utilization
of the MMG were analyzed. The comparison of net energy curves is shown in Figure 12. During the
period of 0:00–6:00, the charging of the ESS led to an increase in net energy. During the period of
18:00–24:00, the discharging of the ESS led to a decline in net energy. During the period of 6:00–18:00,
the change in net energy was affected by ESS scheduling and the load demand response under
internal prices. Obviously, the proposed method produced smaller fluctuations of the net load than
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the original method, and the PV energy reversal in the MMG during the period of 10:00–15:00 was
significantly suppressed.

 
Figure 12. Comparison of net energy of MMGs.

Moreover, the comparison of peak-to-average ratio (PAR) and PV utilization ratio are shown
in Table 2. Through comparisons, it is found that the proposed method can effectively reduce the
peak-to-average ratio of the net load and improve the utilization ratio of PV energy.

Table 2. Comparison of pea-to-average ratio (PAR) and PV utilization ratio.

Method PAR PV Utilization Ratio

Original method 3.1596 85.25%
Proposed method 2.6992 98.07%

5.5. Utility Comparisons with Other Methods

To further illustrate the advantages of the proposed hour-ahead optimization over day-ahead
optimization, the methods in references [16] and [17] were applied to the proposed case, and the
cost optimization problem of references [16] and [17] were transformed into the utility optimization
problem to make a comparative analysis of the results. In addition, the day-ahead stochastic prediction
errors of PV and the load demand were set to 10% and 12%, while the hour-ahead stochastic prediction
errors were set to 5% and 6%, respectively. The results are shown in Table 3.

Table 3. Comparisons with other methods.

Utility/CNY Reference [16] Reference [17] Proposed

EMO 234.2 207.6 277.8
MG1 4792.3 4796.4 4823.0
MG2 5897.2 5952.0 5973.8
MG3 6897.8 6946.4 7011.6

The results show that EMO and MGO can achieve more benefits by using the optimization method
proposed in this paper.

6. Conclusions

In this paper, a hierarchical optimization method is proposed to optimize the energy transaction
of a MMG in two stages. Firstly, the EMS of each MG determines the scheduling of ESS in the next hour
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by adopting rolling optimization, and decides its participating role in energy trading market. Secondly,
according to forecast information and the energy trading roles collected from MGs, the EMO optimizes
the internal prices of next hour based on Stackelberg game theory. The simulation results show that
the utility of both the EMO and MGO are increased by using the proposed method. In addition, the
net load curve and utilization ratio of PV energy in the whole MMG system are both improved.
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Appendix A

It is assumed that

Cex = ∑
ph

cs<ph,min
s,i

lh,max
i Dh

b,i + ∑
ph

cs>ph,max
s,i

max(lh,min
i , pvh

i − eh
i )Dh

b,i + ∑
Dh

b,i=1

eh
i − pvh

i , (32)

Cim = ∑
ph

cs>ph,max
s,i

lh,min
i Dh

s,i + ∑
ph

cb<ph,min
b,i

min(pvh
i − eh

i , lh,max
i )Dh

s,i + ∑
Dh

s,i=1

eh
i − pvh

i . (33)

Thus, expressions (32) and (33) can be simplified as

Eho
ex = ∑

ph,min
s,i ≤ph

cs≤ph,max
s,i

(
kh

i
ph

cs
− 1) + Cex, (34)

Eho
im = ∑

ph,min
b,i ≤ph

cs≤ph,max
b,i

(
kh

i

ph
cb

− 1) + Cim. (35)

By substituting (42) and (43) into (34), the objective function of the EMO in sub-region ∀s ∈ S is
described as:

If Eho
im < Eho

ex

Proh
EMO = ph

cs( ∑
ph,min

s,i ≤ph
cs≤ph,max

s,i

(
kh

i
ph

cs
− 1)Dh

b,i + Cex)− ph
cb( ∑

ph,min
b,i ≤ph

cb≤ph,max
b,i

(
kh

i
ph

cb
− 1)Dh

s,i + Cim)

+ph
gb( ∑

ph,min
b,i ≤ph

cb≤ph,max
b,i

(
kh

i
ph

cb
− 1)Dh

s,i + Cim)− ph
gb( ∑

ph,min
s,i ≤ph

cs≤ph,max
s,i

(
kh

i
ph

cs
− 1)Dh

b,i + Cex)
(36)

If Eho
im ≥ Eho

ex

Proh
EMO = ph

cs( ∑
ph,min

s,i ≤ph
cs≤ph,max

s,i

(
kh

i
ph

cs
− 1)Dh

b,i + Cex)− ph
cb( ∑

ph,min
b,i ≤ph

cs≤ph,max
b,i

(
kh

i
ph

cb
− 1)Dh

s,i + Cim)

+ph
gs( ∑

ph,min
b,i ≤ph

cs≤ph,max
b,i

(
kh

i
ph

cb
− 1)Dh

s,i + Cim)− ph
gs( ∑

ph,min
s,i ≤ph

cs≤ph,max
s,i

(
kh

i
ph

cs
− 1)Dh

b,i + Cex)
(37)

78



Appl. Sci. 2019, 9, 624

where (ph
cb, ph

cs) ∈ s, and ph
cb < ph

cs. Therefore, the Hessian matrix of Proh
EMO is

H =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡
⎢⎢⎢⎢⎣

− 2ph
gb

ph
cs3 ∑

ph,min
s,i ≤ph

cs≤ph,max
s,i

Dh
b,ik

h
i 0

0
2ph

gb

ph
cb

3 ∑
ph,min

b,i ≤ph
cb≤ph,max

b,i

Dh
s,ik

h
i

⎤
⎥⎥⎥⎥⎦, Eho

im < Eho
ex

⎡
⎢⎢⎢⎢⎣

− 2ph
gs

ph
cs3 ∑

ph,min
s,i ≤ph

cs≤ph,max
s,i

Dh
b,ik

h
i 0

0
2ph

gs

ph
cb

3 ∑
ph,min

b,i ≤ph
cb≤ph,max

b,i

Dh
s,ik

h
i

⎤
⎥⎥⎥⎥⎦, Eho

im ≥ Eho
ex

. (38)

Consider the fact that kh
i > 0, ph

gb > 0, ph
gs > 0, ph

cs > 0, ph
cb > 0 ∀i ∈ N, h ∈ H, H is thus negative

definite and Proh
MGC is strictly concave with respect to ph

cs and ph
cb.

Appendix B

Formulas (26) and (27) show that if ph
cs,i /∈ [ph,min

cs,i , ph,max
cs,i ], then ∂Uh

i /∂ph
cs,i = 0, and if ph

cb,i /∈
[ph,min

cb,i , ph,max
cb,i ], then ∂Uh

i /∂ph
cb,i = 0. Therefore, we mainly discuss the case of ph

cs,i ∈ [ph,min
cs,i , ph,max

cs,i ]

and ph
cb,i ∈ [ph,min

cb,i , ph,max
cb,i ]. For MG i, who is a buyer, if ph

cs,i ∈ [ph,min
cs,i , ph,max

cs,i ], then the optimal load
demand can be expressed as

lho
i = kh

i /ph
cb − 1 = (lh f

i + 1)ph
gb/ph

cb − 1. (39)

The corresponding utility is rewritten as

Uh
i = θpvh

i + (lh f
i + 1)ph

gb ln(
(lh f

i + 1)ph
gb

ph
cb

)− ph
cb(

(lh f
i + 1)ph

gb

ph
cb

− 1 + eh
i − pvh

i ). (40)

Therefore, the derivative of benefit Uh
i with respect to price ph

cb is

∂Uh
i

∂ph
cb,i

=
(lh f

i + 1)ph
gb

ph
cb

− 1 + eh
i − pvh

i . (41)

For MG i, who is a seller, if ph
cb,i ∈ [ph,min

cb,i , ph,max
cb,i ], then the optimal load demand can be expressed as

lho
i = kh

i /ph
cs − 1 = (lh f

i + 1)ph
gb/ph

cs − 1. (42)

The corresponding utility is rewritten as

Uh
i = θpvh

i + (lh f
i + 1)ph

gb ln(
(lh f

i + 1)ph
gb

ph
cs

)− ph
cs(

(lh f
i + 1)ph

gb

ph
cs

− 1 + eh
i − pvh

i ). (43)

Therefore, the derivative of benefit Uh
i with respect to price ph

cs is

∂Uh
i

∂ph
cs,i

=
(lh f

i + 1)ph
gb

ph
cs

− 1 + eh
i − pvh

i . (44)

To further demonstrate the utility of MG response to the internal electricity price, the utilities
of MG1 and MG3 in time slot 14 were chosen to show the relationship between utility and changing
prices, which are shown in Figures A1 and A2, respectively.
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Figure A1. The utility of MG1 response to internal buying prices. (k14
1 = 46.1, l14 f

1 = 130.7, pv14
1 = 141.6,

e14
1 = 0, p14

cs = 0.95, p14
gb = 0.35, p14

gs = 1.189).

 

Figure A2. The utility of MG3 response to internal selling prices. (k14
3 = 271.6, l14 f

3 = 227.4, pv14
3 =

172.7, e14
3 = −30, p14

cb = 0.49, p14
gb = 0.35, p14

gs = 1.189).

Appendix C

The optimal results of Dh
b,i and Dh

b,i determine the roles of MGs participating in energy trading,
which are all listed in the follow Table A1.

Table A1. Roles of Energy Trading.

Period MG1 MG2 >MG3

0:00–8:00 buyer buyer buyer
8:00–9:00 buyer buyer seller

9:00–10:00 buyer buyer seller
10:00–11:00 buyer buyer seller
11:00–12:00 buyer buyer seller
12:00–13:00 buyer seller buyer
13:00–14:00 seller seller buyer
14:00–15:00 seller seller buyer
15:00–16:00 seller seller buyer
16:00–17:00 seller buyer buyer
17:00–18:00 seller seller buyer
18:00–24:00 buyer buyer buyer
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Abstract: In this paper, the concept of fractional calculus (FC) is introduced into the sliding mode
control (SMC), named fractional order SMC (FOSMC), for the load frequency control (LFC) of an
islanded microgrid (MG). The studied MG is constructed from different autonomous generation
components such as diesel engines, renewable sources, and storage devices, which are optimally
planned to benefit customers. The coefficients embedded in the FOSMC structure play a vital role
in the quality of controller commands, so there is a need for a powerful heuristic methodology in
the LFC study to adjust the design coefficients in such a way that better transient output may be
achieved for resistance to renewable sources fluctuations. Accordingly, the Sine Cosine algorithm
(SCA) is effectively combined with the harmony search (HS) for the optimal setting of the controller
coefficients. The Lyapunov function based on the FOSMC is formulated to guarantee the stability of
the LFC mechanism for the test MG. Finally, the hardware-in-the-loop (HIL) experiments are carried
out to ensure that the suggested controller can suppress the frequency fluctuations effectively, and
that it provides more robust MG responses in comparison with the prior art techniques.

Keywords: non-integer sliding mode control; modified sine–cos optimization algorithm; islanded
microgrid; nonlinear robust control

1. Introduction

Over the past decade, the reduction of conventional fossil fuel reserves, along with the
environmental concerns about their burning, have led to the paradigm change toward the development
of renewable energy sources (RESs), such as photovoltaic (PV) and wind turbine generator (WTG)
systems penetrating into the power grid [1–3]. The planning and exploitation of RESs through
distributed generators (DGs) offers the benefits of local generation according to the needs of consumers,
with a consequent minimization in the transmission loss. The DGs can be potentially implemented for
improving power quality and service reliability [4–8].

A microgrid is regarded as a regulated entity in the power plant and consists of various DGs
such as microsources, energy reserve devices, and loads which are locally integrated into the grid
for the profit of the customers. Normally, microgrids (MGs) can work in the stand-alone mode as
independent islands or grid-connected modes in conjunction with the main electrical grid [9–11]. In
the grid-connected mode, the main utility generators are responsible for power balance management
in connection with new demands. In the isolated operation, the DGs are exposed to the load variations
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and randomness characteristics of renewable sources, which threaten the grid’s stability. The inherent
weakness of the integrated power plants may be somewhat shorted out by the installation of backup
systems such as microturbines and energy storage systems (ESSs) [12,13].

Since load frequency control (LFC) capacity is not sufficient to meet all of the control objectives
of the microgrid, employing a supplementary regulator in a secondary loop is obligatory. To deal
with the secondary LFC control of an islanded MG, the conventional proportional integral derivative
(PID) controllers and their variants are capable of restoring frequency deviations in normal operation;
however, they cannot work appropriately as operation points of the grid vary remarkably during
a daily cycle. To improve the efficiency of the LFC, some suitable control strategies including H∞
control theory [7], adaptive control [14], robust control [15], and model predictive control (MPC) [16]
have been applied to the DGs of the hybrid MG. In this regard, an MPC-based coordinated control
of the blade pitch angles of the wind turbine (WT), and the plug-in hybrid electric vehicle (PHEV),
has been developed in [16] for the LFC issue. The authors in [17] proposed a robust controller using
linear matrix inequalities to control the frequency in an integrated form of the MG and multi-MG with
different DG units. A model-free intelligent proportional integral (PI) controller is suggested in [18] for
several configurations of the isolated hybrid RESs/ESSs. The influence of the increased penetration
of WTs and MGs on frequency control is investigated in [19], and an advanced hierarchical control
methodology is established for the optimal control of the whole system.

The sliding mode control (SMC) is recognized as a prominent model-based approach to handle
disturbances, since this design scheme has inherent insensitivity features against the dynamical system
uncertainty. The advantages of the SMC are ease of use, quick convergent velocity, and robustness.
Up to now, several published works have been done to boost the strength of the SMC by combining it
with H∞ control theory [20], fuzzy logic [21] and neural network [22], etc. However, implementing
such sophisticated hybrid methodologies is a challenging duty for controller designers. Most recently,
similar to the uses of the fractional calculus (FC) concepts in other conventional methodologies [23,24],
the fractional order is incorporated for extension of the simple classic version of the SMC, so that the
degree of flexibility is enhanced. A few types of studies have been published for the application of the
fractional order SMC (FOSMC) in engineering applications [25,26].

In this study, a cooperative combination of the fractional order and SMC scheme is developed and
implemented for the grid frequency control in a hybrid MG. The simulation study is accomplished
on a complex MG, including various RESs, to indicate the significance of the suggested model-based
FOSMC control theory. The classic methodologies, as mentioned earlier, may not be applicable in
such circumstances to guarantee the stability of the hybrid power plant. The controller parameters are
adjusted automatically by using an effective combination of the Sine Cosine algorithm and harmony
search (SCA-HS). Designing the suggested control strategy is based on the model specifications of
the components configured in the controlled MG, and thus the time domain design of such a scheme
is very valuable. The proposed FOSMC scheme offers superior frequency regulation of MGs, which
are composed of numerous DGs and RESs, in comparison with the MPC and conventional SMC
approaches. Moreover, the proposed scheme has more robustness, to tackle more uncertainties than the
above-mentioned approaches, making it more suitable for practical applications. For investigating the
performance and robustness of the suggested model-based FOSMC technique, experimental validation
using hardware-in-the-loop (HIL) simulations are also given in this paper.

2. Non-Integer Order Calculus

Definition 1. The Riemann–Liouville fractional integration of order α of a continuous function f (t) is defined
by [27]

D−α f (t) =
1

Γ(α)

∫ t

t0

f (τ)(t− τ)α−1dτ (1)

where t0 is the initial time and Γ(.) is the Gamma function, which is defined by Γ(z) =
∫ ∞

t0
tz−1e−tdt.
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Definition 2. Let m− 1 < α ≤ m and m ∈ N, then the Caputo fractional derivative of order α of a continuous
function ϕ(t) : R+ → R is given by [27]:

Dαϕ(t) =
1

Γ(m− α)
∫ t

t0

ϕ(m)(τ)

(t− τ)α−m+1
dτ (2)

Property 1 ([28]). For any constant, ξ ∈ R we have Dαξ = 0.

Property 2 ([28]). For α ∈ (0, 1) and ω(t) ∈ Cm[0, T], we have:

Dα(Iαω(t)) = Dα(D−αω(t)) = ω(t) (3)

Lemma 1. Suppose that ψ(t) ∈ Cm[0, T] and α ∈ (0, 1). Then,

Dα
∣∣∣ψ(t)∣∣∣ = sgn(ψ(t))Dαψ(t) (4)

Proof. As α ∈ (0, 1), because of Equation (3), one gets:

Dα
∣∣∣ψ(t)∣∣∣ = 1

Γ(1− α)
∫ t

t0

∣∣∣ψ(t)∣∣∣′
(t− τ)α dτ

Besides,
∣∣∣ψ(t)∣∣∣′ = sgn(ψ(t)).ψ(t)′, so in Equation (2), one has:

Dα
∣∣∣ψ(t)∣∣∣ = 1

Γ(1− α)
∫ t

t0

sgn(ψ(t))ψ(t)′

(t− τ)α dτ (5)

�

Theorem 1 ([29]). Suppose that for α ∈ (0, 1), the fractional-order system Dαy(t) = g(y, t) satisfies the
Lipschitz condition and it has an equilibrium point like y = 0. Assume that there exists a Lyapunov function
V (t, y(t)) and class-K functions α1, α2 and α3 satisfying

α1(‖y‖) ≤ V (t, y) ≤ α2(‖y‖) (6)

DpV(t, y) ≤ −α3(‖y‖) (7)

which p ∈ (0, 1). Then the equilibrium point of the system Dαy(t) = g(y, t) is asymptotically stable.

Theorem 2 ([30]). Consider the following FO system

DαX = F(x, t). (8)

Let Λ : (0,∞) × [0, X]→ Rn introduce as

Λ(ω, t) =
∫ t

0
e−ω2(t−θ)F(x,θ)d(θ) (9)

Then, the FO system (8) can be written as

⎧⎪⎪⎨⎪⎪⎩
∂Λ(ω,t)
∂t = −ω2Λ(ω, t) + F(x, t)

X(t) =
∫ ∞

0 u(ω)Λ(ω, t)dω
(10)
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where u(ω) = 2 sin (απ)
π ω1−2α, α ∈ (0, 1).

3. Description of an Isolated Fractional-Order Microgrid Model

3.1. An Isolated Microgrid

In an isolated MG, the distributed loads are provided by various DG components such as PVs and
WTGs, and backup system elements (e.g., battery energy storage system (BESS) and flywheel energy
storage system (FESS)) [8,31]. A general scheme of microgrids is illustrated in Figure 1. Usually, the MG
dispatch system (MGDS) and the distribution management system (DMS) control the MG operation and
the power grid, respectively. Moreover, communication links attain reciprocal information transition.

 

Figure 1. A general configuration of microgrids.

3.2. The Diesel Engine Generator Model

The diesel engine generators (DEGs) have a lot of advantages, such as their fast speed in the start,
low maintenance, and high efficiency; hence, they have been a good option for backup in isolated
MGs [32]. By precisely regulating the DEG, the changes of load in the MGs can be instantaneously
tracked. In addition, the diesel power element can compensate for the fluctuations of renewable DGs
(such as WTG, PV, etc.) effectively.

The transfer function of the DEG is illustrated in Figure 2, which describes the control relationship
of the DEG output power and the LFC action. As presented in Figure 2, the elements of the governor
and generator are represented by the first-order inertia models of inertia term.

3.3. Wind Turbine Generator

The output power of wind turbines depends on the inherent specifications of the turbine, and two
factors: The speed and direction of the wind. The controllable WTG can be considered as a power
oscillation source in the MG via the control of the DG sections.
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R

−
+ gs t+ Ts t+

Tcd

Tgd

Tcf

Tmd

Figure 2. Model of the diesel engine generator (DEG) system.

3.4. Model of a Photovoltaic (PV) Generation

The electrical energy can be produced from the energy of the photons in PV cells, which are
constructed from semiconductor materials. Due to the external and boundary contiguity along with
the series resistance, losing power is inevitable in PVs. Naturally, the PVs have an intermittent
characteristic, and their generated power depends on several factors, such as the radiation intensity,
the surface area of the cell, and the ambient temperature [11]. A random power source can be utilized
to model the stochastic behavior of PVs in simulations.

3.5. Structure of the LFC-Based MG System

Figure 3 illustrates the structure of the suggested LFC for the test MG, which employs different
DGs such as PV, WT and DEG, storage devices (BESS and FESS), and loads. It is clear that the PV, fuel
cell (FC), and BESS parts are connected to the AC MG via DC/AC interfacing inverters. All small-scale
DGs and energy storage sections are connected to the AC bus via a circuit breaker. The spinning
reserve for the secondary frequency control is offered by the diesel power system.

The dynamics of the MG system is shown in Figure 3. This system is a nine-state set of
fractional-order equations. The objects of state equations are presented in the following:

Dβ(Δ f ) = 1
2H

[
Ts f ilt + Tmd + Tw − ΔPL + T f f ilt

− Tbat −D ∗ Δ f
]

Dβ(Tsinv) =
1

Tinv

[
Ts − Tsinv

]
Dβ(Ts f ilt) =

1
T f ilt

[
Tsinv − Ts f ilt

]
Dβ(Tgd) =

1
Tg

[
Tcd − Δ f

R − Tgd

]
Dβ(Tmd) =

1
Tt

[
Tgd − Tmd

]
Dβ(T f c) =

1
T f c

[
Tc f − Δ f

R − T f c

]
Dβ(T finv) =

1
Tinv

[
T f c − T finv

]
Dβ(T f f ilt

) = 1
T f ilt

[
T finv − T f f ilt

]
Dβ(Tbat) =

1
Tb
[Δ f − Tbat]

(11)
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Tinv s+1Tfc s+1 2H s+D

 Diesel Generator

 MG system

PL

Solar Panel

Wind Energy

R

f t

Tt s+1Tg s+1

Tfilt s+1

Fuel cell Inverter circuit 
of solar unit

Filter circuit of 
solar unit

Tb s+1

Battery 
system
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controller
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Tcd Tgd Tmd

TfiltTinvTs
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Figure 3. The overall microgrid (MG) scheme for load frequency control (LFC). FOSMC: fractional
order sliding mode control.

The nine state MG dynamics and the output equation rewrite in a compact form in the
following equations:

DαX = AX + BU
Y = CX + DU

(12)

where X, A, B, C, D, and U are stated matrix, system matrix, input matrix, the direct transition matrix,
and input respectively, and they are introduced as follows:

X =
[
Δ f Tsinv Ts f ilt Tgd Tmd T f c T finv T f f ilt

Tbat
]T

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− D
2H 0 1

2H 0 1
2H 0 0 1

2H − 1
2H

0 − 1
tinv

0 0 0 0 0 0 0
0 1

t f ilt
− 1

t f ilt
0 0 0 0 0 0

− 1
Rtg

0 0 1
tg

0 0 0 0 0

0 0 0 1
tT
− 1

tT
0 0 0 0

1
Rt f c

0 0 0 0 − 1
t f c

0 0 0

0 0 0 0 0 1
tinv

− 1
tinv

0 0
0 0 0 0 0 0 1

t f ilt
− 1

t f ilt
0

1
tb

0 0 0 0 0 0 0 − 1
2H

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

87



Appl. Sci. 2019, 9, 3411

B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0

1/tg

0
0

0
0
0
0
0

1/t f c
0
0
0

0
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, N =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1/2H
0
0
0
0
0

1/2H
0
0
0
0
0

0
0
0

0
0
0

0
1/tinv

0
0
0
0
0
0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

U =
[

Tcd Tc f
]T

, Q = [ΔPL Tw Ts]
T

C = [1 0 0 0 0 0 0 0 0], D = 0.

Table 1 describes the parameters of the MG equations utilized in the simulation.

Table 1. The MG power system’s parameters.

Symbol and Abbreviation Values Symbol and Abbreviation Values

ΔPL (change in load power) 0.02 s Tg (governor time constant) 0.08 s
Tinv (time constant of inverter

circuit of solar unit) 0.04 s Tb (battery power time constant) 0.1 s

T f c (time constant of fuel cell) 0.26 s 2H (inertia constant) 0.1667
T f ilt (time constant of filter circuit

of solar unit) 0.004 s D (damping coefficient) 0.015

Tt (diesel generator time constant) 2.00 s R (DG speed regulation) 3

4. Proposed Fractional-Order Sliding Mode Control Scheme

Here, a non-integer sliding surface is designed as follows:

S(t) = X + D−α[ K(|X|p)sign(X)] (13)

where 1 < p < 2 and K, is a vector of positive constants.
Based on the sliding mode control theory, when the system operates in the sliding mode, it

should satisfy:
S(t) = 0 (14)

So, using property 1, DαS(t) = 0. Therefore:

DαS(t) = DαX + K(|X|p)sign(X) = 0 (15)

The above equation can be rewritten in the form:

DαX(t) = −K(|X|p)sign(X) (16)

Based on the frequency distributed model theorem, this sliding mode dynamic is stable, and its
state trajectories converge to the equilibrium X = 0.

As a proof, due to Theorem 2, FO sliding dynamics (Equation (16)) can be expressed as:

⎧⎪⎪⎨⎪⎪⎩
∂Λ(ω,t)
∂t = −ω2Λ(ω, t) −K|X|psgn(X)

X(t) =
∫ ∞

0 u(ω)Λ(ω, t)dω
(17)
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By choosing a positive Lyapunov function in the form V1 = 1
2

∫ ∞
0 u(ω)Λ2(ω, t)dω, one has:

DαV1 =
∫ ∞

0 u(ω)Λ(ω, t) ∂Λ(ω,t)
∂t dω

=
∫ ∞

0 u(ω)Λ(ω, t)
[
−ω2Λ(ω, t) −K|X|psgn(X)

]
dω

= − ∫ ∞0 u(ω)ω2Λ2(ω, t)dω−K|X|psgn(X)
∫ ∞

0 u(ω)Λ(ω, t)dω
= − ∫ ∞0 u(ω)ω2Λ2(ω, t)dω−K|X|1+p < 0

(18)

So, based on Theorem 1, the FO sliding dynamics (Equation (16)) is asymptotically stable.
Now, to guarantee the existence of the sliding motion, the following robust controller is designed:

U(t) = −
[
B−1AX + KB−1(|X|p)sign(X) + γ B−1 sign(S) + λB−1 |S| tan h(S)

]
(19)

In which γ,λ are vectors of positive constants.

Theorem 3. Consider the fractional order linear system (12). If this system is controlled by the control law (19),
then the state trajectories of the system will converge to the equilibrium point.

Proof. Choose the following Lyapunov function

V2(t) = |S| (20)

Applying the Dα of V2(t) and using Lemma 1, one obtains

DαV2(t) = Dα|S| = sign(S)DαS (21)

Substituting si from (13) into (21), one has

DαV2(t) = sign(S)[DαX + K(|X|p)sign(X)] (22)

Inserting DαX from (12), we have

DαV2(t) = sign(S)[AX + BU + K(|X|p)sign(X)]

= sign(S)[AX + B
{
−
[
B−1AX + KB−1(|X|p)sign(X) + γB−1sign(S)

+λB−1|S| tan h(S)
]
}+ K(|X|p)sign(X)

] (23)

Now some simplifications, and based on Lemma 1, we obtain
Case 1: If S > 0, then sign(S) = 1 and 0 < tan h(S) = ε < 1, then

DαV2(t) = −[γ+ λ|S|ε] < 0 (24)

Case 2: If S < 0, then sign(S) = −1 and −1 < tan h(S) = ξ < 0, thus

DαV2(t) =[−γ+ λ|S|ξ] < 0 (25)

Thus, according to Theorem 1, the state trajectories of the fractional order system (11) will converge
to si = 0 asymptotically. �

5. Overview of the Original SCA

The Sine Cosine algorithm (SCA) is a recently introduced stochastic heuristic scheme, which is
developed based on the mathematical sine and cosine functions [33,34]. The SCA starts with initial
candidate solutions and improves them through fluctuating outwards and toward the targeted global
solution, using sine and cosine functions as follows:
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xj, t+1 =

{
xj, t +ω× sin (rand) ×

∣∣∣rand Pj, t − xj, t
∣∣∣ rand < 0.5

xj, t +ω× cos (rand) ×
∣∣∣rand Pj, t − xj, t

∣∣∣ rand ≥ 0.5
(26)

ω = a− t
a

Tmax
(27)

where xj, t is the current solution at tth iteration in jth dimension, Pj, t is the best solution, ω is a control
parameter which decreases linearly from a constant value a to 0 by each iteration, and Tmax is the total
number of iteration.

The Hybrid SCA and HS

In spite the fact that the SCA has exhibited an efficient accuracy more often than other well-known
heuristic methodologies, the native algorithm is not fitting for highly complex problems because of its
poor exploration capability. To ameliorate the diversification of the standard SCA, the improvisation
strategy used in HS is integrated into the SCA. In this way, a component of each search agent
X = (x1, x2, . . . , xD) is generated by using the SCA mechanism, with a probability of the harmony
memory consideration rate (HMCR). While with the rate of (1−HMCR), a new component is randomly
generated within the range of [LB UP], where LB and UP are the lower and upper bounds of the search
agent space. Moreover, with a probability of HMCR multiplying the pitch adjustment rate (PAR),
the surrounding space of a search agent is searched by the coefficient distance bandwidth (bw). To
guarantee a quick convergence and to guarantee the quality of the search agents, the design coefficients
of the SCA-HS algorithm (PAR, bw) are dynamically updated during the evaluation procedure [35],
given as:

PARt = PARmin + (PARmax − PARmin) × t/Tmax (28)

bwt = bwmaxe(
ln (

bwmin
bwmax

)

Tmax ×t) (29)

where PARmin and PARmax are the minimum and maximum pitch adjustment, respectively. Likewise,
bwmin and bwmax are the minimum and maximum bandwidths, respectively.

The computational procedure of combination of the SCA with HS is depicted in Figure 4.

Figure 4. The pseudo-code of the proposed optimization algorithm.
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The evolutionary algorithms (e.g., genetic, firefly, cuckoo search, etc.) merely require information
about the objective function. For online setting of the controller coefficients, a proper objective function
should be defined for the guidance of its search of heuristic methodologies. In this study, the objective
function of Equation (30) is adopted to adjust optimally the coefficients embedded in the FOSMC
controller optimally.

J =
∫ ∞

0
t. e2

set−point(t) + Δu2(t).dt (30)

where eset-point is the error signal and Δu is the control signal.

6. Simulation and Real-Time Results

In this section, the MG, which is provided in Figure 3, is simulated in MATLAB/Simulink (R2017a,
MathWorks, MA, USA, 2017) to investigate the efficiency of the FOSMC method from a systematic
perspective. To confirm the applicability of the FOSMC in the context of MGs, the experimental
examinations are conducted. The FOSMC-based experimental outcomes of the test MG are compared
to the well-known methodologies, such as MPC and SMC. In this application, the real-time HIL testbed
is established to take into account the delays and realistic errors that are not considered in the usual
off-line simulation. The schematic diagram of the HIL setup is depicted in Figure 5 and the main parts
of the setup are given below [34,36].

(i) A real-time OPAL-RT simulator is used which simulates the studied MG shown in Figure 3;
(ii) For the programming host, a PC is used as the command station to execute the MATLAB/Simulink

based-code on the OPAL-RT;
(iii) A router is established to connect all the setup devices in the same sub-network. In this application,

the OPAL-RT is connected to the DK60 board by Ethernet ports.

Real-Time Simulation of MicroGrid and Controller in the RTS-lab

The compilation process

Figure 5. The real-time experimental setup; (a) the real-time simulation of MG and controller in the
real-time simulator laboratory (RTS-LB) (b) the compilation process.

Case 1:

In this case, it is supposed that the load demand of the isolated MG is unvarying, i.e., ΔPL = 0.
On the other hand, the power randomness of the WTG (ΔPw) and PVG (ΔPpv) are involved in the
LFC-based MG. The profile of the wind power fluctuation, which is extracted from an offshore wind
farm in Sweden [37], is depicted in Figure 6a, while Figure 6b illustrates the solar radiation data in
Aberdeen [38], which was used in this test MG. By employing the real data, the frequency outcomes of
the MG system in the HIL environment are depicted in Figure 7.
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(a) 

 
(b) 

Figure 6. Power fluctuation, (a) wind power generator (WPG), (b) photovoltaic (PV).

Figure 7. Curves of the MG response with the application of WPG and PV.

According to Figure 7, the desired level of the MG outcome (Δ f ), regarding settling time and
transient fluctuations, is provided by the FOSMC controller. In comparison, the suggested technique
can achieve much smaller fluctuations of Δ f with quicker outcome specifications than the MPC
and SMC approaches. In other words, the real-time outcomes confirm that the suggested technique
can handle the randomness of the WTG and PV more effectively as compared to the considered
model-based approaches.

Case 2:

In this case, to confirm the robustness of the FOSMC controller, some parameters of the MG (i.e.,
R, D, H, Tinv, and Tg) are changed. The percentage of the variations for the test system is furnished
in Table 2.

As observed in Table 2, a sever scenario of changing the MG parameters is considered to assure
the robustness of the suggested FOSMC scheme. The real-time results obtained by the suggested
controller, MPC, and conventional SMC are depicted in Figure 8.
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Table 2. Uncertain parameters of the test MG.

Parameters Variation Range

R −20%

D +35%

H −10%

Tinv −25%

Tg +25%

Figure 8. Curves of the MG response according to Case 2.

The results of Figure 8 reveal that when the system parameters are changed, both the MPC and
conventional SMC can still provide robust LFC performance, but they are not adequately optimal.
Moreover, the results indicate that the proposed controller provides a higher degree of robustness in
comparison with the other two control strategies.

7. Discussion

The stochastic feature of the renewable energy items, i.e., wind and solar energies, introduces
oscillations in the MG frequency. Under such circumstances, LFC plays a great role in the MG
system because of its duty to preserve frequency in its scheduled value, in normal conditions, and
in case of a very slight deviation of the load. However, the control of the hybrid power system
operations in uncertain environments is a more complex task, without using a sufficient analytical
model. This makes it necessary to apply advanced control methodologies for the realization of the
system stability requirements.

Having knowledge of all the aforesaid, a new model-based FOSMC controller is developed to
ameliorate the LFC performance of an MG with high penetration of RESs. To ascertain the superiority
of the suggested model-based controller, two scenarios (Case 1 and Case 2) corresponding to the
fluctuation of RESs and their severe parametric variations (robustness analysis) are applied. From
the experimental results of Case 1 and Case 2, it is reflected that in spite of having the high system
complexity with the fluctuation nature of the RESs, all the designed LFC controllers can stabilize the
grid frequency effectively. In comparison, the FOSMC outperforms the MPC and conventional SMC in
terms of the settling time and overshoot. The peak overshoot and undershoot of frequency deviation,
using the different controllers, for the two concerned scenarios are compared, as illustrated in Figure 9.
Besides, the percentage of improvement of the suggested model-based controller over the MPC and
conventional SMC is depicted in Figure 10. The bar graphs of Figures 9 and 10 prove the dominance of
the FOSMC controller over both of the other controllers. By comparing the results of Case 1 and Case 2,
it is shown that the performance of the designed LFC controllers is deteriorated when the parametric
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variation is applied to the test MG. However, a higher level of stability is achieved by the proposed
method than the other compared controllers.
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Figure 9. Peak overshoot and undershoot of frequency deviation using various control strategies.
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Figure 10. Percentage of improvement of the suggested technique over the MPC and conventional
SMC controllers.

8. Conclusions

This work investigates a hybrid microgrid, in which the DGs and RESs are integrated to construct
a complex plant with advanced functionality. A novel model-based FOSMC technique is designed for
the LFC of the concerned MG with high penetration of renewable systems. Since the effectiveness
of the model-based technique depends on the controller’s coefficients, a hybrid SCA-HS algorithm
is suggested and implemented to tune the coefficients optimally. In the sense of the Lyapunov
criterion, the theoretical analysis is conducted to guarantee the stability of the suggested LFC-based
MG. Furthermore, hardware-in-the-loop experiments have been carried out in this study to justify the
feasibility of the FOSMC controller in a real-time environment. To show the supremacy of the suggested
technique, the dynamic behavior of the test MG with the FOSMC controller is compared with the
MPC and SMC approaches. Experimental outcomes confirm that the suggested technique successfully
handles the aforementioned challenges of the MG, and outperforms the considered techniques.

Author Contributions: Z.E. and M.R conceived and designed the controllers; M.G wrote the paper and analyzed
the data; T.D. contributed materials/analysis tools; M.-H.K. performed the experiments.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

94



Appl. Sci. 2019, 9, 3411

Abbreviations

MG Microgrid
LFC Load Frequency Control
SMC Sliding Mode Control
MPC Model Predictive Control
SCA Sine Cosine Algorithm
HS Harmony Search
HMCR Harmony Memory Consideration Rate
PAR Pitch Adjustment Rate
RES Renewable Energy Source
DG Distributed Generator
DEG Diesel Engine Generator
RES Renewable Energy Source
PV Photovoltaic
WTG Wind Turbine Generator
ESS Energy Storage System
FC Fuel Cell
FESS Flywheel Energy Storage System
BESS Battery Energy Storage System
PHEV Plug-In Hybrid Electric Vehicle
MGDS Microgrid Dispatch System
DMS Distribution Management System
HIL Hardware-in-the-Loop
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