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Preface

The world economy of today is more integrated and interdependent than ever before. The
fact that in many industries historically distinct and separate markets are merging into one
global market leads towards an environment that offers more opportunities, but is also more
complex and competitive than it used to be.

One of the main factors that drive today’s economy is technology. If technology is defined
as a practical application of knowledge and the aim is to become really competitive on the
global market, there is a need for something more, thus a cutting edge practical application
of knowledge would be necessary what the most advanced technology currently available
is - high tech.

If the classification of high-tech sectors is taken into consideration, it can be noticed that the
research activity takes place not only in the so-called high-tech societies such as the United
States, Japan, Germany, etc., but also in other regions.

This book is the result of research and development activities, covering concrete fields of
research:

*  Chapter one introduces a methodology for classifications of textile defects

*  Chapter two describes some possibilities for predicting wear in real contacts

* Chapter three presents several applications of laser processing for on-line process
monitoring

*  Chapter four introduces the process of deposition of carbon films

*  Chapter five lists the formability testing methods

*  Chapter six investigates aluminum foams

* Chapter seven estimates the type of car driver

* Chapter eight investigates the human biomechanics in working activities

*  Chapter nine presents cattle heart rate measurements

*  Chapter ten discusses a control method for permanent magnet linear synchronous
motor

*  Chapter eleven introduces a control method for power systems

*  Chapter twelve shows a model in the building of hydro acoustical antennas

*  Chapter thirteen introduces a readout system for experiments

*  Chapter fourteen gives a review on swarm robotics

* Chapters fifteen and sixteen present control possibilities in robotics

* Chapter seventeen shows a telerobotic application



*  Chapter eighteen presents an aid for the blind in the learning process
*  Chapter nineteen introduces a new approach for contour detection of the cornea
* Chapter twenty presents recent research results in phytoremediation

October 20, 2010
Editor
Igor Fiirstner

Subotica Tech - College of Applied Sciences
Subotica, Serbia



An Advanced and Automated Neural Network
based Textile Defect Detector
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1. Introduction

All textile industries aim to produce competitive fabrics. The competition enhancement
depends mainly on productivity and quality of the fabrics produced by each industry. In the
textile sector, there have been an enlarge amount of losses due to faulty fabrics. In the Least
Development Countries (LDC) like Bangladesh, whose 25% revenue earning is achieved
from textile export, most defects arising in the production process of a textile material are
still detected by human inspection. The work of inspectors is very tedious and time
consuming. They have to detect small details that can be located in a wide area that is
moving through their visual field. The identification rate is about 70%. In addition, the
effectiveness of visual inspection decreases quickly with fatigue. Thus, to produce less
defective textile for minimizing production cost and time is a vital requirement. Digital
image processing techniques have been increasingly applied to textured samples analysis
over the last ten years (Rall6 et al., 2003). Wastage reduction through accurate and early
stage detection of defects in fabrics is also an important aspect of quality improvement. The
article in (Meier, 2005) summarized the comparison between human visual inspection and
automated inspection. Also, it has been stated in (Stojanovic et al., 2001) that price of textile
fabric is reduced by 45% to 65% due to defects. Thus, to reduce error on identifying fabric
defects requires more automotive and accurate inspection process. Considering this lacking,
this research implements a Textile Defect Detector which uses computer vision
methodology with the combination of multi-layer neural networks to identify four
classifications of textile defects. Afterwards, a microcontroller based mechanical system is
developed to complete the Textile Defect Detector as a real-time control agent that
transforms the captured digital image into adjusted resultant output and operates the
automated machine (i.e. combination of two leaser beams and production machine),
illustrated in Fig. 1.

The main purpose of this chapter is to present an advanced and automatic Textile Defect
Detector as a first step for a future complete industrial Quality Information System (QIS) in
textile industries of Least Development Countries (LDC). The chapter is organized as
follows:



2 Advanced Knowledge Application in Practice

e Section 2 describes relevant previous efforts in the fields, such as textile fabric
inspection systems, computer vision and machine learning systems for automated
textile defects recognizing, electronic textile (e-textiles) systems etc.

e  Section 3 provides the methodology and implementation of the proposed textile defect
detectors. Software and hardware system implementation are two major parts. The
software system implementation consists the textile image processing and the neural
network designing issues. The hardware system consists micro-controller design and
implementation issues.

e  Section 4 provides the experimental comparison of the proposed implementation on the
textile defects detection.

¢  Finally, Section 5 concludes with some remarks and plausible future research lines.

pEsssssssssssanEg

111

Fig. 1. Real-time Environment of Textile Defect Detector

2. Related work

Machine vision automated inspection system for textile defects has been in the research
industry for longtime (Batchelor & Whelan, 1994), (Newman & Jain, 1995). Recognition of
patterns independent of position, size, brightness and orientation in the visual field has been
the goal of much recent work. However, there is still a lack of work in machine vision
automated system for recognizing textile defects using AL A neural network pattern
recognizer was developed in (Zhang et al., 1992).

Today’s automated fabric inspection systems are based on adaptive neural networks. So
instead of going through complex programming routines, the users are able to simply scan a
short length of good quality fabric to show the inspection system what to expect. This
coupled with specialized computer processors that have the computing power of several
hundred Pentium chips makes these systems viable (Dockery, 2001). Three state-of-the-art
fabric inspection systems are - BarcoVision’s Cyclops, Elbit Vision System’s I-Tex and
Zellweger Uster’s Fabriscan. These systems can be criticized on grounds that they all work
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under structured environments - a feat that is almost non-existent in list developed
countries like Bangladesh.

There are some works in (Ciamberlini et al., 1996) based on the optical fourier transform
directly obtained from the fabric with optical devices and a laser beam. Digital image
processing techniques have been increasingly applied to textured samples analysis over the
last ten years. Several authors have considered defect detection on textile materials. Kang et al.
(Kang et al., 1999), (Kang et al., 2001) analyzed fabric samples from the images obtained from
transmission and reflection of light to determine its interlacing pattern. Wavelets had been
applied to fabric analysis by Jasper et al. (Jasper et al., 1996), (Jasper et al., 1995). Escofet et al.
(Escofet et al., 1996), (Escofet et al., 1998) have applied Gabor filters (wavelets) to the automatic
segmentation of defects on non-solid fabric images for a wide variety of interlacing patterns.
(Millan & Escofet, 1996) introduced Fourier-domain-based angular correlation as a method to
recognize similar periodic patterns, even though the defective fabric sample image appeared
rotated and scaled. Recognition was achieved when the maximum correlation value of the
scaled and rotated power spectra was similar to the autocorrelation of the power spectrum of
the pattern fabric sample. If the method above was applied to the spectra presented in Fig.1,
the maximum angular correlation value would be considerably lower than the autocorrelation
value of the defect free fabric spectrum. Fourier analysis does not provide, in general, enough
information to detect and segment local defects.

Electronic textiles (e-textiles) are fabrics with interconnections and electronics woven into
them. The electronics consist of both processing and sensing elements, distributed
throughout the fabric. (Martin et al., 2004) described the design of a simulation environment
for electronic textiles (e-textiles) but having a greater dependence on physical locality of
computation. (Ji et al., 2004) analyzed the filter design essentials and proposes two different
methods to segment the Gabor filtered multi-channel images. The first method integrates
Gabor filters with labeling algorithm for edge detection and object segmentation. The
second method uses the K-means clustering with simulated annealing for image
segmentation of a stack of Gabor filtered multi-channel images. But the classic Gabor
expansion is computationally expensive and since it combines all the space and frequency
details of the original signal, it is difficult to take advantage of the gigantic amount of
numbers. From the literature it is clear that there exists many systems that can detect Textile
defects but hardly affordable by the small industries of the LDC like Bangladesh.

In this research, we propose an automated Textile Defect Detector based on computer vision
methodology and adaptive neural networks and that is implemented combining engines of
image processing and artificial neural networks in textile industries research arena. In textile
sectors, different types of faults are available i.e. hole, scratch, stretch, fly yarn, dirty spot,
slab, cracked point, color bleeding etc; if not detected properly these faults can affect the
production process massively. The proposed Textile Defect Defector mainly detects four
types of faults that are hole, scratch, fresh as no fault and remaining faults as other fault.

3. The automated neural network based textile defect detector

The proposed textile defect recognizer is viewed as a real-time control agent that transforms
the captured digital image into adjusted resultant output and operates the automated
machine (i.e. combination of two leaser beams and production machine) through the micro-
controller. In the proposed system as the recognizer identifies a fault of any type mentioned
above, will immediately recognize the type of fault which in return will trigger the laser
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beams in order to display the upper offset and the lower offset of the faulty portion. The
upper offset and the lower offset implies the 2 inches left and 2 inches right offset of faulty
portion. This guided triggered area by the laser beams will indicate the faulty portion that
needs to be extracted from the roll. For this the automated system generates a signal to stop
the rotation of the stepper motor and cut off the faulty portion. Whenever, the signal is
generated the controller circuit stops the movement of the carrying belt and the defective
portion of the fabric is removed from the roll. Then after eliminating the defective part again
a signal is generated to start the stepper motor and continue the further process. Here, the
whole system implementation is done in a very simple way. In addition to this the hardware
equipments are so cheap that a LDC like Bangladesh can easily effort it and can make the
best use of the scheme.

The methology that the whole system consists of two major parts - software and the
microcontroller based hardware implementation. The major steps required to implement the
Textile Defect Detector is depicted in Fig. 2.

| Start The System |
| Image Processing |
Original Noise Removing . Gray Scale
RCBImage "  and Filtering Tmnage
Dheision Tree -
B ire for . ﬂmln{.:}d Value N Hlﬁ‘ﬂ:'ilm
Threshold Value |* 5 AR
Process bo Collect
Threshalding Binary Image + Newral Network's
o Input Set

Meural Network

Neural network —pe Decision Logic for
Simulation Actual Output Result

¥

| Hardware System |

ﬁ Microcontroller
Takes Mecessary
Get The Signal

* Steps According e
the Signal

Fig. 2. Major components of the Textile Defect Detector
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3.1 The software system

The software system can be a competitive model for recognizing textile defects in real
world. Base on the research, the software system design is also separated into two
additional parts. The first part focuses on the processing of the images to prepare to feed
into the neural network. The second part is about building a neural network that best
performs on the criteria to sort out the textile defects. Whenever, the software, detects a fault
of any type mentioned above, sends/ triggers a signal to the hardware system.

3.1.1 Processing textile image for the neural network input
At first the images of the fabric is captured by digital camera in RGB format (Fig.3 and Fig.5)
and passes the image through serial port to the computer. Then, noise is removed using
standard techniques and an adaptive median filter algorithm has been used as spatial
filtering for minimizing time complexity and maximizing performance (Gonzalez et al.,
2005) to converts digital (RGB) images to grayscale images ( left in Fig. 4). A decision tree is
constructed based on the histogram of the image in hand to convert the gray scale image in
a binary representation. As we know from the problem description that there are different
types of textile fabrics and also different types of defects in textile industries hence different
threshold values to different pattern of faults there is no way to generalize threshold value
(T) from one image for all types of fabrics. Notice this phenomenon in histograms illustrated
in Fig. 3 (The identified threshold value T, should be greater then 120 and less than 170) and
Fig. 5 (The identified threshold value T, should be greater then 155 and less then 200). A
local threshold was used based on decision tree, which was constricted using set of 200
image histograms of fabric data. Illustration of the decision tree is provided in Fig. 6.
After restoration local thresholding technique (decision tree processing) is used in order to
convert grayscale image into binary image (right in Fig. 4). Finally, this binary image is used
to calculate the following attributes.
e  The area of the faulty portion: calculates the total defected area of an image.
e Number of objects: uses image segmentation to calculate the number of labels in an
image.

Fig. 3. Original faulty scratch fabric image and histogram representation
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e  Shape factor: distinguishes a circular image form a noncircular image. Shape factor uses
the area of a circle to identify the circular portions of the fault.

These attributes are used as input sets to adapt the neural network through training set in

order to recognize expected defects. An example of neural network input set is presented in

Table 1.

Area Number of Objects Shape Factor

76700 1 0.77389

Table 1. Neural network input set

Fig. 5. Original faulty hole fabric image and the histogram representation
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Fig. 6. Decision Tree for Threshold Value (T) to convert from gray to binary

3.1.2 Suitable neural network

In search of a fully connected multi-layer neural network that will sort out the defected
textiles, we start with a two layer neural network (Fig. 7). Our neural network contains one
hidden of 44 neurons and one output layer of 4 neurons.

The neurons in the output layer is delegated as 1st neuron of the output layer is to Hole type
fault, 2nd neuron of the output layer is to Scratch type fault, 3rd neuron of the output layer is
to Other type of fault and 4th neuron of the output layer is for No fault (not defected fabric).
The output range of the each neuron is in the range of [0 ~ 1] as we use log-sigmoid
threshold function to calculate the final out put of the neurons. Although during the training
we try to reach the following for the target output [{1 000}, {0100}, {0010}, {000 1}]
consecutively for Hole type defects, Scratch type defects, Other type defects and No defects,
the final output from the output layer is determined using the winner- take-all method.

To determine the number of optimal neurons in the hidden layer was the tricky part, we
start with 20 neurons in the hidden layer and test the performance of the neural network on
the basis of a fixed test set, and then we increase the number of neurons one by one and till
60, the number of neurons in the hidden layer is chosen based on the best performance. The
error curve is illustrated in Fig. 8.

The parameters used in the neural network can be summarized as:

e Training data set contains 200 images; 50 from each class.

e  Test data set contains 20 images; 5 from each class
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Fig. 7. Design of Feed Forward Back propagation Neural Network
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Fig. 8. Performance (in % error) carve on the neuron number in the hidden layer

e  The transfer function is Log Sigmoid.

e  Performance function used is mean square error

o  Widrow-Hoff algorithm is used as learning function (Hagan et al., 2002) with a learning
rate of 0.01.

e  To train the network resilient back propagation algorithm (Riedmiller and Braun, 1993),
(Neural Network Toolbox, 2004) is used. Weights and biases are randomly initialized.
Initial delta is set to 0.05 and the maximum value for delta is set to 50, the decay in delta
is set to 0.2.

e  Training time or total iteration allowed for the neural networks to train is set to infinity,
as we know it is a conversable problem. And we have the next parameter to work as
stopping criterion

Disparity or maximum error in the actual output and network output is set to 105. After
calculating input set, neural network simulates the input set and recognizes defect of image
as an actual output. From the resultant output, the software system can release final result
by the help of decision logic. So, the software system is a simple engine based on computer
vision methodology and neural networks in textile industries sector. Efficiency is one of the
key points of this system as a result all the algorithms applied on the system is aggressively
tested by time and space complexity. The system will successfully minimize inspection time
than other manual or automated inspection based system.
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3.2 The hardware system

The hardware system is capable to detect the upper offset and the lower offset of the faulty
portion. The upper offset and the lower offset implies the 2 inches left and 2 inches right
offset of faulty portion and needs to be extracted from the fabric roll. After cutting the
desired portions of fabric, the detector resumes its operation.

Microcontroller Implementation: In order to program the microcontroller, PICProg is used
to burn the program into the PIC16F84A. It is pic basic program, which uses the serial port
of the computer and a simple circuit. The code for the PIC was written and saves as *.asm
file. Then PicBasic Pro 2.45 was used to convert it into an *.hex file and after that using
PICProg the hex file was written into the PIC. The outlet of the microcontroller is exposed in
Fig.9 and Fig. 10.

Data Memory Free-run

RAM Counter
\ / Program
DataMemory |/ cpy ) Memory
RAM ! A _ FLASH

— }

PORTA | an

Fig. 9. PIC 16F84A Microcontroller outline

M
A2 e [o] 18] =—a1
= [3 1 160+ gy
MCLE —=[ 4 9 15[]—= 052
GND —+[5 @ 1[=—vce
REMNT < []6 'j;f 130 - RE7
FEl = [|7 P 12[] —= EE6
FHI -~ []8 1] -= FBS
RB: = []9 10 -+ RE4

Fig. 10. PIC16F84A
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The main circuit contains the following three parts:

E
1KQ B Red
g —WW\— BD135
+
220V AC 10KQ c

Implementation of 12-Volt DC power supply: Two diodes, one transformer or (24 v
peak to peak) one capacitor of 470 pF and one resistor are required to implement the
circuit. Here, the centre tap rectifier converts the AC into DC. The capacitor is used in
parallel to the load to stable the output at a fixed voltage. A 470 uF is connected to the
circuit to get a fixed 12 V voltage.

Arrangement of Microcontroller: 12V DC is applied to steeper motor voltage terminal
and as an input of a Voltage Regulator 7805 which provides 5V DC. After burnt the
Microcontroller, these 5V supplied to the Vdd and MCLR and Vss connected with
ground. OSC1 is connected with 5V DC through 4.7K resistances. Port A0, Al, A2 is
used in a switch to control Stepper motor speed and direction.

Implementation of switching circuit to control a stepper motor: Here four Transistors
have been used (BD135), which Bases (B) is connected to the Microcontroller port B, Bi,
B, and Bs through 1K resistances. Transistor’s Emitters (E) are shorted and connected
with ground. Collectors (C) are connected to the motor windings in sequentially. The
pulse width is passing from port By, By, B, and B3 to the stepper motor windings
according to the code.

IN 4007

IN 4007 12v E
1 1KQ
/‘\ 470 yF A B BD135 Yellow
|

B
K g Je
12V BD135 Orange
c

7 -
8
B 0 e s I
5 T L3 - S !
G;D PIC 16A84F
5V
1 24 1313 3% 15 16 17 16
lrﬁ.-]llﬁ].ﬂlu.l‘{nu}.- 0L el
47@?

W Switches

30 ij\

Fig. 11. Complete circuit diagram

As depicted in Fig. 11, the circuit consists of four TIP122 power transistors (T1, T2, T3 & T4),
330 ohm resistors (R1, R2,R3 & R4), 3.3k ohm (R5,R6,R7 & R8), IN4007 freewheeling diodes
(D1,D2,D3 & D4) and one inverter IC 7407, which is used as buffer chip (IC1). The 7407
buffer used here is a hex-type open-collector high-voltage buffer. The 3.3k ohm resistors are
the pull up resistors for the open-collector buffer. The input for this buffer comes from the
parallel port. The output of the buffer is of higher current capacity than the parallel port
output, which is necessary for triggering the transistor; it also isolates the circuit from the
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PC parallel port and hence provides extra protection against potentially dangerous feedback
voltages that may occur if the circuit fails. The diode connected across the power supply and
the collector is used as a freewheeling diode and also to protect the transistor from the back
EMF of the motor inductance. The motor used in this experiment is two STM 901 from Srijan
Control Drives. The common of four parallel ports are connected with the power supply
(VCC) of 5V and head of four parallel is connected to the respective of printer port pin no 2,
3,4 & 5 and pin no 25 is connected with common point of ground of the circuits.

During normal operation, the output pattern from the PC drives the buffer, and
corresponding transistors are switched on. This leads to the conduction of current through
these coils of the stepper motor which are connected to the energized transistor. This makes
the motor move one step forward. The next pulse will trigger a new combination of
transistors, and hence a new set of coils, leading to the motor moving another step. The
scheme of excitation that we have used here has already been shown above. In this
construction, 50V- 470 pF capacitor is used for filtering or discharging voltage while
converting to pure DC from AC power supply. Regulator IC 7812 is used for voltage
transferring down from 24V to 5V. Then a positive voltage (+ve) is supplied from the board
to one of the motors (red) and the other wire point is used for grounding (maroon). LED is
used for examining the proper voltage supply to the circuit. Capacitor is used for
discharging so that no charge is hold. Regulator IC 7805 is used for transferring down
voltage from 12V to 5V. Resistance of 330ohm, 10k ohm is used to guard the LED from
impairment. For getting pure DC voltage from supplied AC voltage, diode IN 4007 is used.
From this circuit, a positive voltage is supplied to the other motor of our experiment just like
the other transformer board and the point is grounded.

4. Experimental results

The performance of the Textile Defect Detector is determined based on the cross validation
method. The average result is provided in Fig. 12. Here, notice that the recognizer can

100 | mHole mScratch [Fade [ Others m NoFault
90
80

70
60
50
40
30 |
20
10
0

% accuraccy

Fault Types

Fig. 12. The bar chart for the performance accuracy of the system
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Fig. 13. The real test-bed implementation

successfully identifying Hole type faults with 86% accuracy, 77% of Scratch type faults, 86%
of the Other type faults and 83% No faults. Later, the neural network is updated to detect
the fade type faults also and the accuracy is 66%. Thus, the average performance of the
system determining the defects in textile industry is 74.33% and the overall all performance
of the system is 76.5%.

5. Conclusion

In most of the textile garment factories of LDC(s) the defects of the fabrics are detected
manually. The manual textile quality control usually goes over the human eye inspection.
Notoriously, human visual inspection is tedious, tiring and fatiguing task, involving
observation, attention and experience to detect correctly the fault occurrence. The accuracy
of human visual inspection declines with dull jobs and endless routines. Sometimes slow,
expensive and erratic inspection is the result. Therefore, the automatic visual inspection
protects both: the man and the quality. Here, it has been demonstrated that Textile Defect
Detector System is capable of detecting fabrics” defects with more accuratly and efficiency.
In the research arena, the proposed system tried to use the local threshold technique without
the decision tree process. Since, our recognizer deals with different types of faults and
fabrics, therefore the recognition system cannot access a general approach for local
thresholding technique.

The image processing system works very well except the quality of the web camera. Because
of which sometimes the perfect fabric is also found as faulty part. However, this problem is
easily defeatable by using a good quality camera. Additionally, the proposed research
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Fig. 14. The MATLAB software interface

observes that there are a large percentage of misclassifications using Widrow-Hoff learning
algorithm and Resilient back propagation training algorithm to recognize the defects or non-
defects of fabrics for the variations of area of faulty portion, number of objects and sharp
factor. As a result, a variation of performance is noticed, in identifying other faults than hole
and scratch faults. The Textile Defect Detector can detect few amounts of multi-colored
defect fabrics. There have many types of defects, which are not within the scope of the above
recognition system. Thus, the system performs quite well except some of false negative
classification problems, where it fails to classify the good fabric as good and marks it as
faulty fabric; the future versions of the system will try to notice this problem more precisely.
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1. Introduction

1.1 Can the wear process be modelled and simulated?

The wear process can be modelled and simulated, with some restrictions. If we know the
operating wear process, or how to model the wear process, we can also simulate and predict
wear. In this presentation I will first outline how to use simplified estimations in machine
design, and thereafter indicate how to perform more detailed wear simulations.

Fig. 1. Pin-on-disc test

Pin-on-disc experiments such as that shown in Figure 1 show that the wear is linearly
proportional to the sliding distance, at least after a running-in period (a period that it can be
difficult to measure, for a variety of reasons). Most wear models assume linearity, and they
often also assume that the wear is directly proportional to the local contact pressure. The
most common wear model is named Archard’s Wear Law [1], although Holm [2]
formulated the same model much earlier than Archard. However, Archard and Holm
interpreted the model differently. The model has the following general form;

V:K.%N-s, 1)

where V is the wear volume, K is the dimensionless wear coefficient Fy, is the normal load,

H is the hardness of the softer contact surface and s is the sliding distance. Equation (1) is
often reformulated by dividing both sides by the apparent contact area A and by replacing
K/H with k:
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h=k-p-s )

where h is the wear depth in m, k is the dimensional wear coefficient in mZ/N , p is the
contact pressure in Pa and s is the sliding distance in m, as before. This wear model is
widely used.

The wear coefficient is influenced by many factors, including whether the contact is mixed
or boundary lubricated. Figure 2 shows how the dimensional wear coefficient depends on
the lubricating conditions at the contact if the lubricant is clean. In many cases, however, the
lubricant includes abrasive particles, which mean that even if the contact surfaces are well
lubricated, they may become worn, as shown in figure 3. In such cases it is difficult to
estimate the contact pressure, and so the wear assumption for abrasive contacts is often
changed to state only that wear is proportional to sliding distance. The wear models in
Figure. 3 are formulated as initial value wear models, as described later.

M N M

Fig. 2. The influence on the k-value of the lubrication conditions.
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Fig. 3. Abrasive wear compared with mild sliding wear

The easiest and perhaps the most useful part of wear prediction is determining a good k
value for a particular design. You can perform tests to determine this value, and compare
the results with the estimated value. These estimates are based on the simple linear relation
in equation (2) and involve a number of simplifications that vary from case to case. We also
consult engineering handbooks and papers in international journals. Another way to
approach this is by building up your own expert knowledge about typical k values based on
previous estimates and experiments. This is what I have done for more than 10 years in
industry. I have found that the best k value for dry contacts is about 1-10"° m2/N. This
values applies to a very smooth hard surface against a dry, filled Teflon liner. It is often
necessary to lubricate contacts in order to obtain a reasonable operating life. For boundary-
lubricated case hardening contact surfaces running under mild conditions, the value may be
1-10® m2/N. However, it is easy to get severe conditions in lubricated contacts, in which
case the wear will increase about 100 times. In order to maintain mild conditions (i.e. to
prevent transition to a severe situation), different types of nitrated surfaces are often used.
How can you ensure that the estimated k values are achieved in practice? Let’s look at the
example of a sliding journal bearing. You can perform a simple calculation of the k value
needed to achieve a reasonably long operating life. If the value you calculate is between
1-10m2/N and 1-10®m2/N, you know that wear conditions must be mild, and that you
need to lubricate the contact with a clean lubricant to keep them that way. If the answer is
less than 1-10"® m2/N, your task is challenging and you will need a separating film (full
film lubrication) and a clean lubricant in order to be successful.

The approach I have just presented is a common way to predict whether a wear problem can
be solved at the design stage, and is thus a very useful application of predictions or
simulations. You can also carry out laboratory experiments to check your findings. However
you should bear in mind that researchers often compare different materials and coatings



18 Advanced Knowledge Application in Practice

under harsh conditions, because mild wear takes too long to show. Consequently the results
obtained are not very useful as a guide to wear under mild sliding conditions.

The above example shows you how it is possible to estimate wear during product
development. This knowledge can be used to anticipate problems or design around them.
An expert in this field can usually suggest solutions to wear problems by doing simulations
or estimations.

In the rest of this chapter, I will discuss more complex simulations and predictions of wear
in high-performance machine elements.

2. Wear models and simulation methods

Wear can be defined as the removal of material from solid surfaces by mechanical action.
Wear can appear in many ways, depending on the material of the interacting contact surfaces,
the operating environment, and the running conditions. In engineering terms, wear is often
classified as either mild or severe. Engineers strive for mild wear, which can be obtained by
creating contact surfaces of appropriate form and topography. Choosing adequate materials
and lubrication is necessary in order to obtain mild wear conditions. However, in order to get
mild wear you often have to harden and lubricate the contacts in some way. Lubrication will
often reduce wear, and give low friction. Mild wear results in smooth surfaces. Severe wear
may occur sometimes, producing rough or scored surfaces which often will generate a rougher
surface than the original surface. Severe wear can either be acceptable although rather
extensive, but it can also be catastrophic which always is unacceptable. For example, severe
wear may be found at the rail edges in curves on railways.

Mild and severe wear are distinguished in terms of the operating conditions, but different
types of wear can be distinguished in terms of the fundamental wear mechanisms involved,
such as. adhesive wear, abrasive wear, corrosive wear, and surface fatigue wear.

Adhesive wear occurs due to adhesive interactions between rubbing surfaces. It can also be
referred to as scuffing, scoring, seizure, and galling, due to the appearance of the worn
surfaces. Adhesive wear is often associated with severe wear, but is probably also involved
in mild wear.

Abrasive wear occurs when a hard surface or hard particles plough a series of grooves in a
softer surface. The wear particles generated by adhesive or corrosive mechanisms are often
hard and will act as abrasive particles, wearing the contact surfaces as they move through
the contact.

Corrosive wear occurs when the contact surfaces chemically react with the environment and
form reaction layers on their surfaces, layers that will be worn off by the mechanical action
of the interacting contact surfaces. The mild wear of metals is often thought to be of the
corrosive type. Another corrosive type of wear is fretting, which is due to small oscillating
motions in contacts. Corrosive wear generates small sometimes flake-like wear particles,
which may be hard and abrasive.

Surface fatigue wear, which can be found in rolling contacts, appears as pits or flakes on the
contact surfaces; in such wear, the surfaces become fatigued due to repeated high contact
stresses.

2.1 Wear models
Wear simulations normally exclude surface fatigue and only deal with sliding wear, even if
it seems unlikely that the sliding component is the only active mechanism. Yet rolling and
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sliding contacts are common in high performance machines. Thus the Machine Elements
Department at KTH began to investigate whether sliding is actually the main source of wear in
rolling and sliding contacts. We first studied this question in relation to gears, but have also
simulated other contacts. In a rolling and sliding contact in a gear, the sliding distance per
mesh is fairly short. The sliding distance of a contact point on a gear flank against the opposite
flank is geometrically related to the different gear wheels and the load. In the first paper we
published about wear in gears, we introduced what we called the ‘single point observation
method’ [3] (explained in Fig. 5). We later found that this method is generally applicable, and
have used it since then. You will now find the same principle being used under different
names in other well-known papers, but we have chosen to stay with our original term.

107

Fig. 4. a) Wear map according to Lim and Ashby [5] b) The same wear map according to
Podra [20]

The possibility of predicting wear is often thought to be limited. Even so, many wear models
[4] are found in the literature. These models are often simple ones describing a single
friction and wear mechanism from a fundamental point of view, or empirical relationships
fitted to particular test results. Most of them represent a mean value. The random
characteristics of both friction and wear are seldom considered. In this chapter we present
some of the models most used in simulations of wear in high performance machine
elements.

Surfaces may wear if they rub against each other and are not completely separated by a
clean oil film; they may also wear if the oil film separating them contains abrasive particles.
The amount of wear is dependent on the properties of the surfaces, surface topography, and
lubrication and running conditions. The best-known wear model is

Loxix ®)
S H

where V is the wear volume, s is the sliding distance, K is the dimensionless wear coefficient,

H is the hardness of the softer contact surface, and Fy is the normal load. This model is

often referred to as Archard’s Wear Law [1].

By dividing both sides of equation (3) by the apparent contact area, A, and by replacing

K/ H with a dimensional wear coefficient, k, we get the following wear model:
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where h is the wear depth and p is the contact pressure.

Some scientists have tried to analyse the validity of the wear model according to equations
(3) and (4), and one result of their work are wear maps or transition diagrams. The wear
map of Lim and Ashby [5] (Fig. 4), shows two wear mechanisms: delamination wear and
mild oxidational wear. Both these mechanisms are considered mild in engineering terms,
and both produce thin, plate-like wear debris. Delamination wear theory, as developed by
Suh [6], sets out to explain flake debris generation. Suh based his theory on the fact that
there is a high density of dislocations beneath the contact surfaces. During sliding
interactions between the contact surfaces, these dislocations form cracks that propagate
parallel to the surfaces. The total wear volume is assumed to equal the sum of the wear
volume of each contact surface. The basic wear model developed by Suh is:

V:N1'(s/sm)'Al~h1+N2~(s/502)'A2~h2 )

where V is the wear volume, N; is the number of wear sheets from surface i, A; is the
average area of each sheet, h; is the thickness of the delaminated sheet, s,; is the necessary
sliding distance to generate sheets and s is the actual sliding distance. It is noticeable that the
wear volume from each contact surface adds up the total wear volume, which was not
clearly formulated before. Suh also stated that a certain sliding distance is required before a
wear particle is formed. However, the sliding distance in his equation is equal for both
surfaces, which indicates that he was not aware of the single point observation method.
Another interesting sliding wear mechanism is the oxidative wear mechanism proposed by
Quinn [7], who stated that the interacting contact surfaces oxidize. The oxide layer will
gradually grow until the thickness of the oxide film reaches a critical value, at which stage it
will separate from the surface as wear debris. Even in this case a certain sliding distance is
required before wear debris will be formed. Depending on whether the oxide growth is
linear or parabolic, the wear is directly proportional to the sliding distance or to the power
of the sliding distance. Experimental observations indicate that the wear is nearly directly
proportional to the sliding distance under steady-state mild conditions.

Although Suh did not observe that the sliding distance points on the contact surfaces are
different, the single point observation method has been found to be a very useful general
method for understanding and modelling many friction and wear processes. This method
was developed and successfully used in many projects at KTH Machine Design in
Stockholm. The theoretical application of the method was based on formulas for the sliding
distances in gears developed by Andersson [8]. He found that the distance traversed by a
point on a gear flank against the opposing gear flank in one contact event varies depending
on the position on the flank, the gear ratio, the size of the gears, and the loads applied to the
gear tooth flanks. This finding about the sliding distance means that gear contacts cannot
generally be replicated by rolling and sliding rollers. Simulations of the wear on gear flanks,
based on sliding distance among other factors, has been validated by empirical
measurements from gear tests. That observation and many years of pin-on-disc tests have
inspired me and others to simulate friction and wear in rolling and sliding contacts of
different types, and the results have been verified by experiments. This work has also
improved our understanding of what occurs in contacts.
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The single point observation method can be illustrated by the type of pin-on-disc
experiment shown in Figure 1. A point on the pin contact surface is in contact all the time,
but a contact point on the disc is only in contact with the pin when the pin passes that point.
Even if the two contact surfaces have the same wear resistance, the pin will wear much more
than the disc. Another illustration of the method is the two disc example shown in Fig. 5.
The contact surfaces move with peripheral speeds of v, and v,, with v; >v,. We observe a
point on surface 1, B, which has just entered the contact, and follow that point through the
contact. We also note a point on surface 2, P, that is opposite the first observed point P on
surface 1 when it enters the contact. As P moves through the contact, the interacting
opposite surface will not move as fast as surface 1, since v, >v,. A virtual distance
AS,=x-(v;—0,) / v, in the tangential direction will occur between P, the observed point,
and a point B . That distance is first compensated for by tangential elastic deformations of
the contact surfaces AJ, ; +Ad, ,, but when that is no longer possible, the observed point
will slide against the opposite surface for a distance A§, equal to:

Aé‘s = Aév - Aé‘el,l - A661,2 (5)

The frictional shear stress in the contact depends on the process, which means that at first it
will be dependent mainly on elastic deformations. At higher torques or higher slip, the
frictional shear stress will depend mainly on the sliding between the surfaces. Since these
phenomena are always active in rolling and sliding contacts, it is interesting to analyse to
what extent the stick zone, represented by the elastic deformation, influences the friction
and wear in a contact. The results show that in many cases the effect of elastic deformation
on friction and wear can be neglected.

‘f‘

t=teo

AS; X4

AL
Fig. 5. Two discs: The basic principle for determining the sliding distance in a rolling and
sliding contact
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2.2 Wear maps and transition diagrams

As mentioned in the introduction, friction and wear can be of different types. It is thus
helpful to know what types of friction and wear we can expect in a particular contact and
when and why the transitions between different types occur. Some interesting research on
that subject has been done, and continues to be done. I will briefly present some results from
work on the transitions between different friction and wear modes. The relevant diagrams
are often named wear maps or transition diagrams. The most referenced paper about wear
maps is that by Lim and Ashby [5], (Fig. 4), who classified different wear mechanisms and
corresponding wear models for dry sliding contacts. They studied the results of a large
number of dry pin-on-disc experiments and developed a wear map, based on the

~ . F . or . .
parameters: Q =—, p=—2—,and 9=—2, where V is the wear volume, A is the apparent
As AH a,

contact area, Fy is the normal load, H the hardness of the softer material in the contact, v the

sliding velocity, 7, the radius of the pin, and a; is the thermal diffusivity of the material.

IS
8

I 3938 - 450.0

EEERE 3375 - 3938
281.3 - 3375
1100 I 225.0 - 281.3 300
168.8 — 225.0
1125 — 168.8

20017

B 56.25 — 1125
o - 5625

(2}
m
<
m
Py
m
'

100 177

@
o
o

Wear Coefficient (x10%)

o
38
z5

900 8s
33
Z 3

I
(9}

Contact Pressure (MPa)
~
8

o
S
S

O

0,00 0,02 0,4 006 008 0,10 0,12 0,14 0,16
Sliding Velocity (m/s)

Fig. 6. Wear coefficient map according to Lewis and Olofsson [9].

Lewis and Olofsson [9] performed a similar investigation of contacts between railway
wheels and tracks, Their goal was “to produce tools in the form of maps of rail material wear
data for identifying and displaying wear regimes and transitions’. They collected wear data
from both laboratory and field tests, but found that data are often lacking for rail gauge and
wheel flange contacts. They also collected available data and structured the data in different
ways. Figure 6 shows an example of a wear coefficient map developed by Lewis and
Olofsson [9]. The wear coefficient they used was determined using Archard’s Wear Law.
Sundh [10] has also done considerable work on transitions in wheel/rail contacts. His goal is
to construct wear maps that include the contact between rail gauge and wheel flange. An
additional goal is to study how the transitions from mild to severe wear depend on different
types of lubricants, surface coatings and topographies. He studies both dry and lubricated
contacts.

For lubricated contacts, the degree to which a lubricant separates the surfaces very strongly
influences both the friction and the wear. The degree of separation is often divided into
boundary lubrication, mixed lubrication, and full-film lubrication (Fig. 2).

Boundary lubrication refers to lubrication in which the load is supported by the interacting
surface asperities and the lubrication effect is mainly determined by the boundary



Wear Simulation 23

properties of the lubricant between the interacting asperities. In mixed lubrication, the
lubricant film itself supports some of the load in the contact, though the boundary
properties of the lubricant are still important. In this case, the hydrodynamic and
elastohydrodynamic effects are also important. Mixed lubrication is therefore sometimes
referred to as partial lubrication or partial elastohydrodynamic lubrication (EHL). In full-film
lubrication, the interacting contact surfaces are fully separated by a fluid film. In the
literature, full-film lubrication is sometimes referred to as elastohydrodynamic lubrication,
since the film-formation mechanism of high-performance contacts and local asperity
contacts is probably elastohydrodynamic.

As mentioned in the introduction, transitioning from a desired mild situation to a severe
situation should be avoided. Research has been performed to determine when and under what
conditions transitions from one kind of friction and wear to another may occur in lubricated
contacts. One such study developed what is called an IRG transition diagram [11] on which
one can identify different lubrication regimes: a mixed or partial elastohydrodynamic
lubrication regime, a boundary lubrication regime, and a failure regime. The last regime is
sometimes called the scuffed or unlubricated regime and is a severe condition. The other
regimes are mild.

The transition from a desired mild regime to a severe regime has also been studied by
Andersson and Salas-Russo [12]. They used the track appearance as the transition criterion.
When a significant part of the track is scored, seized or strongly plasticized, severe
conditions are in effect. They found that for bearing steels the surface topography has a
stronger influence on the mild to severe transition level than does the viscosity of the
lubricant (Fig. 7). That was later confirmed by Dizdar [13].
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Fig. 7. The influence of surface roughness on the transition load of a lubricated sliding steel

contact. Ball (d=10 mm) and disc material: SAE52100, Hy,pa1 = 8000-8500 MPa, Hy,gisc = 5800-
6300 MPa, R pan = 0.008pm . Lubricant: ISO VG 46 mineral oil. [12]

The Machine Elements Groups at KTH in Stockholm and at the Luled Technical University
in Lulea, along with a number of Swedish companies, have pursued a research program
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named INTERFACE. The goal of the program was to develop relevant friction and wear
models for simulations in industry of different types of mechanical devices. The program
was based on previous work by Sellgren [14], who developed general principles for
modelling systems. His approach was modular, and laid down strict guidelines for
behavioural models of machine elements, modules, and interfaces. Sellgren defined an
interface as an attachment relation between two mating faces. That definition was
elaborated on by Andersson and Sellgren [15] in terms of an interaction relation between
two functional surfaces. A functional surface is a carrier of a function.

2.3 Sliding wear in a rolling and sliding contact

Predicting the amount of wear is generally thought to be rather difficult and uncertain. This
section however addresses this task, outlining some possibilities for predicting wear in
rolling and sliding contacts, and thus in the general case, the wear in most type of contacts.
If the rolling and sliding contacts are running under boundary or mixed conditions, the
wear of the contact surfaces is often low. If the surfaces are contaminated with particles,
however, wear may be extensive. Different environmental contaminants may reduce or
increase friction and wear, but they always have a strong influence on both.

In a rolling and sliding contact, the two interacting surfaces characteristically move at
different speeds in a tangential direction. The Tribology Group at KTH Machine Design has
performed simulations of friction and wear in rolling and sliding contacts for a long time.
The modelling principles the group has successfully used are based on 1) the single-point
observation method and 2) treating wear as an initial-value process.

Wear in rolling and sliding contacts can be of different types. If a surface is subject to high,
repeated dynamic loading, surface fatigue may occur, and pits may form on the surface.
Here, however, we will not deal with surface fatigue; instead, we will focus our attention on
sliding wear. To illustrate the wear process, a typical wear curve obtained in a pin-on-disc
testing machine using a flat-ended cylindrical pin rubbing against a disc under any
condition is shown in Figure 8.

h|

t

Fig. 8. A schematic wear curve from a pin-on-disc test with a flat ended cylindrical pin

A typical wear process always starts with a short running-in period during which the
highest asperities and the contact surfaces in general are plastically deformed and worn; this
is followed by a steady-state period in which the wear depth is directly proportional to the
sliding distance. The initial running-in period is rather brief but not very well understood.

The general appearance of a wear curve seems to be similar for dry, boundary and mixed
lubricated contacts, as well as for contacts with lubricants contaminated with abrasive
particles. Aside from ease of testing, the pin-on-disc configuration is a popular testing
geometry because most of the wear is on the pin. The distance a point on the pin’s contact
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surface slides against the disc is much longer than the corresponding distance a contact
point on the disc slides against the pin during a single revolution of the disc.

Simple pin-on-disc test results indicate that sliding distance is an important parameter
determining sliding wear. For rolling and sliding contacts, the sliding part of the surface
interactions, although not obvious, is therefore of interest. Some researchers maintain that
the effect of sliding is negligible in most rolling and sliding contacts. Various investigations
have demonstrated, however, that the distances the contacts slide against the opposite
interacting surfaces during a mesh are sufficient to form wear debris in most rolling and
sliding contacts. For this reason, we will show how much a point on a contact surface slides
against an opposite contact surface during a mesh.

Consider two discs that are pressed together and run at different peripheral velocities (see
Fig. 5 above). This is a typical situation in tractive rolling contacts. The absolute value of the
sliding distance is s, with i=1 a point on the contact surface of body 1 and i =2 a point
on the contact surface of body 2. The sliding distance, s;, during one mesh at a point on one
of the contact surfaces sliding against the opposite interacting surface is equal to

U1~ 0y

(6)
U;

where a is the half width of the contact, v; is the peripheral velocity of surface 1, and v, is
the peripheral velocity of surface 2. The sliding distances in rolling and sliding contact
according to Equation (6) apply to rollers.

For contacts between other bodies, such as gears and railway wheels and rails, determining
the sliding distances may be more complicated. The principle, however, is the same, namely,
to study the distance a point on a contact surface slides against the opposite surface during a
single mesh.

In the examples shown, the elastic deformations of the contact surfaces in the tangential
direction are ignored; those displacements would reduce the sliding distance a little, but
micro-displacements normally have very little effect on the contact conditions.

2.4 Wear simulation

The single point observation method was initially found to be very useful during our work
on simulating friction and wear of boundary-lubricated spur gears [3] as previously
mentioned (Fig. 9). The distance a point on a gear flank slides against an opposite flank
during one mesh varies depending on the position on the flank, the gear ratio, the size of the
gears, and the loads applied on the gear tooth flanks. The principle for determining these
sliding distances is shown in Fig. 9. In this figure the sliding distance is referred to as g,
although s is used elsewhere in this paper.

Test results obtained indicate that the amount of wear on the gear flanks seems to correlate
with the sliding distances recorded. That observation and many years of pin-on-disc tests
have inspired us to try to simulate sliding wear in rolling and sliding contacts. Our first
effort was a simulation of the mild wear of gear tooth flanks under boundary-lubricated
conditions [3] (Fig. 10). The first wear simulation was based on the wear model shown in
Equation (4). The simulation was simplified by assuming that the wear coefficient was
constant throughout the process, and the initial running-in period was not considered. The
contact pressure between the flanks was assumed to be constant (i.e.,, the mean contact
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Fig. 9. The distance, g1, point P; on the pinion flank and the distance, go, point P> on the gear
flank slide during one mesh; position I corresponds to the moment in time when P; and P>
come into contact with each other, while positions II and III correspond to the moments in
time when P; and P> disengage, respectively. [8]

pressure was determined and used). This assumption is acceptable as long as the wear
model is linear. Using these simplifications and the sliding distances determined according
to derived equations, it was possible to simulate the wear depth at a particular point on a
gear flank (the wear simulation was run as a simple spreadsheet program). The wear
distribution and estimated wear coefficient were found to be in reasonably good agreement
with the experimental observations. Our awareness of the risk that the basic principle and
simplifications used in the model might only be relevant to this particular case motivated us
to continue our research into simulating wear in rolling and sliding contacts. Further studies
were successfully conducted to determine how generally applicable the principle and the
simplifications are.

The principle when modelling the process is to start with the wear model, which is best
formulated as a first order differential equation with respect to time, as shown below. If we
use Euler's method to numerically integrate the equation, we have to determine the
parameters for sliding speed and local contact pressure for all points on the contact surfaces
at each time step. Determining the parameters is often rather time-consuming, and thus the
integration and simulation also take time.
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LRt

Fig. 10. Results of two simulations of a spur pinion. The sharp curves are from Anderssson
and Eriksson [3] and the other is from Flodin [18].

2.5 Wear as an initial-value process

Wear is seldom a steady-state process, even if steady-state conditions are desirable and often
predominate in the wear process. Normally, the running-in wear is greater than the ensuing
wear. The forms of the contact surfaces are often such that the wear depth will vary with
time. Moreover, mild wear of the contact surfaces causes geometric changes that initiate
other wear processes. Olofsson [16], for example, found that mild wear of the contact
surfaces of spherical thrust roller bearings increases the contact pressure at the pure rolling
points. The increased contact pressure means that surface fatigue wear at the pure rolling
points begins much earlier than expected.

As a direct result of that finding, and because wear simulations often contain many
simplifications, we started to investigate wear simulations from a mathematical-numerical
point of view. We found that simulations of wear processes can be regarded as initial-value
problems [17]. We know the initial conditions and properties of the contacts fairly well, and
if we can also formulate how the surfaces change, it should be possible to predict the states
of the surfaces at any time during operation. The wear rate may then be formulated
according to the following model:

% =f ( material,topography,lubricant,load,velocity,temperature, ........ ) (7)

dt
where & is the wear depth at a particular point on an interacting surface and ¢ is time. This
formulation is in agreement with the dynamic behaviour of mechanical systems and can
easily be numerically integrated. A model often used in many wear simulations is
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dh
—=k-p-v 8
FTILNALE (8)
where v, is the sliding velocity. The wear model in Equation (8) may be regarded as a
generalization of Archard’s wear law (see Eq. (3) and (4)).

Equation (8) is often reformulated as:

dh

=k- 9
ok ©)
since ds = vt is often true.

2.6 Determination of the pressure distribution

When working with the linear relation between wear, pressure and sliding distance, the
determination of the contact pressure at a particular point is often the trickiest and most
time-consuming part of the simulation. The deformation at a particular point is dependent
on the deformation of all other points around the observed point, which implies a rather
complex process for accurately calculating the pressure distribution. Today, there are
several different approaches to determining the contact pressure.

Finite element (FE) calculation is becoming increasingly popular as computer power
increases and FE programs improve. The main drawback of the FE method is that
determining the pressure distribution often entails considering a great many small elements
on the surfaces. This is often difficult to do, since the combination with the body models
often leads to a huge number of elements and a very long calculation time. The FE method
will probably be used more in the future for interface-related problems than it is today.
Boundary element (BE) methods are commonly used to determine the micro-topography in
the contact zone. BE programs are often based on the same assumptions that Hertz used
when he derived his equations. As a result, most BE programs cannot be used for all
applications. The BE method becomes a numerical process that is solved in different ways in
order to obtain a reasonably accurate result as quickly as possible [20,21]. Some smart
combinations of BE and FE methods will probably be used in future.

Machine Elements in Luled are using another very promising method to determine the
contact deformation and the pressure distribution.

A common way to simplify the determination of local pressure is to use a Winkler surface
model in which the surfaces are replaced by a set of elastic bars, the shear between the bars
is neglected, and the contact pressure at a point depends only on the deformation at that
point according to

p=Ky-u, (10)

where u, is the deformation of the elastic rod. The spring constant, Ky, can be determined
by

Ky=C,- = (1)
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where C,~1, E' is the combined elastic modulus of the contact surfaces, and b is
approximately the width of the elastic half space according to Hertz. The Brush model is an
extension of the Winkler model to take tangential deformations into account. The Brush
model is often used for simulating friction in complex contacts.

The Winkler method cannot be used for local phenomena, but some reasonable results can
be obtained for complete contacts.

2.7 Numerical integration of a wear model

Equation (8) is a commonly used in wear simulation. Numerically integrating a wear model
entails discretising geometry and time. The simplest numerical integration method is the
Euler method. The wear depth at a chosen point on a contact surface is determined by

hi wew = Nio1q + ki - pi '|Ul - vz| - At (12)

i,new
where ; ., is the obtained wear depth on surface i, h; ,; is the wear depth on i in the
previous simulation loop, k; is the dimensional wear coefficient multiplied by the number
of meshes or revolutions before geometry is changed, p; is the local pressure at i when the
actual time step starts, and At is the time step. Other numerical integration methods can, of
course, be used in similar fashion, as different schemes are used in behavioural simulations
of dynamic technical systems.

After a simulation, one must always check its accuracy. Common tests for doing so are the k
and At checks. However, if the values chosen for these are too large, the results may not be
correct. A common way to handle this is to check whether the same results are obtained
using half the values of k or At.

One of the most difficult and time-consuming parts of a simulation is determining the
pressure at a particular point in each simulation loop because pressure at any point depends
on the pressure at all other points in the contact.

3. Typical results and their applicability (KTH)

At the start of this chapter, I demonstrated a simple method of estimating wear for a new
designs, and 1 have also dealt with the typical k values for dry and boundary lubricated
journal bearings. It is very important that anyone working in the field of tribology be able to
make such estimates and understand their implications for the engineering design process.
At this point I will present some results of more accurate simulations of wear and their
applicability. As previously mentioned, simulation of wear at KTH began with the
simulation of mild wear in gears [3]. The process was programmed using a spreadsheet,
since many simplifications were used. Later more accurate simulations of wear in gears
were conducted by Flodin [18]. Figure 10 shows a comparison of the results obtained using
the two methods to analyse wear in spur gears. Flodin also conducted experiments to
correlate theoretical results with experimental results.

Not long after the initial gear wear simulation, a very difficult simulation of wear at the
contact between a cam and a follower was performed by Hugnell et al. [19]. The contact is a
rolling and sliding contact between the cam and the follower, which is rotating at the same
time as it is moving. The result of a simulation is shown in Fig. 11.
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Fig. 11. Result of a wear simulation by Hugnell et al. [19]

3.1 Determining the wear of interacting rollers
We consider two cylindrical rollers both of radius R. The rollers are pressed together by
force Fy and rotate at angular velocities @, and w,, respectively. The peripheral velocities
of the contact surfaces are v; =@, -R and v, =@, -R. The wear of the contact surfaces is
assumed to be properly described by the following wear model:

% =ki-p-v,
where i=1 for roller 1 and i =2 for roller 2; h; is the wear depth at a point on surface i
when it rubs against the opposite contact surface, k; is the wear coefficient for a point on
surface i when it rubs against the opposite contact surface, p is the local contact pressure,
and v, ; is the sliding velocity at a point on surface i sliding against the opposite interacting
surface. The sliding velocity, v, ;, for points on both contact surfaces equals

Us,i =|U1 —Uz|

We assume that the rollers are subject to a constant load and that the angular velocities are
constant. The wear model will then have the following form after integration:

,
[ dn, :ki-|vl—vz|jpdt
0 0

t
h; =k; -|v1 —v2|-jpdt
0

If we study complete meshes, the contact pressure, p, can be replaced by the mean contact
pressure, p,, . The wear depth is small compared with the radius of the rollers; p,, can thus
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be determined once and used for all simulated revolutions. The integral equation can thus
be reformulated according as follows:

h :hiald+ki'Pm'|U1—vz|'At

inew

If At is very small, so that only one point on each of the contact surfaces passes the contact
once, then the wear of each surface per mesh will be

[or-2al

1

hl/mesh = kl P
and
1) st :kz.pm.w.za

respectively.

— i —

Fig. 12. Interacting modified roller and cylindrical roller

If surface 1 is moving faster than surface 2, in the long run points on surface 1 will be in
contact more often than points on surface 2. Consequently, the wear of the two surfaces will
only differ in relation to the wear coefficients. This can be demonstrated by the following
relationships: Assume that the mechanism has been running for a fairlv long time and that
roller 1 has rotated 1 revolutions. Roller 2 has then rotated 1, = n, - (@, /o, ) revolutions.
The wear of the rollers will then be as follows:

|”1 ‘7’2|

1

hl/longtime = kl P -2a-n1

|vl_02| 'Za'n2:k2'pm'|vl_02|'2a'&'n1:k2'pm'|vl_vz|

) (%) @ 1

hZ/longﬁme = k2 P '2”'711

since v; =@, -R and v, =@, -R.
From an experimental point of view, it is advantageous to change the form of roller 1 so that
the contact surface will have a radius of R/2 perpendicular to the direction of motion of the
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contact surface (Fig. 12). The contact will then be a point contact instead of a line contact as
in the previous example. This change improves the experimental set-up, but unfortunately it
makes the wear simulation more difficult. The assumption that the wear coefficients for
points on each surface are constant throughout the whole process is, however, relevant even
in this case. The sliding velocity can also be assumed to be constant. As in the previous
example, the contact pressure variation at a point on a surface during a mesh can be
replaced by a mean pressure. An important difference, however, is that the mean pressure
does not remain constant throughout the whole wear process, since the wear of the contact
surfaces will change the pressure distribution in the contact. We assume that the same wear
model as in the previous example is valid in this case as well. The resulting equation, after
considering the simplifications, will be as follows:

hi,new _hi,old = ki P '|vl - U2| '(tnew - tald)

When the contact surfaces wear, the forms of the surfaces will change and thus also the
pressure distribution in the contact. This means that we cannot assume that the pressure is
constant, so we cannot, as in the previous example, run a large number of revolutions in one
simulation loop. Thus there are two questions in this case: determining the local pressure at
a point in every simulation loop, and deciding on the duration of each loop before a new
local pressure determination must be made.

In this case, we do not have a standard Hertzian contact case, so we make b equal to the radius
of a contact cylinder between the sphere of radius R/2 against a plane. A Winkler surface
model of rod stiffness Ky is used to simulate the wear process of a modified roller interacting
with a cylindrical roller. The contact surfaces are divided into a number of slices of width
Ay=b/10 perpendicular to the sliding direction (Fig. 13). We assume that we can simplify the
wear simulation by determining the wear for each slice in the same way as before. The
penetration, d, of the modified upper roller against the lower cylindrical roller is determined so
that the sum of the load of each slice support equals the applied force, Fy. The local wear can
now be determined and the geometry of the contact surfaces modified. Thereafter, a new
penetration, d, is determined, and so on. Figure 14 presents some simulation results for a
modified upper roller interacting with a cylindrical roller. The rollers will wear while running.
The wear of the discs will increase in both depth and width with time (see Fig. 14).

Fig. 13. Contact point and coordinate system, sliced contact
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Fig. 14. Simulated wear of an ellipsoidal roller 1 interacting with a cylindrical roller 2. Ry, =
25103 m, Ry, =12.5-10°m, Ry, = 25:107°m, Fy=100N, v; =1.25 m/ s, v1 — v2= 0.06 m/ s. Series
1 is at t=0, Series 2 is after n revolutions, Series 3 is after 2n rev., Series 4 is after 3n rev. and
series 5 is after 4n rev.. The figure shows the change in shape of the contact surface of the
rollers during running.

3.2 Concluding remarks

The wear of rolling and sliding contacts can be simulated. The basic principles to be
remembered are 1) use the single point observation method and 2) treat the wear process as
an initial-value problem. Using these principles, nearly any practical case can be simulated if
you have a relevant wear model that can imitate the behaviour of a particular case. The most
common wear model is the one known as Archard’s generalized wear model:

dh
2o kp
It P

How well that model describes the wear process is still being investigated. In many cases,
however, simulated wear distributions agree fairly well with experimental observations.
Wear simulations are quite often done stepwise, with repeated determinations of pressure,
sliding velocities, etc. Determining the pressure distribution in the contact is often
considered the most difficult and time-consuming task, and thus much effort is put into the
task. Most simulations are done numerically, so choosing the appropriate surface element
size and time step is critical. Too long a time step may produce incorrect results or an
unstable simulation, while too short a time step, on the other hand, may result in excessive
computation time. I believe that the main research tasks in the near future will be to develop
relevant wear models accommodating transitions and choice of time step size, and the
determination of pressure distributions.

3.3 Some examples from KTH

The three examples shown previously are results from the author and Hugnell et al. [19].
Flodin [18] results from the author, Hugnell et.al. [19] and Flodin [18]. Figure 15 shows some
of the results obtained by Flodin [18]. Figure 15 shows some of the results obtained.
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Fig. 15. Wear simulation results obtained by Flodin [18]

The programs Flodin developed were used by MacAldener [21] in his investigation of the
influence of wear on judgements of the manufacturing robustness of gears.

Fig. 16. The demands on a new gear developer and manufacturer [21]

Spiegelberg [23] performed some wear simulations of a rolling and sliding contact in an
engine mechanism. His results can be used in different ways depending on the running
conditions in the contact.

Another interesting application of work done at KTH is that of Akerblom [22] who used the
knowledge developed within the INTERFACE project. He found that the preset loading of
bearings strongly influences noise excitation from a gearbox. The influence seems to be
stronger than the effect of transmission error.

Podra [20] performed the first FE wear simulation. Soderberg [24] recently simulated wear
in disc brakes using FE.
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Fig. 18. Noise excitation from a gearbox [22]

Fig. 19. The disc brake subjected to wear simulations by Soderberg [24]
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On-line Optodynamic Monitoring of
Laser Materials Processing

Janez Diaci and Janez Mozina
University of Ljubljana, Faculty of Mechanical Engineering
Slovenia

1. Introduction

A new term “optodynamics” has been introduced to describe a wide range of optically
induced dynamic phenomena (MoZina & Hrovatin, 1996). A laser pulse is considered not
only as a tool in laser material processing but also as a generator of information about the
material transformation. The information is retained and conveyed by different kinds of
optically induced mechanical waves generated during laser material interaction. Several
generation/ detection schemes have been developed to extract this information especially in
the field of non-destructive material evaluation (laser ultrasonics). In a wider aspect these
techniques can be used for optodynamic monitoring and characterization of laser cutting,
drilling, welding and other laser material processing methods.
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Fig. 1. Optodynamic phenomena during laser material interaction

Fig. 1 shows a schematic of optodynamic (OD) phenomena that occur during pulsed laser -
material interaction. Material irradiated by short laser pulses becomes rapidly locally
overheated. Its temperature may exceed vaporization temperature, the mixture of vapor and
surrounding gas may become ionized forming a plasma cloud above the irradiated surface.
This local thermal nonequilibrium relaxes through emission of light, heat conduction and
various forms of macroscopic material motion, e.g. mechanical waves that propagate
through the workpiece and the surrounding gas. Blast and acoustic waves, which propagate
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in air surrounding the workpiece, have been studied using microphone detection as well as
various set-ups of the laser beam deflection probe (LBDP). These techniques provide time
resolved information at certain points in space. Various fast imaging techniques have been
used on the other hand to acquire spatially resolved information at certain points in time.
Ultrasonic waves propagating through the workpiece have been studied using piezoelectric
transducers and laser interferometers.

In the first part of this chapter we present various OD detection methods which have been
developed during our research work in this field in recent years. In the subsequent part we
discuss applications of these methods in particular laser processing applications focusing on
the ones that exhibit the potential for on-line process monitoring.

2. Optodynamic detection

2.1 OD waves in air

Suitable detection methods represent one of the foundations of on-line process monitoring
methods. When it comes to detection of sonic waves in air, the microphone comes forward
as an almost obvious choice. It is widely available, the technology is mature and well
understood, it has high sensitivity, it is simple to set-up and use, all of which are important
advantages from the viewpoint of a potential application. It does, however, suffer from
serious drawbacks in terms of detection bandwidth and dynamic range which are needed
when very short acoustic and blast waves of high amplitude are to be detected, a quite
common requirement in pulsed laser process monitoring.

The LBDP is a newer technique that allows non-contact, high bandwidth detection of high
amplitude waves close to the processing spot. We hypothesize that the signal detected in
that region contains more information about the process than the signals detected in the far-
field region. Fig. 2 shows a schematic of a typical LBDP set-up employed to study OD
phenomena during pulsed laser processing (Diaci & Mozina, 1994).
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Fig. 2. A typical LBDP set-up

We ablate the samples by a Q-switched Nd:YAG laser with the beam focused to a spot of 0.5
mm in diameter on the ablated surface (Fig. 2). The sample assembly and the focusing lens
are mounted together on a mechanical translator allowing precise setting of the distance r;
while maintaining constant focusation of the ablation beam. Nearly spherical blast waves
are generated by the ablation laser pulse and propagated in air. A He-Ne laser is used as a
source of the probe beam, aligned parallel to the irradiated surface and perpendicular to the
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ablation beam. Refractive index gradients that exist within the region encompassed by the
blast wave due to density gradients cause transient deflection of the probe beam. We detect
this deflection by means of a quadrant photodetector with a 2.5 MHz bandwidth.
Alternative detection method by a knife edge and a photodiode can also be used (Diaci &
Mozina, 1992), especially if a high-speed quadrant photodetector is not available.

The two discussed OD detection methods (microphone and LBDP) have their own strengths
and weaknesses. To examine them in a quantitative way we conducted a comparative study of
the two detection systems (Diaci & MozZina, 1992). We have examined blast waves generated in
air during laser ablation of absorbing samples with Nd:YAG laser pulses. Blast waves were
detected simultaneously by a wideband microphone and a LBDP set-up. In order to explain
the experimental data we employed the weak shock solution of the point explosion model. The
blast energy of each signal was determined, using measured wavefront transition times and
the theoretical shock trajectory. Comparing detected signals with the corresponding theoretical
pressure waveforms in the time and frequency domain, we found good agreement on several
waveform evolution features. A further proof of the adequacy of the adopted model was
obtained by examination of response functions, determined by applying deconvolution to
measured signals and the corresponding theoretical pressure waveforms. With both detection
systems we found that response functions, obtained from quite different signals, matched very
well. In addition, the microphone transfer function agreed with the calibration data supplied
by the manufacturer.
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Fig. 3. A comparison of microphone (left) and LBDP (right) OD signals and their spectra.
Reprinted from (Diaci & Mozina, 1992) with kind permission from Springer
Science+Business Media

We find the microphone somewhat easier to use, but the performance of the laser probe
could be improved in this respect by building it as a compact instrument. With the laser
probe, all the important performance parameters (bandwidth, dynamic range, sensitivity)
can be changed and adapted optimally to a particular experimental situation, while with the
microphone they are fixed. We therefore consider the laser probe as a more versatile tool for
studying laser generated blast waves.

Most beam deflection studies employ a relatively simple arrangement where the probe beam
interacts with the wave only once. Much more information about the wave field, however,
can be gained by using an arrangement where the beam interacts with the wave field several
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times. For this purpose we have developed a novel “multiple-pass” LBDP arrangement for
detection of acoustic and weak shock waves in fluids (Diaci & MozZina, 1995). The probe beam
is folded by two parallel plane mirrors in such a way that the probe beam passes the wave
propagation region several times before it reaches the deflection-detecting photodetector (Fig.
4 - left). In this way the probed wave interacts with several segments of the probing beam in
sequence. A single oscilloscope trace of the photodetector output thus opens the possibility to
study the evolution of the probed wave at several distances from the source. A large number
(40 at present) of reflections is possible which can be altered easily by changing the angle of
incidence. To demonstrate the potentials of the arrangement we present waveforms of
spherical blast waves detected in air during laser ablation of solid samples (Fig. 4 - right). Two
variants of the folded arrangement were examined. The one with the probe beam traveling
from the laser to the detector in a zigzag path in the same direction as the acoustic wave we
call the “co-directional” arrangement while the other one where the two directions are
opposite we label the “counter-directional” one. We have developed a theoretical model that
qualitatively explains the most characteristic features of both arrangements. The counter-
directional arrangement exhibits low sensitivity for strong signals and high sensitivity for
weak signals, a property which is very convenient in many cases. Measurement of time delays
between successive pulses, for example, is much easier and more precise when the successive
pulses have equal amplitudes. The other advantage is a clear visualization of the evolution of
wave forms.
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Fig. 4. Multiple-pass LBDP in a counter-directional arrangement (left) and the
corresponding detected signals (right). Reprinted from (Diaci & Mozina, 1995) with kind
permission from American Institute of Physics

While microphone and LBDP provide time resolved information at certain points in space,
various fast imaging techniques have been developed to acquire spatially resolved
information at certain points in time. As these two approaches are single-pointed in one
domain, a problem arises if the space-time evolution of the event needs to be assessed. With
the techniques referred to above it is still possible to average by repeating the measurement
and varying the single-pointed parameter. However, to obtain meaningful results in such a
case, the phenomenon under study has to be reasonably reproducible. We have developed a
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set-up employing two complementary techniques that allows monitoring the spatial and
temporal evolution of non-reproducible optodynamic events (Diaci et al., 1996). A high-
speed cineholography system provides a sequence of spatially resolved information (8
holograms separated by 28 ns) while a beam deflection probe provides temporally resolved
information at 6 discrete spatial points over a 4.5 mm distance above the target.

A schematic of the key part of the combined system is shown in Fig. 5. The holographic
recording beams (Fig. 5 — top view) were generated by a high-power frequency-doubled Q-
switched Nd:YAG laser. Its output beam was directed into a phase-front-preserving optical
delay line. A specially made step-graded beam splitter allowed light to exit the cell in the
form of 8 beams of equal energy. Each output beam from the delay line was split into object
and reference beams. The object beams were arranged so that lay on a plane parallel to the
ablated surface and that each interrogated the test volume at a slightly different angle. The
object beams were then combined with the corresponding reference beams at the film plane.
As a result of the beam diameter at the film plate and the angular separation between
beams, the holographic images were spatially and angularly multiplexed. The second
technique was a multiple-pass LBPD, similar to the one described above. A He-Ne probe
beam was directed into the test volume where it passed six times between two parallel silver
mirrors, separated by 20 mm, in a plane perpendicular to the ablated surface (Fig. 1 — side
view). A long focal length lens was used to focus the probe beam to a 0.3 mm waist located
within the test volume. In this way the segments of the beam that interacted with the shock
lay in the Rayleigh range of the beam.
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Fig. 5. A set-up for simultaneous detection of shock waves by a high-speed cineholography
system and a multiple-pass LBDP. Reprinted from (Diaci et al., 1996) with kind permission
from Elsevier

These techniques have been applied to investigate the shock dynamics resulting from the
laser ablation of metallic samples. With the holographic set-up we examined the early
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period of shock evolution (the strong shock region) and with the beam deflection probe the
subsequent transition through the intermediate into the weak shock range. By combining
the two techniques we were able to examine a fairly broad range of the shock lifetime in
time and space domain.

The described holographic set-up is rather complex and difficult to set-up. We have
subsequently developed a much simpler method which can provide quite similar results
(Perhavec & Diaci, 2010). A novel double-exposure shadowgraph method allows
visualization of an expanding shock wave in two time instances on a single image. The
shock wave is illuminated by pulsed green laser light coupled into two optical fibers (Fig. 6)
of different lengths to establish two illumination flashes separated by a fixed time delay. An
image of the shock wave region, acquired by a digital still camera, exhibits two well
separated shock wavefronts. The optical set-up was analyzed using a paraxial ray model to
explain the observed eccentricity of the two acquired wavefronts and provide guidelines for
assembling the set-up. The method has been developed to study shock waves generated in
air during interaction of Er:YAG laser light with water and biological tissues.

Pl Ganerp

Fig. 6. A novel double-exposure shadowgraph set-up. Reprinted from (Perhavec & Diaci,
2010) with kind permission from Strojniski vestnik - Journal of Mechanical Engineering

2.2 OD waves in the workpiece

OD waves propagating through the workpiece have been studied using piezoelectric
transducers and laser interferometers.

A arm compensated Michelson interferometer has been developed to study the laser
ablation process from a novel, optodynamic aspect (Hrovatin & Mozina, 1995). Fig. 7 shows
the schematic of the set-up. The beam from a He-Ne laser is split into the reference and
measurement arm. The reference beam is reflected from a mirror mounted on a piezoelectric
device driven by a low frequency stabilizer circuit to maintain the optimum optical path
difference. The detected signals are amplified and digitized by a sampling oscilloscope. The
interferometer detects normal ultrasonic displacements with bandwidth between 150 kHz
and 60 MHz, governed by the amplifier. The sensitivity in the linear part of the
characteristics is S = 4nVo/ A, where Vj is the peak output voltage when a long displacement
is observed by the unstabilized interferometer and A is the laser wavelength.

Simultaneous detection of OD waves in air and workpiece using a LBDP/microphone and
interferometer, respectively was used to characterize the ablation dynamics. In this way the
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Fig. 7. A set-up for simultaneous detection of OD wave is air and in the workpiece.
Reprinted from (Hrovatin & MozZina, 1995) with kind permission from Elsevier

influence of the laser pulse parameters and of the interacting material on the ablation process
was assessed. By the analysis of the laser drilling process of thin layered samples the material
influence was demonstrated. Besides the ultrasonic evaluation of the laser pulse power density
the plasma shielding for 10 ns laser pulses was analyzed by the same method.

A practical optodynamic study was performed to determine the usability of different
lengths of laser pulses for the generation of ultrasonic transients in a solid material
(Hrovatin et al., 2006). The aim of the study was to evaluate the possibility of a dual use for
a laser pulse - for laser material processing on the one hand, and for the ultrasonic wave
generation on the other - with both processes being combined on the same production line.
The ultrasonic transients generated by ‘classical’ nanosecond laser pulses were compared
with the transients generated by industrial laser pulses with duration of a few tenths of a
microsecond. The experimental results were compared with the results of a time-of-flight
analysis that also involved part of a mode-conversion analysis for both regimes in a layered
material structure. The differences between the two waveforms were assessed in terms of
their visibility, wavelength and resolution. The possibility of using an industrial marking
laser for laser ultrasound generation was thus demonstrated.

Recently, a homodyne quadrature laser interferometer (HQLI) has been developed as a
powerful tool to study OD motion with high temporal resolution on longer time scales
(Gregor¢ic¢ et al., 2009). A schematic of the HQLI set-up is presented in Fig. 8. The light from a
stabilized He-Ne laser is polarized at a 45° angle in the xy plane. The beam splitter (BS) splits
the beam into reference and measurement arms. A 1/8 wave plate (OWP) is placed in the
reference arm. Two transitions (back and forth) through the OWP in the reference arm, gives
rise to the A/4 phase difference between the orthogonal polarizations. The orthogonal
polarizations in the measurement arm experience an equal phase shift due to the displacement
of the target mirror. The polarizing beam splitter (PBS) transmits the x-polarization and reflects
the y-polarization. Two interfering beams with polarizations in the x-plane, one from the
reference arm and the other from the measurement arm, reach the photodiode PDx. Similarly,
the perpendicular polarizations coming from both arms illuminate the photodiode PDy.



44 Advanced Knowledge Application in Practice

Ideally, the interference signals on the photodiodes are shifted by A/4 , which can be achieved
with a properly rotated OWP. Two signals in quadrature (sin-cos) are thus obtained which
allow measuring of a few hundred micrometer displacements with nanometer resolution.
Band-pass filters (BFP) are placed in front of photodiodes to attenuate the scattered light. The
high reflectivity (HR) mirror of the reference arm is driven by a piezoelectric transducer
(PZT) which provides harmonic vibration that aids the system setting-up. The sample with a
mirror-polished rear surface is placed in the measurement arm. The ultrasonic displacement
(u(t)) is caused by the laser ablation of the front surface.
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Fig. 8. Top view of a homodyne quadrature laser interferometer (HQLI)

The influence of quadrature phase shift on the measured displacement error was
experimentally investigated using a HQLI (Gregor¢i¢ et al., 2009). Common nonlinearities,
including the phase-shift error, were determined and effectively corrected by a robust data-
processing algorithm. The measured phase-shift error perfectly agrees with the theoretically
determined phase-shift error region. This error is systematic, periodic and severely
asymmetrical around the nominal displacement value.

We performed a single-shot, contactless measurement of ultrasonic waves on a laser-
propelled rod with a HQLI during the entire duration of its motion (Pozar et al., 2009). This
is the first such experimental demonstration of a laser-induced, elastic-body motion, where
all the most important mechanisms that reveal the nature of its motion are presented and
explained from a single-shot measurement. Furthermore, these measurements
quantitatively demonstrate that the HQLI is an appropriate tool for monitoring high-
amplitude (>1 pm) and high-frequency (up to 200 MHz) ultrasonic waves on moving
objects. It has a constant sensitivity and can measure a total displacement of ~Imm with a
resolution and accuracy of 1 nm, i.e., it covers a dynamic range of 10¢.

3. Applications

3.1 Laser drilling
Laser drilling is used to machine very small holes, unusual-shaped holes, blind holes,
precisely tapered holes, holes at steep angles, holes with small diameter and high aspect
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ratio, etc. It makes possible to drill holes into difficult-to-machine materials. Current
industrial laser drilling stations employ monitoring and control systems that rely
parameters such as the laser power, pulse duration, energy, beam quality, the distance
between the workpiece and the focusing lens etc. More refined systems would allow
monitoring the result of the process on-line. A promising approach to developing such
monitoring systems is based on the acquisition and analysis of OD signals, generated during
the process. We have conducted several studies to develop and refine OD monitoring
methods in laser drilling using a variety of lasers and materials.

We studied laser drilling of different woods using a free-running pulsed Er:YAG laser (Grad
& Mozina, 1998). Very long and narrow holes with depth-to-diameter ratio above 100 could
be achieved which is an indication of the occurrence of laser beam trapping within the hole.
The process has been investigated as a typical optodynamic process. Optoacoustic waves in
air above the irradiate surface were detected by microphone and analyzed to monitor the
hole depth produced by consecutive laser pulse exposure of the same spot. Measurements
of laser drilling rate were performed. Fig. 9shows a typical result that illustrates the
potential of OD detection for process monitoring. The macro photography in the upper part
shows a high-aspect-ratio hole running horizontally from left to right and the growth rings
running diagonally through the image. The diameter of the entry hole is 1 mm.

ENERGY OF OA SIGNAL [a.u]

0 16 24
DEPTH [mm]

Fig. 9. Energy of optoacoustic signals vs. wood density profile. Reprinted from (Grad &
Mozina, 1998) with kind permission from Elsevier

Below the image is a diagram, which relates energy Eoa

Eoa = ;" v (Dt M)

of the microphone signal y(f) with the depth H of the hole, which has been determined from
the number N of successive laser pulses. The relation between H and N had been established
by another experiment where several holes were drilled in the wood sample using different
number N of laser pulses. The sample was subsequently ground in a parallel plane to the
holes’ axis to determine the hole depth H corresponding to a particular N. As evident from
Fig. 1, local peaks of Epa correspond to local areas of increased wood density. Information
on inner density profile of the wood can be obtained through these measurements.

Pulsed laser drilling of laminated aluminum with a Q-switched Nd:YAG laser was studied
to explore the possibility of on-line monitoring of the hole depth growth (Strgar, et al., 2000).
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The optodynamic responses were acquired by means of a single LBDP which detected shock
waves generated in surrounding air during the drilling process. Detected signals were
processed and analyzed to extract the optodynamic characteristics of the drilling process.
The characteristics were correlated with geometric properties of the holes. A simple and
reliable method for determining the depth of holes was developed. Specimens were
produced by firmly pressing together a stack of thin sheets of uniform and equal thickness.
After the processing the sheets were separated. The resulting hole depth was estimated from
the number of sheets pierced. Experiments were performed to examine how the LBDP
signal characteristics, hole depth, and material removal rate change with the number of
consecutive laser pulses. A strong correlation between the depth of the laser-drilled hole
and an optodynamic response was found and examined. It was found, however, that
supersonic propagation of the shock wavefront introduces a systematic error into the OD
depth measurement.

To evaluate this phenomenon more closely we employed simultaneous detection of OD
waves in air and in the workpiece by means of a LBDP and a piezoelectric transducer,
respectively (Strgar & Mozina, 2002a). Fig. 10 shows the set-up.
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Fig. 10. A schematic of the set-up for simultaneous detection of OD signals by a LBDP and a
piezoelectric transducer (top). Typical detected signals by the piezoelectric transducer
(bottom-left) and LPDP (bottom-right). Reprinted from (Strgar & MoZina, 2002a) with kind
permission from Elsevier

The increasing depth H of the hole and its maximum extent were estimated from changes in
the propagation time (t, and f,) of the ultrasonic waves traveling from the bottom of the
hole to both detectors. Measurements of the maximum hole depth were compared with the
predictions of a theoretical model and they were found to be in a good agreement.

A further study (Strgar & Mozina, 2002b) in this area concentrated on the relationship
between the propagation time of the longitudinal stress wave in workpiece and the number
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of consecutive laser pulses. The aim was to develop a method for determining the depth of
laser-drilled holes in real time. Piezoelectric detection was used. Fig. 11 shows a typical
obtained result.
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Fig. 11. Propagation time of the longitudinal stress waves vs. the number of consecutive
laser pulses during laser drilling of a 1.2-mm thick stainless-steel sample. Experimental data
are fitted with an exponential curve. Reprinted from (Strgar & MozZina, 2002b) with kind
permission from Springer Science+Business Media

We found that during laser drilling of a blind hole the propagation time t,(N) of the
longitudinal stress waves in material decreases with the number of consecutive laser pulses
N in a way which could be approximated by an exponential function:

t(N) = tugt (i~ tny) exp(=N/ No) ®)

where t,; and t,y are the initial and the final propagation times, respectively, and Nj is the
characteristic laser pulse number. The initial and final propagation times were measured
while the characteristic laser pulse number was determined from a comparison of the
calculated values and the experimental data. We have verified that the final depth Hy of the
hole can be determined from:

Hy= cu (tmi—tmg) ®)

where ¢, is the propagation velocity of the longitudinal stress wave through the material.

Building on these observations, a further study was conducted aimed at analyzing pulsed
laser micro-drilling of different metals (Petkovsek et al., 2006). The OD waves were detected
by using the arm compensated Michelson interferometer. Monitoring of the main
parameters of the micro drilling such as material ablation rate and efficiency was realized by
analysis of the optodynamic signals. The process is characterized by decreasing ablation rate
that leads to the finite hole depth. In order to describe decreasing ablation rate a theoretical
model based on the energy balance has been proposed. It considers the energy/heat transfer
from the laser beam to the material and predicts a decreasing drilling rate with an increasing
number of successive laser pulses. According to the proposed model, the finite depth of the
hole appears as a consequence of the increasing surface area through which the energy of
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the laser beam is conducted away to the material around the processed area. Decreasing
ablation rate and the finite hole depth predicted by model were in good agreement with the
experimental results as shown in Fig. 12.
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Fig. 12. Hole depth vs. consecutive laser pulse number for three metals. The markers
represent the measured data, while the solid lines represent the predictions of the theory.
Reprinted from (Petkovsek et al., 2006) with kind permission from Elsevier

Another research direction in this area was focused on developing a reliable method for
drilling specified micro-holes into glass ampoules and vials (Petkovsek et al., 2006). Test
ampoules with holes are used in pharmaceutical production lines for the adjustment of the
high-voltage leak-detection devices. Our set-up is built around a XeCl excimer laser that
provided the processing beam (Fig. 13).
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Fig. 13. The set-up for laser drilling of specified micro-holes into ampoules

The beam is lead through a circular orifice and focused through a pinhole and a focusing lens
onto the sample front side. The focal diameter of the beam is 100 pm and the focal fluence of
the processing beam is in the range from 7 to 13 J/cm2 The samples are clamped by a holder
in such a way that the processed surface is perpendicular to the processing beam. The holder is
mounted on a translation stage to enable fine adjustment of the focus to surface distance F. A
mechano-optical triangulation (MOT) sensor has been developed to achieve precise and
repeatable sample positioning relative to the focal plane of the processing beam.
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The key novelty of the developed solution is an accurate and reliable method for the
detection of perforation of the ampoule wall during the processing. The method is based on
the detection of shock waves generated in the air during the drilling process using a LBDP.
An analysis of the detected optodynamic signals gives important information about the
progress of the drilling process, and we employed this as the basis for the presented online
process-monitoring method. A significant change in the signal's amplitude is observed
when the wall of a liquid-filled ampoule is perforated and the exit process point is in contact
with the liquid. This signal change can serve as an indicator of wall perforation. We have
verified this optodynamic method by examining the processed holes using optical and
electron microscopy as well as with a non-destructive gas-leakage test method. Holes with a
diameter of less than 10 pm were produced in the walls of 0.5 mm thick glass ampoules. The
test ampoules are successfully applied in the pharmaceutical production.

In a further development (Petkovsek et al., 2008) of the described microdrilling method we
augmented the experimental set-up by means of a digital micrographic system (Fig. 14)
which enables the acquisition of images of the plasma plume and of the hole cross-section
during a drilling sequence.
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Fig. 14. The set-up for laser drilling of specified micro-holes into ampoules. Reprinted from
(Petkovsek et al., 2008) with kind permission from Springer Science+Business Media

The first processing phase, called “incubation,” is characterized by 3D plasma plume
expansion (Fig. 15b, image a). The initial hole has a shape close to a half-sphere with radius
related to the processing beam radius. The nonuniformity of the process at this phase
manifests itself in the LBDP amplitude variation greater than +10% (Fig. 15a).

During the second phase (“the deep hole ablation”), a self-focusing effect appears leading to
the recessing hole diameter that is more prominent at lower processing beam fluences.
Recession also depends on numerical aperture and focus adjustment of the processing beam.
One-dimensional expansion of the plasma plume (Fig. 15b, images b and c) leads to a strong
attenuation of the processing beam and consecutively to a strong (approximately
exponential) decrease of the LBDP signal amplitude (Fig. 15a). By comparing the hole cross-
section and plasma plume images we see that in this phase the plasma plume originates and
expands in the hole. LBDP signal amplitude exhibits less variation in this phase than during
the previous one. The hole is crack-free.
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Fig. 15. Phases of the micro-drilling process evident in (a) LBDP signal amplitude diagram
and (b) characteristic micrograph images of the hole cross-section and the corresponding
plasma plume. Reprinted from (Petkovsek et al., 2008) with kind permission from Springer
Science+Business Media

The third phase occurs when ablation tends to stop due to the predominant absorption by
the side walls in a deep hole. Plasma energy and consequently its visibility decrease (Fig.
15b, image d), and consequently the LBDP signal amplitude decreases below the noise level
(Fig. 15a). At the moment of sample perforation, the plasma plume vanishes (Fig. 15b, image
e). During this phase, the hole apex can exhibit an unpredictable form (branched hole apex).
A further study in this area (Petkovsek & Mozina, 2007) has been devoted to developing a
theoretical model, which serves as a basis for understanding the physical background of the
developed method for pulsed-laser microdrilling of glass using nanosecond pulses. The
model considers plasma formation and shockwave propagation (Fig. 16).
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Fig. 16. Plasma formation and shock wave propagation during laser micr-drilling. Reprinted
from (Petkovsek & Mozina, 2007) with kind permission from American Institute of Physics

3.2 Laser engraving
We have examined OD signals detected by a microphone and a laser beam deflection probe

during laser engraving of printed circuits (Gorki¢ et al., 2009). The experimental set-up (Fig.
17) has been built around a diode pumped pulsed Nd:YVO, engraving laser (1) with
average output power up to 15W, pulse repetition frequency up to 100 kHz, and pulse
duration of 20-60 ns. The processing laser beam was translated over the workpiece (2) using
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a scanner head (3). The workpiece was mounted on a clamping device which had two
electrodes for measuring engraved gap conductance (4). OD waves, propagated in the air
above the processed surface, were detected by a condenser microphone (5) and a laser beam
deflection probe (LBDP). A LBDP beam from a He-Ne laser (6) was aligned parallel to the
line engraving and intersecting the processing beam at the right angle. Deflection of the
probe beam by the transition of the OD transient wave was detected by a fast photodiode
with a preamplifier (7) (40 MHz bandwidth). According to the manufacturer specification
the microphone had a 100 kHz bandwidth. Another fast photodiode (8) was used to detect
stray processing laser light, reflected from the workpiece, in order to acquire the time
history of the processing beam and to trigger the oscilloscope (9).
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Fig. 17. Experimental set-up for OD analysis of laser engraving. Reprinted from (Gorkic et
al., 2009) with kind permission from Springer Science+Business Media

Different process regimes were studied varying laser power, pulse repetition frequency and
beam translation speed. The detected OD signals had the form of a train of well separated
pulses. Comparing microphone and LBDP signal pulses we found the latter to be shorter as
expected due to the higher detecting bandwidth of the LBDP. We observed that during the
process both kinds of OD signals exhibited characteristic amplitude variations which could
be related to the process outcome. An efficient windowed peak-to-peak signal processing
algorithm for amplitude extraction was developed to process the signals and examine their
relation to the engraving quality. The results of signal analysis were compared to the
engraving surface topography, measured by means of optical microscopy with extended
depth of field digital photography. We have found that microphone and LBDP signal
amplitude was larger in the cases of optimal engravings than in the cases of shallow and
overburnt engravings (Fig. 18). The results show that the signals could be applied to on-line
monitoring of the process of laser engraving PCBs.

We examined different combinations of processing parameters, which would uniquely
describe different processing regimes: shallow, good and obverburnt engraving. We found
that the parameter, defined as

Es=Pr/vL 4)
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where P; and v; are laser power and beam translation speed, respectively, suited well for
this purpose. Es [J/m] represents incident pulse energy, averaged over a pulse repetition
period, per unit length of an engraving. We have found in our case that using parameters
that gave Es < 77 ]/ m we obtained shallow engravings. Using parameter combinations that
gave Es > 90 J/m we observed excessive substrate burn.
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Fig. 18. 3D scans (left) and amplitudes of OD signals (right) of a shallow (a) and good (b)
engraving. Reprinted from (Gorkic¢ et al., 2009) with kind permission from Springer
Science+Business Media

3.3 Laser cleaning

We have investigated laser cleaning as an optodynamic process in which the optically
induced removal of a liquid or a solid contaminant from a substrate is accompanied by an
optodynamic wave in the surrounding air (Bregar & Mozina, 2002). In our experiments we
used both dry and steam laser-cleaning techniques for various samples. OD waves,
produced by the abrupt heating and detachment of the contaminants, were detected with a
laser beam deflection probe. Analyzing the acquired signals we observed supersonic
propagation velocities, density profiles matching the shock-wave profile, and reasonable
agreement between the shock-wave theory and measured data. Two characteristic
parameters of the optodynamic wave: the amplitude and the time-of-flight of the wavefront
were examined as possible indicators of the contaminant removal. Analysis of the OD
signals has indicated possible sound generating mechanisms. During a sequence of
successive cleaning laser pulses we have observed a decrease of the amplitude and the
propagating velocity of the detected OD waves. When both parameters reached constant
values, the cleaning process ceased (Bregar & Mozina, 2003). Fig. 19 presents times of flight
(TOFs) measured during the cleaning of two samples with different surface contaminant
particle densities. As expected, the higher density and consequently the higher particle



On-line Optodynamic Monitoring of Laser Materials Processing 53

removal rate correlates with a significantly larger change in both OD parameters; for the
first few pulses stronger and faster shockwaves are generated, with the propagation
velocities up to 470 m/s. By OD signal detection and analysis the progress of the cleaning
process could be monitored on-line.
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Fig. 19. Times of flight of the OD signals detected during the laser cleaning of a stainless-
steel surface with low () and high (°) surface contaminant particle density. Reprinted from
(Bregar & Mozina, 2003) with kind permission from Springer Science+Business Media

We have studied the removal of paint layers from metal surfaces using excimer and pulsed
Nd:YAG lasers (Jezersek et al., 2004). The effects of each individual laser pulse were
monitored by a three-probe system (Fig. 20). Ultrasonic signals from the rear surface of the
substrate were obtained using an arm compensated Michelson interferometer (ACMI), the
OD waves in the surrounding air were detected using a LBDP and the 3D shape of the
growing crater was measured using a laser anamorph profilometer.
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Fig. 20. Experimental set-up used for monitoring the laser-based decoating (left). The shape
of the ablated area after (a) the first and (b) the tenth Nd:YAG laser pulse measured by the
laser anamorph profilometer (right). Reprinted from (Jezersek et al., 2004) with kind
permission from Elsevier
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The Nd:YAG laser proved to be more efficient in terms of decoating rate. When using ACMI
the integral of the ultrasonic signal was found to be a representative parameter that has a
linear correlation with the decoating rate (Fig. 21). In a similar way, the amplitude and the
time-of-flight are appropriate parameters when using the LBDP, but they have an
exponential relation versus decoating rate. From a process-control point of view the above
measurement techniques make it possible to monitor the laser-based decoating process in
real-time.
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Fig. 21. The correlation between the ablated mass per laser pulse and (a) the interferometric
integral and (b) the TOF. Reprinted from (Jezersek et al., 2004) with kind permission from
Elsevier

3.4 Laser writing

We have investigated the direct laser writing of graduation lines in Cr thin films on glass
substrates (Kopac et al., 1996a; 1996b). A Nd-YAG laser and an astigmatic optical system
have been used to write rectangular holes in the Cr film. The optimal writing parameters:
the laser pulse energy, the Cr layer thickness and the substrate-objective distance were
determined using the probe beam deflection method to detect the evaporation of the
material. We have shown that evaporation was the essential process in the laser writing of
graduation lines. The rims formed by the surface tension gradient at the hole edges have
indicated that the laser writing of graduation lines is a typical two-phase removal process.
Based on this assumption the process was analyzed experimentally and theoretically. The
transmitted portion of the incoming laser pulse and the optodynamic wave amplitude have
been detected and used in monitoring the line opening dynamics in real time.

Fig. 22 shows AFM images of the graduation lines for different writing parameters. The
region of the removed material is located in the middle of the AFM image, while the rims of
resolidified Cr can be seen at the edges of these regions.

Fig. 23 shows the variations of OD amplitudes for the sequentially written graduation lines
while the writing parameters were changing. For the first 50 written lines, the pulse energy
was varied from 150 to 315 pJ; for the next 75 lines the refocus was simulated.

The next 50 lines were written with the system set to the optimal writing parameters and the
last lines were written in the Cr layer with the inhomogeneous adhesion. All the
experiments were performed on the 40 nm thick Cr layer with the laser beam impacting
through the glass substrate. Comparing these results with OM, SEM and AFM analysis of
the same graduation pattern, one can conclude that the OD signal amplitude is a good
measuring parameter for the on-line evaluation of the quality of the graduation pattern,
since the graduation lines written in the OD amplitude range between 130 and 160 mV
satisfy the quality requirements.
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Fig. 22. AFM images of graduation lines for different writing parameters (size 11x11 pm).
Reprinted from (Kopac et al., 1996a) with kind permission from Springer Science+Business
Media
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Fig. 23. On-line OD monitoring of the graduation lines quality. Reprinted from (Kopac¢ et al.,
1996b) with kind permission from Elsevier

3.5 Laser ablation

The LBDP has been employed to study ablation of metallic surfaces by sequences of 1.06 pm
Nd:YAG laser pulses separated by less than 1 ps (Diaci & Mozina, 1993). A fluence threshold
has been found, below which the effects of individual pulses can be resolved by the laser
probe. Above that, the deflection signal has a similar form as if the surface were irradiated
with a single pulse. Analysis of the signal in terms of the spherical blast wave theory shows
that a pulse sequence generates a weaker blast wave than a single pulse of equal total
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energy. Inspection of the irradiated surfaces shows a monotonous increase of the etch depth
with pulse energy in all cases, confirming that no appreciable plasma shielding takes place.
The amplitude of the LBD signal, which also increases monotonically with pulse energy,
could therefore be used for the on-line monitoring of the etch depth. In the case of multiple
pulse irradiation, however, the amplitude changes so drastically when the consecutive
shocks merge that an integral parameter, like mean square value of the signal, should be
more appropriate for monitoring the total etch depth. For the same total energy, the
multiple pulse irradiation produces a higher etch depth than the single pulse, but it also
yields a larger heat affected zone, more irregular shape of the crater with larger remnants of
melted and resolidified material (Fig. 24).
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Fig. 24. Profiles of craters ablated into a stainless steel surface using single pulses (the dash-
dot line) and multiple pulses (the solid line) with similar total energy. Reprinted from (Diaci
& Mozina, 1993) with kind permission from Elsevier

We have applied the multiple-pass LBDP to investigate spherical shocks generated during
laser ablation of metallic targets in air (Diaci & MozZina, 1996). For each ablation event we
determine shock transit times at several points in space and fit the data to the theoretical
shock trajectory in order to determine the blast energy Ej released in the shock wave. This
multiple-point procedure improves the accuracy and reliability of blast energy
measurement. As an illustration of the result we show in Fig. 25 the ratio E;/E;, which we
call the energy conversion efficiency, as a function of incident laser energy E,. The efficiency
increases with incident energy: quite rapidly at low E; and only gradually at high E;. In the
low E; range we also find that pulse-to-pulse variations of blast energy are much higher than
the variations of E; while in the high E; range they are comparable.

Several processing parameters, like the ablation rate, the shape and size of the ablation
crater, are considerably affected by the conditions of focusing of the laser beam, i.e. by the
focal distance of the focusing lens system and by the distance ! between the irradiated
surface and the focal plane of the lens system (waist—surface distance). In order to control
and optimize the ablation process, a monitoring method of the ablation beam focusing is
required. We have examined the possibility of employing the optodynamic detection to
control and optimize the ablation process (Grad et al., 1993a). We have studied OD signals
acquired during laser ablation of aluminum and brass samples using two detection
techniques: a resonant piezoelectric (PZT) transducer mounted on the opposite side of the
irradiated surface detecting the OD waves in the sample and a wideband microphone
detecting the OD waves in the surrounding air. Simultaneous detection is used to evaluate
the potentials of both detection techniques for monitoring the laser beam focusing.
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Fig. 25. Conversion efficiency vs. incident laser energy during laser ablation metallic targets.
Reprinted from (Diaci & Mozina, 1996) with kind permission from Elsevier
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Fig. 26. Normalized amplitude dependence of the microphone (left) and piezoelectric (right)
signals on the waist —surface distance at two different laser pulse energies.

With all samples we find that both signals have maximum amplitudes when the target
surface is in the focal plane of the ablation beam (I = 0 in Fig. 26). The peaks associated with
the longitudinal wavefront arrivals are used for the comparison of the PZT signals. The
curves, normalized with their focal values, exhibit more complex shapes than those from the
microphone signals. In all cases the curves narrow when the incident laser energy E,
decreases. The results indicate that it is possible to use the OD signal amplitudes to
determine the position of the ablation beam focus and to detect displacements of the sample
surface from the focus.

The same simultaneous detection technique was applied to study excimer laser ablation of
ceramic samples at different laser pulse energies and laser beam spot sizes (Grad & Mozina,
1993b; Grad & Mozina, 1995). Several techniques of OD signal analysis were used to study
the correlation between OD signal parameters and the ablation rate. Combining the
parameters of the microphone and PZT signals an ablation parameter was defined whose
dependence on the ablated mass was found to be linear. The investigations have shown that
the ablation rate changes with the increasing number of the laser pulses applied.
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Fig. 27. Comparison between the measured and the calculated microphone signals.
Reprinted from (Grad & Mozina, 1996) with kind permission from Elsevier

Er:YAG laser ablation of dental tissue has been investigated as the typical optodynamic
process (Grad & Mozina, 1996). An experimental method was developed which enables
evaluation of a laser pulse temporal profile influence on the ablation process of hard dental
tissue. The OD signals were detected by a microphone and analyzed within the frame of
linear systems theory to monitor laser induced microexplosions. Statistical distribution of
the optodynamic efficiency was performed in terms of partial weights of the OD system
response function. Fig. 27 shows a comparison of measured and calculated microphone
signals. The calculated signals were determined by convolution of the laser pulse signal
with the experimentally determined impulse response of the OD system. The results
indicate that the laser spikes shorter than 2 ps are more efficient in ablative mechanism
regime.

4. Conclusion

The chapter presents a synthesis of the results of original research in the area of pulsed laser
materials processing. Within this framework, special emphasis has been given to the
optodynamic (OD) aspects of interaction, which include the links between the laser material
removal and the resulting material motion. The chapter examines several methods that have
been employed to study optodynamic aspects of laser processing and reports several
applications of the developed methods in laser processing.
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1. Introduction

Magnesium alloys found a plethora of applications in various branches of industry where
reduction in weight is of importance (Gray & Luan, 2002). These alloys are used in aerospace,
automobile and electronic industries, for manufacturing of sporting goods etc. Advantages of
magnesium alloys include: the high strength: weight ratio, high thermal conductivity, small
heat extensibility, good welding characteristics and high functional integrity, which allow to
produce near-net-shape elements as well as good machinability (Hawkins, 1993). However,
magnesium alloys have also certain disadvantages. The most troublesome of them is the high
susceptibility to corrosion, which contributes to dwindling of their size and reduces
mechanical durability. Other disadvantages of magnesium alloys comprise their weak wear
resistance, a drop in durability at high temperature and interference of electromagnetic field.
The aforementioned faults considerably reduce the area of application of this material.
Presented studies aimed at elimination of the listed drawbacks by means of covering of
magnesium alloy AZ31 with special hard carbon coatings to form a protective barrier with
decorative appearance. Plasma Activated Chemical Vapor Deposition (PACVD) method
was used for this purpose. Optimum conditions of this process were determined and the
material properties of the coatings were characterized.

2. Experimental apparatus and procedure

Hard carbon films were deposited on magnesium alloys AZ31 by PACVD method, which
relied on decomposition of methane in electric field with high frequency of 13.56 MHz,
obtained at the pressure of approximately 12 Pa in a working chamber (Golabczak, 2005).
Processes of PACVD were realized in the stand presented in figure 1. It consisted of the
chamber of water cooled plasma reactor, the high frequency electrode fixed to the plate of
the base and connected through the condenser (the latter provided the negative potential of
self-polarization), generator of high frequency (facilitated production of plasma with high
density and maintained the frequency at the constant level), vacuum system and systems of
measurement and control.

Hard carbon coatings were deposited on magnesium alloy AZ31 in two steps comprising
the process of ionic digestion of their surface followed by the process of synthesis of these
coatings. Parameters of these steps are shown in table 1.
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Fig. 1. The scheme of the system used for deposition of hard carbon coatings by PACVD
method

Parameter Ionic digestion of the surface | Process of coating deposition
Feed gas CH,4 CH,4
Pressure in a working 8+10 Pa 12 Pa
chamber
Time of process - t 4 min 5+ 9 min
Gas flow rate - V 5 cm3/min 20+60 cm3/min

Table 1. Parameters of PACVD process

3. Results and discussion

The experiments included optimization of technological parameters of PACVD process of
deposition of carbon films and characterization of their material properties. To determine
the optimum condition of PACVD process a series of test specimens was produced
according to the fractional experimental 2n1 design (Golabczak, 2005). The studies of
material properties of carbon coatings deposited on magnesium alloy AZ31 comprised
determination of morphology of these coatings, measurements of their nanohardness and
thickness (Golabczak & Konstantynowicz, 2010), tribologic tests and determination of their
corrosion resistance.

3.1 Determination of morphology of hard carbon coatings deposited on a surface of
magnesium alloy

Morphology of hard carbon coatings deposited on the surface of magnesium alloy AZ31
was determined on the basis of their Raman spectra (Golabczak, 2005). For this purpose, the
mathematical modeling of fitting of gaussian peaks of the identified carbon phases to the
Raman spectra was performed (Golabczak, 2005). The contents of the identified carbon
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phases in the deposited carbon coatings were determined on the basis of the relative index -
E;, described by the following equation (1):

E _E_M )

FA, _ZIpi(x)dx

where: A;; - surface area between the baseline and the curve of fitting to the plot for the
carbon phases identified in the coating, calculated by the method of numerical integration;
A - the summary surface area between the baseline and the curve of fitting to Raman
spectrum, calculated by the method of numerical integration (Golabczak, 2005).

Results of computing of the relative index E; obtained for each specimen prepared within
the scope of the planned experiment, are shown in figure 2.
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Fig. 2. Comparison of values of the relative index E; for carbon phases identified in hard
carbon coatings deposited on magnesium alloy specimens obtained within the scope of the
planned experiments of PACVD process

Diamond

Analysis of results obtained for individual specimens produced within the scope of the
planned experiment (specimens 1+4), revealed that the diamond phase (Ei=0.40+0.48) and
alfa-graphite phase (E;=0.20+0.35) dominated in the deposited coatings. Also other carbon
phases were identified, such as beta-graphite- (Ei=0.003+0.013), fullerens (E;=0.11+0.22),
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nanotubes (E; of approximately 0.034) and other, including some unidentified forms
(Ei=0.006+0.068), rings (E; of approximately 0.008), and chains (E=0.018+0.12), but their
contents were minor. Optimization of deposition conditions (specimen 5) showed that the
rise in contents of diamond phase (to Ei=0.54) in the coatings was achievable. The latter
content of diamond phase in the coating was reached under the following PACVD process
conditions: U=900V, t=8min, and V=60cm?3/min.

3.2 Measurements of nanohardness of hard carbon coatings deposited on

magnesium alloy AZ31

Nanohardness of hard carbon coatings was measured using Nano Test 600 meter (Micro
Materials Ltd., Great Britain) equipped with a diamond pyramidal penetrator (Golabczak,
2005). The measurements of nanohardness were conducted at the penetrating force (F) of
0.1-0.6 mN (extorted by the penetrator) and the rate of F increase (dF/dt) of 0.02 mN/s.
Values of nanohardness of hard carbon coatings, measured by using the pyramidal
penetrator, were calculated as follows (2):

F
= 24,5h,? @
where: H, - nanohardness of the outer layer [GPa], F - the penetrating force [N],
h,, - indentation made by the penetrator [m].

Representative results of nanohardness measurements of the examined hard carbon
coatings deposited on magnesium alloy AZ31 are shown in figure 3.
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Fig. 3. Comparison of the nanohardness of magnesium alloy AZ31 protected by the carbon
coating deposited under optimum conditions of PACVD process and the specimen without
this coating
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The latter presents the difference between the nanohardness of magnesium alloy AZ31
protected by the hard carbon coating deposited under optimum conditions of PACVD process
and the alloy without this coating. These results provide evidence that the nanohardness of
magnesium alloy AZ31 protected by the hard carbon coating deposited by the PACVD
method was considerably higher (24 GPa) than that of the alloy without the coating (0.8 GPa).

3.3 Determination of the thickness of hard carbon coating

The thickness of hard carbon coatings was determined by the method of direct
profilography using the highly precise Taylor Hobson profilographometer (Golabczak, 2005,
2010). To achieve the accurate results of measurements, the carbon coatings were deposited
only on selected fragments of the examined samples of magnesium alloy. Therefore, some
parts of their surface were protected by quartz plates during synthesis of the coatings
(Fig. 4). Thus the examined surfaces of magnesium alloy contained the fragments coated by
the carbon layer and free from the latter. Results of these measurements are collected in
figure 5. The mean value (from 5 distinct measurements) of the thickness of a carbon coating
was approximately 220 nm.

zone of measurements surface without carbon coating

surface with carbon coating

Fig. 4. The image of the surface of a specimen of magnesium alloy AZ31 prepared for the
measurements of hard carbon coating thickness and the zone of measurements carried out
by profilography method
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Fig. 5. Results of measurements of the thickness of hard carbon coating deposited on
magnesium alloy AZ31 carried out by the method of direct profilography; the thickness of
hard carbon coating (Ah) is equal to 220 nm
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3.4 Tribologic measurements of hard carbon coatings

Tribologic measurements relied on tests of rubbing interaction between rectangular
specimens of magnesium alloy AZ31 covered by the carbon coating and deprived of this
layer with the cylindrical rubbers (Golabczak, 2005). The rubbers were prepared from
three different materials such as hydrogenated rubber butadiene-acrylonitrile - HNBR,
poly(methylmetacrylate) - PMMA (plexsiglass), and poly(tetrafluoroethylene) - PTFE
(teflon). Dimensions of rectangular specimens of magnesium alloy were 10x4x5mm. The
cylindrical rubbers had the diameter of 35mm and width of 10mm. Tribologic tests were
conducted using Tribometer T-05 under the following conditions: normal load of the
rubber - 6N, the rubbing speed - 3.67 cm/s, time of test duration - 2h, frequency of
recording of measurements - 2E+14, and ambient temperature (T) of 20.7°C.
Representative results of tribologic measurements are shown in figure 6-7. They present
differences in the total friction energy and volumetric wear of the examined specimens
during the test. The displayed results provide evidence that the carbon coatings deposited
on magnesium alloy considerably improve its properties. They both reduce the total
energy of friction and enhance their resistance to wear. Our experiments revealed that the
total energy of friction of the listed above specimens with carbon coatings, was
considerably lower and reached: 44% for the rubber one, 130% for the plexiglass rubber
and 440% for that made of teflon. Carbon coatings also significantly decreased the total
volumetric wear of the examined samples of magnesium alloy. The relative increase in
wear resistance was: 660% - in case of the rubber rubber, 540% - for the plexiglass rubber
and 800% - for the teflon one.
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Fig. 6. Comparison of values of the total energy of friction determined by tribologic
measurements for specimens of magnesium alloy AZ31 protected by the hard carbon
coating and without the latter
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Fig. 7. Comparison of volumetric wear of the specimens of magnesium alloy AZ31 (one

covered by the hard carbon coating and the second - without this coating) determined by
tribologic measurements

3.5 Determination of corrosion resistance of hard carbon coatings in the salt spray
chamber

Corrosion resistance tests of hard carbon coatings were conducted in SIGMA DIESEL salt
chamber (BOSCH) (Golabczak, 2005). The examined specimens of magnesium alloy AZ31
were either protected with the carbon coating or not. Test conditions are displayed in table
3. The samples without the carbon coating were exposed to sodium chloride solution for 5h
while the samples protected by this coating were exposed for 200h.

Test parameters Value
Time of test duration 5h and 200 h
Temperature in the chamber 35°Cx1°C
Humidity in the chamber 85% - 90%
(the sprzl;;[sgsslfl};fzfczziilgfg 80 cm?) 2ml+1ml /h
Air pressure 1.0 bar £ 0.2 bar
NaCl concentration in the solution 5% (w/v)

Table 2. Parameters of corrosion test carried out in a salt spray chamber
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To estimate results of the corrosion test, images of the surface of specimens, which were
subjected to this test were recorded using two microscopes, i.e. metallographic and SEM.
Representative images of the surface of examined specimens are shown in figure 8 and 9.

Fig. 8. Microscopic images of AZ31 magnesium alloy specimens without the hard carbon
layer after 5h exposition in a salt spray chamber: a) magnification 3x, b) magnification 250x

Fig. 9. Microscopic images of AZ31 magnesium alloy specimens with deposited hard carbon
layer after 200h exposition in a salt spray chamber: a) magnification 3x, b) magnification 250x

Comparison of the images of surface of specimens of magnesium alloy AZ31 exposed to the
corroding environment in a salt chamber showed that the samples, which were not protected
by the carbon coating were strongly corroded after the relatively short time of exposition (5h).
In contrast, the specimens coated by the carbon film contained only small pits of corrosion
after 200h of treatment under the same conditions. Results of these experiments demonstrate
that carbon coatings explicitly protect magnesium alloy from corrosion.

3.6 Determination of corrosion resistance of hard carbon coatings using
electrochemical method

The accelerated electrochemical method consisted in repeated potentiostatic measurements
carried out by using Volta Master 1 set comprising a potentiostat Radiometr-Copenhagen
PGP 201. The examined samples were immersed in Tyrod’'s electrolyte (its chemical
composition is shown in table 3) at the temperature of 20°C.
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NaCl CaCl, KCl NaH,PO; | MgCLoH,O | NaHCO H
[g/dm3] | [g/dm] | [g/dm3] | [g/dmd] [g/dm3] [g/dmd] | P
8.00 0.20 0.20 0.05 0.10 1.00 6.9

Table 3. Chemical composition of Tyrod’s electrolyte

Modeling of phenomena occurring at the contact interface between the conductor (metal)
and the electrolyte was based on the standard Butler-Volmer equation (Golabczak, 2008). It
is a half-empirical equation and characterizes the rate of electric charge transfer through the
interface of phases: metal-electrolyte. This rate depends, first of all, on the difference of
potentials and its sign (positive or negative) at this interface. The analysis of current flow
through the medium which is far from the state of equilibrium cannot be done without the
model of Butler-Volmer. The model based on an electric nonlinear circuit was proposed to
determine the flow of current in the wide range of potential values. This circuit contains
some elements responsible for individual physical phenomena that take place during
potentiostatic measurements. The scheme of this substitute circuit is shown in figure 10.

e, N 8

o >

A

|1 |2
Rs1 Rs2
U

D1 D2
Yot Yoz

Fig. 10. The structure of proposed model in the form of the nonlinear electric circuit with
lumped constants

The proposed model consists of two branches characterizing anodic and cathodic currents.
Relationships between the elements of the model shown in figure 10 and phenomena
occurring at the interface conductor-electrolyte are as follows:

e diodes D; and D; that are fundamental elements of the proposed model correspond to
the exponential components of Butler-Volmer equation that are responsible for
diffusion,

e resistors Rs; and Rs; are responsible for the transfer of electric charge carriers and are
particularly important at higher values of voltage U,

e voltage generators ¥o; and Wp, are responsible for the difference in potentials at the
contact interface for anodic and cathodic parts of the characteristics.

Equations describing the substitute electric circuit (Fig. 10) are as follows:

- for the anodic branch (left parts of descending curves in figure 11 and 12):
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. . My,
ji1="jn|e *T -1 ®)
- for the cathodic branch (right parts in ascending curves in figure 11 and 12):
amy
J2 = Jo2 [e kT _1] ©)

The total current flowing through the interface is the sum of anodic current and cathodic
current:

J=h+i )

where: g- the elementary charge of an electron, expressed in [C] [A ], q=1.6022 1019 C;

k- Boltzman constant, expressed in [J/K] [kg s2/m?2 K], k=1.3807 10-3 ] /K;

T- the temperature of the contact interface [K];

joi, jo2 — the density of saturation currents, expressed in [mA/cm?];

Rs1, Rsy - resistances representing the phenomenon of electron transfer, expressed

in [Q];

my, m;y - coefficients dependent on division of currents and valences of ions in the

electrolyte, dimensionless quantities.
Electric parameters of this model for individual potentiostatic curves (Tafel curves) were
identified by means of the least square method and by resolving the system of nonlinear
equations by the gradient method. The obtained parameters are effective estimators of the
true model parameters. Results of potentiostatic measurements were plotted in figure 11
and 12. Intercepts of curves presenting the voltage on diodes with OX axis correspond to
potentials on the interface metal-solution. The values of electric parameters that were
calculated for the assumed models are presented in table 4 and 5. On completion of
potentiostatic measurements the surface of the examined samples was subjected to SEM
analysis. Examples of the recorded images are shown in figure 13 and 14. Analysis of results
of electrochemical studies revealed that deposition of the hard carbon coating on the surface
of AZ31 magnesium alloy significantly dislocated and increased the difference in potentials
(corrosion potential increased) at the interface between the metal and solution (Fig. 12) as
compared to the reference sample without the coating (Fig. 11). It provides evidence of the
beneficial effect of hard carbon coating deposited on this alloy because the barrier protecting
the latter from electrochemical corrosion was increased.

Model Jo Y m Rg
parameters m Alcm2 \Y - Q
Diode | 0.009145 -1.6622 0.4276 1092.46
Diode Il 0.000100 -1.6482 0.9607 643.96
Fitting error 4.027E-03
Deviation 3¢ 5.280E-02 mA/cm2

Table 4. Electric parameters of the potentiostatic curve of electrochemical corrosion for
sample made of AZ31 magnesium alloy free of carbon coating
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Fig. 11. Potentiostatic curve of electrochemical corrosion for AZ31 magnesium alloy free of
hard carbon coating
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Fig. 12. Potentiostatic curve of electrochemical corrosion for AZ31 magnesium alloy
protected by hard carbon coating
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Model Jo ¥, m Rg
parameters mA/cm? Vv - [¢)
Diode | 0.026058 -1.6501 0.3588 892.26
Diode Il 0.008067 -0.7000 0.1867 152.36
Fitting error 7.947E-05
Deviation 3o 7.720E-03 mA/cm?

Table 5. Electric parameters of the potentiostatic curve of electrochemical corrosion for
sample made of AZ31 magnesium alloy bearing the carbon coating

Also SEM analysis of the surface of the examined samples confirmed this desirable impact
(Fig. 13 - 14). Only single dark spots (probably very small corrosion pits) were visible at the
surface of the samples bearing hard carbon coating (Fig. 13) whereas harmful results of
electrochemical corrosion were visible on the whole surface of unprotected AZ31
magnesium alloy (Fig. 14).

Fig. 13. SEM image of AZ31 magnesium alloy surface on completion of the potentiostatic
corrosion test; test duration-1h: a) magnification 3x, b) magnification 250x

Fig. 14. SEM image of the surface of AZ31 magnesium alloy protected by hard carbon
coating on completion of the potentiostatic corrosion test; test duration 1h: a) magnification
3x, b) magnification 250x
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4. Raman spectra evaluation of the hard carbon layers

Raman effect has been widely used for carbon layers analysis from years for qualitative
analysis of samples as well as quantitative. Two main lines of attitude to the quantitative
analysis of the Raman spectra have been developed. The first one is applied mainly in
forensic investigations when one have prepared comparative sample consist of known
substances with known concentration which is the base for comparison of spectra from
unknown sample. A tool used in these investigations is Voigt profile based on Faddeeva
function, allowing a very precise comparison of spectra with elimination of individuality of
measurement equipment. This attitude seems not to be the best solution when one has not
comparative samples and sample under test is unique - the situations often meet in
scientific investigation. Using Voigt profiles may cause a lost of information carried with
spectrum, especially related with small quantities of nanotubes or fullerenes generated in
the process of imposing diamond layers in plasma arc. Another function for approximation
shape of the Raman peak based on Breit-Figner-Fano curve is frequently used but
difficulties arise when identifying physical meaning of parameters and subtracting idle
pedestal from the experimental spectrum. A different attitude based on simple Gaussian
peak approximation has been discussed leading to the conclusion, that engaging more
advanced and sophisticated methods does not provide automatically better results.
Especially for coatings used in health care very careful evaluation of the experimental data
have to be performed (Golabczak & Konstantynowicz, 2009). In this paper we would like to
deal more deeply with Voigt profile matching to the Raman spectrum taking into account
the measurement equipment characteristics, i.e. filtering efficiency of the Fabry-Pérot
interferometer. Accordingly the figure 15 mutual relationship between wave of the wave
number ks being anti-stokes scattered and detected with Fabry-Pérot interferometer and
incident laser wave of the wave number ki, is given by the so called Raman shift denoted kx:

ks —k, =k, ®)

radius K.s radius K.s

Antistokes scattering: scattered
radiation has greater energy then
incident; direction is unique

Stokes scattering: scattered
radiation has lower energy then
incident; direction is free

k+s k-s
ke
Incident laser radiation: kL kL
second “reading” photon
Excited phonons — quanta of mechanical Incident laser radiation:
vibrations dependent on material features first exciting photon

Fig. 15. A schematic diagram of the Raman scattering mechanism (multi-photon/fonon
interaction)
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Passing to the wavelength domain gives:

2l — 2l =k (9)
As A !
Finally we obtain relationship used further:
A
Ag = 7Lk (10)
1+, &
27

Obviously, all of the length units in the equation (10) have to be the same. It is worth of
memory, that wavelength of the laser emitted beam is usually given in [nm] (10 m) and
Raman shift wave number is given in [cm-] (102 m) as a rule. The relationship (10) allows us
to draw the Raman spectrum from an experiment in the wavelength domain, which is
dependent on the laser beam wavelength. Following, it allows comparison of the Raman
spectrum with the Fabry-Pérot interferometer characteristics evaluated traditionally in the
wavelength domain (Golabczak & Konstantynowicz, 2009). Accordingly this rule Raman
spectrum has been drawn in the figure 19 showing the simulated Fabry-Pérot interferometer
characteristics interaction with the Raman spectrum from an experiment. In this paper we
have been used Raman spectrum investigation for determining both layer composition and
quantitative determination of the diamond-like structure participation in the layer.
Examination of the layer imposing procedure shows, that different carbon allotropes or
compounds could be expected in the layer, not only diamond-like (Golabczak &
Konstantynowicz, 2009). Although efforts have been made to enhance content of the
diamond-like structures is not possible to obtain a pure one. In our further works related
with optimization of the layer content, especially assuring proper balance between diamond
and graphite structures, we will need especially precise tools for quantitative examination of
the layer, presumably more precise then tools based on the standard Raman spectrum
profile matching for recognition purpose only.

4.1 The Voigt profile basics

In the paper we have examined use of different functions modeling shapes of the Raman
spectrogram for different purposes. Here we like to deal in details with Voigt profile use and
computational problems. Voigt profile is a specific convolution function, with two parameters,
which covers features of the Raman spectrum generated by the investigated material features
as well as the influence of the Fabry-Pérot interferometer used as the detector:

V(x,0.7)= [ Glt.o)Clr—1, )i 1

where: G(x,0) - central Gaussian (with zero mean value) distribution modeling features of
the investigated material, given as the probability distribution function with one parameter
o determining its width:

(12)
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C(x,p) - central Cauchy distribution modeling influence of the Fabry-Pérot interferometer,
called also “Lorentz distribution”, given as the probability distribution function with one
parameter y determining its width:

Clx,y)= ﬂxzy_l_—yz) (13)

In closed form, after performing integration in convolution, Voigt profile can be expressed
as:

V(x, o, 7/) = Rae[jz(%ﬂ (14)

where complex z variable is of the form:

x+]7/ (15)

"ol

where in turn F(z) is complex complementary error function called also Faddeeva function.

F (z) = e’zzerfc(— jz) (16)

where in turn:

erfe(z)=1-erf(z) (17)

is the complementary error function of the complex variable expressed as (non-analytical!)
integral:

erfc xFJ “dt (18)

Effective computation of the erfc function i.e. fast and precise even for relatively big |z|, and
the following computation Faddeeva function, establish a real problem. A number of
methods is known, sometimes assuming very specific use in spectrum recognition, eq.
(Estevez-Rams et al.,, 2005). They are all based on different approximations of the F(z)
function (power series expansions) easy (relatively!) for computation (Di Rocco et al., 2004;
Ida et al., 2000). Sometimes these approximations are very specific and not usable beside
rare programming environments or operating systems.

A universal and effective computation of the complex error function at the given point can
be also performed traditionally by expansion in the Taylor power series (Abramowitz et al.,
1968), which seems to be more practical then basing upon the very special functions one can
meet only in a few types of processors or programming languages:

erf z

= n! 2n+1

)ﬂ 2n+1

(19)

from (13), (14) and (16) we obtain:
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Fs)—e ( 25t J 20

n o n! 2n+1

Computing of the series (17) can be speed up with using two goals:

e iteratively counting each next summand from previous - it is so called conversion into
multiplicative form of the (16) expression;

e  performing full complex multiplication in algebraic form, not passing to trigonometrical
functions which computation is the most long-lasting elementary operation.

Preserving of the about 30 terms in power series allows to compute complex error function

with relative error less than 10-0 in the neighborhood of center which is enough for most of

the purposes. Increasing the number of terms to about 250 allows to compute function with

the precision of 105 even at the radius of |z| at the level of 5. This has been

computationally proven in our practice.

Plots of the described functions are depicted on the figure 16 and 17., where comparison has

been made among peaks for different y parameter related with Fabry-Pérot interferometer

used in an experiment.

4.2 The Fabry-Pérot interferometer

The Fabry-Pérot interferometer was developed in 1899 as a device for the very precise
measurement of the length with using visible light wave as a “ruler”. This is also the origin of
its other name - an “etalon”. Because of its excellent abilities in electromagnetic waves filtering
in very narrow bands it has soon became a valuable tool in spectrometry. It is comprised of
the two parallel surfaces reflecting light or electromagnetic wave from the other range eq.
infrared or ultraviolet. Light is reflected and transmitted through the interferometer plate and
reflected internally many times. Incident beam interfere with internally reflected, which gives
an effect of selective passing the electromagnetic wave through the plate in the very narrow
bands - transmission windows. This process is depicted schematically on the figure 18 where
one of the possible configurations is considered. More sophisticated constructions based on
two wedged plates are in use as well as the three plates assemblies, however this simply
scheme covers the scope of our investigations with sufficient precision (Flowles, 1989).
Preserving of the paralellnes of the surfaces is essential for the precision of the interferometer
both in making the transmission window as narrow as possible and assuring that it is set in the
prescribed point of the whole spectrum (Hernandez, 1986). This precision is in the scope of our
special attention and will be practically identified from Raman spectrograms. We have been
considered also with the tuning mechanisms of the Fabry-Pérot interferometers, but at this
stage of investigations we have found them neglectable.

Spatial phase difference between two consecutive beams internally reflected - see figure 18 is
given by the equation, setting up base relationship in the Fabry-Pérot interferometer analysis:

0= 2;[ -2-n(4)-d -cos(6) (21)

where: 1 - wavelength of the incident electromagnetic radiation, [m];

n(4) - refraction index of the material between reflecting surfaces, variable along the
wavelength of the radiation, [-];

d - distance between reflecting surfaces, normally is the thickness of the plate, eq. made of
quartz crystal or quartz glass, which surfaces are silvered, [m];

0 - angle between normal to the plate surface and incident beam of radiation, [rad].
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Fig. 16. Complex error function (Faddeeva function): modulus surface and real part surface
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Fig. 17. Comparison of the Voigt profiles made of the normalized Gaussian density and the

Cauchy densities of different width parameters y

Incident
radiation

Quartz glass or

crystal with re-
+ | [fractive index
n(4)

Silvered reflec-
ting surface wi-
y—th reflecting co-
efficient

R

&= 2d-tan(6)-sin(6,)

Spatial
phase
difference

Width of the interferometer plate d

Fig. 18. Schematic diagram of the simply Fabry-Pérot interferometer and subsequent

reflections of the interfering light beams.
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Infinite summation of the series of reflections gives well-known Airy formula for
transmission coefficient Tr of the interferometer as the function of its construction
parameters, wavelength of the radiation and direction of the radiation toward
interferometer plate:

2
£- 1+R2(1—_If-)cos(§) B 1 o 22
1+ F -sin’ (J
2
where: R - coefficient of the reflection assumed the same for both surfaces, [-];
F - finesse coefficient of the Fabry-Pérot interferometer:
4R

F=—=— 23
(1 _ R)Z ( )

Coefficient of the maximal reflection of the interferometer plate - between spectral windows
is given by:

4-R
R = (-RY (24)

Distance between consecutive spectral windows ie. peaks of the interferometer
characteristics - see figure 19, so called FSR - Free Spectral Range of the interferometer, which
describes the range of unambiguous measurements, is given by the equation:

&
Ay +2-n(4,)-d -cos(6)

FSR=A= (25)

where: 1y - wavelength of the peak to whom the FSR is associated when the plate is set
appropriately to pass this peak through, [m];

- the rest of variables as in the previous equations.

Shape determination of the peak (transmission window) of the Fabry-Pérot interferometer
have to be done at the fixed 6, i.e. for the fixed value of wavelength 4y in the center of the
peak with corresponding wave number ko = 27 / 4 and for the current variable f =k, —k, as:

g:(ks_ko)'”'d'cos(‘g):(ks_ko)'cF (26)

where: cr - coefficient, constant in the contiguity of the peak, [m]:
¢, =n(4,)-d-cos(6,) (27)

The relationship between Tr and wave number of the incident radiation should be
determined in the nearest vicinity of the peak’s center, for the very small values of the &
angle when one can use the approximation sin(x) ~ x:
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Fig. 19. Simulated characteristics of the Fabry-Pérot interferometer used in the Raman
spectrum analyzer. Parameter y of the interferometer has been extracted from the Voigt
profile matched to the Raman spectrum from an experiment, which has been exposed in the
background of the lower diagram. The lower diagram is to scale!

L

_ 1 FC;
1+ F -sin’((kg —k,)-c;) ! +(ks —k, )’
F-c} s

1

(28)

Ty

It follows from the equation (25) that the spectral peak placed at the wave number k¢ has the
shape described by the curve of the type (10), i.e. Cauchy/Lorentz, where:

1
' JF

The equation (26) allows relating constant y derived during matching the Voigt profile based
function to the Raman spectrum, with technical parameters of the Fabry-Pérot
interferometer used as the detector of the scattered radiation. Let make this evaluation for

(29)
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the interferometer which characteristics is depicted on figure 19. We have assumed the

following construction parameters (realistic!):

e  Wavelength of the laser radiation: A, = 514 nm (green-yellowish light);

e  Material of the interferometer plate: quartz glass;

e Refraction coefficient of the plate material at laser wavelength: n = 1.461582;

e  Plate thickness (after tuning of course): d = 10.5503 um = 10550.3 nm;

e Reflection coefficient of the silvered surface: R = 0.982900;

¢ Finesse of the interferometer: F = 13445.5;

e Order of the used peak: m = 30;

e  Free spectral range: FSR = 8.5295 nm;

e  Parameter y describing peak shape from equation (19): y=5.66 cm?;

e  Extraction of the y parameter of the Fabry-Pérot interferometer from the Voigt profile
matched to the real Raman spectrum from an experiment - investigation of the hard
carbon layer imposed with PACVD method on the magnesium alloy, has gave mean
value for the all peaks and spectra: y ~ 5.66 cm-!

It could be easily seen that matching of the Voigt profile based function has provided us

with the very realistic evaluation of the y parameter. What more this parameter has happen

to be at the same level for all the peaks and all the matched spectra. A sample matching
result is depicted on the figure 20 showing plenty of different carbon forms, which one can
expect in the layer. The spread of the y parameter for all the five matching spectra is

exhibited on the figure 21.

Relative intensity [-]— Voigt profile fitting to the Raman spectrum Relative intensity [-]
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Fig. 20. Matching of the Voigt profile based function to the Raman spectrum of the DLC
layer imposed on the light alloy
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Fig. 21. Distribution of the y parameter for all the analyzed peaks in the five Raman spectra
of the hard carbon layers

4.3 The Voigt profile matching to the Raman spectra

The profile formulas, which could be matched to the Raman spectra, were discussed in
details from metrological point of view in this paper (Golabczak & Konstantynowicz, 2009).
Here we have used Voigt profile based function:

N
1,(k)= ;zon Wk =k, ,0,.7,)+ -

BM4X - IBMIN ). (1 - exp(_ SB ) k)) + IBMIN

where: ko, - wave number of the n-th peak, [m1];

Ion - maximal value of the n-th peak, [-];

o, - width of the Gaussian component in the Voigt profile, [m-1];

7a - width of the Cauchy component in the Voigt profile, [m-].

The proper construction of the base function is a very complicated problem if one
would like to relay it upon detailed deliberation about the whole spectrum of the
radiation scattered when the laser beam impact sample under test. Here we have made
use of a rather simple model, functional not structural, giving baseline of the spectrum
(pedestal of the spectrum) as a very “flat” exponential function with three free
parameters:

+ (I

IB (k) = (IBMAX - IBMIN ) (1 - exp(— SB ’ k)) + IB.wm (31)
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A sight at figure 18 with mutual placing of the Raman spectrum and the laser beam allows
one to get additional, “visual” justification of the choose expressed in equation (31).
Admitting three parameters for baseline function gives sufficient number of degrees of
freedom during matching Voigt profile based function (30) to the Raman spectrum. In our
case the coefficient SB was at the level about 0.0009 for all of the analyzed spectra.

All of the computations related with matching function (30) to the experimental data we
have conducted in the calculation diagram built in the Excel spreadsheet with
application the Solver tool. Solver seeks for the maximum or minimum of the user-
prescribed function in the space of the user-prescribed variables. We have applied the
following set-up to the Solver tool: searching for a minimum with using Newton
method; scaling at each stage (iteration), square approximation of the function in the
minimum vicinity, limit for searching only positive values. The number of variables
was in our case as follows:

e 8 peaks with 4 parameters = 32 variables,

e  baseline function: 3 parameters = 3 variables,

e total: 35 variables.

Results exhibited on figure 21 are highly reproducible from peak to peak in the given
spectrum and among the Raman spectra obtained from the same spectrometer. It gives an
assumption that they truly reflect quality of Fabry-Pérot interferometer and its tuning mode.

5. Conclusions

Presented studies provide evidence that PACVD method facilitates deposition of hard
carbon coatings on magnesium alloy and the content of diamond phase in these coatings is
high. Hard carbon coatings deposited by this method display very attractive material
properties such as high nanohardness, resistance to wear, resistance to corrosion and
reduced friction coefficient. Continuation of these studies aimed at the development of the
devised technology of hard carbon films deposition on magnesium alloys is undoubtedly
purposeful. Further research will focus on covering of items with more complicated shapes
and on protecting of the inside surfaces.

Accuracy of matching the given Raman spectrum model as Voigt profile with experimental
data could be improved basing on some additional information related with Raman
spectrometer construction: Fabry-Pérot interferometer quality and its tuning through
wavelengths expected in the Raman shift of investigated hard carbon layers manufactured
on magnesium alloy. When performing Raman spectroscopy permanently with the same
instrument one can include data related with this instrument, gathered from the previous
spectra, in matching process of the current spectrum with Voigt profile.

Data about Fabry-Pérot interferometer gathered in our five spectrograms proved to be very
homogenous. What more, some light tendency of peak broadening for higher Raman shift
expressed in y parameter decrease, correspond well with natural tendency of the Fabry-
Pérot interferometer of spectral window broadening due to interferometer tuning.
Investigations described in this paper allow making some assumptions for further research:
deconvolution of Raman spectra with Cauchy-type Fabry-Pérot interferometer
characteristics. This should give peaks narrowing effect and then, substantial improvement
in Raman spectrum recognition due to the material components detection and improvement
in quantitative determination of its content.



84 Advanced Knowledge Application in Practice

6. References

Abramowitz, M. & Stegun, LA. (1968). Handbook of Mathematical Functions, Dover
Publications, New York.

Di Rocco H.O. & Aguirre Téllez M. (2004). Acta Physica Polonica, Vol. 106, No 6, pp. 36-48.

Estevez-Rams, E.; Penton, A.; Martinez-Garcia, ]. & Fuess, H. (2005). Crystal Research and
Technology, Vol. 40, pp. 166-176.

Flowes, G.R. (1989). Introduction to Modern Optics, Dover Publications, New York.

Golabczak M. (2005). Manufacturing of Carbon Coatings on Magnesium Alloys by PACVD
Method, Technical University of Lodz, Poland.

Golabczak, M. (2008). Mechanics and Mechanical Engineering, Vol. 12, No 2, pp. 157-164.

Golabczak, M. & Konstantynowicz, A. (2009). Journal of Achievements in Materials and
Manufacturing Engineering, Vol. 37, pp. 270-276.

Golabczak, M. & Konstantynowicz, A. (2010). Defect and Diffusion Forum, Vols. 297-301, pp.
641-649.

Gray, J.E. & Luan, B. (2002). Journal of Alloys and Compounds, No 336, pp. 88-113.

Hawkins, J.H. (1993). Global View Magnesium: Yesterday, Today, Tomorrow, International
Magnesium Association, pp. 46-54.

Hernandez, G. (1986). Fabry-Pérot Interferometers, Cambridge University Press, Cambridge.

Ida T.; Ando M. & Toraya H. (2000). Journal of Applied Crystallography, Vol. 33, pp. 1311-1316.



5

Simulation of Cold Formability for
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1. Introduction

Massive metal forming processes include several manufacturing methods like drawing,
extrusion, forging, coining and rolling. As manufacturing processes, these methods offer
good mechanical properties to the products, a short production time, high productivity and
optimal material utilization. These advantages are normally achieved with rather large
production quantities because of the high cost of tooling and long set-up times of the
production lines. However, potential savings in energy and material can be expected when
medium and large production quantities are produced. (Kivivuori, 1987 b).

Normally massive metal forming processes are carried out using cold, warm or hot working
conditions. The forgeability of deformed material or the limitations due to the deformation
process used are the limiting factors when these massive metal forming processes are used.
The cold forgeability of a material can be measured by using upsetting, tensile or torsion
tests. The upsetting test based either the measuring of critical reduction in height or the
critical strain values measured from the free surface of the upset specimen are the methods
most used for predicting the formability of the material during a massive cold forming
process.

2. Forgeability of materials

Formability (Workability, Forgeability) is the ability of a material to deform plastically
without the occurrence of any defect in a forming process (Dodd, 1996). A defect occurs
when the properties of a component do not conform to the design specifications, making it
unsuitable for the purpose for which it was designed. The occurrence of the defect depends
on the geometry of the tooling, forming conditions and the properties of the work piece
material. (ICFG document 11/01, 2001)

2.1 Ductility of materials

Cold forming is limited either by the high deformation force or the ductile fracture. It has
been generally accepted that ductile fracture results when voids are formed around
inclusions and other heterogeneities from the early stage of forming. If the deformation is
continued, the voids grow and coalescence into a microcrack which further grows and
becomes visible when it reaches the specimen surface (Kivivuori, 1978).
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The stress and strain relations as well as alloying, microstructure and strain history also
have a great influence on the ductile fracturing. Very important factor affecting the cold
forgeability is the inclusion properties of the steel. The inclusion properties include the size,
shape and volume fraction of inclusion and their distribution as well as chemical
composition.

Alloying of steel normally reduces the ductility. Lamellar carbides as in pearlite, increase
flow stress and strain hardening thus reducing ductility more than spheroidical carbides.
For practical purposes the effects of metallurgical variables or forgeability and machinability
are roughly summarized in Table 1 (ICFG document 11/01, 2001).

METALLURGICAL COLD FORGEABILITY TOOL WEAR
PARAMETER FLOW STRESS DUCTILITY IN MACHINING
Yield Rate of Fracture Critical HSS tool Carbide
stress strain strain in height tool
hardening RD reduction
Chemical C AN A v (22 A A
composition  |Si A k) v W 0l 0
Mn A 0y v v ) )
P A A 2 v > >
S v v > A YV v
Cr v N A A > >
Ni A A v v 0 0
Mo A » v v A A
Al > > > > > A
\' ) U v v ) )
Nb A u L% (7 A A
Ti A u v v A "M
N A gy \ v A A
B > > > > > >
Metallic residuals A » v v > >
Ca > > > > v (22
Microstructure Small grain size A A > > A A
Lamellar carbides A A v 2 2 2
Segregations > > v v A A
A Increase ¥ Decrease = Not effective
AA Strong increase VYW Strong decrease U Unknown

Table 1. The effect of chemical composition and microstructure on cold forgeability and tool
wear in machining (ICFG document 11/01, 2001).

2.2 Defects in cold forging

When considering formability the type of the defect must be specified. The same material
may show good formability, eg. with respect to ductile fracture, or very poor formability
with respect to galling (ICFG document 11/01, 2001). The influence of the material
properties on the different types of defects can be seen in Fig. 1.
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Fig. 1. Examples of defects in massive forming processes and their relation to material
parameters (ICFG document 11/01, 2001).

3. Cold forgeability testing

Because of the complex nature of cold forgeability, there are no single test that can be used
to evaluate it (ICFG document 11/01, 2001). Several testing methods to measure material
forgeability have been developed.

Compression tests are normally used to measure material forgeability in massive metal
forming processes (Kudo, 1967). On the other hand, for assessing the material formability
upsetting tests based on measuring the critical reduction or forming limit diagram are often
used. Therefore, for cold forgeability testing, firstly, compression tests for flow stress and

upsetting tests for ductility and forming limit testing are recommended (ICFG document
11/01, 2001).

3.1 Compression testing

Flow stress testing is normally carried out by using compression tests under uniaxial stress
state. To achieve this condition and to reduce the frictional forces between tool and
specimen either conical compression tests or Rastegaev compression tests must be used. In
fig. 2 the test specimens normally used for uniaxial compression testing has been shown.
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Fig. 2. Test specimens of compression test (ICFG document 11/01, 2001).
Left: Conical compression test
Right: Rastegaev compression test.

The dependence of the flow stress (o) on strain (g), strain rate (¢) and temperature (T) can be
expressed by

o=0(g ¢ T). 1)

This equation cannot be expressed generally, but rather for a particular material and a limited
strain, strain rate and temperature range. The most widely used equation for steel and
aluminum is the Hollomon type, which for isothermal conditions can be written in the form

Oiso = K (8/€0)0 (£/&0)m )

where &, ¢, K, n and m are material constants. Assuming that &, =1 and ¢, = 1 s eqn. (2)
takes the form

Oiso = K gn ¢m 3)

The constants are determined from experimental stress-strain data. The strain-hardening
exponent, 1, is a measure of the ability of the material to harden as a result of deformation.
the strain-rate hardening exponent, m, gives the response of a material to the strain rate. At
ambient temperatures the strain-rate hardening is negligible since the m value for most
metals is small.

In rapid forming, the temperature of the material being deformed can increase owing to
deformation heating. The temperature dependence of the flow stress can be expressed by

0 =0iso (1 + B AT) @)

where P is an experimentally determined constant and AT is the temperature difference
from the isothermal condition.
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3.2 Upset testing

When measuring ductility of the material upsetting test based on measuring of the critical
reduction can be used. A collective round-robin study of a standardized cold upsettability
test with a cylindrical test specimen compressed between grooved dies (fig. 3) was carried
out by CIRP (Kudo, 1975).

To prevent effect of surface defects the test specimens must be machined out from the bars
with sharp edged tool. Specimens are incrementally upset with the reduction increase of
2.5% until fracturing. The fracture of the specimen has detected after each increment and
upsetting has continued until the fracture has observed by naked eyes.
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Fig. 3. Test specimens and grooved dies used in standardized upsetting testing (Kudo, 1975).

Collecting all fracture data of the testing serie containing normally 20 test pieces the critical
reduction value can be calculated. The critical reduction value is obtained when 50 % of all
fractures observed during testing have reached. The critical reduction values of several test
materials can be seen in fig. 4.
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Fig. 4. The critical reduction of several materials tested in upsetting testing (ICFG document
11/01, 2001).
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The pre-drawing has a considerable effect on the values of the critical reduction. The
increased values of critical reduction have a maximum point at the pre-drawing reduction
about 30 %, as can be seen in fig. 5. However, if the specimens are pulled in the tension
testing machine without drawing tool, no increasing tendency have been noticed, but the
value of critical reduction decreased according to fig. 5. It is significant that the specimen
tensioned to the point of plastic instability could still be upset 75 % without cracking
(Kivivuori, 1987 a)).
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Fig. 5. The effect of pre-drawing on the critical reduction when specimens with H/D ratios
of 0.8, 1.0 and 1.5 are upset in sticking friction conditions (Kivivuori, 1987 a)).

3.3 Formability testing
For the determination of the formability diagrams, a grid of 2 mm diameter circles was

electrochemically etched on the surface of the specimens. Coordinate axes corresponding to
the cylindrical symmetry used in the determination of fracture strains of the specimens, are
presented in fig. 6.

When the cylindrical specimen is compressed the external surface barrels, fig. 6, developing
tensile stresses at the free surface. In the case of severe barreling even the axial surface stress
may become tensile which favors fracturing (Kivivuori, 1978). The surface strain values can
be calculated using the following equations

e,=1In (h/hy) 5)
g0 = In (W/wWo) (6)
&= - (e, + 2o) @)

where h, and w, are the original and h and w the current dimensions of grid marks on the
surface of the specimens (see fig. 6).
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Fig. 6. Coordinate axis of the cylindrical symmetry on the surface of original and upset

Compression axis

Compression axis

specimen (Kivivuori, 1987 a)).

Specimens will be compressed incrementally and the surface strain values will be measured
after each compression step. Compression steps will be added incrementally until the
specimen fractures. The strain values at fracturing are measured and plotted on the &, -

coordination axis. Formability limits can be presented as a forming limit diagram (FLD)

consisting of straight line having slopes between -0.33 and -0.7 (fig. 7). In the case of steel

CC 35, the FLD consists of two lines as seen in fig. 7. One of these has roughly the direction
of homogeneous deformation while the other is placed at higher strain values and limits the
total strain in the circumferential direction.
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P
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Fig. 7. Formability diagrams for several materials. Cracking modes and their occurrence in
the forming limit diagrams (ICFG document 11/01, 2001).
a) longitudinal cracking at low strain values
b) oblique cracking at medium strains

c) shear cracking at large strain values.
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To examine the validity of the formability limit diagram, two series of bolt heading tests
were carried out using H/D ratios of 1.7 and 1.8. The results of these industrial bolt heading
tests are given in fig. 8. It can be seen that the strain values in the heading process are quite
far from the critical values measured with compression testing. This result agree well with
the practical observations.
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Fig. 8. Strain values in the cold heading of a bolt compared to the forming limit diagram of
the material (Kivivuori, 1987 a)).

3.4 Other testing methods
The uniaxial tensile test is probably the most common used mechanical material testing

method giving information on the flow stress level and ductility. However, there are serious
limitations when using tensile testing to examine cold forgeability parameters.

To evaluate ductility, the reduction of area in the tensile test, Z, or fracture strain, &, may be
used. The fracture strain measured with tensile test specimens taken in rolling direction, erp,
can be utilized to asses forgeability in such cold forming methods, as bending, expanding,
drawing and forward extrusion (ICFG document 11/01, 2001). On the other hand, in
upsetting operations erp is not relevant but fracture strain measured in the transverse
direction, erp, can be employed to predict the critical reduction as seen in fig. 9.

The torsion testing is sometimes used to assess forgeability. To avoid the variation of shear
stress across the wall thickness thin walled tubes may be used to obtain stress-strain curves
to high strain and strain rates. Torsion test has the advantage of allowing very large strains
to be generated (ICFG document 11/01, 2001).

Plane strain compression test is used to estimate accurately flow stress at very large strains
and high strain rates. The barreling occurring in normal compression testing at high values
of friction is avoided using plane-strain compression. The test specimen is in the form of
thin strip which is compressed across its width by narrow plates.
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Fig. 9. The critical height reduction in cold upsetting against axial and transverse fracture

strains, egp and erp, respectively, measured in a uniaxial tensile testing (ICFG document
11/01, 2001).

4. Conclusions

The cold forgeability of the materials can be measured using several testing methods. Flow
stress testing is normally carried out by using tensile or compression tests under uniaxial
stress state. Other testing methods used are torsion and plane strain testing methods.

The formability of materials was determined by testing small cylindrical specimens under
uniaxial compression. Using upsetting testing the critical reduction values of the materials
can be measured. The forming limit diagrams can be measured by using compression
testing at different frictional and geometrical conditions.

The effect of wire drawing on the cold forgeability was studied by using the upsetting test.
The pre-drawing has a considerable effect on the values of the critical reduction. The
increased values of critical reduction have a maximum point at the pre-drawing reduction
about 30 %.

The critical reductions have been measured and compared with the values of reduction of
area measured using uniaxial tensile testing. It was found that the reduction in area
measured by tensile testing does not describe the cold upsettability of a material if the axial
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tensile testing was used. Therefore, the transverse tension testing must be employed to
predict the value of critical reduction of the material.
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1. Introduction

Cellular metals offer a large potential for industrial application. Nevertheless, besides the
costs, there are a lot of technical improvements necessary in order to gain more widespread
use. The reasons for the lack of applications, since now, are multiple and they depend from
the physical properties of foams that are still not good enough and not completely
experienced, and from the insufficient spreading of research results to designers.
To fulfill parts of these requirements, this work investigates in detail three foam production
processes, studies the effect of modifications to standard manufacturing methods, clarifies
the influence of process parameters on the structure of foams, characterises relevant
properties, and finally discusses the difference between powder or melt routes. During
experimentation hundreds of samples were realised to reach these objectives. Moreover
mechanical, physical, and microstructural properties of the produced foams have been
studied using various techniques including compression testing, scanning electron
microscopy, visual inspection, and software measurement tool. The three methods for
manufacturing aluminium foams, applied in this investigation, are named TiH,, SDP and
MGI. Two of them (TiH; and SDP) start from powdered aluminium as row material, while
MCI starts from melt aluminium. Moreover TiH, and MGI methods let the production of
closed cells foam while SDP of open cells foam named, more correctly, metal sponge.
The term “foam” was firstly reserved for a dispersion of gas bubbles in a liquid. The
morphology of this type of foams can be preserved by letting the liquid solidify, thus
obtaining what is called a “solid foam”. When speaking of ““metallic foams” one generally
means a solid foam. The liquid metallic foam is a stage that occurs during the fabrication of
the material. For metallic systems it is possible to define the following classification
according with Babcsan et al. (2003):
e cellular metals are materials with a high volume fraction of voids made up of an
interconnected network of walls and membranes;
e porous metals have isolated spherical pores and a porosity level of usually less than
about 70%;
e metal foams are a soubgroup of cellular metals usually having a polyhedral cells with
closed or open cells (even if there are no membranes across the faces and the voids are
inteconnected, the better definition is metal sponges).
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2. Manufacturing methods

Considerable progress has been made recently in the production of metallic and in
particular aluminium foam. Scale up has progressed so far that widespread commercial use
has now become a reality. Methods to produce metal foams are already known since the
fifties but their use has not spread so far since now for the difficulties to control the process
parameters and high costs. Due to the progress of the last decade with the respect to the
production techniques gave new birth to the foam (Surace & De Filippis, 2010).

There are different ways to manufacture cellular metallic materials but some of them
methods will always be restricted to specialised applications where cost is not a parameter
of paramount importance. The various methods can be classified according to the state the
metal is processed in. This defines four group of processes each one corresponding to one
state of matter (Banhart, 2001):

e liquid metal;

¢ solid metal (usually in powdered form);

e metal vapour;

¢ metal ion solution.

The three methods studied in this work will be now briefly presented.

The “TiH,” method consists of mixing aluminium or aluminium alloys powders with an
appropriate blowing agent, usually titanium hydride (TiH,) for aluminium and its alloys: in
particular AlSi7 e AlSi12 show an excellent foamability due to their low melting point. The
mixture is then compacted to a dense product called “foamable precursors materials” with
different methodologies ensuring the embedding of blowing agent in the matrix without
residual porosity: in IFAM process (Fraunhofer Institute in Bremen - IFAM) by uniaxial
compression, CIP, powder rolling or extrusion, the Mepura process uses a continuous
extrusion technology (Baumgartner & Gers, 1999). The following step is the heat treatment
up to the melting point of the matrix and above the decomposition temperature of the
blowing agent that release hydrogen gas. The gas leads to an expansion of the material
resulting in a porous structure with closed cells. By cooling under the melting point the
foaming is stopped. Fig. 1 shows a sketch of the process. The time needed for full expansion
depends on temperature and on size of the precursor, and ranges from a few seconds to
several minutes. Fig. 2 shows the expansion of an AlSi12/TiH, powder compact: the
pictures were taken interrupting the foaming by quenching (ex situ measurements of foam
expansion). By varying the time span from start to quenching, a series of samples was
obtained reflecting various stages of foam evolution. The expanding foam is shown as a
function of the furnace holding time; foaming started after about 10 min and was completed
after 11 min and 15 s (in this way the best structure was obtained). Beyond this time the
foam collapses for two reason: drainage (i.e. the flow of the molten metal, driven by gravity)
and coalescence (i.e. merging to form a larger cells).

For attaining by this route near net shape foam parts, it is necessary to insert the precursor
material into a hollow mould but also hollow profiles (es. tubes or columns) that can be
filled with foam (Fig. 3).

The second studied method is the Sintering and Dissolution Process (SDP). Generally, foams
can be obtained by using a leachable material (e.g. salt) together with metal. Following this
principle there are two different techniques starting from melt metal or powders. The first
method, called Replication Technique, consists of three basic steps: by packing a soluble salt
in a mould to have a pattern, casting melt metal around these granules and finally removing
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Fig. 2. Foam samples presenting different expansions at different foaming stages

Fig. 3. Hollow tube filled with foam (courtesy of Valerio Mussi - MUSP)
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the pattern. Reference technique was first applied in 1966 (Kuchek, 1966) and similar
processes have been developed in recent years (San Marchi et al., 2000; Li et al., 2003; Gaillard
et al., 2004) . A more advanced version of this process uses a hot-wall pressure infiltration
process: the salt preform is held under vacuum while a block of aluminium is melted over it
and an inert gas at high pressure is applied during the subsequent infiltration step. In the
second method, called Sintering and Dissolution Process (SDP), the powders have been used
to produce a dense two-phase precursor where one phase is water soluble. The powders
(usually Al and NaCl) are mixed and compacted, forming double-connected structures of both
phases. After furnace sintering (Fig 4 a-b), by dissolving the leachable phase, a foam of the
other phase is produced (Fig. 4 c). This process, studied at Liverpool University (Zhao et al.,
2004; Sun & Zhao, 2002; Zhao & Sun, 2001; Sun & Zhao, 2005), belongs to the processes defined
“space holder techniques” giving structure of a great uniformity (Ashby et al, 2000). A recent
study compares the sintering of Al-NaCl compact by traditional electric furnace sintering and
by spark plasma sintering that allows the increase of plateau stress (Wen et al, 2003). Moreover
Zhao developed Lost Carbonate Sintering process (LCS) to manufacture copper foam using
potassium carbonate (K,COs) as leachable salt with the same reference technique of SDP (Zhao
et al., 2005). Fig. 5 shows a cross section of a sample.

(@) (b) ©
Fig. 4. Sample after sintering (a), machining (b) and leaching (c) (40 wt% Al 3 h, 650 MPa)

Fig. 5. SDP sample cross section

By far the cheapest type of process is melt-route processing (the Alcan/Norsk Hydro
process) called Melt Gas Injection - MGI (Wood, 1997 and Asholt, 1999). According to this
process, silicon carbide, aluminium oxide or magnesium oxide particles are used to enhance
the viscosity of the melt metal; their volume fraction ranges from 10% to 20% and the mean
size from 5 to 20pm. The ceramic particles trap gas bubbles owing to the favorable interface
energy and serve as stabilizer of the cell walls and delay their coalescence. They also reduce
the velocity of the rising bubbles by increasing the viscosity of the melt (Ip et al., 1999;
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Kaptay, 2003; Hur et al., 2003). Therefore, the first step requires the preparation of a melt
bath containing these substances. A variety of aluminium alloys is used, e.g. the casting
alloy AlSi10 Mg (A359) or wrought alloys such as 1060, 3003, 6016, or 6061. The liquid Metal
Matrix Composites (MMC) is then foamed in a second step by injecting gas (air, nitrogen or
argon) into it, using specially designed rotating propellers or vibrating nozzles as depicted
in schematic form in Fig. 6. The function of the propellers or nozzles is to create very fine
gas bubbles in the melt and distribute them uniformly. This is an important requirement
because only if sufficiently fine bubbles are created, a foam of a satisfactory quality can be
obtained. The floating foam is then continuously pulled of from the surface of the melt with
different techniques (for example by means of conveyor belt to obtain sheets).

The MGI for processing closed-cell metal foams is very actractive since this approach allows
economic handling of large quantities of material. Melt route processes are also well suited
to the use of scrap as feedstock. Although cheap and relatively simple, consistently
obtaining a cell structure with a reasonably high quality is difficult, which has given rise to
various adaptations to control the cells more closely. Fig. 6 shows a sample of foam obtained
by MGI process.

Gas input Internal wall
wusr
il

Al-melt =2

"":l Propeller

Gias putput

Fig. 6. Apparatus for MGI and example of foam obtained by MGI

Moreover, with this method, it is possible to produce 3D-shaped parts with complicated
shape or configuration, with a modification of original process (Fig. 7) (Surace et al., 2009).
These parts are expected to be utilized as filling material and for encasing in components
without machining. Casting aluminum around a foam can create components where a low
density foam core is completely surrounded by a massive outer shell. Potential applications
for this kind of foam core castings are space frame nodes, knukles, control arms, cross-
members, and stiffness providing structural components.

(b)
Fig. 7. MGI foam cores attached by mechanical bonding (front and lateral view (a-b) and
foam part with parallelepiped shape (c)
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3. Processes comparison

In this section will be discussed the advantages and disadvantges of each of three presented
processes. The first advantage of TiH, process is that complex-shaped metal foam parts can
be easily manufactured by expanding the foam inside a confined mould. The light weight
solution based on aluminium foam can replaces traditional cast aluminium parts saving 30%
weight because composite structures of aluminium foam and bulk metal parts can be made
without using adhesives. For making such composites the foamable precursors material is
first bonded to the solid section or sheet by co-extrusion or roll-cladding, after which the
foamable core layer is expanded by heat treatment. Others advantages of the powder-
compact route are listed in Table 1 reported from Banhart & Baumgartner, 2002. Besides the
first two features already mentioned, the flexibility arising from the preparation of the
precursor from powders is important because different alloys composition can be made
simply by mixing elementary powders. No ceramic additives are needed to stabilize the
foam, in contrast to some of the melt-route foaming processes in which silicon carbide has
to be added. However, if required, ceramic powders or fibers can be added for a special
applications such as for reinforcement ot to increase wear resistance.

Naturally, there are also some disadvantages inherent to the process. Metal powders are
more expansive than bulk metal and they require efforts for compaction. This rules out
applications that require very cheap materials. Moreover, the size of aluminum foam parts
that can be manufactured is limited by the size of the backing processes.

Differently, the liquid-metal route allows for making panel 15 m in length (Cymat
Corporation, 2002) and 100 cm thickness (Miyoshi et al., 1999). However, as reported from
Banhart & Baumgartner (2002), these processes cannot be used for near-net-shape
production and only permit very simple geometries but Surace et al., 2009 have
demonstrated the possibility of production of shaped parts with MGI-mould process.

In TiH; process, it is of critical importance to reach the right compaction of the precursors so
that blowing agent results tightly embedded into the metal matrix. Foam formation, indeed,
happens during the heating process when the metal matrix is near the melting point and
sufficient liquid phase is formed so that the gas released by the foaming agent can bubbles
in it. The more the two phenomena, liquid metal formation and gas development, will
overlap, as easier will be the foam formation (MatijaSevié-Lux, 2006; Speed, 1976).
Decomposition of TiH, begins at a temperature around 350 °C at amosferic pressure, and
continues up to 600 °C. However fot the hydride embedded in the metal matrix, the gas
release is shifted to higher temperatures because of the increase in partial hydrogen pressure
that counteracts further TiH, decomposition. In principle, the compaction can be done by
any technique that ensures that the blowing agent is embedded into the metal matrix
without any notable residual open porosity. From this point of view, a higher compaction
helps to match the main hydride decomposition with the metal melting temperature.
Examples of compaction methods are hot uniaxial or isostatic compression, rod extrusion or
powder rolling. However, extrusion seems to be the most economical method at the
moment and is therefore the most used way (Banhart, 2001).

In this investigation powder compaction was performed by cold compaction by uniaxial
pressing. This is a fair simplification of the process respect to others methods. Even if cold
uniaxial compaction can not reach densification values like that obtained by hot processing
and residual porosity in the green is higher, using appropriate process parameters
combination it is possible to foam aluminium with a cell structure comparable with the
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foam made by the usual method (Fig. 8). The middle column of Tablel lists some of the
problems that are still encountered when foaming aluminium with the powder-compact
method.

Fig. 8. TiH> foam sample obtained by cold uniaxial pressure

ADVANTAGE PROBLEM DISADVANTAGE
. Uniformity of pore
Net—shape. foaming structure still not Cost of powders
possible .
satisfactory
Composites can be Process control must be | Very large volume parts
manufactured improved difficult to make
Parts are covgred by Permeable (holes) Coating process requires
metal skin sealing
Graded po.r051ty can be Difficult to control
achieved

Flexibility in alloy choice
No stabilising particles
have to be added
Ceramics and fibers can
be added

Table 1. Characteristic of powder compact foaming method

Advantages of SDP process comprise considerable control of the pore size, and thus density,
the capacity for near-net shape component production, and the potential for production of
components that are part dense and part porous. Also, the open-porosity that is intrinsic to
metal sponge can be put to advantage in several applications that require fluid flow through
the porous metal, such as filters and heat-exchangers.

The structure or architecture of metal sponge produced by replication is flexible and
determined by the pattern: porosity as high as 98% (Wagner et al., 2000) and as low as 55%
(Banhart, 2000) for different pattern materials have been reported and pore sizes as small as
10 pm have been achieved (San Marchi et al., 2000). In addition, metal sponge can be
produced from virtually any alloy that can be cast or powdered including aluminium alloys,
magnesium alloys, and iron and nickel alloys. Sodium chloride (NaCl) has been employed
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most extensively as a leachable pattern, because it is inexpensive and easy to handle. Salt
patterns are limited by their melting point; NaCl, for example, is limited to aluminum and
lower-melting alloys, while NaF could potentially be used at temperatures greater than
900°C. Additionally, highly concentrated saline solutions are generated during dissolution
and can cause significant corrosion in some alloys.
The main disadvantage of the powder metallurgy techniques are their relatively high cost,
due mainly to the handle fine metal powders. But differently from each powder technique,
SDP does not require a powder foaming agent but only a culinary salt with saving of money
and precautions. Material chosen as space holder for the production of SDP foams must
fulfill a main requirements: it must be chemically compatible with the foam material. For the
production of foams with materials that are processed at temperature around 650-750 °C,
sodium chloride is a well suited space holder. It is inexpensive, chemically inert in contact
with molten aluminium and many other materials, leaches easily since it is highly soluble in
water, and creates essentially no environmental or healt hazards (Conde et al., 2006).
In some cases, leachable patterns can also be machined to complex geometries prior to
leaching and without damaging the architecture of the sponge. In the case of salt, removal of
the pattern is by immersion in water causing dissolution of the salt. Dissolution is primarily
a diffusive process, as the dissolved salt ions diffuse from their place-holding position into
the water bath through the narrow channels in the sponge and the rate and total time of
dissolution depend strongly on the size of the specimen. Salt is more difficult to remove
from small pores, particularly if gas is entrapped in the pores; this is the so-called “gas-lock”
phenomenon, which can block the penetration of fluid into the porous network. Corrosion
of metal sponge during leaching of the pattern can be a problem due to the large surface
area of the porous network, thus the salt concentration and the immersion must be
minimised (San Marchi & Mortensen, 2002). Summarizing the advantages of this process
are:
e  Low cost: space holders are cheap.
e  Environmentally friendly: removal of space holders does not lead to harmful emissions.
However, if polymers are used, care must be taken to condense and collect the extracted

polymers.

e Recyclable: used components can be recycled in the same way as normal cast
components.

e Composite structures: sponge and non-porous metal parts can be bonded during
casting.

¢ Near-net-shape manufacturing of components is possible.

The melt route MGI for processing closed-cell metal foams is very actractive since this
approach allows economic handling of large quantities of material. Melt route processes are
also well suited to the use of scrap as feedstock. For the production of homogeneous foams
some prerequisites have to be fulfilled. One important step is to increase the viscosity of the
melt to prevent gas escape with particles added that increase the melt viscosity and stabilise
the cell walls. But if ceramic particles are used for stabilising the liquid foam, the excessive
wear on the machine tools has to be taken in account during machining, especially if SiC
particles are present. It should also be noted that the preparation of the composite material
requieres relatively long time steerring processes to achieve the proper homogeneous
distribution of the particles in the melt. The production facility setup by Cymat is capable of
casting foam panel in continuous length at an average rate of 900 kg/h up to 1.5 m wide
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with a thickness range of 25-150 mm (Korner & Singer, 2002). This shows that the process is
relatively strightforward and economical.

The foam, obtained by MGI, usually presents a gradient in density and pores elongation as a
natural consequence of the gravitationally induced drainage and the shearing forces of the
conveyor belt that lead to distorted cells in the final product. This obviously has a
pronounced effect on the mechanical properties which become anisotropic (Beals &
Thompson, 1997). The situation could be improved by pulling off the foam vertically (Sang
et al,, 1994). Moreover, obtaining shaped parts by this process is very difficult for the
ceramic particles that make difficult the cutting. Attempts for making shaped parts have
been undertaken by casting the semiliquid foam into moulds or by shaping the emerging
foam with rolls, thus trying to eliminate this disadvantage (Kenny & Thomas, 1994,
Kleinheyer & Bilz, 1995; Nichol, 2006). Surace et al. (2009) proposed a new method, called
MGI-mould process, that makes possible to produce 3D-shaped parts with complicated
shape or configuration using some moulds obtained by traditional investment casting
process. The MGI-mould process was capable of producing the near net shape aluminum
foam parts with length of about 200 mm and different shapes with skin surface and good
internal quality especially for the core of automotive articles.

Foam parts prepared by expansion in a mould show a closed surface skin with a thickness
comparable to the cell-wall thickness of about 200 pm (Fig. 9). Casting aluminum around a
foam can create components where a low density foam core is completely surrounded by a
massive outer shell. The shell can be designed in such a way that additional functions
besides its load carrying can be fulfilled. As only one processing step is required to produce
such a foam core component, production is expected to be very economical (Degischer &
Kottar, 1999). A further difficulty results from the fact that methods have to be developed
for fixing the cores. A prerequisite for encasing by casting is a dense foam surface.

A suitable core attachment system has to perform two functions: first it has to keep the core
in place in the die when the die is open and during the movement of die closing. The more
important second function is to maintain the desired distance between the foam core and the
die wall during the casting process because this distance determines the wall thickness of
the castings. One method to realise a suitable attachment of the core is by creating elongated
wedge-shaped spacers during the foaming process of the cores (Fig. 9). These spacers have
to be long enough to transfer the acting forces to the foam core without damage. It is very
important to place the spacers corresponding to the melt flow to avoid flow barriers
resulting in “dead zones”.

Generally, no bonding develops between the core and the shell during castings because of
the continuous aluminium oxide layer that prevents the core surface from reaction with the
molten metal (Simancik & Schoerghuber, 1998). There are two possible ways to improve the
bonding:

Fig. 9. Shaped MGI part with dense skin
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Fig. 10. MGI foam core insert with spacers

¢ mechanical bonding by flow of liquid metal into the outer foam structure supported by
intentional weakening of the surface skin, e.g., by sand-blasting. Disadvantages are that
the weight of the casting increases and the bonding occurs only locally and is difficult to
control (Fig. 11).

e  Metallurgical bonding by coating the cores with various agents supporting diffusion
through the aluminium oxide layer. With a suitable metallic coating a metallurgical
bonding can be achieved. On this point, however, further research is necessary.

Stress bonding, which is caused by shrinkage of the casting during solidification or the

fixing of the core due to its geometry, leads to a solid joining of the core insert in the casting

(Kretz & Wolfsgruber, 2003).

Fig. 11. MGI foam cores attached by mechanical bonding (front and lateral view)

The recyclability of metal a benefit, enabling ecologically sustainable product life cycles.
Cellular metals can be shredded too and treated as normal scrap. It might be of interest to
recycle the MMC matrix of the foam without significant reduction of the particle content.
Any reuse of MMC saves the effort necessary to bond the two components together during
processing. Originally, this type of foam was a spin-off of particulate-reinforced aluminum
processing, consequently it has been proposed to reuse particle-reinforced aluminum alloys
in the production of aluminum foam (Gergely et al., 2000). For SDP could be difficult the
recycling due to trapped salt that can contaminate the melt. Recycling of TiH> seems to be
the most simple.

4. Experimental

The aim of the experimental part is to evaluate the properties and to optimize the process
parameters of the three mentioned techniques by means of a statistical approach. During the
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experimental work many samples have been made following the principles of the design of
experiments (DOE) and the final evaluation of the most important features (morphology
and compression strength) was carried out.

4.1 TiH2 process

In this process the selection of the aluminium powders was a very difficult task. In fact,
during the initial screening, four types of Al powders from different suppliers were tested.
The problems were associated with the size of the powders: too small particles are not
suitable to obtain foam. The content of the blowing agent (TiH;) was in the range of 0.5-2
wt%. This wide range (different from that reported by Duarte & Banhart, 2000) was chosen
due to the mentioned problems with fine Al powder (causing hydrogen loss during
precursors heating). Moreover, in order to improve the stability of metal foams, usually
ceramic particles were added. Literature data report that ceramic particles inhibit melt flow,
after increasing the viscosity, thus decreasing the rate of cell coarsening and drainage of
liquid through the structures (Ip et al., 1999). The tested amount of SiC was in the range of
0-10 wt%.

The mixing was the second process step carried out through mixing of the metal powders
with the blowing agent in glass mixer to ensure the homogenization of components. After
the powder compaction may be performed using different techniques (hot pressing, cold
isostatic pressing, extrusion) (Baumgartner & Gers, 1999). In our experiments, powder
compaction was performed adding about 15 g of the mixture (depending on the
composition) in a 32 mm diameter steel die, followed by cold compaction by uniaxial
pressing. This is a fair simplification of the process in comparison to others methods.
Compaction in the range of 100-700 MPa was obtained with a MATEST E157 hydraulic
motorized press. Finally foaming was carried out in a pre-heated electric furnace at different
emperatures in the range of 620-950°C. Foaming operation took place in normal atmosphere
and the mould was opened only at the top. In the furnace, the mould was placed on a
ceramic plate, excluding temperature gradient in vertical direction as suggested from
Arnold et al., 2003. Careful control of heating conditions during foaming is essential to
obtain quality foams. The difficulty is that the liquid foam is thermodynamically unstable
and conditions change constantly during foaming (Baumgartner et al., 2000). Due to that,
when the mould is filled with foam, it must be suddenly cooled down below its melting
point to stabilize the structure. Air quenching leads to foam collapse, therefore water was
preferred for cooling. Moreover, in air-cooled samples the foam structure shows
pronounced cracking of cell walls that is not the case by water quenching (Lehmus &
Banhart, 2003). In the present work, foaming was stopped at a moment, which depended
mainly on the furnace temperature.

Variables, influencing the foaming process, are the TiH, and SiC content, mixing time,
compaction tool, pressure, sintering temperature and time, mould features and the cooling
procedure. Each variable influences the output foam quality. In the initial screening, a large
number of samples was tested by changing parameters in wide ranges. As a result it was
found that although many control factors influence the process, the output quality depends
mainly on three primary control factors: SiC fraction, compaction pressure and sintering
temperature. Influence of these reference factors on the cells area, cell wall thickness, linear
expansion, relative density and plateau stress was investigated. A standard approach of
DOE is to use the full factorial method that requires a total of 27 experimental runs if there
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are 3 factors to be investigated and each consists of 3 different levels (high, medium and
low). Table 2 shows the levels of factors in this systematic investigation. For each
combination of the parameters, three replications have been carried out. The quantity of Al
was fixed at 15 g and TiH; at 1 wt%. After screening, different samples were made in the
second experimental step, following the principles of DOE to study mechanical properties
and the evolution of the foam in time.

Factors Levels

SiC content, wt% 0 2.5 5
Pressure, MPa 310 370 430
Temperature, °C 750 | 800 | 850

Table 2. Experimental factors and levels for TiH; process

4.2 SDP process

Two types of Al atomised elemental powders from different suppliers (Baker and Riedel-de-
Haen) have been tested and final experimentation Riedel-de-Haen aluminium powder has
been used. The NaCl particles have been obtained by commonly culinary salt particles with
different sizes. In order to control the cell sizes of the resulting foam, the commercial salt has
been sieved into three groups with different particle diameters: <3, 3-4, and >4 mm. Large
particles (70 wt%) have been mixed with medium size particles (30 wt%) in order to
increasing porosity and to create an interconnected structures and because Li et al., 2003,
found that the stiffness and the strength of foams increase with multi size cells with
identical relative density. Before mixing, NaCl powder was dried in two steps: at 110 °C for
1 hin a heater and at 400 °C for 45 min in an electrical furnace as suggested in the literature
(Sun & Zhao, 2005).

Magnesium addition in the mixture is due to oxidation problems. In fact the sintering of
aluminium has always been considered problematic due to the oxide film present on the
surface of powder particles. Trace additions of magnesium react with the oxide to form
spinel. This breaks up the oxide, which facilitates sintering (Shaffer et al., 2001).The tested
amount of Mg is 0.15 wt% of Al-NaCl compact.

The mixing is the second process step carried out: firstly through mixing of the Al with Mg
powders to ensure the homogenization of metal components, and secondly with NaCl
particles. Because of the need to ensure a continuous network of Al,a n upper limit to NaCl
fraction is necessary in the compact. Similarly there should be a lowest obtainable porosity
to avoid trapped NaCl in the final structure which could lead to corrosion of the foams. A
quantification of the content of NaCl has been carried out in the range 30-70 wt%.The
powder compaction may be performed using different techniques (i.e. hot pressing, cold
isostatic pressing). In these experiments powder compaction has been performed adding
about 15 g of mixture (depending on composition) in a 25 or 32 mm diameter steel die
followed by uniaxial cold pressing. A compaction in the range 100-600 MPa has been
realised with a hydraulic motorised press. This wide range (different from literature data) is
due to the mentioned problems associated with Al oxide films that have to be disrupted by
mechanical deformation.

The sintering has been carried out in a pre-heated electric furnace at different temperatures
in the range 650-700 °C (Al melting point is 660 °C). The sintering takes place in liquid state
so the metal viscosity is enough to fill the spaces between NaCl particles. If the sintering
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temperature is too low, the sintering can take too long time causing severe oxidation. If it is
excessively high, some molten Al often oozes out from the surface of the compact to form
globules. The same considerations involve the sintering time. The experiments have been
carried out in the range 2-20 h. Moreover NaCl has a much lower thermal conductivity than
Al, so the sintering time should be increased in presence of great salt amount. The sintering
takes place at normal atmosphere and both ends of the mould are sealed in order to protect
the compact from air effects. In the furnace the mould is positioned on a ceramic plate
guaranteeing no temperature gradient along vertical direction as suggested by Arnold et al.,
2003. Careful control of heating conditions during foaming is essential to obtain “quality”
foams. After required time the samples have been cooled by air.

The salt dissolution takes place into two steps. Firstly, the sintered specimens have been
placed into a running hot water bath to leach out the most of embedded NaCl particles.
Secondly, samples have been immerged in an ultrasonic washer to ensure the complete
removing of salt. The dissolution of the NaCl is a significant rate-limiting step: in large
samples, the tortuosity of the foam structure means that it takes a long time to dissolve all
the salt. Finally the samples have been washed by ethanol and dried. After screening the
experimental full factorial plan reported in Table 3 have been carried out.

Factors Levels

Al fraction, wt% 30 40 50
Pressure, MPa 550 600 650
Time, h 2 3 4

Table 3. Experimental factors and levels for SDP process

4.3 MGI process

The aluminium liquid foam has been produced by melting aluminium ingots in a graphite
crucible by an induction furnace. The applied foaming equipment has been specifically
designed for these experiments. It is formed by a rotating system that allows to distribute
the bubbles in the melt aluminium. The experimental apparatus is constituted by a drill, a
shaft, a propeller, a panel of stainless steel, and a pipe for the gas injection. This system is
designed, in a proper way that allows the gas coming out from the pipe, and diffusing
homogenously in the bath by the propeller (connected to the drill by the shaft). The presence
of the stainless steel panel is of paramount importance for the success of the experiment
reducing turbulences and vortex formations in the bath (Cingi, 1992). The process control for
aluminium foam is regarded to be difficult due to its multivariability and invisibility. There
is a close similarity of behaviour of bubbles in water and in melt aluminium, and such
similarity is very useful. The bubbles generation and their rise to surface can be investigated
much more easily in water and, then, the results can be applied to metal. In fact Reynolds
number for both water and aluminium, within the turbulent regime, are close enough so
that very similar properties of bubbles should be expected in these liquids. Therefore, to
simulate bubble generation in foamed aluminium, a screening has been carried out also by
means of this physical modelling (Oak et al., 2002).

Duralcan metal matrix composite (A356/SiC/20p) with a particle size of approximately 12
pm have been used. Aluminium 356 has the following composition: Al 90.1-93.3 wt%, Si 6.5-
7.5 wt%, Mg 0.2-0.45 wt%, Cu max 0.25%, Fe max 0.6%, Mn max 0.35%. Nitrogen is injected
as foaming medium and temperature usually has been kept around 700 °C. After a
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screening test using different combinations of parameters, the selected factors for deep
observations have been: flow rate (Q), spin speed of the propeller (N), and silicon carbide
particles content, because they shown the high influence on foam properties (mechanical
and morphological).

The authors assumed these three reference main factors and verified their effects on cells
area, cells wall thickness, relative density and plateau stress. The adopted standard
approach for Design Of Experiments (DOE) has been the use of a full factorial method.
Moreover, two replications of each combination were realised. Table 4 shows the levels of
factors in this systematic investigation.

Factors Levels

Gas flow rate, I/ min 2 4 8
Spin speed, RPM 300 | 700 | 900
SiC content, wt% 10 15 20

Table 4. Experimental factors and levels for MGI process

5. Results discussion and comparisons

5.1 Morphological characterization

In the following section the results about morphological charcterization will be compared
and discussed. In this investigation the foams have been cut by a diamond saw (TiH; and
SDP) a by a metallographic saw (MGI). The major problems have been encountered with
MGI foams due to the high level of SiC particles fraction; in fact, for 5 parameters
combinations of experimental plan, were not possible to cut specimens and some of them
were damaged during cutting. For TiH2 and SDP this problem was not so critical. The
morphological parameters have been measured in 2D cross section by an images software
tool and cell walls have been observed by a Scanning Electron Microscope Philips XL 20.
The most important parameters that influence the structure-sensitive properties of cellular
metals are (order by their importance):

1. intrinsic properties (properties of cell wall material);

relative density;

type of cellular structure (open or closed cells) ;

in a closed-cell foam, the fraction of the solid contained in the cell nodes, edges of the
cell faces;

irregularity or gradients in mass distribution;

the cell size and size distribution (including exceptional sizes) ;

shape of the cells and the anisotropy of cells (including exceptional shapes) ;
connectivity of cell edges;

defects, by which we mean buckled or broken cell walls.

Table 5 (Kriszt et al, 2002) defines a list of 20 structural parameters for describing the
geometrical structure and microstructure of cellular materials. They were studied and
measured for each foam types obtained with the TiH,, SDP and MGI methods and Table 6
gives here a summary to compare the results.

The significant differences in the structures of the TiH,, SDP and MGI foams are function of
the manufacturing process. The TiH; foams realised in this investigation have a variety of
little defects including: cracks, voids, shared cells and the pore area range is wide (Fig. 1a).
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Geometric Pores Cell skeleton Microstructure
structure
open or close Volume fraction Thickness and length of Dendritic structure
cells cell walls
Arrangement Shape factor Number/area of nodes | Grains
of cells
Neighborship Aspect ratio Curvature/corrugation | Chemical
relation of cell walls inhomogeneity
Stochastical Orientation Micropores
models
cal . .
Chemlc’fl . Size Inclusions
composition
Precipitates
Dislocations

Table 5. List of parameters for describing structure of metallic foam

Property TiH; sDP MGI
Alloy Al AISi12 Al A35Z<ISS‘%20P
Density range, g/cm® 0.63-1.07 0.69-1.51 0.18-0.91
’ 0.77) (0.99) (0.51)
Equivalent diameter, mm 0.53-6.40 0.53-4.85 1.65-6.19
' (1.85) (1.54) (2.81)
Pore area range, mm? 0.22-32 2-35 2.13-30.13
' (3.77) (4.92) (6.89)
Cell wall thickness, mm 0(1(? —613)8 2 0(852—(1))4 0(3)04;(1))3
Circularity parameter 0.33-0.91 0.13-0.85 0.35-0.98
0.62) (0.46) (0.81)

Table 6. Obtained properties of the three families of investigated aluminium foams

Fig. 13. Foam samples: a) TiH; b) SDP and c¢) MGI

In particular oversized pores as well mass concentrations can be observed and they can
cause degradation if specific properties. Presence of microvoids has been observed also in
open cell SDP foams but no cell edge curvature (Fig. 1b). Microstructural observation of the
MGI foams has identified a number of irregularities. Many of the cell walls have some initial
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curvature as well as small voids within them. There are local regions of higher density
where the cell walls are thicker at the nodes. The shape and orientation of the cells in the
lower density MGI foams vary throughout the thickness. In particular there is a density
gradient throughout the thickness of the lower density MGI foams realised with moulds due
to drainage of the liquid before solidification (Fig. 1c). Observations of cells of MGI foams
indicate that they are slightly oriented due to the direction of rotation of the impeller during
foaming. Also SDP foam has been found with elongated cells due to the compaction
pressure. Only TiH; foams have roughly equiaxed cells. The cells area of the three types of
foam is comparable. The foams, obtained by the processes TiH, and SDP, have a solid skin
on the outer surfaces, which was removed before testing. Instead traditionally MGI foams
does not have the skin; the implemented version, realised by mould, shows the presence of
external skin originated by the contact with the ceramic moulds.

Obviously the structural performance of the three foams can be improved by reducing the
occurren