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Abstract: The Special Issue of the Manufacturing Engineering Society 2019 (SIMES-2019) has been
launched as a joint issue of the journals “Applied Sciences” and “Materials”. The 10 contributions
published in this Special Issue of Applied Sciences present cutting-edge advances in production
planning, sustainability, metrology, cultural heritage, and materials processing with experimental
and numerical results. It is worth mentioning how the topic “production planning” has attracted a
great number of contributions in this journal, due to their applicative approach.

Keywords: additive manufacturing; 3D printing; forming; machining; metrology; production
planning; technological and industrial heritage; industry 4.0; green manufacturing

After the complete success of the first edition [1] with 48 contributions on emerging methods and
technologies, the Special Issue of the Manufacturing Engineering Society 2019 (SIMES-2019) [2] was
launched as a joint issue of the journals “Applied Sciences” and “Materials”.

Once again, this Special Issue was promoted by the Manufacturing Engineering Society (MES) [3]
of Spain, with the aim of covering the wide range of research lines developed by the members and
collaborators of the MES and other researchers within the field of Manufacturing Engineering.

In this Special Issue of the journal Applied Sciences, cutting-edge advances in production planning,
sustainability, metrology, cultural heritage, and materials processing with experimental and numerical
results have been published.

Concretely, the contributions have been mainly focused on the topics: additive manufacturing and
3D printing, with a contribution presenting the use of 3D printing with training purposes in the field of
primary care [4]; advances and innovations in manufacturing processes, more specifically in the deep
drawing of Inconel 718 applying different thermal treatments [5]; sustainable and green manufacturing,
considering dry machining conditions in the turning of aluminum alloys used in aeronautical
industry [6]; manufacturing of new materials such as a carbon fiber reinforced plastic (CFRP) laminates
by drilling, using multiple sensor monitoring [7]; metrology and quality in manufacturing through
the development of a bidimensional system for nanopositioning with uncertainty assessment [8];
manufacturing engineering and society, with a work presenting the use of hyperspectral imaging
techniques with application in the conservation of cultural heritage [9]. Finally, it is worth mentioning
how the topic “production planning” has attracted a great number of contributions in this journal
due to their applicative approach, presenting the latest advances in methods with applications in the
metallurgical [10], automotive [11], and military [12] industries, and involving innovative techniques
such as machine learning and data mining [13].

After only three months since the publication of the first work [9], all the papers present prominent
activity in their “article metrics”, being remarkable how some of the papers belonging to this Special
Issue have more than five hundred abstract and full-text views, which is clear evidence of the interest in

Appl. Sci. 2020, 10, 1590; doi:10.3390/app10051590 www.mdpi.com/journal/applsci1
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all of these topics in readers of the journal Applied Sciences, in general, and scientists and professionals
from the industry in particular.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflicts of interest.
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Abstract: A novel nanopositioning platform (referred as NanoPla) in development has been designed
to achieve nanometre resolution in a large working range of 50 mm × 50 mm. Two-dimensional
(2D) movement is performed by four custom-made Halbach linear motors, and a 2D laser system
provides positioning feedback, while the moving part of the platform is levitating and unguided.
For control hardware, this work proposes the use of a commercial generic solution, in contrast to
other systems where the control hardware and software are specifically designed for that purpose.
In a previous paper based on this research, the control system of one linear motor implemented in
selected commercial hardware was presented. In this study, the developed control system is extended
to the four motors of the nanopositioning platform to generate 2D planar movement in the whole
working range of the nanopositioning platform. In addition, the positioning uncertainty of the control
system is assessed. The obtained results satisfy the working requirements of the NanoPla, achieving
a positioning uncertainty of ±0.5 μm along the whole working range.

Keywords: 2D positioning control; nanopositioning; Halbach linear motors; positioning uncertainty

1. Introduction

In recent years, the applications of nanotechnology and nanoscience have increased,
demanding high accuracy positioning systems capable of working in large ranges at the nanometre
scale. These positioning stages can be used for measuring or nanomanufacturing applications by
integrating different devices [1]. The performance of these processes is directly related to the accuracy
of the positioning systems and their working range [2]. Therefore, accurate positioning control in a
large working range is one of the main necessities of nanotechnology applications [3].

At the University of Zaragoza, a novel 2D nanopositioning platform (NanoPla) is in
development [4]. This NanoPla has been designed to work together with different kinds of tools and
probes in various applications, such as metrology or nanomanufacturing. In particular, the main
application of this first prototype is surface topography characterisation at the atomic scale of samples
with relatively large planar areas. The measuring device will be attached to a moving platform that
performs a large displacement of 50 mm × 50 mm. The NanoPla architecture is based on a scheme of
the four integrated custom-made Halbach linear motors, which allow the implementation of planar
motion [5]. The XY position of the platform is measured by a 2D plane mirror laser interferometer
system. The design of the NanoPla has been optimised to achieve a nanometre resolution along its
whole working range [6].

A commercial control solution for these custom-made linear motors is not currently available.
Thus, in other previous works [7,8], control hardware and software were specifically designed and
built for control issues. In contrast, in this project, the use of commercial control hardware for generic

Appl. Sci. 2019, 9, 4860; doi:10.3390/app9224860 www.mdpi.com/journal/applsci3
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motors has been proposed as a novel solution for their control and drive systems. The purpose of this
research is to facilitate the future replicability of the system. In a previous study [9], a 1D positioning
control strategy was designed and implemented in the selected commercial control hardware for
one linear motor performing movement on a linear guide. The right performance of this control
system, according to the established design requirements, was experimentally verified. In this work,
the control strategy is optimised for 2D movement and implemented in the NanoPla to control and
drive the planar motion of a nanopositioning platform in a range of 50 mm × 50 mm. Subsequently,
the positioning uncertainty of the proposed control system is analysed.

This article is an extension of the work presented in a previous conference paper [10] and is
divided as follows. Firstly, an overview of the NanoPla is presented, and the Halbach linear motors,
the positioning sensor, and the hardware of the control system are described. Secondly, a positioning
2D control system is proposed and experimentally validated. Then, the positioning uncertainty of the
2D positioning control system is assessed. Finally, conclusions are developed.

2. Materials and Methods

This section describes the NanoPla’s design and its applications. Additionally, the control system’s
hardware is defined, as well as the actuators, the positioning sensor, and the connections between them.

2.1. 2D Nano-Positioning Platform (NanoPla)

The NanoPla design was presented in [6]. An exploded view of the NanoPla can be seen in
Figure 1. This platform has a three-layered structure that consists of fixed inferior and superior bases
and a moving platform that is placed between them. The metrology loop consists of two metrology
frames: One in the moving platform (I) and the other in the inferior base (II). The structural parts of the
NanoPla are made of the aluminium alloy 7075-T6 due to its strength, which is comparable to many
steels. In this first prototype for preliminary tests, the metrology frame is made of the same aluminium.
Nevertheless, the selected material for its final design is Zerodur, due to its low thermal expansion
coefficient that assures negligible dimensional changes caused by temperature variation.

The moving platform is levitated by three vacuum-preloaded air bearings, while four Halbach
linear motors perform its motion. A Halbach linear motor has two parts: A permanent magnet array
and a stator that consists of three-phase ironless coils. In the NanoPla, the magnet arrays of the
four linear motors are fixed to the moving platform, and the stators are assembled to the superior
base, which minimises the weight of the moving part. A 2D laser interferometer system works as a
positioning sensor. The laser heads are positioned in the inferior base, and the positioning mirrors are
fixed to the moving platform. Out-of-plane deviations are characterised by three capacitive sensors.
As a probe, the aim is to embed an atomic force microscope (AFM) in the NanoPla. The AFM is fixed
to the moving platform that positions it in the XY-plane above the certain area of the sample to be
measured, allowing the characterization of a large area of the sample (50 mm × 50 mm). Once the
AFM is positioned, the moving platform remains static (air bearings off) in order to carry out the
scanning task.

The NanoPla offers a two-stage scheme, that is, the XY-long range positioning of the moving
platform (coarse motion) is complemented by an additional piezo-nanopositioning stage that is
fixed to the metrology frame of the inferior base (fine motion). This second stage is a commercial
piezo-nanopositioning device specifically designed for the scanning probe and optical microscopy
(model NPXY100Z10A from nPoint). It has a XYZ working range of 100 μm × 100 μm × 10 μm and
a positioning noise of 0.5 nm in the XY-plane and 0.1 nm in Z-axis. During the scanning operation,
the piezostage will perform the motion of the sample. Therefore, the position control system should
have a positioning error at least one order of magnitude smaller than the maximum XY range of the
commercial piezo-nanopositioning stage (i.e., 10 μm). Thus, this error could be corrected by the fine
motion of the piezo stage.
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Figure 1. Exploded view of the nanopositioning platform (NanoPla).

2.2. Components of the Control System

The positioning systems’ main components are actuators, control hardware, and positioning
sensors. The selection of these components is based on the positioning stage’s required precision, as well
as the operating range and structure of the stage. Similarly, the development of the control strategy
is constrained by the positioning system components defined by the NanoPla’s design. In addition,
the implementation of the components in the positioning control system can be optimised to leverage
the capabilities of each of component in order to obtain the maximum positioning accuracy.

Halbach linear motors directly transform electrical energy into linear motion and have been
selected as actuators in the NanoPla because of their many advantages in precision engineering due to
their lack of mechanical transmission elements (thereby avoiding, for example, backlash). Similarly,
contactless unguided motion prevents friction and allows planar motion. Planar motion is preferred in
precision applications because it minimises geometrical errors and presents many other advantages
in precision engineering [11]. The Halbach linear motors used in the NanoPla were developed by
Trumper et al. [5] and are not commercialised. Therefore, they have been custom-made at the University
of North Carolina at Charlotte, and the size of their winding areas is large enough to allow planar
movement in the 2D working range of the NanoPla. When DC current flows through the three-phase
coils of a Halbach linear motor, the electric field interacts with the magnetic field of the magnet array,
resulting in two orthogonal forces—one horizontal and the other vertical. The relationship between

5
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the phase currents and the generated forces is defined by the motor law presented in [9]. The vertical
forces of the four motors facilitate the moving platform’s levitation, while the horizontal forces move
the platform in the XY-plane.

A generic commercial control system for custom-made Halbach linear motors is not currently
available. For this reason, other reviewed stages integrating these motors specifically designed and
developed control hardware and software for this purpose [7,8]. In these stages, control strategies are
based on individually and independently controlling each of the phase currents of the motors with
transconductance power amplifiers. However, following the NanoPla’s design principle of integrating
commercial devices when possible, the use of only commercial hardware and no custom-made
electronics was proposed. Thus, a Digital Motor Control Kit (DMC) DRV8302-HC-C2-KIT from Texas
Instruments was selected as the control hardware. The DMC kit consists of a F28035 control card and a
DRV8302 board. This DMC kit has been designed for rotary brushless DC and permanent magnet
synchronous three-phase motors, where the aim is to control the rotation speed or the torque generated.
The board includes a three-phase power stage that drives and generates phase voltages by pulse-width
modulation (PWM), in contrast to other works [7,8] where the hardware acted as a controlled current
source. Additionally, the control hardware forces the star connection of the phases, thereby impeding
the phase currents from being controlled independently, as was done in [7,8]. This hardware has been
selected due to its relatively low cost and the advantages of the associated software. The use of the
microcontroller from Texas Instruments is based on the Target Support PackageTM for Embedded Code.
This Package integrates MATLAB® and Simulink® with Texas Instrument tools and C2000 processors
to generate, compile, implement, and execute the optimised control code with a user-friendly graphic
interface and without programming in a specific language.

As mentioned, in the NanoPla, a 2D laser system is used as a positioning sensor to provide control
system feedback. This 2D laser system is a combination of three 1D plane mirror laser interferometer
systems. Laser interferometer systems provide highly accurate, non-contact measurements and are
capable of working at long distances [12]. In addition, the use of plane mirrors as retroreflectors allows
one to measure planar motion [13]. Two laser beams are needed to measure the displacement in the X-
and Y-axes. In addition, one more beam is needed to determine the rotation around Z-axis. Thus, one
laser head is placed projecting its beam in the X-axis, aligned with the reference system of the travel
range, while the other two laser heads project their beams parallel to the Y-axis. The laser system
components belong to the Renishaw RLE10 laser interferometer family, which consists of a laser unit
(RLU), three sensor heads (RLD), two plane mirrors (one per axis), and an environmental control
unit (RCU). Furthermore, an external interpolator is used to reduce the expected resolution of the
system from 9.88 nm to 1.58 nm. Besides the readouts of the three laser encoders, the system also
provides the readouts of the RCU sensors: Air temperature, material temperature, and air pressure.
The measurement of each signal takes approximately 0.04 s; thus, the maximum speed at which it is
possible to record the six measurements is every 0.25 s.

In a previous work [9], an experimental setup, external to the NanoPla, was assembled for the
development and experimental validation of the control system of one Halbach linear motor in 1D.
In that setup, the magnet array of the motor was fixed, and the stator of the motor was the moving
part, attached to a pneumatic linear guide. A control strategy was implemented in the DMC kit,
and a 1D interferometer laser system was used as the positioning sensor. After that first validation,
the four linear motors were installed in the NanoPla, and each of them connected to one DMC Kit
for the project presented in this paper. In turn, all the DMC kits were connected to the host PC that
coordinated the four motors. Movement was achieved while the moving platform was levitated by
three air bearings. Figure 2a is a photograph of the NanoPla and the control system components,
while Figure 2b illustrates a scheme of the connections between the host PC, the positioning sensors,
the control hardware, and the linear motors. The input is the target position in the X, Y coordinates,
which is entered by the user at the host PC. The control strategy is computed by the PC that receives
the position feedback from the laser system. Then, the PC computes the phase voltages that must be
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generated for the control hardware to drive the linear motors that produce the movement. The plane
mirrors are the moving target of the 2D laser system, and the magnet arrays are the part of the linear
motors that perform the relative movement respective to the stator that is fixed. The plane mirrors,
as well as the magnet arrays, belong to the moving platform.

 
Figure 2. (a) Photograph of the NanoPla and the control system components and setup: Host PC,
control hardware, and 2D laser system units; (b) scheme of the connections between the host PC,
control hardware, and positioning sensor in the 2D positioning control system.

3. 2D Positioning Control

After presenting the main components and scheme of the 2D control system, this section first
analyses the NanoPla dynamic model and then presents a 2D positioning control strategy for the
NanoPla. Finally, the NanoPla’s performance is experimentally validated.
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3.1. Dynamic Characterisation of the System

In the NanoPla, the motors are placed in parallel pairs (Figure 3); thus, two motors, motor 1
and motor 2 (represented as M1 and M2 in Figure 3b), generate forces on the X-axis (FM1 and FM2)
that move the platform in the X-direction. Similarly, the other two parallel motors, motor 3 and 4
(M3 and M4), generate forces on the Y-axis (FM3 and FM4) that move the platform in the Y-direction.
In addition, the four motors are placed symmetrically at a distance R (169.9 mm) from the centre of the
platform and, thus, their forces generate a torque at the centre of the moving platform, around the
Z-axis. The movements of the platform in the X- and Y-axes -Xs and Ys- and the rotation around Z-axis
-θzs- are monitored by the 2D laser interferometer system (Laser Y1, Y2, and X). The total forces in the
X- and Y-axes and the torque around the Z-axis -Tz- can be calculated as follows:

Fx = FM1 + FM2 (1)

Fy = FM3 + FM4 (2)

Tz = −FM1·R + FM2·R− FM3·R + FM4·R (3)

 
Figure 3. Scheme of the forces that act on the moving platform: (a) isometric view; (b) top view scheme.

The dynamic model of a Halbach linear motor working as a positioning actuator in a pneumatically
levitated linear stage was identified as a servosystem in a previous work [14]. In this system,
the electromagnetic horizontal force generated by the motor around the stable equilibrium position
(Fx = 0, Fz > 0) acts as a proportional controller. The closed-loop transfer function that relates the
equilibrium position, Xeq(s), to the position of the stage, X(s), was identified with a spring-mass-damper
model (second order system). The NanoPla 2D positioning model is expected to present a similar
second-order transfer function in each axis of motion, since it uses the same actuators and the
moving platform is also pneumatically levitated. The transfer function of the system can be obtained
experimentally, which enables a better understanding of the system and allows tuning of the controllers
in advance, which facilitates tasks in the experimental setup.

The force generated by each Halbach motor around the stable equilibrium position (linear zone)
can be defined as

FM,x(s) = KM(Xeq(s) −X(s)) (4)

where KM is the slope of the thrust force generated by each Halbach linear motor around the equilibrium
position. The forces along the X-axis generated by the parallel motor pair M1 and M2 at the initial
position are represented in Figure 4. The linear zone and the slope around the stable equilibrium
position are also represented in Figure 4. As shown, the linear zone has a length of approximately 5 mm,
with the stable equilibrium position in the middle of the region. In this system, the stable equilibrium
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position of the parallel pair of Halbach linear motors M1 and M2 is set at the same X-coordinate.
Thus, the total force, Fx, generated around the stable equilibrium position is twice the force defined in
Equation (4). Therefore, the transfer function that relates the final position of the stage X(s) with the
defined stable equilibrium position Xeq(s) is the following:

X(s)
Xeq(s)

=

2KM
m

s2 + bX
m s + 2KM

m

(5)

where m is the mass of the moving part and bX defines the viscous-friction elements of the setup and
the eddy-current damping of the motors in the X-axis. Additionally, 2KM is the slope of the total thrust
force, Fx, generated by the pair of Halbach linear motors around the equilibrium position in the X-axis
(Figure 4). Since the actuator distribution in the moving platform is symmetrical, the same equations
are considered valid for the Y-axis. The mass of the moving platform is known (13.25 kg), and the
value of KM depends on the reference value set for the vertical force at the stable equilibrium position,
Fzref. This value defines the amplitude of the sinusoidal distribution of the forces along the axis of
motion, while the spatial period is defined by the design [9]. For instance, when Fzref is set to 1 N,
KM is approximately 205 N/m, and when Fzref is set to 2 N, KM is 410 N/m. Therefore, KM and m are
known, whereas the viscous-friction factor bX must be obtained experimentally.

 
Figure 4. Generated forces by one (FM,x) and two motors (Fx) along the X-axis of movement.

On the other hand, rotation around the Z-axis (θz) is generated by torque acting on the central
point of the moving platform. This torque (Tz) is the sum of the torques generated by each motor in
the plane of motion (Figure 3b). The 2D plane mirror laser interferometer system requires the rotation
of the moving platform to be less than ±1.2 × 10−4 rad, according to the manufacturer’s specifications,
to prevent misalignment between the laser beam and plane mirror. Therefore, to rotate the moving
platform by angle Δθz, each motor would have to perform a displacement of the same magnitude,
equal to Δθz·R, in the direction that favours that rotation. According to this, the torque generated by
the four motors of the NanoPla to perform a rotation of Δθz can be calculated as follows:

Tz = 4KMR2Δθz (6)

It is worth mentioning that the angular position θz is considered to be a stable equilibrium angular
position when, at that angular position, the platform remains still and after a disturbance, it comes back
to the same angular position. This stable equilibrium position is created when the moving platform is
perfectly aligned in the X- and Y-axes—that is, θz,eq = 0. Thus, as in the previous case, the transfer
function that relates the final angular position of the stage θz(s) with the defined stable equilibrium
angular position θz,eq(s) is defined by Equation (7), where bθ is the damping factor in θz, and Iz is the
inertia of the moving platform.
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θz(s)
θz,eq(s)

=

4KMR2

Iz

s2 + bθ
Iz

s + 4KMR2

Iz

(7)

3.2. 2D Control Strategy

The four motors are placed in parallel pairs. Thus, as long as the motor pairs displace the
same distance, the moving platform remains aligned. It was experimentally verified that the
moving platform can be positioned along its working range by controlling each of the motors
individually with a 1D positioning strategy (presented in [9]) implemented in each motor. Nevertheless,
independently controlling each motor results in undesired rotations around the Z-axis during the
transient response—that is, when the platform is moving from one position to other. Undesired rotations
cause misalignments between the laser beams and plane mirrors, which can affect the performance of
the laser system and even impede the displacement measurements. Therefore, in order to prevent
undesired rotations of the moving platform during motion, it is necessary to coordinate the control of
the four motors in a 2D control strategy.

On the other hand, in [7], control of the out-of-plane motion was proven to be unnecessary due
to the high stiffness of the air bearings. Similarly, in the NanoPla, the moving platform is levitated
by three vacuum-preloaded air bearings with an input pressure of 0.41 MPa and an input vacuum
of 15 mmHg, as recommended by the manufacturer. At these working conditions, the air bearings
have a stiffness of 13 N/μm. As calculated in [9], the variation of the vertical force during motion has a
maximum increment of 7%, which results in negligible vibrations of the moving platform. Therefore,
control of the out-of-plane motion in the NanoPla is unnecessary, although it will be monitored by
three capacitive sensors.

The proposed control strategy positions the platform in the X- and Y-axes and minimises rotations
around the Z-axis (θzref = 0), to prevent laser system misalignments. This is done with three independent
proportional-integral-derivative (PID) controllers that act on the forces generated in the X- and Y-axes
by the motor pairs (Fx and Fy) and on the torque (Tz) generated by the four motors. The positioning
feedback (Xs, Ys, and θs) is provided by the three laser beams (Laser Y1, Y2, and X) of the laser system.
Considering the symmetry of the moving platform, the total forces and torque are divided between the
four motors, and the horizontal force that each of the motors needs to generate is computed.

Figure 5 illustrates the scheme of the control system that has been implemented in this project.
The input of the control system is the target position (Xref, Yref) of the moving platform that is entered in
the graphic user interface. In addition, the rotation around the Z-axis should be kept minimal (θzref = 0).
The previously described control strategy is computed in Simulink® on the host PC (Figure 5). Firstly,
this strategy calculates the horizontal forces that each of the linear motors needs to generate to correct
positioning errors. Then, the phase currents that each linear motor requires to generate those forces are
calculated according to the commutation law defined in [9]. The outputs of the control strategy are the
corresponding phase voltages that the control hardware must generate for each motor. These phase
voltages are generated at the power stage of each DMC kit. Then, the interaction of the phase currents
flowing through the stator coils with the magnetic field of the magnet arrays of the moving platform
generates horizontal forces that move the platform. This movement is recorded by the laser system
and fed back to the control strategy.
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Figure 5. Scheme of the 2D position control system.

3.3. Experimental Results

The procedure for experimentally obtaining the transfer function in a linear stage was defined
in [14]. This procedure has been adapted to the NanoPla, where a parallel pair (M1 and M2) generates
the thrust force in the X-axis, whereas the other parallel pair (M3 and M4) generates the force in the
Y-axis (Figure 3). In order to obtain the transfer function in the X-axis, the motor pairs aligned in
the Y-axis are set to remain still at the initial position in the Y-axis (Yref = 0, θz,ref = 0), acting as a
guiding system that prevents the movement of the moving platform on the Y-axis and its rotation
around the Z-axis. Then, the NanoPla is displaced from its initial position inside the linear zone by
using the electromagnetic force of the motor pair aligned on the X-axis (M1 and M2). The movement
of the moving platform is recorded by the laser system, and then the spring mass damper model of
Equation (5) is fit to the response. The same procedure is followed to obtain the transfer function on
the Y-axis.

Figure 6 represents the experimentally obtained 1 mm step response of the stage on the X- and
Y-axes (Xs and Ys) when Fzref is set to 2 N. The simulated response of the adjusted model is also shown
(Xsim and Ysim). The obtained values for m and KM match the actual mass of the moving platform and
the slope of the thrust force around the stable equilibrium position, respectively. The viscous-friction
elements (b) have a value of 56.8 N·s/m on the X-axis and for 63.07 N·s/m on the Y-axis. The differences
between axes could be due to geometrical errors in assembly and the fact that the moving platform is
not perfectly symmetrical due to the presence of the plane mirrors, which are larger for the dual beam
Y-axis. In addition, it was experimentally verified that by varying Fzref, the value of KM changed as
expected, and the values of m and b remained invariable.

 

Figure 6. (a) The 1 mm step response on the X-axis of the stage in the open loop and simulation of the
plant; (b) the 1 mm step response on the Y-axis of the stage in the open loop and of the simulation of
the plant.
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In order to obtain the transfer function for the rotation around the Z-axis, the four motors are
set to displace from an initial rotated position to a stable equilibrium position θz,eq = 0. At this initial
position, the angular deviation is not null. In order to define the initial position, the four motors
are displaced at a distance of Δθz·R, equal to 15 μm. In each motor pair, each motor displaces in an
opposite direction to contribute to the rotation around the central point of the stage, generating an
angular deviation of 8.83 × 10−5 rad, which is close to the maximum displacement allowed without
losing the laser system’s alignment. The experimentally obtained values for Iz and KM approximately
match the actual inertia of the moving platform and the slope of the thrust force around the stable
equilibrium position, respectively. Nevertheless, due to the limited range of the angular deviation and
the short response time, the recorded response is not smooth enough to perfectly match the simulated
plant. Figure 7 represents the experimentally obtained 8.83 × 10−5 rad step response of the stage
around the Z-axis (θs). The simulated response of the adjusted model is also shown (θsim).

 
Figure 7. Angular step response of 8.83 × 10−5 rad around the Z-axis of the stage in the open loop and
simulation of the plant.

After the transfer function identification, the proposed control system was implemented in the
NanoPla, and its correct performance was experimentally verified. For these experiments, the vertical
force generated by each motor was defined as 2 N, which limits the phase currents’ working range to
±0.83 A.

Firstly, the stability of the positioning control system was examined for a long period of time.
The moving platform was set to remain still at the initial position for 30 min, and it was experimentally
verified that the position deviations are confined to ±1 μm. In Figure 8, a 400 s period of this test is
shown, and the root mean square (RMS) deviation during this time is 0.28 μm. The results in the Y-axis
are similar, since the moving platform is symmetrical. During this period of time, the force generated
by each linear motor varied between ±2 mN—that is, the system worked around the stable equilibrium
position, as expected.

12



Appl. Sci. 2019, 9, 4860

Figure 8. Long-term stability analysis of the developed positioning control system.

As mentioned earlier, the NanoPla has a two-stage scheme. The moving platform performs coarse
movement in a large working range of 50 mm × 50 mm. Once the moving platform arrives at the target
position, it stays static (air bearings off), and a piezo-nanopositioning stage placed on the inferior base
performs the fine displacement required for the scanning task. The selected commercial piezostage
has a working range of 100 μm × 100 μm in the XY-plane. Therefore, as mentioned, it is defined as a
requirement that the position control system has a positioning error smaller than 10 μm, so this error
can be corrected by the fine motion of the piezo stage.

Therefore, the performance of the control system was tested when performing a displacement to
the target position. Then, 10 μm step responses were taken in the X- and Y-directions. At the same time,
the perturbation to the other axis was also recorded, as shown in Figure 9. The perturbed motions in the
other axis demonstrate that there is a dynamic coupling between axes. This is unavoidable because there
is only one moving part that is affected by the vibrations of the four motors. This perturbation generates
a displacement on the Y-axis of a maximum of 2 μm during the transient response. Nevertheless,
once the NanoPla achieves its target position on the X-axis, the positioning error on the Y-axis is
corrected. In addition, it has been observed that during the transient response, the maximum angular
deviation is 1.5 × 10−5 rad, which is inside the tolerance of ±1.2 × 10−4 rad required for the laser system
to read.

 

Figure 9. The 10 μm step response on the X-axis (a) and perturbation on the Y-axis (b).
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Similarly, 100 μm step responses were taken in the X- and Y-directions, while the perturbation to
the other axes was also recorded, as shown in Figure 10.

As in the previous case, the displacement in one axis generates perturbations in the other axis.
This perturbation generates a displacement of a maximum of 7 μm on the Y-axis during the transient
response, which is corrected when the NanoPla achieves its stationary state. In addition, it has been
observed that during the transient response, the maximum angular deviation is 7.3 × 10−5 rad, which is
inside the tolerance of ±1.2 × 10−4 rad required for the laser system to read.

Figure 10. The 100 μm step response on the X-axis (a) and the perturbation on the Y-axis (b).

It should be taken into account that the transient response can be adjusted depending on the
requirements of the application by changing the parameters of the PID controller.

On the other hand, planar scanning motion is the typical motion used in precision engineering such
as nanomanufacturing and metrological characterisation. Several experimental results are presented to
demonstrate the scanning capability of the developed positioning control system. Figure 11a shows
a displacement on the X-axis of the moving platform from the centre to one extreme of the working
range at a constant speed. Similarly, Figure 11b shows a 1 mm forward and backward displacement on
the Y-axis.
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Figure 11. (a) The 25 mm displacement at a constant speed on the X-axis; (b) the 1 mm forward and
backward displacement at a constant speed on the Y-axis.

In addition, it has been verified that the platform can perform simultaneous movement on the
X- and Y-axes without losing the alignment between the laser beam and plane mirrors. Figure 12
illustrates the circular motion performed simultaneously on the X- and Y-axes.

Figure 12. Circular motion performed simultaneously on the X- and Y-axes.

4. Positioning Uncertainty of the Control System

The control system of the NanoPla has been optimised to reduce positioning errors. The remaining
positioning errors are mainly caused by the resolution of the system components and electronic
devices’ noise. The computing operation in the control hardware is performed with finite numbers,
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which implies a rounding operation, resulting in a truncation error that, depending on its magnitude,
may not be negligible. In addition, the errors due to electronic device noise cannot be completely
eliminated and result in positioning noise. Thus, the positioning uncertainty of the control system is
assessed and analysed in this section.

In Figure 13, the control system dataflow is represented in a block diagram. The data type of the
transmitted information is represented by the coloured arrows. The control strategy is computed in
Simulink® (MATLAB®). Xref and Yref are the desired positions on the X- and Y-axes. The real position
of the NanoPla is measured by a 2D laser system and extracted by MATLAB into the Simulink program.
The control strategy computed in the PC by Simulink uses a 64-bit double-precision floating point
format (blue arrows), and, in this case, the rounding operation has no significant influence on the
calculated results. The control strategy outputs are the required phase voltages, contained in a range of
±6 V, and are sent to the control hardware by a serial communication interface (SCI) (green arrows).
The MCU of the control hardware works with 32-bit data types, and the voltage values are transmitted
as 32-bit fixed points with a 25-bit fraction length (red arrow). The resolution derived from the data
type used for the voltages values is 0.0298 nV. These phase voltages are generated in the power stage
of the control hardware by PWM. The DMC kit includes a high-resolution PWM (HRPWM) module
that is capable of extending the time resolution capabilities of the PWM function. Thus, the resolution
of the voltage generation is defined by the time resolution of the HRPWM module and is 26.1 μV.
This resolution is sufficient to perform a minimum incremental motion of approximately 700 nm in an
open-loop. Therefore, this hardware is not able to generate the exact combination of phase currents
for every target position. Nevertheless, when working in a closed loop, the positioning controller is
capable of partially correcting this error by switching between combinations of phase currents [14].

 
Figure 13. Block diagram of the data flow in the control system of the NanoPla.

In Figure 13, the real-world values are represented with black arrows. These values are the
generated phase voltages, the derived currents, and the resultant forces. In addition, the 2D laser
interferometer system measures the moving platform’s displacement. The uncertainty of the laser
system measurement also affects the positioning uncertainty of the control system.

It must also be taken into account that the PWM-controlled phase voltages lead to a ripple in
the phase currents [15]. This current ripple is directly related to the inductance of the stator coils.
The resistance and inductance of the coils have been experimentally measured and are 0.88 Ω and
0.24 mH in each phase coil. The electric circuit has been simulated in order to calculate the current
ripple derived from the PWM-generated phase voltages. The current ripple has a sawtooth waveform
with a frequency of 29.28 kHz, which is double the PWM frequency. Moreover, the current ripple
peak-to-peak value is dependent on the duty cycle (DC) of the PWM voltages; in this study, the current’s
working range is ±0.83 A, which corresponds to a DC between 43.08% and 56.92%. For these values,
the peak-to-peak value of the current ripple has a maximum magnitude of 0.09 A. The actual phase
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currents have been experimentally measured using a data acquisition system (DAQ) from National
Instruments. This DAQ is able to record the measurements at a frequency of 500 kHz and with a
resolution of approximately 2 mA. In Figure 14, an experimentally measured phase current is compared
to the simulated one, and, as shown, the current ripple in both cases is almost coincident. Nevertheless,
the experimentally measured phase current includes additional noise. This deviation has different
sources, including the DAQ’s own noise. One of the contributors is the noise of the DC power supply
that feeds the power stage of the control hardware. The noise of the DC power supply is imprinted in
the PWM phase voltages and, thus, is transmitted to the phase currents. To minimise this contributor,
a low-noise power supply, with a peak-to-peak noise of 10 mV, has been used.

Figure 14. Current ripple of the phase currents generated by the pulse-width modulation
(PWM)-controlled phase voltage.

In a previous study [16], a self-calibration procedure for the geometrical characterization of
the 2D laser system of the NanoPla was proposed. The standard uncertainty of the calibrated laser
system, after correcting for geometrical errors, was calculated to be 99 nm on the X- and Y-axes.
The laser system’s resolution is 1.58 nm, and the RMS deviation of the laser readouts of an axis is 6 nm.
In addition, the stability of the 2D laser system integrated in the NanoPla was also verified.

In the control system of the NanoPla, the phase current noise generates deviations in the forces that
act on the moving platform, thereby producing undesired vibrations in the platform. These vibrations
are recorded by the laser system, adding to the laser system’s own noise, and fed back to the control
strategy. This results in positioning noise of the moving platform that has been experimentally
measured and computed as a short term (30 s) RMS positioning error that is 0.11 μm in each axis. It has
also been experimentally verified that the main contributor to the RMS positioning error is the phase
current’s noise.

NanoPla positioning uncertainty contributors can be divided into two categories: Ones whose
contribution to the final positioning error in an open loop is known, like the resolution of the phase
voltage generation (analysed in [14]) and the laser system (analysed in [16]); and the errors in the laser
system that are still present after correcting for the geometrical errors obtained by the self-calibration
procedure defined in [16]. The other types of errors are those whose contributions to the final positioning
error cannot be calculated separately and cause RMS deviations of the positioning errors. Table 1
illustrates a calculation of the positioning uncertainty according to ISO/TR 230-9:2005 [17] and its
contributors. Even though the laser system’s resolution is included inside the standard uncertainty of
the laser system, its value is also shown separately in the table, so it can be compared to the magnitude
of the other contributors.
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Table 1. NanoPla positioning uncertainty contributors and calculation.

Source Justification Standard Uncertainty Relative Contribution

Resolution at the high-resolution
PWM (PWM) uHRPWM

Resolution of 26.2 μV 0.7/
√

12 μm 65.1%

Laser system resolution uLres Resolution of 1.58 nm 1.58/
√

12 nm 0.00%

Laser system calibration uLcal
Geometrical errors +measuring system

calibration [16] 99 nm 15.6%

RMS positioning error uRMS
Laser system noise + phase currents noise +

NanoPla vibrations 0.11 μm 19.3%

Positioning uncertainty
UXY(k = 2) UXY(k = 2) = k

√
u2

HRPWM+u2
Lcal + u2

Lres+u2
RMS

±0.50 μm 100%

The resulting positioning uncertainty UXY (k = 2) in each axis and in the entire working range
of 50 mm × 50 mm is equal to ±0.50 μm. The main contributor is the HRPWM module resolution,
which contributes partially to both. That is, when the laser system detects this error, the controller
acts on the horizontal force to correct it, thereby resulting in oscillations. The phase currents’ noise is
another main contributor to the positioning uncertainty. None of these errors can be corrected without
additional electronics. Nevertheless, the resulting positioning uncertainty is much lower than the initial
working requirements of the NanoPla, so the developed positioning control system is considered valid.

5. Conclusions

In this work, a positioning control system for a 2D nanopositioning stage was designed and
implemented in the NanoPla. The proposed control system drives four Halbach linear motors that
allow planar motion, while a 2D plane mirror laser interferometer system works as the positioning
sensor. The selected control hardware is a Digital Motor Control kit from Texas Instruments for generic
three-phase motors. The target is to obtain an accurate positioning control system that fulfils the
NanoPla requirements by implementing commercial hardware without any additional electronics.

The NanoPla offers a two-stage scheme that complements the XY-long range positioning of the
moving platform (50 mm × 50 mm) with an additional commercial piezo-nanopositioning stage that
is fixed to the inferior base. This second stage works in a range of 100 μm × 100 μm. Due to this,
the maximum positioning error requirement of the NanoPla in the X- and Y-axes has been decided
to be 10 μm. In addition, the rotation around the Z-axis must be kept minimal in order to avoid
the laser system’s misalignment. In this article, a dynamic model for a NanoPla with four Halbach
linear motors as actuators was first identified. Then, a control strategy for the positions in the X-
and Y-axes and the rotation around Z-axis was designed and implemented for the control hardware.
The correct performance of the proposed control system has been experimentally verified for the
NanoPla. In addition, the positioning uncertainty of the control system has been computed, and its
contributors analysed. The obtained positioning uncertainty UX =UY =UXY (k = 2) is equal to ±0.50 μm
in each axis and in the entire working range of the NanoPla. Therefore, the resulting positioning
uncertainty of the control system implemented in commercial generic hardware without additional
electronics is much lower than the initial NanoPla requirements, thus broadening the applicability of
the designed positioning system.

In future work, the control strategy could be improved to minimise the coupling between axes
during movement. In addition, possible alternatives to improve global uncertainty with additional
electronics will be studied. Future research should also focus on the implementation of a measuring
system in the NanoPla. As previously noted, the target application of this first prototype is surface
topography characterisation at the atomic scale of samples with relatively large planar areas, using
an AFM. Nevertheless, due to the fragile configuration of the AFM system, the implementation of a
confocal sensor as an intermediate solution before integrating the AFM is proposed.
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Featured Application: This work presents several hyperspectral techniques that can provide a

scientific and non-destructive method for the study, conservation and management of rock art.

Tasks such as recognition of coloring matter, formal recognition of the figures, superposition of

forms and documentation of the state of conservation can be solved efficiently with hyperspectral

imaging.

Abstract: Paleolithic rock art is one of the most important cultural phenomena in the history of
mankind. It was made by making incisions and/or applying natural pigments mixed with water
or organic elements on a rock surface, which for millennia has been subjected to different factors
of natural and anthropogenic alteration that have caused its deterioration and/or disappearance.
The present paper shows a methodology that employs hyperspectral technology in the range of
visible light and the near infrared spectrum, providing a scientific and non-destructive way to study,
conserve and manage such a valuable cultural heritage. Recognition of coloring matter, formal
recognition of the figures, superposition of forms and documentation of the state of conservation are
relevant topics in rock art, and hyperspectral imaging technology is an efficient way to study them.
The aim is to establish a method of creating pigment cartography and enhancing the visualization
of rock art panels. Illumination sources, spectroradiometry measurements and camera adjustments
must be taken into account to generate accurate results that later will be pre-processed to derive
reflectance data, and then pigment analysis and enhanced visualization methods are applied. This
methodology has allowed us to obtain 76% more figures than using traditional techniques throughout
the case study area.

Keywords: hyperspectral imaging; pigment analysis; cultural heritage; conservation; cultural
management; visual enhancement; rock art; cartography

1. Introduction

Prehistoric art is an extraordinary manifestation that documents, with great detail and precision,
some facts and animal species that coexisted with the humans of Paleolithic times. It is the first
industrial and technical heritage of history, and such a singular phenomenon must be protected [1].
It was made by making incisions and/or applying natural pigments mixed with water or organic
elements on a rock surface, which for millennia has been subjected to different factors of natural and
anthropogenic alteration that may have caused its deterioration or disappearance.
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The deteriorating factors can act in an isolated or combined way on this cultural heritage and its
support, and include dirt, impacts, flaking, disintegration, washing, glazes, coatings, etc.

The conservation of industrial, technical and cultural heritage requires a deep understanding of
the significance and complexity of a place. Good conservation of our heritage is based on informed
decisions, and good documentation ensures that knowledge of heritage places will be passed on to
future generations.

This work analyses, develops and implements a methodology to generate information not visible
to the naked eye due to dirt, washing, glazes and coatings. This information not only improves the
visualization of the panels, but also helps us to understand how they were created and sheds light on
the stratigraphy or sequence of the execution of different motifs.

The methodology is applicable to any rock art panels, and any cultural or industrial heritage
objects in general, that need to be studied or controlled in time. The method has been tested on a panel
that has been studied since the beginning of the 20th century, which presents a series of complex cases
to solve such as superposition of paints, calcite glazes, pigment–sketch combination, etc.

Traditional rock art documentation systems are subjective [2], as an individual decides, usually by
direct visualization, whether a unit is part of the panel or not. Throughout history, harmful methods
such as casts and direct molds have been used, as well as others such as analogue, digital, ultraviolet
and infrared photography, which have contributed to create “digital tracings” from images processed
using image software. In all of them, it is an operator who decides whether or not the panel belongs
to the class. Such subjectivity must be avoided, and hyperspectral remote sensing is an optimal tool
for this.

A plethora of techniques, analyses and applications for hyperspectral remote sensing have been
developed in the last few decades [3]. It has been used for the documentation of murals [4], detection
of buried archaeological relics [5], and exploration of their geologic [6] or mineralogic composition.
It has a number of advantages [7]: It is considered a safe detection technique because it is non-contact
and non-destructive. Another advantage is its high spectral resolution with multiple bands and narrow
bandwidth, i.e., it allows a continuous spectral response to be obtained for each pixel of the image.
Because of these unique features, hyperspectral images have been used in conservation [8] and the
study of artefacts [9] and to reveal hidden details in ancient manuscripts and paintings, although its use
in rock art [10], and in cultural and industrial heritage objects [11], has been scarce and relatively recent.

The main objective of this study is to propose a method of generating the cartography of pigments
and improving the visualization of aspects of rock art not visible to the naked eye due to the causes
previously mentioned, as well as to understand its process of creation or the sequence of execution of
different motifs.

2. Materials and Methods

2.1. Study Area

The study area corresponds to a series of panels in the Cave of El Castillo in Puente Viesgo,
Cantabria, Spain, which was declared a World Heritage Site by United Nations Educational, Scientific
and Cultural Organization (UNESCO) in 2008.

Today this cave has the world’s oldest Paleolithic art, at least 40,800 years old. The cave contains
animal figures such as bison, horses, deer, mammoth, aurochs, goats, etc. The panels also feature
hands, dots and rectangular shapes. Also found is one of the oldest industrial and technical heritage
sites, associated with bone and lithic industry.

It is possible to find engravings with different characteristics and paintings that have red, black or
yellow colors, applied with finger, airbrush, pencil or brush. The state of conservation of the panels
is not very good. The panels have suffered graffiti, glazes, cleanings, etc., that make the motives
unrecognizable with the naked eye. In order to reveal latent information, hyperspectral data from the
panels have been captured and analyzed.

22



Appl. Sci. 2019, 9, 5011

The panel de las manos of the cave of El Castillo (Figure 1) is possibly one of the most complex
among Paleolithic art in general. The use of different techniques and colorants allows us to establish
differences between groups and help us understand the chronostylistic evolution based on the
superpositions of figures. The chronological frame of the figures has been set between 41,400 and 10,000
years before the present (BP) thanks to uranium-thorium and radiocarbon dating, although we have
focused on the overlays of the Gravettian-Aurignacian phases. The panels were first studied by Alcalde
del Río [12] in 1911, but during the last century many researchers have revisited the site and have
applied different techniques to study the rock art panels of the cave such as hand-drawing, direct tracing,
rubbing or frottage tracing; making molds directly from the panels; analogue photography; digital
images; and techniques to enhance visualization such as decorrelation of individual elements [13–18].

 

Figure 1. (a) View of the 3D model of panel de las manos. (b) Orthoimage generated to register all
hyperspectral data.

As will be shown, hyperspectral remote sensing can help not only to better identify figures,
but also isolate them by type of dye and analyze superimpositions.

In the first study carried out on the panel de las manos [12], 9 animals painted in yellow, 33 negative
hands, 13 painted signs and some groups of red punctuation, and 6 engraved figures, mainly deer,
were identified. Using hyperspectral technology, 35 zoomorphs (23 in yellow, 2 in red, 19 in black and
1 in white), 56 hands (in 2 phases) and 22 signs have been documented today [18].

The study was carried out on the panel as a whole; the archaeological interpretation was made by
Ripoll [19]. Nevertheless, the present study shows three areas of special interest and the hand analysis
of the whole panel.

2.2. Overall Workflow

Figure 2 shows the overall workflow of the proposed method for the data acquisition,
pre-processing, pigment analysis and extraction of the hidden information of rock art. The details of
each step are discussed in the following subsections.

The data acquisition was carried out in 2014 and 2018. Hyperspectral imaging data were acquired
with a VNIR Specim V10E sensor and pre-processing steps were applied to transform raw data from
radiance into reflectance values and were georeferenced and geometrically corrected.

Pre-processed hyperspectral images were classified using spectral angle mapper (SAM) and
mixture tuned match filtering (MTMF) [20] image processing algorithms to generate a pigment
cartography. End members for classification were selected from pure samples identification spectral
analysis and were sampled by using a field spectroradiometer. In parallel, a process to enhance
visualization was used in order to generate false color compositions to ease the pigment interpretation.
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facilita

Figure 2. Overall workflow of the proposed method.

2.3. Data Acquisition

2.3.1. Hyperspectral Imaging System

The hyperspectral imaging system used in this study consists of a Specim V10E spectrograph
(Spectral Imaging Ltd., Oulu, Finland) covering a spectral range of 400–1000 nm, a sCMOS camera
(CL-30, effective resolution 1312 × 728 pixels by 12 bits), an objective lens (Cinegon 2.4/30 mm focal
length), a rotating scanner light and data acquisition (DAQ) spectral software.

The 2.8 nm spectral resolution was reduced to 5.6 nm by applying binning to improve the
signal-to-noise ratio. The data were recorded as a hypercube with two-dimensional spatial images and
wavelength bands as the third dimension, and 214 spectral bands were extracted from each pixel to
form a relatively continuous spectral curve.

2.3.2. Illumination Sources

The cave of El Castillo is a place with very stable conditions, with an average temperature of 13.8
◦C, humidity of 99% and total absence of light.

This makes it necessary to illuminate the panels with artificial light, for which the recommendations
of the International Council of Museums (ICOM) were followed [21]: section 9, “physical environment”,
recommends that moderately sensitive elements should only be exposed to filtered ultraviolet light
with an intensity not exceeding 150 lux. This was necessary to create a lighting setup for the field
campaigns in 2014–2018, which was calibrated in the spectral range where the sensors were operational.

For this purpose, ultraviolet and infrared light-emitting diode (LED) lights and tube lights were
used. The lighting setup was formed by an array of four Phillips TL5 tubular fluorescent lamps (green),
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ultraviolet and infrared LED lamps. The spectral signature of the lights was obtained from the 1 nm
wide narrowband FieldSpec Pro FR spectroradiometer manufactured by Analytical Spectral Devices
measuring spectra over a range of 350–1050 nm (Figure 3).

 

Figure 3. Spectral signatures of lights at working distance. Vertical axis represents relative spectral
power measured and horizontal axis the wavelength in nanometers where it was measured.

2.4. Pre-Processing

2.4.1. Reflectance Calibration

Prior to image acquisition, a protocol to eliminate the effects of black (B) and white (W) background
on the hyperspectral images was followed. A white image was acquired by recording a uniform white
target, and a black image by closing the shutter of the camera. The calibrated reflectance values (R) of
raw sample images (I) were calculated by the following formula:

Ri =
Ii − Bi

Wi − Bi

where i is the pixel index.

2.4.2. Geometric Correction

A hyperspectral image is a conical projection of reality. The geometric correction process is carried
out to eliminate errors or distortions that occur in the image, and to adapt the image to an established
3D reference system that allows it to be compared.

The steps to follow in the geometric correction of an image are as follows:

1. Select control points.
2. Calculate the transformation.
3. Resample the image.
4. Verify the process.
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In this case, the correction was made by projecting the hyperspectral image onto the 3D model of
the panel de las manos obtained by photogrammetry, which was subsequently re-projected following
an orthogonal plane (Figure 1). The hyperspectral imaging camera had certain limitations regarding the
imaging range and resolution. The pixel size was set to 1 mm and each recording had approximately
1 m2.

2.5. Pigment Analysis

Integrated processes are classified into two families:

• Analysis techniques, where the aim is to be able to generate pigment cartography and distinguish
between those that are equal and those that are not.

• Enhance visualization techniques, where the aim is to be able to recover paintings that cannot be
seen with the naked eye.

The result of the pigment analysis is thematic cartography, and each pixel has an assigned class
value, but the result of the enhanced visualization technique is images.

2.5.1. Minimum Noise Fraction Transformation

The modified minimum noise fraction (MNF) transformation was implemented as described by
Green [22]. It is a technique that transforms the data hypercube into a set of canals with increasing noise
levels by means of noise whitening and the subsequent application of main components. The MNF
transformation is also used to eliminate noise from data by performing a direct transformation,
determining which bands contain coherent images (examining images and auto-values), and then
executing an inverse transformation using a spectral subset that includes only good bands, or smoothing
the noisier bands before executing the inverse.

2.5.2. Pixel Purity Index

The pixel purity index (PPI) is used to find the most spectrally pure (extreme) pixels in multispectral
and hyperspectral images. In our case it was used to distinguish between different types of ochre
and black pigments. It normally corresponds to the final mixing members. The PPI is calculated by
repeatedly projecting n-D scatter diagrams on a random unit vector.

Computationally, extreme pixels are recorded at each projection (pixels that fall on the ends of
the unit vector), and the number of times each pixel is marked as extreme is recorded. A pixel purity
image is created where each pixel value corresponds to the number of times the pixel was recorded as
extreme. The PPI function can create a new output band or continue its iterations and add the results
to an existing output band. The PPI is typically executed in an MNF transformation result, excluding
noise bands. PPI results are generally used as input in the n-D viewer.

2.5.3. n-D Display

The n-D Visualizer is an interactive tool in the ENVI system that is used to locate, identify and
group the purest pixels and the most extreme spectral responses in a dataset. The n-D viewer helps to
visualize the shape of a data cloud that results from plotting image data in the spectral space (with
image bands as frame axes). A spatial subset of MNF data using only the purest pixels determined
from the PPI is normally used. It is also used to check the separability of classes when generating
regions of interest (ROIs) as an entry in supervised classifications.

2.5.4. Spectral Angle Mapper

The spectral angle mapper (SAM) was developed by Boardman [20], but we based ours on
Rashmi [23]. It is a physics-based spectral classification that uses an n-D angle to match pixels to
reference spectra. The algorithm determines the spectral similarity between two spectra by calculating
the angle between the spectra and treating them as vectors in a space with dimensionality equal to the
number of bands.
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This technique, when used with calibrated reflectance data, as in the present case study, is relatively
insensitive to the effects of lighting and albedo. The spectra of pure samples used by SAM were
recorded using the Analytical Spectral Devices full-resolution spectroradiometer, as described in
Section 2.5.5. SAM compares the angles between final member spectrum vectors and each pixel vector
in n-D space. Smaller angles represent coincidences closer to the reference spectrum. Pixels further
than the maximum angle threshold specified in radians are not classified.

2.5.5. Field Spectroradiometer

Spectral reflectance signatures usually help to determine whether two pigment types can be
distinguished from each other, and if so, in which part of the spectrum the spectral characteristics differ.

The sampling was made by using the Analytical Spectral Devices full-resolution spectroradiometer.
This spectroradiometer can obtain data in the range of 350–2500 nm (Figure 4), but it’s important to
note that the hyperspectral imaging system will take advantage of data only between 400 and 1000 nm.
Spectral signatures of the pigments were obtained, and it was especially important to characterize
the places where the spectral analysis detected the end members or pure samples of ochre pigment in
order to train the later process of mapping methods.

Figure 4. Spectral signatures of ochre pigment in hands.

With the data, it is possible to differentiate between different types of pigments that to an observer’s
eye would be almost indistinguishable. This is possible because the spectral signature, instead of
using information from the visible spectrum, integrates parts of the ultraviolet and infrared spectra,
where the different composition offers different signals. Spectral signature data are used to analyze the
separability between classes, that is, to know how many types of pigment can be distinguished and
then integrated into the processing of clouds.

2.6. Visualization Improvement

2.6.1. Decorrelation Adjustment

Decorrelation adjustment is implemented for generic binary band data stored in 16 bits, as described
by Sabins [24], and is used to enhance the image. It consists of converting the data to the space defined
by the main components of the original bands, followed by equalizing the data according to the new
axes, and finally converting the data to the initial space and combining the bands with the primary
colors, red/green/blue (RGB). In this way, the dots are more evenly distributed in the RGB space, so the
image will show much higher contrast.
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2.6.2. Principal Component Analysis

Two principal component algorithms were used, one adapted from Richards [25] and the
Karhunen–Loeve transformation, as described in Loeve [26], which were programmed in the IDL
language. Both methods were carried out using correlation matrices and all bands were included in
the transformation.

2.6.3. Minimum Noise Fraction Transformation

The modified MNF transformation was implemented as described by Green [22].

2.6.4. Independent Component Analysis

Independent component analysis (ICA) can be used in multispectral datasets to transform a set of
randomly mixed signals into mutually independent components according to Hyvarinen [27,28].

3. Results and Discussion

The panel de las manos of the cave of El Castillo is possibly one of the most complex among
Paleolithic art in general. The use of different techniques and colorants allowed us to establish differences
between groups and help us understand the chronostylistic evolution based on superpositions of
figures. It has been studied repeatedly by many researchers since 1911 [13–18].

This study was carried out on the panel as a whole; the archaeological interpretation was made by
Ripoll [19]. The present study shows three areas of special interest and the hand analysis of the whole
panel (Figure 5).

 

Figure 5. Locations of four areas of special interest in the study.
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3.1. Working Area 1

This area consists of a red bison figure, made of iron oxide with black graphite remains of old
graffiti, which was cleaned in the 1960s (Figure 6).

 

Figure 6. True color composition of hyperspectral image.

After applying the workflow, the following can be concluded:
1. Thanks to enhanced visualization algorithms, it was possible to recover the processes of

cleaning of superpositions and observe graffiti that had been previously eliminated (Figure 7), so that
visitors can have a more real perception of the prehistoric images. In the same way, this information
allowed us to document the surfaces of the Paleolithic images that were affected by cleaning. This
appeared in both MNF and ICA transforms.

 

Figure 7. Remains of pigments extracted in the minimum noise fraction (MNF)-6 component.

2. Spectral differentiation according to the different mineralogical compositions of the pigments
was possible, possibly associated with repainting. Figure 8a shows ochre remains of a bison with the
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same spectral signature as the lower left hand side, while the left image signal shows the same ochre
as one of the “yellow” phases between the two hand phases. This allowed us to say that the bison
was painted simultaneously with the first hands (Figure 8a) and later repainted with other figures
(Figure 8b).

  
(a) (b) 

Figure 8. Cartography of (a) redder ochre type and (b) a more yellowish one.

3. When pigment types were isolated, it was possible to recover the pigments; the limits of the
contours of the figure were clearly documented, and a formal reconstruction of the motif was carried
out depending on the type of pigment, as shown in Figure 9.

 

Figure 9. Spectral angle mapper (SAM) classification of pigments.

3.2. Working Area 2

In this area, two elements were included (Figure 10):

1. A rectangular geometric pattern: a yellow drawing of flat ink using iron oxide. The drawn
motif was contoured, exceeding the contours of the drawing by means of repeated external
contour engraving.
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2. A complex geometric and linear motif formed by two slightly concave rectangular structures and
finished off at the top by small strokes associated with continuous lines. Probably prior to the
drawing of the motif, a light layer of red dye was applied to the substrate. The drawn motif was
contoured, surpassing and superimposing by means of contour engraving repeated externally to
the contours of the drawing.

 

1 

2 

Figure 10. True color composition of hyperspectral image showing motifs: (1) is the rectangular
geometric pattern and (2) is the complex geometric and linear motif.

3.2.1. Element 1

1. A reconstruction of the technical process was possible. The reading of the image allowed us to
study in detail the traceability of the lines that compose the figure, which allowed us to approach the
analytical reconstruction of the superposition of lines within the same line (Figure 11a).

  
(a) (b) 

Figure 11. (a) Pigment represented in white; (b) engravings around the pigment.

2. Reconstruction with full sharpness of the delineation of engraved strokes and consequently of
the engraving was possible (Figure 11b).

3. Recovery of the pigments: the limits of the contours of the figure were clearly documented and
a formal reconstruction of the motif was carried out.

Study of the execution process: superpositions between figures were observed, which allowed
reconstruction of the stratigraphy and the process of adding motifs (Figure 12).
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Figure 12. False color composition showing pigments and engravings.

3.2.2. Element 2

4. Reconstruction of the technical process: the reading of the image made it possible to identify
the possible existence of a layer of “plaster” (Figure 13a) prior to the drawing of the rectangular shapes,
which made it possible to approach the graphic process.

  
(a) (b) 

Figure 13. (a) Plaster layer represented in black; (b) pigment drawing represented in white.

5. Reconstruction with full sharpness of the delineation of engraved strokes and consequently of
the engraving was possible.

6. Study of the execution process: in both images superpositions between figures were observed,
which allowed reconstruction of the stratigraphy and the process of adding motifs.

7. Precise formal identification: the limits of the contours of the figure were clearly documented
and a formal reconstruction of the motif was carried out (Figure 13b).

8. Isolation of spectrally different pigments: Figure 14a shows (in black) coloring matter with
different mineralogical composition that belongs to element 1 inside the motif. It was detected that the
same pigments used in element 1 were used for eight strokes in element 2 of the panel, which were
hardly perceptible to the naked eye (Figure 14b).

32



Appl. Sci. 2019, 9, 5011

  
(a) (b) 

Figure 14. (a) Isolation of pigment of part 1 of the panel; (b) eight strokes (in green) made with pigment
of part 1 in part 2.

3.3. Working Area 3

In this panel (Figure 15), above the back of the horse (point 3 in the figure) there is a small figure of
a red female deer (1), incomplete and oriented to the right like the horse, with whose back it coincides.
There is also a small horse infraposed (2) with the most evident yellow equine. It has a smaller size
and is oriented to the right, although the anterior part practically coincides with the infraposition. On
the left side there is a single tectiform in the shape of a slightly curved rectangle (4). The support has a
very low degree of humidity, and the front part of the animal (especially the head) has a calcite coating.
There is a yellow drawing of continuous tracing by means of iron oxide.

 

Figure 15. True color composition of hyperspectral image: (1) is the red female deer, (2) small horse
infraposed, (3) visible horse and (4) is a single tectiform.

After applying the workflow, the following was concluded:

1. Areas affected by calcite coating due to lower signal strength were identified.
2. Recovery of the pigments: the limits of the contours of the figure were clearly documented and a

formal reconstruction of the motif was carried out.
3. Study of the execution process: in both images, superpositions between figures were observed,

which allowed reconstruction of the stratigraphy and the process of adding motifs.
4. Reconstruction of the technical process: reading of the image allowed us to study in detail

the traceability of the lines that compose the figure, allowing us to approach the analytical
reconstruction of the superposition of lines (Figure 16a,b) within the same line and study the
means of applying the coloring matter.
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5. Pigment discrimination: as a result of the SAM classifier, spectrally different areas were
documented, which were clearly related to coloring matter of different mineralogical composition.

  

(a) (b) 

Figure 16. (a) As shown in black, it is possible to recover a horse below the calcite and yellow horse;
(b) horse between calcite and old horse.

3.4. Working Area 4

Traditionally, silhouettes of hands are always at the base of pictorial stratigraphs. Those with
absolute dates are located between the Gravettian and the beginning of the Solutrean periods. One of
the traditional discussions on the panel of the hands is the position of the hands on the stratigraphy,
that is, what layers they are above and below.

A great contribution of hyperspectral technology was used to differentiate and isolate two phases
of hands based on their spectral signatures. Once isolated, by superimpositions it was seen that there
are three pictorial layers between them (Figure 17a–d).

  
(a) (b) 

Figure 17. Cont.
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(c) (d) 

Figure 17. Images corresponding to (a) the first phase of hands (in red); (b) the second phase, elaborated
with yellow pigment or sienna, very distinguished and centered in the set of aurochs; (c) the third
phase with zoomorphic representations and two quadrangular signs or tectiforms painted in yellow
pigment (shown in black); and (d) the fourth phase, which corresponds to the second phase of hands.

4. Discussion

4.1. Working Area 1

This panel has been studied several times throughout history because it is one of the best known
of the world’s rock art. If we compare the new results (Figure 18b) with the first publication in 1911
(Figure 18a), we can appreciate the following.

Ruiz-Redondo [18] affirms that all the animals were made in sienna, except for one black and one
orange bison, and several of them are superimposed on negative hands. Ripoll [19] reported, based on
hyperspectral remote sensing results, that there are two phases of hands and two phases of animals
(first in ochre and second in black) between them.

The analysis derived from hyperspectral analysis data for the same area shows not only that it
was capable of separating pigments, but also that new figures were emerging.

What has been traditionally represented is a red bison with the back well drawn, but the front part
imperfect and confused. Thanks to the techniques employed, it was possible to clearly document the
boundaries of the contours of the figure and carry out a formal reconstruction. Spectral differentiation
was also performed according to the different mineralogical compositions and the identification of
areas affected by leaching and calcite coating due to lower signal intensity.

Below the bison, the silhouette of another one facing to the left can be seen. Crossing the rear
extremities of the bison (in yellow) and superimposed on the hand, a bovine silhouette can be seen,
arranged to the left and somewhat wild. In addition to the above, new figures such as a horse’s head
appear in the central part of the bison.

4.2. Working Area 2

The drawing made in 1911 by Alcalde del Río [12] is shown in Figure 19a and the results of the
SAM classification in Figure 19b, showing in yellow the pigments of element 1 that were used to make
some of the strokes of element 2. In element 1 and part of element 2 we also saw that the whole contour
was engraved with a very characteristic multiple stroke (in black).
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(a) 

 
(b) 

Figure 18. (a) Interpretation made in 1911 by Alcalde del Río [12]; (b) fragment of the SAM classification.

  
(a) (b) 

Figure 19. (a) Interpretation made in 1911 by Alcalde del Río [12]. (b) Eight strokes (in green) made
with pigment of part 1 in part 2.
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4.3. Working Area 3

This panel also has been studied several times. Comparing the new results with the first publication
in 1911 [12] (Figure 20), we found the following.

 
(a) (b) 

Figure 20. (a) Interpretation made in 1911 by Alcalde del Río [12]. (b) Detail of the red female deer in [12].

Garate [17] affirms that the horse is represented in a partial way, including the line of the corrected
mane and the start of the back, the parallel ears straight, the nose opened by two lines also parallel
and with the same stroke in the mouth as in the previous case. It also has the line of the chest and the
ventral line with a marked sinuosity, although apparently the rear train was not included.

The results of the SAM classification (Figure 21) completed the figures to a great extent and
showed everything described above.

• Figure 1: Above the back of the horse is a small figure of red female deer, incomplete and oriented
to the right like this horse, with whose back it coincides.

• Figure 2: There is a small horse superimposed on the most obvious yellow equine. It has a
smaller size and is oriented to the right, although the anterior part practically coincides with the
infraposition. Thanks to hyperspectral analysis, we were able to identify this new figure, which
was not seen directly due to the existence of a calcite veil. Recovery of the pigments allowed the
contours of the representation to be clearly documented. With this methodology we observed the
superpositions and reconstructed the iconographic stratigraphy and the process of addition of the
motifs. We also discriminated the different pigments that are documented in spectrally different
areas, which can be clearly related to coloring matter with different mineralogical compositions.

• Figure 3: There is another horse of ochre color, arranged to the right with a large belly and without
legs. Its ears are upside down. It is above the tectiform. On the left, there is a red stroke and other
blacks that have vanished.

• Figure 4: In the area of the rump of the horse, a simple tectiform in the shape of a slightly curved
rectangle appears.

1 
2 

3 

4 

Figure 21. Result of SAM classification of work zone 4.
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The results can be overlaid on the orthoimage since the data are orthocorrected and georeferenced
(Figure 22).

 

Figure 22. Superposition of SAM classification over orthoimage of the panel in working area 3.

5. General Results

Working zones 1, 2 and 3 are part of a larger element known as the panel de las manos in the
cave of El Castillo. The integration of techniques such as photogrammetry and remote sensing made it
possible to obtain 76% more figures throughout the panel, mainly because they presented problems
such as those previously described. The full panel review offered the results shown in Table 1 and
graphically shown in Figure 23.

Table 1. Summary of results in full panel de la manos review.

Figures Alcalde del Río et al. [12] Hyperspectral Review

Hands 33 56
Bisons 9 17

Aurochs 3
Cervids 3
Caprids 3

Ideomorphs 11
Engravings 6 11

Total 7 97

Comparison of types of figures detected.
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(a) 

(b) 

Figure 23. (a) Interpretation made in 1911 by Alcalde del Río [12]. (b) New pigment cartography
obtained from hyperspectral data of the panel de las manos.
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6. Conclusions

Methodology such as that presented for the documentation of rock art is essential in order
to acquire knowledge to advance the understanding of cultural heritage and its evolution, and to
encourage the interest and participation of people in heritage preservation. The revision of the three
panels has resulted in a considerable increase in the number of known figures. In the panel de las
manos, we see an increase from 55 to 97 elements (+76%).

Today, recording methodologies should use non-intrusive techniques and should not cause
damage to the item being recorded; furthermore, before any data recording, the method to be used in
the documentation should be clearly established.

The integration of geomatic methods allows documentation of any industrial or technical heritage
in a non-intrusive, rigorous, safe and detailed way. The combined use of photogrammetric techniques
supported on a rigorous topographic base makes the documentation of rock art panels more sustainable,
as it allows us to reduce the time spent in the cave, which reduces the impact on it; avoid the use of target
elements, which leads to better conservation of the cave; increase the accuracy of the support points:
2 mm of one point compared to 5–7 mm of the prismless measuring systems of total topographic stations;
have control points throughout the panel to analyze deviations from the photogrammetric model.

Furthermore, these techniques are capable of delivering 2D and 3D results that can be used in
any studio.

With the present case study, we sought to cover four areas of work that had high potential in
the study of this type of graphic manifestation. The areas of interest were: (a) recognition of the
coloring matter; (b) formal recognition of the figures; (c) recognition of the technical process; and (d)
documentation of the state of conservation.

Once the work zones have been processed, we can conclude that in recognition of the coloring
matter. Most of the techniques applied to the study of the composition of the coloring matter imply
taking samples, which entails extractive action and, therefore, deterioration of the cave. Reading
images worked at different spectral amplitudes makes it possible to clearly differentiate different
compositions from the coloring materials used. This is an important milestone on which further work
is undoubtedly needed, as compositions have so far been relatively differentiated, although further
experiments with natural pigments will be necessary in order to obtain precise patterns and be able
to link certain spectra with precise mineralogical compositions. The development and deepening of
this field will make an important contribution, in the medium or long term, to the knowledge, at least
relative, of the composition of the pigments without taking samples.

Reconstruction of the cave motifs. Most figures located inside cavities are subject to natural and
artificial processes that cause the loss of coloring matter or the erosion of engraved surfaces, implying
difficult interpretation of the motifs. The application of the technique has made it possible to precisely
define the original morphology of some figures, both engraved and painted in different colors (and
very probably of different chemical compositions). In particular, it is possible to precisely define
the contours of the figures and precisely recognize anatomical parts or areas of specific figures, and
consequently obtain images that involve highly reliable reconstruction of the original painting or
engraving. In this way, figures that currently present visualization difficulties can be “reconstructed”
and thus allow precise formal studies or even serve as efficient support for the realization of facsimiles.

Recognition of the technical process and the superpositions between figures. In rock art, studies
are conditioned by the state of conservation of the figures, and the reading of superimpositions between
strokes or figures is one of the fundamental problems. The system used has allowed the recognition
of superpositions in at least three areas: (a) between lines of the same figure in cases where the
composition of coloring matter is different; (b) between engraving and painting, as each technical
action is spectrally discriminated; and, to a lesser extent, (c) superposition between engraved lines of
the same figure, which allows reconstruction with a certain reliability of the process of execution of
a motif.
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Characterization of the state of conservation of cave motifs. The main utility provided by
hyperspectral data is the possibility of carrying out exhaustive documentation of the conservation of a
motif, perfectly discriminating between veiled areas, leached areas, scaling and any other action of a
taphonomic nature to which the figure is subject. For the first time, it is now possible to present “maps”
of the figures and the associated conservation problems. Once this long-term methodology has been
applied and evaluated for the same reason, it will allow the study of the actions, frequency and intensity
of each one, to obtain an exhaustive register that is above subjective and imprecise descriptions.

In conclusion, it can be noted that the application of hyperspectral remote sensing technology
to the field of archaeology, and more specifically rock art, has high potential for applications in
documentation, technical analysis and conservation of cultural heritage.
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Featured Application: The proposed models can be used to train general practitioners in minor

surgery courses in primary care centers.

Abstract: In order to increase the efficiency of the Spanish health system, minor surgery programs
are currently carried out in primary care centers. This organizational change has led to the need to
train many general practitioners (GPs) in this discipline on a practical level. Due to the cost of the
existing minor surgery training models in the market, pig’s feet or chicken thighs are used to practice
the removal of figured lesions and the suture of wounds. In the present work, the use of 3D printing
is proposed, to manufacture models that reproduce in a realistic way the most common lesions in
minor surgery practice, and that allow doctors to be trained in an adequate way. Four models with
the most common dermal lesions have been designed and manufactured, and then evaluated by a
panel of experts. Face validity was demonstrated with four items on a five-point Likert scale that
was completed anonymously. The models have obtained the following results: aesthetic recreation,
4.6 ± 0.5; realism during anesthesia infiltration, 4.8 ± 0.4; realism during lesion removal, 2.8 ± 0.4;
realism during surgical wound closure, 1.2 ± 0.4. The score in this last section could be improved if a
more elastic skin-colored filament were found on the market.

Keywords: 3D printing; additive manufacturing; fused deposition modeling (FDM); minor surgery;
primary care; surgical training

1. Introduction

Additive manufacturing is a manufacturing process by which parts are generated directly from
a three-dimensional (3D) model, usually using a single machine (3D printer). These 3D printers
manufacture the part layer by layer, using a raw material (resin, powder, filament) and an energy
source [1]. The fused deposition modeling (FDM) 3D printing technique is used in different sectors [2]:
automotive, aeronautics, medicine, architecture, or art.

There are several 3D printing techniques [3]: stereolithography (SLA), polyjet (PJ), selective laser
sintering (SLS), and binder jetting (BJ). However, the most commonly used technique today is the fused
deposition modeling (FDM) technique [4–7]. This technique has several advantages [8]: machines and
filaments have low costs; it is easy to find information on the internet about this technique; the learning
curve is short; and there is a large catalog of filaments available on the market, with multiple qualities
and applications [9].

This paper focuses on the use of 3D printing in primary care centers. For years, the FDM technique
has been used at the hospital level in different services and areas, with different objectives [10,11]: (i) to
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train students and residents during their training period [12–14]; (ii) to explain the interventions to
patients before the operation [15,16]; (iii) to prepare the intervention, when it is complex [17,18]; (iv) to
manufacture custom prostheses [6], among other uses. Despite the increasing use of 3D printing in
hospitals [19], the authors have not found any work related to the use of 3D printing in primary care.
In the present work, we propose the use of 3D printing to train general practitioners in minor surgery.

In Spain, with the development of primary care, the competencies of general practitioners (GPs)
have been expanded with the aim of increasing the efficiency of the health system [20]. As in other
European countries, the development of one of these competencies led to the creation of minor surgery
programs in health centers [21]. In them, interventions for common lesions (dermal nevus, seborrheic
keratosis, or epidermal cyst) are carried out [22].

GPs should learn these skills during their resident internal doctor-training period. However,
due to the shortage of skilled adjunct professionals, practical training in this field is not adequate [23].
To make up for this lack, GPs interested in developing these aspects of their professional competence
have to be trained through specific courses [24].

In minor surgery courses, the different phases of an intervention are taught [25]: (i) infiltration of
anesthesia at the local level, (ii) removal of the lesion, and (iii) closure of the surgical wound. There
are training models on the market that allow some of these phases to be practiced; however, these
models have several handicaps: they do not have all the typical lesions in minor surgery, they do
not faithfully reproduce the lesions of minor surgery, and they have a high cost. For these reasons,
courses traditionally use pig’s feet, chicken thighs or bacon to practice the removal of figured lesions
and suturing of wounds.

The purpose of this project is to design, manufacture (via the FDM 3D printing technique), and
evaluate models for minor surgery courses in primary care centers. For this purpose, the most common
lesions in minor surgery have been selected and modeled in 3D. These models have been manufactured
using a double extruder printer, equipped with flexible filament. The models thus manufactured have
been evaluated by a panel of experts in minor surgery. In addition, the models have been uploaded to
an open standard tessellation (STL) file-exchange platform so that they can be used or improved by
any interested person.

2. Materials and Methods

The methodology followed during this work has been the following (Figure 1): (i) in a first phase,
it was decided which lesions were going to be modeled, the photographs to be taken as reference were
selected, and some preliminary sketches were elaborated; (ii) then, the different lesions were modeled,
using a parametric software of 3D design; (iii) the third phase consisted of importing the STL file
from the slicing software, and selecting the print parameters necessary to generate the corresponding
numerical control program; (iv) the different lesions were then printed; (v) once manufactured,
the models were evaluated by a panel of experts; (vi) finally, the models were uploaded to an STL
file-exchange platform.

2.1. Initial Stage

The first stage of the work corresponds to a series of meetings of the research team. The first
decision made during this stage was which lesions were to be modeled (Figure 2): seborrheic keratosis,
epidermal cyst, dermal nevus, and ingrown toenail. These lesions were chosen because they are the
most frequently occurring in minor surgery patients.

During this stage, sketches of the lesions were drawn. In addition, important decisions were
reached about the size of the models, the most suitable position for printing, the entities that make up
the model, and use of the different materials or densities needed. These decisions are important as they
have a direct impact on the manufacturing process (Table 1) [26]. At this stage, it was also agreed to fix
the models to the table, so that they are firmly tied to the table during the intervention simulations.
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Figure 1. Diagram summarizing graphically the stages followed during the execution of the work:
initial phase, where the sketches of the models were generated; the 3D modeling of the different
models; slicing of the models and configuration of the 3D printer; the 3D printing of the models and
post-processing tasks; evaluation of the models; uploading of the standard tessellation (STL) files
to Thingiverse.

  

(a) (b) 

  
(c) (d) 

Figure 2. Images of the most common lesions in the minor surgery practice: dermal nevus (a); seborrheic
keratosis (b); epidermal cyst (c); ingrown toenail (d).
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Table 1. Relationship between initial decisions and the designing and manufacturing process.

Initial Decisions Have Influence on

Size Print time

Print position Possibility of printing
Surface roughness

Entities that make up the model Procedure to model the lesion in 3D
Combination of materials Using the two 3D printer extruders

Print density Flexibility of the model
Print time

Pattern Flexibility of the model

2.2. 3D Modeling

From photographs (Figure 2), and from the sketches created in the previous stage (Figure 3a),
3D models of the lesions were made. The parametric software SolidWorks [27] was used for this
purpose (Figure 3b). Once the lesion was modeled, the file was exported in STL standard, which is the
format accepted by the slicing software.

 

(a) 

 

(b) 

  

(c) (d) 

Figure 3. Modeling and manufacturing of the seborrheic keratosis training model: draft developed in
initial stage (a); the 3D model generated by SolidWorks software (b); the imported model in FlashPrint
slicing software (c); the 3D printed lesion (d).

The models corresponding to the dermal nevus, seborrheic keratosis and epidermal cyst were
modeled with dimensions of 80 × 60 × 6 mm3. The model to reproduce the ingrown toenail was
modeled to a realistic size.

2.3. Slicing

A numerical control (NC) code, which tells 3D printers what to do at any given moment,
was needed. These NC codes are generated by slicing software from the STL files (Figure 3c). The 3D
printer used in this work has been manufactured by FlashForge [28]. This company has developed
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its own slicing software for its 3D printers called FlashPrint [29]. In this software, it is necessary to
indicate which material is going to be used, and which values for printing parameters are going to be
selected [8]: extrusion temperature, layer height, print speed, among others. The values used in the
present work are shown in Table 2.

Table 2. Parameter values used during printing.

Print Parameter Value

Extrusion Temperature 225 ◦C
Bed Temperature 50 ◦C

Layer Height 0.18 mm
First-Level Layer Height 0.27 mm

Retraction Length 3.7 mm
Fill Density 90%
Fill Pattern Hexagon

2.4. 3D Printing

A FlashForge Creator Pro printer was used for the printing process. This machine has a hot
bed (dimensions 225 x 125 mm2) and is equipped with two extruders (Figure 4). Several filaments
have been used to print the models: a skin-resembling thermoplastic elastomer (TPE), Recreus brand
(for the skin); a skin-resembling TPE, Tianse brand (for the inner sphere of the epidermal cyst and
the nail); and a black TPE, Smart Materials 3D (for the seborrheic keratosis, Figure 3d).

  

Figure 4. FlashForge Creator Pro 3D printer used in the project (left); rear of the printer, with two
bobbins of skin-resembling thermoplastic elastomer (TPE) filament (right).

2.5. Assessment

Once the models were printed, they underwent evaluation by a panel made up of five experts
in minor surgery. The members of the evaluation panel are general practitioners, who work in rural
primary care centers belonging to the Andalusian Health Service, and who each have more than
15 years of experience. These general practitioners perform interventions at least once a week.

It is difficult to find general practitioners who are experts in minor surgery. Although the number
of experts may seem insufficient, according to [30] the results obtained with the use of a panel of five
experts are adequate.

Each expert performed an operation simulation using each of the models. Subsequently, the experts
filled out a survey, wherein they were asked their opinion on four main aspects of realism in the training
models: aesthetics, infiltration of the anesthesia, removal of the lesion, and closure of the surgical
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wound. In this survey, the Likert 5-point scale was used (1—very disagreeable; 5—very agreeable).
For additional information, the experts wrote a paragraph in relation to each of the aspects evaluated.

2.6. Sharing the Models

After the evaluation, the STL models were uploaded to Thingiverse [31]. Thingiverse is a
repository for sharing 3D pieces. The idea is to share the designs developed during this project through
creative commons license, so that anyone interested in performing practice in minor surgery can print
them at home or at a primary care center.

3. Results

In the present work, models that reproduce lesions typical of minor surgery were designed
and manufactured using 3D printing in order to train GPs in practical courses in this discipline.
Once printed, the models were evaluated by a panel of experts. The aspects evaluated were: the
aesthetic recreation of the models, realism during the infiltration of the anesthesia, realism in the
removal of the lesion, and realism during the closure of the surgical wound. After the evaluation,
the models were uploaded to Thingiverse [31] so that they can be used by any interested user (Figure 5).

 

Figure 5. User web page created in Thingiverse to upload the models of minor surgery injuries.
Any interested user can download these standard tessellation (STL) models for free and print them in
their home or primary care center.

3.1. Aesthetic Recreation Level

The score obtained by the models in this aspect was 4.6 ± 0.5. The panel of experts agreed that the
models realistically recreate the most common injuries in minor surgery (Figure 6). One of the experts
especially valued the effort made, as he said that the work is not easy. Another expert confessed that
this work opens a very hopeful door to the teaching of minor surgery, which is as important as it is
unknown to most GPs working in the field of primary care.
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(a) (b) 

  
(c) (d) 

Figure 6. Models of minor surgical lesions: dermal nevus (a); seborrheic keratosis (b); epidermal cyst
(c); ingrown toenail (d).

3.2. Realism During Anesthesia Infiltration

The score obtained by the models in this aspect was 4.8 ± 0.4. On this issue, the panel of experts
agreed that the feel of the infiltration realistic (Figure 7a,b); it is especially realistic in the lesion of
seborrheic keratosis and in the toe. One of the experts indicated that an improvement of the models
would involve the possibility of injecting water with red dye to simulate blood, if not in the entire
model, then at least around the lesion. In the case of the toe, a rigid tube could be added in the center
to simulate the bone and a small ‘pipe’ on both sides to simulate the blood vessels.

3.3. Realism During Removal of the Lesion

The score obtained by the models in this aspect was 2.8 ± 0.4. In this third question, the panel of
experts agreed again: in general, the sense of touch is not very similar to reality (Figure 7c). The material
used is harder than human skin. There is even the risk of cutting yourself with the scalpel. One of the
experts recommended using a material like silicone.
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(a) 
 

(b) 

  

(c) (d) 

Figure 7. Stages of the intervention performed on the dermal nevus model: preparation of the necessary
material (a); infiltration of the anesthesia (b); removal of the lesion (c); outcome (d).

On the other hand, in the lesion of the cyst, the ‘skin’ should completely cover the cyst capsule.
It is necessary to paint it to delimit the lesion and it is also necessary to have superficial material so
that once the capsule has been removed, the skin can be sutured (bringing the edges of the wound
closer together).

3.4. Realism During Surgical Wound Closure

The score obtained by the models in this aspect was 1.2± 0.4. In the case of seborrheic keratosis and
fibroepithelioma, the wound would not be sutured but cauterized with the electric scalpel (Figure 7d).
In the case of the cyst and toe, the silk suture would be used. However, the material is too hard,
and the suture is very difficult to perform. The toe and nail do not reproduce the lesion well, so their
intervention is not viable. The nail should be a thinner sheet and in the proximal part should be
included ‘inside the skin’.

3.5. Cost of Models

The technology of fused filament deposition modeling has a low cost: printers are becoming
cheaper and have a low electrical consumption; on the other hand, filaments cost between 25 and
60 euros/kilo, depending on the type of material.

From the data shown in Table 3, the cost of the different models manufactured has been calculated
(Table 4). The price of labor has not been included in this calculation, as it is understood that the
supervision of a printer could be carried out by resident internal doctors as part of their training.
The price of each model is around 6 Euros (the ingrown toenail is cheaper because it has less material).
The cost of a commercial training model is 38 Euros.
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Table 3. Parameter values used during costing.

Parameter Value

Cost of plastic (€/kg) 60
Cost of electrical energy (€/kWh) 0.15

3D Printer power (kW) 0.500
Cost of the 3D printer (€) 599

Amortization period (years) 1
Days active per year 250

Hours per day (h) 8
Failure rate (%) 5

Table 4. Cost of printing the training models manufactured (not including the cost of labor, as the
printing could be supervised by internal doctors’ residents as part of their training process).

Parameter Dermal Nevus Seborrheic Keratosis Epidermal Cyst Ingrown Nail

Workpiece mass (kg) 0.06 0.05 0.06 0.01
Printing time (h) 5.9 5.80 6.00 2.01

Cost of plastic material (€) 3.61 3.10 3.61 0.98
Cost of electricity (€) 0.44 0.44 0.45 0.15

Equipment amortization cost (€) 1.77 1.74 1.80 0.60
Cost of failures (€) 0.29 0.26 0.29 0.09

Total (€) 6.11 5.53 6.15 1.81

4. Discussion

In this work, 3D models that reproduce the most frequent lesions in minor surgery have been
modeled, manufactured and evaluated. These models are representative of realistic lesions, since they
are intended to be used to train GPs in primary care centers.

Manufactured training models cost less than commercial ones and faithfully reproduce injuries
and lesions. In addition, they have been developed under an open-source license, so that anyone
interested can download and print them from their home or primary care center.

The models have been evaluated by a panel of experts in minor surgery. Four aspects were
assessed: the level of aesthetic recreation, realism during infiltration of the anesthesia, realism during
removal of the lesion, and realism during closure of the surgical wound.

The panel of experts valued the level of recreation of the lesions positively, as well as the
realism during the infiltration of the anesthesia. The removal of the lesion is more laborious than
in real interventions, due to the density selected as the printing parameter and the qualities of the
material used. It is not possible to close the surgical wound because the material is not elastic enough.

From the results obtained, the following statements can be made:

• Primary care centers can now access 3D printing. In hospitals, 3D-printed models have been used
for several years to train surgeons [11,19]. Waran et al. [17] have found that the use of training
models manufactured using 3D printing increases the success rate in major surgery operations
and reduces the time spent on each intervention. Driven by this reality, the authors propose the
use of this methodology in primary care centers, to carry out practical courses that serve to initiate
GPs in minor surgery.

• The cost of the proposed models is low. FDM 3D printing allows healthcare resources to be
manufactured at a low cost [32]. The training models proposed in this work have a cost of
6 Euros, compared to 38 Euros for commercial training models. This detail is important in a public
health system such as the Spanish one, or in developing countries [33]. In addition, the proposed
process allows a user to customize the models, and to manufacture those that have interest in
each geographic point [34].

• The proposed models have a high level of aesthetic recreation. In major surgery, when lesions have
some complexity, images taken by computed tomography (CT) and magnetic resonance imaging
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(MRI) are used to model the lesion in 3D [35]. In this case, the models have been performed
in parametric design software from photographs and drawings made by one of the authors,
an expert in minor surgery. However, the panel of experts have positively assessed the level of
aesthetic recreation in the models.

• The models have been shared on Thingiverse. In the ‘maker’ world it is common to share designed
models. This is one of the main attractions of 3D printing. Thingiverse is a widely used platform
for sharing general models, although there are specific platforms for biomedical models, such as
one developed by the National Institutes of Health of United States (NIH 3D) [36].

• FDM 3D printing technology is suitable for this purpose. There are 3D printing technologies that
can print models of great complexity [37], although their cost cannot be borne by a primary care
center. In the present work, the use of FDM technology has been proposed, which is the cheapest
technology, and which provides a surface finish suitable for the intended use.

• The filament used is not elastic enough and it is not possible to close the surgical wound. It is
necessary to look in the market for more elastic filaments that are available in skin color to
overcome this handicap.

5. Conclusions

The present work proposes the use of the FDM technique of 3D printing to manufacture models
of typical lesions in minor surgery. It is intended to use these models to train general practitioners
in primary care centers. The models have been manufactured and evaluated by a panel of experts.
The models have been approved in three of the four categories evaluated. In addition, the models have
been uploaded to Thingiverse for anyone to download and use.
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Abstract: Nowadays, the production model of many enterprises is multi-variety customized
production, and the makespan and total tardiness are the main metrics for enterprises to make
production plans. This requires us to develop a more effective production plan promptly with limited
resources. Previous research focuses on dispatching rules and algorithms, but the application of the
knowledge mining method for multi-variety products is limited. In this paper, a hybrid machine
learning and population knowledge mining method to minimize makespan and total tardiness for
multi-variety products is proposed. First, through offline machine learning and data mining, attributes
of operations are selected to mine the initial population knowledge. Second, an addition–deletion
sorting method (ADSM) is proposed to reprioritize operations and then form the rule-based initial
population. Finally, the nondominated sorting genetic algorithm II (NSGA-II) hybrid with simulated
annealing is used to obtain the Pareto solutions. To evaluate the effectiveness of the proposed method,
three other types of initial populations were considered under different iterations and population
sizes. The experimental results demonstrate that the new approach has a good performance in solving
the multi-variety production planning problems, whether it is the function value or the performance
metric of the acquired Pareto solutions.

Keywords: initial population; data mining; multi-variety; machine learning; production planning

1. Introduction

In recent years, digital integration and artificial intelligence have accelerated at an explosive
rate. This progress inevitably leads to the rapid development of two technologies: big data [1–3] and
intelligent algorithms [4]. For enterprise production planning or scheduling, although there are many
machine learning algorithms [5–9] for this problem, there are still not many data mining methods,
especially for multi-objective job shop scheduling problems (MOJSSP) [10].

MOJSSP is an important and critical problem for today’s enterprises. A MOJSSP model can
typically be described as a set of machines and jobs under multiple objectives, where each job has
different sequential operations and each job should be processed on machines in a given order. This
pattern is in line with the production planning problem for multi-variety products with different
routings. Herein, the problem is transformed into how to rationally arrange the order of operations of
multi-variety products on various machine tools, such that two or more objectives are optimal, e.g.,
makespan and total tardiness.

The characteristics of multi-objective problems increase the computational difficulty of traditional
single-objective scheduling, while data mining [11] could extract rules from a large dataset without
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too much professional scheduling knowledge, which has more research space in solving MOJSSP and
obtaining the optimal values of the objectives.

For the benefits of data mining, a multi-objective production planning method combining machine
learning and population knowledge mining is proposed. Through the relation hierarchies mapping [12],
attributes related to processing time and due date are selected. The machine learning algorithm used
here is a hybrid metaheuristic algorithm that combines nondominated sorting genetic algorithm II
(NSGA-II) and simulated annealing. It provides training data for the mining of population knowledge,
and the rules obtained can be used as the criterion for sorting operations. Each operation gets its priority
through rules, but it sometimes fails to meet the requirements of the rules (the number of operations per
priority is fixed). Besides, the sequence of operations should also be considered. Therefore, this paper
proposes a comprehensive priority assignment procedure called addition–deletion sorting method
(ADSM) which can meet not only the optimized priority but also the requirements of rules and the
order of operations. The main contributions of this paper are highlighted as follows:

(1) A hybrid machine learning and population knowledge mining method is proposed to solve
multi-objective job shop scheduling problems.

(2) Five attributes, namely operation feature, processing time, remaining time, due date, and priorities,
are selected to mine initial population knowledge.

(3) The ADSM method is designed to reprioritize operations after the population knowledge mining.
(4) Three populations (rules, mixed, and random) with different iterations and population sizes

are compared, and three performance metrics are defined to explore the effectiveness of the
proposed method.

2. Literature Review

MOJSSP is increasingly attracting scholars and researchers. Most methods are based on a
multi-objective evolutionary algorithm (MOEA) [13], which first generates an initial population of
production planning and then iterates continuously to obtain the best results. Huang [14] proposed
a hybrid genetic algorithm to solve the scheduling problem while considering transportation time.
Souier et al. [15] used NSGA-II for real-time scheduling under uncertainty and reliability constraints.
Ahmadi et al. [16] used NSGA-II and non-dominated ranking genetic algorithm (NRGA) to optimize
the makespan and stability under the disturbance of machine breakdown. Zhou et al. [17] presented
a cooperative coevolution genetic programming with two sub-populations to generate scheduling
policies. Zhang et al. [18] utilized a genetic algorithm combined with enhanced local search to solve
the energy-efficiency job shop scheduling problems. A high-dimensional multi-objective optimization
method was proposed by Du et al. [19]. To improve the robustness of scheduling, constrained
nondominated sorting differential evolution based on decision variable classification is developed to
acquire the ideal set.

In addition to the MOEA method, there are many other approaches to solve MOJSSP. Sheikhalishahi
et al. [20] studied the multi-objective particle swarm optimization method. In their paper, makespan,
human error, and machine availability are considered. Lu et al. [21] employed a cellular grey wolf
optimizer (GWO) for the multi-objective scheduling problem with the objectives of noise and energy,
while Qin et al. [22] tried to overcome the premature convergence of the GWO in solving MOJSSP
by combining an improved tabu search algorithm. Zhou et al. [23] proposed three agent-based
hyper-heuristics to solve scheduling policies with constrains of dynamic events. Fu et al. [24] designed
a multi-objective brain storm optimization algorithm to minimize the total tardiness and energy
consumption. Their goal is to minimize multiple objectives through MOEA or other metaheuristic
algorithms, without exploiting a data mining method to improve the performance of scheduling.

With the development of industrial intelligence, data mining could be applied to management
analysis and knowledge extraction. For MOJSSP, it could play a key role to solve the scheduling problem
in the future. Recently, some researchers are trying to apply data mining to overcome the difficulties
of job shop scheduling problems. Ingimundardottir and Runarsson [25] used imitation learning to
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discover dispatching rules. Li and Olafsson [26] introduced a method for generating scheduling rules
using the decision tree. In their research, data mining extracts the rules that the attributes of jobs
determine which one is better to be processed first. Similarly, Olafsson and Li [27] applied a decision
tree to learn directly from scheduling data where the selected instances are identified as preferred
training data. Jun et al. [28] proposed a random-forest-based approach to extract dispatching rules from
the best schedules. This approach includes schedule generation, rule learning, and discretization such
that they could minimize the average total weighted tardiness for job shop scheduling. Kumar and
Rao [29] applied data mining to extract patterns in data generated by the ant colony algorithm, which
generate a rule set scheduler that approximates the ant colony algorithm’s scheduler. Nasiri et al. [30]
gained a rule-based initial population via GES/TS method, and then employed PSO and GA to verify
the advantage of this method, but lacked the consideration of operations sequence. Most of them
considered data mining as a tool to extract dispatching rules, while only a few of them utilized a
data mining approach to generate the initial population of metaheuristic methods, not to mention
multi-objective job shop scheduling problem.

This paper uses data mining to generate the rule-based initial population for MOJSSP. The
operation sequence is considered and an addition–deletion sorting method is presented to reprioritize
the order of operations of each job. The advantage of the proposed method is reflected by the NSGA-II
with simulated annealing method of the random initial population under different criteria of iteration
numbers and different initial population sizes.

3. Problem Description and Goal

The MOJSSP can be described as n jobs {J0, J1, . . . , Jn} under multiple objectives processed on
m machines {M0, M1, . . . , Mm} with different routes [31]. The processing order of each part and
the processing time of each operation oij on a machine is determined. To illustrate the problem, the
encoding of a benchmark of 10 × 10 job shop (LA18) [32] here can take an example as {9, 8, 5, 4, 2, 1, 3,
6, 7, 0, . . . ,5, 8, 9}. Each element in the operation sequence code represents a job. The ith occurrence of
the same value means the ith operation of this job. Here, the MOJSSP aims to find an order to optimize
the above two objectives simultaneously. The constraints include each job should be processed on only
one machine at a time, each machine can process only one job at a time, and the preemption is not
allowed [33].

Notations used are listed below:
i, h: index of jobs, i, h ∈ {0, 1, 2, . . . , n}
j, l: index of operations in a given job, j, l ∈ {0, 1, 2, . . . , o}
k, g: index of machines, k, g ∈ {0, 1, 2, . . . , m}
m: number of machines
n: number of jobs
o: number of operations in a given job
oij: the jth operation of the job i
Ci: the completion time of the job i
Tijk: the processing time of the jth operation of the job i on machine Mk
Eijk the completion time of the jth operation of the job i on machine Mk
Di: the due date of the ith job
Mij: set of available machines for the jth operation of job i
Index:

Xijk =

{
1, if oij is machined on Mk
0, otherwise

}

Two objective functions are simultaneously minimized:

min F1 = max{Ci|i = 0, 1, . . . , n} (1)
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F2 =
n∑

i=0

(Ci −Di) (2)

Subject to:
Eijk > 0, i = 0, 1, . . . , n; j = 0, 1, . . . o; k = 0, 1, . . . , m (3)

Ei( j+1)g − Eijk ≥ Xi( j+1)g × Ti( j+1)g, i = 0, 1, . . . , n; j = 0, 1, . . . , o− 1; k, g = 0, 1, . . . , m (4)

Eijk − Ehlk ≥ Xijk × Tijk or Ehlk − Eijk ≥ Xhlk × Thlk, i = 0, 1, . . . , n; j = 0, 1, . . . , o; k = 0, 1, . . . , m (5)

o∑
j=0

Xijk = 1, i = 0, 1, . . . , n; k = 0, 1, . . . , m (6)

Equations (1) and (2) are used to minimize the makespan (F1) and total tardiness (F2), respectively.
Equation (3) is the variable restriction. Equation (4) ensures the sequence of operations. Equation (5) is
used to constrain operations so that they do not overlap. Equation (6) indicates an operation of a job
could only be processed on one machine, that is, an operation cannot be divided, and it can only be
processed on one machine from the beginning to completion.

4. The Hybrid Machine Learning and Population Knowledge Mining Method

The main process of the approach for MOJSSP (PAMOJSSP) is briefly illustrated in Figure 1.
The process is started from the operations’ attributes assignment. In this step, the attributes of
each operation are deduced from the optimized objective functions, corresponding to the process
information of each operation. These attributes’ information is embedded into the individual class and
then, under the calculation of metaheuristic algorithm, the Pareto frontier solutions presented as the
optimal results among these non-dominated solutions are obtained. This series of Pareto frontier can be
used as training data to obtain potential rules in these non-dominated solutions through data mining.
After the acquisition of rules, an operation priority table is obtained by the rule correspondence and
the ADSM. The rule-based initial population is eventually acquired by crossing the genes of the parent
individual in the operation priority table. In the last step, the rule-based initial population combined
with the hybrid metaheuristic algorithm obtains the new better Pareto frontier solutions for MOJSSP.

Figure 1. Process of the proposed approach for MOJSSP.

The following part introduces the concrete implementation of the proposed method.

4.1. Attributes

On the basis of attribute-oriented induction [34], combined with the optimization objectives
of this problem, five attributes are finally determined: priority, operation feature, processing time,
remaining time, and due date. Each attribute is classified into two or more types and explained in the
following subsections.

4.1.1. Priorities

Priorities mean the position of each operation in the final sequence code. From the benchmark of
10 × 10 job shop problem, 100 positions could be acquired and needed to be sequenced to optimize
the makespan and total tardiness. Ten classes of priorities are divided, and each priority has ten
positions. That is, we divide the operation sequence code into 10 equal parts from front to back, with
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the priority of 0, 1, 2, . . . , 9, respectively. The number 0 indicates the highest priority level, while
number 9 indicates the lowest priority level.

4.1.2. Operation Feature

Operation feature means the position of each operation in its route process. Referring to
Nasiri et al. [30], the first operation is classified as “first”. The second and third operations are labeled
with “secondary”. The fourth, fifth and sixth operations are classified as “middle”. The seventh, eighth,
and ninth operations mean “later”. Finally, the tenth is labeled with “last”.

4.1.3. Processing Time

Processing time is the required processing time for each operation on its predetermined machine.
For LA18, we classified the processing time into three equal part as “short”, “middle”, and “long”.
As illustrated in Figure 2, the processing time with less than 37 is classified as “short”. The time
between 37 and 67 is “middle” and the left time is labeled with “long”.

Figure 2. Processing time attribute.

4.1.4. Remaining Time

Remaining time refers to the accumulative processing time for the remaining operations to be
processed after the current operation. As with the classification of processing time, its histogram is
shown in Figure 3. The remaining time with less than 202 is defined as “short”, the time between 202
and 402 is classified as “middle”, and the time with more than 402 is labeled as “long”.

 
Figure 3. Remaining time attribute.
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4.1.5. Due Date

Due date is the time when a job must be delivered. For optimizing the total tardiness, it is a critical
attribute which needs to be considered as an important input of data mining. Because the benchmark
LA18 only provides the processing time information, here we add the due date for each job. According
to the benchmark, the shortest makespan is 848. Therefore, we could set the due date of Jobs 0–9 as
a random number from 1100 to 1290 and arrange them in order. The due date for Job 0 is the most
urgent and the due dates of the remaining jobs increase in order, which means that the due dates for
jobs become looser. Table 1 shows the values of due date attribute for jobs.

Table 1. Due date attribute.

Job No. Due Date Class

0 1100 tight
1 1150 tight
2 1150 tight
3 1180 tight
4 1180 tight
5 1200 slack
6 1200 slack
7 1250 slack
8 1250 slack
9 1290 slack

4.2. Data Preparation

First, the operation feature, processing time, remaining time, and due date of each operation in
LA18 are matched one by one using the above methods. Table 2 lists some of its sample data. The
difference of attributes can be obtained by the significant test (α = 0.05) [35]. The null hypothesis is that
the significant difference of each column (each attribute) does not exist. The number of samples before
matching is 100, while the p-value is 0.000, which is much less than 0.05. That is, the difference between
columns is significant. After this, in the 9088 datasets obtained by 30 independent runs of NSGA-II
combined with simulated annealing, 6645 non-dominated solutions were obtained after removing the
repeated solutions. Among them, 493 sets of Pareto frontier solutions were obtained, and 66 sets of
solutions were finally selected for the computational complexity, which forms 6600 transactions in a
relational database. Table 3 shows the sample data of the trained data.

Table 2. Samples of partial data for operation attributes.

Operation Machine
Processing

Time
Remaining

Time
Operation

Feature
Processing

Time
Remaining

Time
Due Date

00 6 54 507 first middle long tight
01 0 87 420 secondary long long tight
02 4 48 372 secondary middle middle tight
03 3 60 312 middle middle middle tight
04 7 39 273 middle middle middle tight
05 8 35 238 middle short middle tight
. . . . . . . . . . . . . . . . . . . . . . . .
97 9 85 105 later long short slack
98 5 46 59 later middle short slack
99 0 59 0 last middle short slack
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Table 3. Sample data of the trained data.

ID Operation
Operation

Feature
Processing

Time
Remaining

Time
Due Date Priority

0 40 first long middle tight 0
1 40 first long middle tight 0
2 90 first middle long slack 0
3 90 first middle long slack 0
4 90 first middle long slack 0
5 40 first long middle tight 0
6 40 first long middle tight 0
7 80 first short long slack 0
8 80 first short long slack 0
9 00 first middle long tight 0
. . . . . . . . . . . . . . . . . . . . .

6594 99 last middle short slack 9
6595 79 last middle Short slack 9
6596 99 last middle short slack 9
6597 89 last short short slack 9
6598 69 last long short slack 9
6599 69 last long short slack 9

4.3. Rule Mining

Rule mining refers to mining association rules between attribute set {operation feature, processing
time, remaining time, due date} and attribute {priority}. The decision tree is an effective means
of mining classification. Here, we can get 33 rules from the theory of entropy, which is shown in
Supplementary Materials File S1. However, the mined rules may have different priorities for the
same attribute set. To discriminate this difference and enhance the richness of excellent populations,
the weight of a priority class [12] in this paper is used to mine the rules behind the training data.
The minimum value of the weight we set here is 0.01, which is the lower bound of the weight of the
priority class. When the weight of a rule set under a priority class is less than this value, the rule set is
considered not to belong to the priority class. The obtained 37 dominant rules are shown in Table 4.

The rules also could be expressed in the form of “if-then”. For example, Rule 3 is given as:
If (operation feature = “first”, and processing time = “middle”, and remaining time = “long”, and

due date = “slack”)
Then, (priority = “0”, weight = “0.71”; priority = “1”, weight = “0.28”; priority = “2”,

weight = “0.01”)
It should be mentioned that there may be a case where the sum of weights is not equal to 1, which

is due to rounding and does not affect the results of rules.

Table 4. Dominant rules obtained from knowledge mining.

Id Rule Set
Priority

0 1 2 3 4 5 6 7 8 9

0 first long long slack 0.67 0.15 0.14 0.05
1 first long middle tight 0.80 0.20
2 first middle long slack 0.71 0.28 0.01
3 first middle long tight 0.98 0.02
4 first middle middle tight 0.82 0.18
5 first short long slack 1.00
6 first short long tight 0.33 0.48 0.12 0.07
7 last long short slack 0.02 0.01 0.09 0.11 0.78
8 last long short tight 0.08 0.76 0.17 0.00 0.00
9 last middle short slack 0.07 0.02 0.17 0.75
10 last middle short tight 0.08 0.21 0.39 0.32
11 last short short slack 0.03 0.27 0.70
12 last short short tight 0.06 0.16 0.02 0.14 0.63
13 later long short slack 0.01 0.08 0.09 0.06 0.19 0.39 0.19
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Table 4. Cont.

Id Rule Set
Priority

0 1 2 3 4 5 6 7 8 9

14 later long short tight 0.12 0.13 0.16 0.29 0.13 0.18
15 later middle middle slack 0.05 0.26 0.05 0.26 0.39
16 later middle short slack 0.12 0.18 0.27 0.24 0.19
17 later middle short tight 0.01 0.06 0.08 0.17 0.13 0.43 0.12
18 later short short slack 0.05 0.13 0.12 0.18 0.37 0.15
19 later short short tight 0.18 0.53 0.10 0.15 0.04
20 middle long middle slack 0.01 0.16 0.24 0.24 0.14 0.13 0.07
21 middle long middle tight 0.14 0.37 0.04 0.08 0.36 0.02
22 middle long short tight 0.05 0.27 0.40 0.21 0.08
23 middle middle middle slack 0.01 0.19 0.22 0.13 0.17 0.14 0.11 0.02
24 middle middle middle tight 0.02 0.24 0.39 0.26 0.09
25 middle middle short tight 0.30 0.36 0.15 0.18
26 middle short middle slack 0.14 0.14 0.52 0.14 0.07
27 middle short middle tight 0.07 0.18 0.15 0.11 0.08 0.22 0.17 0.02
28 middle short short slack 0.18 0.26 0.03 0.48 0.05
29 middle short short tight 0.36 0.12 0.30 0.06 0.15
30 secondary long long slack 0.03 0.62 0.17 0.05 0.04 0.05 0.05 0.01
31 secondary long long tight 0.03 0.82 0.15
32 secondary middle long slack 0.38 0.39 0.22 0.02
33 secondary middle middle slack 0.14 0.39 0.30 0.02 0.06 0.04 0.06
34 secondary middle middle tight 0.11 0.23 0.34 0.21 0.08 0.03 0.01
35 secondary short long slack 0.38 0.42 0.20
36 secondary short middle tight 0.18 0.33 0.39 0.10

4.4. Initial Population Generated Using ADSM

In this section, a rule-based initial population is finally obtained through the proposed ADSM.
First, each operation obtains its possible position according to the mined rules. For example, from
Table 2, attributes of Operation 00 are first, middle, long, and tight, which are consistent with the
rule set with ID 3 in Table 4. It means that the priority weight of the first operation of the Job 0
is {priority = 0, weight = 0.98; priority = 1, weight = 0.02}. The highest priority level is initially
defined as the possible position of the operation. Therefore, the initial priority of Operation 00 is 0.
In Supplementary Materials File S2, these maximum values are labeled and all other priority weights
can be obtained by traversing all operations. Next, the operations in each priority are readjusted to
satisfy the requirement of ten operations per priority. To gain this purpose, ADSM is proposed to
overcome problems that may arise during the sorting process.

As shown in Figure 4, we define the marked weight as the priority class of each operation. In the
process, there are three main situations. The first situation is that the priority order of operations may
be incorrect because operations are processed sequentially. That is, the weight of the marked class
of the previous operation may be higher than the next operation. While confronting this problem,
these two marked weights of the operations should be compared. Through calculating the difference
between the marked weight of each operation and the weight of the current row corresponding to the
column of the other marked class, the smaller one should remove the mark from the current weight to
the new weight of the current row where the column corresponds to the other marked weight.

After adjusting the order of all operations, the next problem is to assign the operations between
each adjacent priority group to meet the requirement of ten operations per priority. There are two
situations, namely “>10” and “<10”, which are the remaining two situations mentioned above. The
second situation (the number of marked class in the current priority column >10) takes the deletion
sorting method, that is removing the extra marked weights to the next priority column. The mark
with the smallest difference is removed, which here refers to the difference between the weight of the
last marked operation for each job in the current column and the adjacent weight in the next priority
column. In the third situation (the number of marked class in the current priority column <10), the
addition sorting method is used to add marked classes from the next priority column to the current
priority column. The mark with the smallest difference is added first, and the standard is the difference
between the weight of the first marked operation for each job in the next column and the corresponding
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weight in the current priority column. In the cases that the minimum difference is the same, the
deletion sorting method first removes the marked operations with the higher encoded number, while
the addition sorting method first provides the marked operations with the smaller encoded number.

 
Figure 4. Framework of ADSM.

5. Experiment

The proposed method was applied to a well-known multi-objective metaheuristic algorithm,
which runs 10 times per calculation in Eclipse. To better explain this method, a rule-based initial
population and a mixed initial population mined by this method were compared with the random
population under different criteria based on the benchmark LA18.

5.1. Selected Algorithm

For the multi-objective scheduling problem, the most popular algorithm is NSGA-II. However, it
lacks a better local search capability. It means that, when solving some cases, its results usually fall
into a locally optimal solution. To make experimental results more accurate and better, this study used
the NSGA-II combined with simulated annealing (SA). The following introduces the NSGA-II and SA
algorithm and the parameters used.

1. Nondominated sorting genetic algorithm II (NSGA-II)

Based on NSGA, developed by Deb et al. [36], NSGA-II has the advantage of fast running
speed, good robustness, and fast convergence. The encoding method is consistent with the above
described. Each gene means an operation. Each chromosome/individual represents a solution or
a sequence of all the operations waiting to be scheduled. NSGA-II combines parent and offspring
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into a new population and then obtains the non-dominated solutions by fast non-dominated
sorting. The parent is generated by disrupting genes in the chromosome. The offspring is
generated by the crossover and mutation method. The parameters are shown in Table 5.

2. Simulated annealing (SA)

Simulated annealing is an approximate method based on Monte Carlo design. It was first
introduced by Kirkpatrick et al. [37] to solve the optimization problem. SA accepts a solution that
is worse than the current solution by the Metropolis criterion, thus it is possible to jump out of
this local optimal solution to reach the global optimal solution. Table 6 lists the parameters used
in SA.

Table 5. Parameters used in NSGA-II.

Parameters Values

population size 25, 50, 100
mutation rate 0.002
crossover rate 0.9
size of tournament selection 10
number of iterations 100, 300

Table 6. Parameters used in SA.

Parameters Values

population size 25, 50, 100
initial temperature 100
end temperature 0.01
cooling rate 0.001
number of iterations 100, 300

The non-dominated solutions were obtained by NSGA-II, and then SA was used to local search.
Because of the multi-objective reasons, an objective function was randomly selected as the direction
of a search, and the obtained non-dominated solutions were stored in the external archive. SA was
applied to local search every 50 generations in this experiment.

To obtain better initial population rules, the data source of data mining must be the optimal or
near-optimal solution set, so that accurate and reliable rules can be discovered. In Tables 7 and 8, we
can see that the data obtained by NSGA-II hybrid with SA are more effective, thus the results obtained
by this algorithm were selected as the data source of knowledge mining. More comparisons between
this algorithm and other algorithms can be seen in [38].

To verify the knowledge mining method, three different initial populations of NSGA-II combined
with simulated annealing were considered as follows:

• Knowledge mining heuristic optimization method (rule)
The initial population was generated using the proposed hybrid machine learning and population
knowledge mining method.

• Heuristic optimization method (random)
The initial population of this method was completely randomized.

• Hybrid population optimization method (mixed)
Half of the initial population was generated by knowledge mining and the other half was
randomly generated.

64



Appl. Sci. 2019, 9, 5286

Table 7. Makespan of the NSGA-II and NSGA-II + SA.

IP IT NSGA-II NSGA-II + SA

25
100

best 933 853
average 974 909

300
best 895 848

average 947 910

50
100

best 895 854
average 941 912

300
best 865 848

average 931 915

100
100

best 898 848
average 938 919

300
best 861 848

average 912 943

Table 8. Total tardiness of the NSGA-II and NSGA-II + SA.

IP IT NSGA-II NSGA-II + SA

25
100

best −3860 −4529
average −3350 −4338

300
best −4001 −4524

average −3757 −4537

50
100

best −4241 −4630
average −3743 −4400

300
best −4279 −4815

average −3982 −4569

100
100

best −4273 −4698
average −3703 −4495

300
best −4539 −4698

average −4229 −4587

5.2. Performance Metrics

Three popular metrics were employed to evaluate the performance of the proposed method for
MOJSSP: Relative Error (RE), Coverage of two sets (Cov) [39], and Spacing [40]. They can be expressed
as follows:

1. Relative Error (RE)

Extending the method of Arroyo and Leung [41], we analyzed the performance of the two
acquired objectives using the relative error (RE) metric. The formulation is as follows:

RE =
F− Fbest

Fbest
× 100 (7)

where F is the mean value of makespan or total tardiness and Fbest is the best makespan or total
tardiness obtained among the iterations.

2. Coverage of Two Sets (Cov)

This indicator was used to measure the dominance between two sets of solutions. The definition
is as follows:

Cov(X, Y) =

∣∣∣{y ∈ Y;∃x ∈ X : x ≺= y
}∣∣∣

|Y| (8)
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where X and Y are two non-dominated sets to be compared. x and y are subsets of X and Y,
respectively. “x ≺= y” represents x dominates y or x = y. The value Cov(X, Y) = 1 means that all
solutions in Y are dominated by or equal to solutions in X. The opposite, Cov(X, Y) = 0 represents
that no solutions in Y are dominated by the set X. It should be mentioned that there is not
necessarily a relationship between Cov(X, Y) and Cov(Y, X). Therefore, these two values should be
calculated independently. Cov(X, Y) > Cov(Y, X) means the set X is better than the set Y.

3. Spacing

It measures the standard deviation of the minimum distance from each solution to other solutions.
The smaller the Spacing value is, the more uniform the solution set is. The expression is as follows:

Spacing =

√√
1

n− 1

n∑
1

(d− di)
2

(9)

where n is the number of solutions in the obtained Pareto frontier, di is the minimum distance
between the solution and its nearest solution, and d is the average value of all di.

5.3. Results and Discussion

In this section, we first compare the new rule method, mixed method, and traditional random
method under different iteration times with the same initial population size. Then, under the same
number of iterations and different initial population sizes, the performance of the three methods are
compared. Finally, compared with Nasiri’s rule-based initial population [30], the effectiveness of the
ADSM is proved.

To analyze the values of the two objective functions and the average distribution from the optimal
solution, the result of different iterations of 100 initial population is shown in Table 9, where F1 and F2
represent the values of makespan and total tardiness, respectively, and the bold contents are better
values. The rules method represents the new approach for population knowledge mining applied
to the hybrid NSGA-II to solve MOJSSP. The traditional random method is the NSGA-II combined
with SA for MOJSSP. The mixed method is a combination of the two methods. Figure 5 shows the box
distribution of its function values of which the values in the rule method and the mixed method are
overall smaller than the traditional method. To some extent, the smaller are the values, the better is the
performance. Similarly, the results of different iterations of 50 and 25 initial population are shown in
Tables 10 and 11. Figures 6 and 7 are the box diagrams of the respective function values. From the
results, we can find that the population mining method has more excellent results than the traditional
random method because the rule population contains more excellent information than the traditional
random population. Although the new method has no absolute advantage in the test of 25 initial
population, it should be explained that, when the initial population size is too small, the performance
of the method will inevitably be reduced. In general, there is no obvious advantage or disadvantage
between rule method and mixed method in terms of function values, but, in term of the index RE, the
rule method is superior to the mixed method, and both are superior to the random method. That is, the
more rule-based individuals there are in the population, the more excellent information they contain,
and thus it is easier to obtain excellent solutions under a limited number of iterations.
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Table 9. Values of makespan, total tardiness, and RE of 100 initial population.

Methods Iteration F1 F2 RE

rules
100

best 848 −4696 7.5|4
average 912 −4500 /

300
best 848 −4717 6.7|2

average 905 −4622 /

mixed
100

best 848 −4618 8.1|2.7

average 916.3 −4492 /

300
best 848 −4846 10.7|4.3

average 939 −4639 /

random
100

best 848 −4698 8.4|4.3
average 919 −4495 /

300
best 848 −4698 11.2|2.4

average 940 −4587 /

 

                      (a)                                          (b) 

 
     (c)                                      (d) 

Figure 5. Distribution of makespan and total tardiness of 100 initial population sizes under different
iteration numbers: (a) makespan under 100 iterations; (b) total tardiness under 100 iterations;
(c) makespan under 300 iterations; and (d) total tardiness under 300 iterations.
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                        (a)                                        (b) 

 

                       (c)                                       (d) 

Figure 6. Distribution of makespan and total tardiness of 50 initial population sizes under different
iteration numbers: (a) makespan under 100 iterations; (b) total tardiness under 100 iterations;
(c) makespan under 300 iterations; and (d) total tardiness under 300 iterations.

Table 10. Values of makespan, total tardiness, and RE of 50 initial population.

Methods Iteration F1 F2 RE

rules
100

best 852 −4568 5.94|3.27

average 902.6 −4418.4 /

300
best 848 −4835 8.54|4.87

average 920.4 −4599.3 /

mixed
100

best 848 −4618 6.03|3.52
average 899.1 −4455.6 /

300
best 848 −4868 10.74|6.04

average 939.1 −4573.8 /

random
100

best 854 −4630 6.77|4.97
average 911.8 −4400 /

300
best 848 −4815 7.88|5.12

average 914.8 −4568.5 /
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Table 11. Values of makespan, total tardiness, and RE of 25 initial population.

Methods Iteration F1 F2 RE

rules
100

best 852 −4693 8.49|6.58
average 924.3 −4384.3 /

300
best 848 −4731 5.83|4.34

average 897.4 −4525.9 /

mixed
100

best 855 −4593 5.38|5.11
average 901 −4358.2 /

300
best 848 −4810 7.63|5.59

average 912.7 −4540.9 /

random
100

best 853 −4529 6.58|4.22

average 909.1 −4337.8 /

300
best 848 −4824 7.28|5.94

average 909.7 −4537.4 /

 

                       (a)                                       (b) 

 

                      (c)                                       (d) 

Figure 7. Distribution of makespan and total tardiness of 25 initial population sizes under different
iteration numbers: (a) makespan under 100 iterations; (b) total tardiness under 100 iterations;
(c) makespan under 300 iterations; and (d) total tardiness under 300 iterations.

Since this paper optimizes two objectives at the same time, the values of makespan or total
tardiness cannot be separately compared. Thus, the efficiency of the method was determined by the
performance metrics of the acquired Pareto solutions, especially the dominance metric (Cov). Here,
the performance metrics of the three methods are compared under different initial population sizes
with the same number of iterations, as shown in Tables 12–14, where IP represents the size of the initial
population and the bold contents are the better values. In Table 12, the Cov value of the rule method
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is generally higher than that of the traditional method. The larger is the Cov value, the higher is the
dominant ability. That is, in terms of dominance, the rule method is superior to the traditional random
method in comparing the size of different initial populations. At the same time, the Spacing values of
the new method is generally smaller than that of the traditional method. From Equation (9), it can be
seen that the distribution of the rule method is also superior to the random method in considering the
initial population size as a variable. Figure 8 shows the box diagram of the Cov of the rule method vs.
the random method. From the box diagram, we can find more intuitively that the Pareto solution of
the rule method is superior to that of the traditional random method. Similarly, from the results in
Tables 13 and 14, we can conclude that the performance of rule method in Cov is also “rules >mixed >
random”. For Spacing performance, the mixed method is better than the rule method, which shows
that the mixed method can more easily obtain a uniformly distributed solution set with a limited
number of iterations. Overall, the Spacing metrics of both the rule and mixed methods are superior to
the random method.

Table 12. Values of Cov and Spacing (rules vs. random).

Methods IP
IT100 IT300

Cov Spacing Cov Spacing

rules

25
best 1

37
1

8.8average 0.54 0.4

50
best 1

25
1

39average 0.59 0.38

100
best 1

29
1

22average 0.56 0.47

random

25
best 0.75

76
1

50.5average 0.19 0.35

50
best 0.9

65
1

45average 0.21 0.43

100
best 0.8

37
0.86

18average 0.19 0.29

Table 13. Values of Cov and Spacing (mixed vs. random).

Methods IP
IT100 IT300

Cov Spacing Cov Spacing

mixed

25
best 1

19
1

48average 0.63 0.31

50
best 1

24
0.86

37average 0.45 0.35

100
best 1

16
0.92

20average 0.41 0.45

random

25
best 0.27

76
1

50.5average 0.11 0.43

50
best 1

65
1

45average 0.33 0.4

100
best 1

37
1

18average 0.39 0.33
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Table 14. Values of Cov and Spacing (rules vs. mixed).

Methods IP
IT100 IT300

Cov Spacing Cov Spacing

rules

25
best 1

37
1

8.8average 0.24 0.46

50
best 1

25
1

39average 0.47 0.44

100
best 1

29
1

22average 0.53 0.41

mixed

25
best 1

19
0.8

48average 0.41 0.24

50
best 1

24
0.88

37average 0.31 0.41

100
best 1

16
1

20average 0.21 0.37

 

              (a)                             (b)                             (c) 

 

     (d)                             (e)                             (f) 

Figure 8. Box diagram of Cov of the rule method vs. random method with different sizes of initial
population under 100 and 300 iterations: (a) IP = 25 under 100 iterations; (b) IP = 50 under 100 iterations;
(c) IP = 100 under 100 iterations; (d) IP = 25 under 300 iterations; (e) IP = 50 under 300 iterations; and
(f) IP = 100 under 300 iterations.

To better illustrate the proposed ADSM, here we compare it with the Nasiri’s method. Compared
with the operation sequence and knowledge constraints that are not considered, Table 15 shows that the
proposed ADSM has an impact on the value of the single objective function. Although the advantage
of the ADSM is not obvious in terms of single objective value, this is because the influence of local
adjustment of operations on a single objective value is relatively small under multiple iterations. From
the perspective of multi-objective, it significantly improves the performance metrics of dominance
and distribution, as shown in Table 16. The results show that, under different iterations and initial
population sizes, the Cov values and Spacing values of the ADSM are better, which demonstrates that
it is more effective in solving multi-objective problems. On the other hand, the validity of the method
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ADSM is proved, which shows that the new proposed method can overcome the problem of sequencing
the operations under knowledge mining as well as meet the requirement of high performance.

Table 15. Comparison of function values of two rule-based populations.

Methods IP IT F1 F2 RE

ADSM

25
100

best 852 −4693 8.49|6.58
average 924.3 −4384.3 /

300
best 848 −4731 5.83|4.34

average 897.4 −4525.9 /

50
100

best 852 −4568 5.94|3.27
average 902.6 −4418.4 /

300
best 848 −4835 8.54|4.87

average 920.4 −4599.3 /

100
100

best 848 −4696 7.5|4
average 912 −4500 /

300
best 848 −4717 6.7|2

average 905 −4622 /

Nasiri’s

25
100

best 853 −4587 4|5.8

average 887 −4319 /

300
best 848 −4810 8.84|5.51

average 923 −4545 /

50
100

best 848 −4558 7.8|1.34

average 914.2 −4497 /

300
best 848 −4822 7.1|5.4

average 908 −4561.5 /

100
100

best 848 −4642 6|3.8

average 896.3 −4467 /

300
best 848 −4799 12.7|4.6

average 956 −4576 /

Table 16. Comparison of Cov and Spacing of two rule-based populations.

Methods IP
IT100 IT300

Cov Spacing Cov Spacing

ADSM

25
best 1

37
1

8.8average 0.54 0.42

50
best 1

25
1

39average 0.59 0.47

100
best 1

29
1

22average 0.55 0.39

Nasiri’s

25
best 0.75

41
1

44average 0.19 0.35

50
best 0.9

46
1

29average 0.21 0.33

100
best 0.8

71
1

64average 0.16 0.37

6. Conclusions

This paper presents a population knowledge mining approach combined with a hybrid machine
learning algorithm to solve the MOJSSP with makespan and total tardiness criteria. The purpose
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of this method is to find a rule-based initial population from good production planning, which can
produce better Pareto solutions than the traditional stochastic methods. Many optimal or near-optimal
solutions are created by the method of NSGA-II integrated with SA on a benchmark of 10 × 10 job
shop problem (LA18), and a training dataset with selected operations’ attributes is therefore acquired.
For mining knowledge, the weight of priority is used to extract 37 potential rules, which map the
relationship between the attribute set and priority.

To form the rule-based initial population, a complicated ADSM is proposed to assign each
operation a priority class. This sorting method overcomes the problem of misalignment of the sequence
of operations and overcomes the problem of insufficient or overflowing operations owned by the
priority class. After generating an initial population set based on the data mining and ADSM, we
compared it with the NSGA-II hybrid SA method of the mixed, random, and Nasiri’s initial population.
Considering the different numbers of iterations and the sizes of the initial population, a series of
comparative and computational experiments were conducted. The results show that the new proposed
method is better than the traditional method in terms of the magnitude and relative error of each
objective function, and the Cov and Spacing performance index of Pareto solutions.

The future works of our study will mainly focus on other methods of initial population
formation and the application of the proposed method to other cases. Besides, considering other
multi-objective problems and how to choose a mining algorithm to better improve the effect of rules
need further research.
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Abstract: Matching supply capacity and customer demand is challenging for companies. Practitioners
often fail due to a lack of information or delays in the decision-making process. Moreover, researchers
fail to holistically consider demand patterns and their dynamics over time. Thus, the aim of this study
is to propose a holistic approach for manufacturing organizations to change or manage their capacity.
The viable system model was applied in this study. The focus of the research is the clustering of
manufacturing and assembly companies. The goal of the developed capacity management model
is to be able to react to all potential demand scenarios by making decisions regarding labor and
correct investments and in the right moment based on the needed information. To ensure this,
demand data series are analyzed enabling autonomous decision-making. In conclusion, the proposed
approach enables companies to have internal mechanisms to increase their adaptability and reactivity
to customer demands. In order to prove the conceptual model, a simulation of an automotive plant
case study was performed, comparing it to classical approaches.

Keywords: capacity planning; digital twin; forecasting; viable system model; simulation; system
dynamics; customer demand; demand planning; automotive

1. Introduction

In a fast-changing environment with increasing demand volatility, shorter product life cycles, new
technologies, and new trade regulations, balancing supply capacity and market demand is a challenge
for organizations all over the world. In this context, the capability of an organization to change as an
adaptability characteristic is key in order to secure its viability. As a consequence, global managers are
under increasing pressure to make decisions more quickly.

While new technologies open new possibilities, many managers, even in well-established
companies, do not have a system or virtual digital twin to enable them to foresee the expected outcomes
of decisions that are to be made. Neither complete information nor all the implications of a decision
are appropriately considered in most organizations. Because of this, many managers usually decide
to start a process of collecting information to conduct an analysis as the basis for decision-making
regarding capacity. This process involves different areas. Therefore, the decision is delayed until it has
to be made, implying the loss of profit generation, as customers are not buying products due to a lack
of capacity or long delivery times as a result.
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For all of these reasons, this paper attempts to provide an answer to those managers and
their daily planning challenges by providing a conceptual model and a simulation of a case study.
As a consequence, the practical relevance of this paper is a digital interface for decision-making
support including technical, management, and economic key performance indicators. This interface
provides a platform that can be used to avoid unnecessary investments, increase sales for all types of
manufacturing companies, reduce operating costs, and support higher service levels. Moreover, the
theoretical relevance of the paper is a novel approach that combines already consolidated scientific
methods into a new concept for demand and capacity planning that is oriented to end-customer demand.

The purpose of this paper is to develop a generic conceptual model for capacity planning in which
decisions can be sped up in order to adapt them as quickly as possible to demands considering a level
of risk for investments and changes in the production system. That is why economic parameters are
considered to balance potential profit generation with investments or costs incurred. In this regard,
the concept development presents different levels: network planning, location-related planning, and
line planning within a location. With these three levels it can be taken into account whether it is a
greenfield or brownfield scenario and whether it involves a new product launch.

The main hypothesis is that a manufacturing company capable of adapting its capacity to demand
using the structure of the viable system model (VSM) will be able to react faster and, therefore,
applying this model will have a positive impact on the achievement of short-, medium-, and long-term
goals of production companies. The VSM approach increases the adaptability of a company to face
future potential scenarios, because the company will be able to make strategic decisions that will later
influence the tactical and operative levels.

Based on the conceptual model, a case study for an original equipment manufacturer (OEM)
was chosen. It is a brownfield scenario in which there is a new product launch in a production line
with two models using the same platform. By proving different scenarios and decisions to be made,
the conceptual model is proven in order to check the hypothesis previously set.

2. Fundamental Definitions and State of Research

The literature review shows that there are about 30 basic methods that help to predict future sales,
many of them with subtypes [1]. The purpose of demand planning is to improve decisions that affect
demand accuracy [2]. Its main task is to calculate future demand, and it comprises the selection of a
specific forecasting method and its parameters. The typical demand patterns are stationary, seasonal,
trend, and sporadic [3].

Independent of the demand type, the bullwhip effect is a challenge in every supply chain due
to the lack of transparency between stages. As a result, it is frequently difficult to forecast the final
customer demand based on orders along the supply chain [4], and this causes an extreme fluctuation
of stock at the beginning of the supply chain, creating many backorders alternating with large excess
inventory [5].

To combat the bullwhip effect, there should be information sharing of consumer demand across the
supply chain in order to allow each party to plan efficiently according to true demand information [6].

Collaborative forecasting and planning are the basis for capacity management through the supply
chain. Capacity utilization, like stock levels and work in progress, is one of the degrees of freedom
of planning and control in supply chains. An assessment of the necessary capacitive resources is a
task in every planning period. Supply flexibility in medium- and short-term planning often requires
long-term arrangements [5] such as investments in production capacity.

To decide on investments properly, it is necessary to focus on the system limitations. A constraint
can be the management of an organization, capacities along the supply chain, or market demand.
In this context, the theory of constraints (TOC) provides a framework to deal with capacity management
issues with five steps: identify the constraint, exploit the constraint, subordinate the rest of the system
to the constraint before increasing capacity, then add new capacities and start other times by finding
the capacity constraint [7].
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There are four procedures, from short to long term, to adapt supply capacity to
demand requirements.

1. Extra hours or reduction of hours: This approach is closely related to the “additional shift”
process; it allows great flexibility and is used with the advantage of existing employees.

2. Additional shifts: This alternative allows dealing with short-term demand fluctuations. Extra
costs and training depend on the demand fluctuation and staff availability.

3. External production: This is used to react to demand peaks; it results mainly in higher unit prices
and has the risk of knowledge transfer.

4. Investments: This option requires good predictions of capacity needs, because, as capacity
increases, fixed costs also increase.

There are multiple customer implications of a lack of capacity, from delays to market share losses.
The consequences of bottlenecks are as follows [8]:

• Limited availability;
• Long delivery times with decreasing reliability;
• Constantly changing priorities and quantities;
• Errors and cancellations;
• High personal commitment of the employees involved in order processing;
• Additional expenditure due to extensive internal clarifications or the search for external

alternative suppliers;
• Additional costs through partial and express deliveries, special shifts, and temporary employees;
• Individual decisions instead of overall optimum.

If this condition remains over time, customer satisfaction decreases, and companies lose market
share and sales potential. Investments are not immediate and, therefore, do not alleviate the bottleneck
in the short term and have the risk of being oriented too much to short-term needs and an overcapacity
situation developing in the long term [8].

As a consequence, key indicators for capacity-related decision-making should be defined taking
into account that the final goal of each business activity is to increase the value of the company [9].
The main indicators for an investment are return on investment (ROI), the payback period, and the net
present value (NVP). Moreover, it is also important to consider the concept of opportunity cost of not
making a decision on an investment, for instance, cars not sold due to a bottleneck in the paint shop.

In conclusion, after having calculated those indicators with an assumed demand pattern, other risks
should be considered, such as demand volatility, new market entrance, price sensitivity, promotions, etc.

3. Methodology

Cooperation between research partners and the chosen methodological approach was set as a
combination of an in-depth literature review, conceptual development, and simulation techniques in a
specific case study. The study refers to manufacturing companies with a production network, plant,
or group of machines with a certain capacity to serve a specific market.

The method used to reach the goal of matching market demand started from analyzing the
structure to develop the conceptual model. For this purpose, the viable system model (VSM) was
selected. The VSM is a cybernetic model that was developed by Beer throughout his life [10]. The viable
system model is a reference model that can be applied to describe, diagnose, and design management
models in organizations [11]. Beer deduced the VSM from cybernetics, and from the central nervous
system of the human being, in order to deal with complex systems [12]. Through the analysis of the
central nervous system, the minimum requirements that a system must meet to ensure that it is viable
were derived [13]. In this way, each sub-system has one of the nervous system’s functions. The nervous
system is composed of units that execute actions, such as the spine, muscles, and organs (System 1),
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the spinal cord (System 2), the brain stem (System 3), the diencephalon (System 4), and the cerebral
cortex (System 5) [11]. Analogous to the planning levels of a company, the structure of the VSM can be
divided into three levels. Therefore, Systems 1–3 (including System 3*) are assigned to the operational
level. System 4, in turn, represents the level of strategic planning and stabilizes the entire system
thanks to its interaction with the environment. System 5, finally, represents the level of normative
planning [11].

Moreover, in order to determine which policies should be used to control the behavior over time
and how these policies should be designed and implemented in order to have a robust response against
change [14], system dynamics was chosen. Vensim, a software package enabling system dynamics
modeling, was selected for this project. Vensim is a software program that allows for the simulation of
highly complex and dynamic systems that involve a lot of integrated decision-making. Vensim (Vensim
is a registered trademark of Ventana Systems Inc.) provides a high degree of rigor for writing model
equations. It adds features for tracing feedback loops. Vensim also provides very powerful tools for the
optimization of multi-parametric simulation results, which allows the analysis to validate results and
the model’s structure, as well as to determine the most convenient policy options by parameterizing
these policies.

The innovative approach relies on a combination of the following, in order to generate a
decision-making support concept and model in Vensim for balancing supply and demand over time
for a specific production system including economic influences:

• The viable system model as a framework for developing the conceptual model;
• System dynamics for designing and controlling the production system’s behavior;
• Statistical process control for demand pattern monitoring;
• Forecasting methods for calculating a demand forecast per period.

Once the methods were set, an in-depth literature review of demand planning, capacity planning,
and adaptability, along with key indicators for capacity-related decision-making, was performed. As a
result, the basis for the conceptual model development was built. It is an integrated model created
for all kinds of manufacturing organizations. Later, the generic conceptual model was extrapolated
and proven for the case study of an OEM plant. A simulation was programmed in Vensim using
assumptions, and validation with extreme values was performed. Finally, different scenarios and
decisions were simulated in order to test the hypothesis previously defined.

4. Design and Simulation of the Conceptual Model for Capacity Planning of an OEM Plant

4.1. Design of a Generic Conceptual Model Development Applying the VSM

The VSM environment is represented by customer demand, technological change, quality
standards, price, and capacity of competitors. System 5, the normative level of capacity management,
determines the goals of ROI and payback standards. System 4 considers the environment and internal
set-up and situation in order to make decisions to match supply capacity with customer demand.
Decisions are made depending on the reactivity, i.e., the risks to be taken when making a decision,
such as making an investment or adding an additional shift. System 3 determines the overall internal
planning using a certain forecasting method as well as methods for demand and capacity planning.
Moreover, economic parameters are consolidated here. System 2 represents the coordination of the
production lines or shops within the production plant to achieve production goals. Finally, System 1
contains the entities or machine groups within a production line or a workshop. In order to support
capacity management activities, these groups are viewed as machine groups that can produce the same
products. In order to develop the conceptual model, the following activities were performed:

• Development of an economic target system depending on capacity utilization of a production
network, plant, line, or group of machines;

• Capacity management tasks according to planning horizon levels;
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• Definitions of recursion levels and operative units;
• Association of tasks to recursion levels and operative units;
• Identification of needed information flows between operative units and recursion levels.

The conceptualization of capacity management based on the viable system model, and the tasks
related to the five systems of the viable system model are shown in Figure 1.

 

Figure 1. Recursion levels of the conceptual model and capacity management at the plant level based
on the viable system model.

In the different recursion levels, casual loop diagrams were constructed in order to identify
interrelationships among factors. Moreover, the main characteristics of the conceptual model that
applies the viable system model are described below and compared with the classical approach, named
the nonviable system model.

Demand planning: There are control limits based on statistical process control principles, such as
the time series in quality control charts and hypothesis tests that are used to change a demand
forecasting method to another method.

The classical approach uses one method (simple moving average) to forecast customer demand,
while the VSM simulation model can change between two forecasting models (simple linear regression
and cumulative moving average) depending on the pattern of the demand. Moreover, the VSM
simulation model is able to detect outliers, forecast sporadic trends, extend the moving average,
and detect seasonal demands.

• The focus of demand forecasting is not to bring about a difference between the models in terms of
the accuracy of the used forecast methods, but to be able to respond to the changes in customers’
demands by detecting the pattern changes as soon as possible. Due to this premise, the model
includes factors that allow for controlling the values that trigger the forecasting changes. Therefore,
it is a fight between “detecting only the changes that are real changes” (but perhaps not before
they have a negative impact on production and sales parameters) or “detecting more changes than
the real ones but knowing that, if there is a change, it is going to be anticipated” (but knowing
that, if a change is not a real one, the system will have more forecast failures at first).
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• This viable system model deals with uncertainty in demand by calculating forecast values for
each product separately. Then, the forecast for groups of customers is done by aggregation of
customers′ forecasts.

Forecasting models: There are three methods in requirements planning: demand-driven or
deterministic, stochastic, and heuristic. Each forecasting method is adequate for a certain demand
pattern, as shown in Figure 2 [15]. As mentioned above, one important characteristic of the viable
system model is its ability to adapt its demand forecasting. As a consequence, it is able to detect
demand pattern changes after it starts forecasting with another method or with the same method
but with different parameters. The approach tries to respond as quickly as possible to demand
transformations. In so doing, the model can detect fake changes, which would be worthwhile due to
its fast reaction capability.

Figure 2. Use suitability of forecasting methods [15].

The VSM model recognizes the following patterns, and it forecasts them with the forecasting
methods listed:

• Trend: with regression analysis.
• Trend plus sporadic: with regression analysis plus an average sporadic quantity per day.
• Sporadic: the sum of outliers is divided by their frequency to obtain the average demand per day.
• Steady: with the cumulative moving average method.
• Steady plus sporadic: with the cumulative moving average method plus an average sporadic

quantity per day.
• Seasonal: with the cumulative moving average method (however, this is not the appropriate

forecast method in terms of accuracy for this kind of demand pattern).

The system is able to detect the following changes by analyzing historical demand data:

• From steady to steady with a lower/higher mean;
• From steady to steady with a lower/higher standard deviation;
• From steady to steady plus a positive/negative sporadic pattern;
• From steady to an increasing/decreasing trend;
• From trend to trend plus a positive/negative sporadic pattern;
• From trend to steady;
• From trend to seasonal;
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• From a sporadic pattern to another sporadic pattern.

All of these changes are controlled by the variable called “demand reactivity”. This variable
affects all of the control limits for the changes described above. When the value of this variable is
higher, then the VSM simulation model detects more changes in demand with less accuracy but reacts
before real changes occur in the demand pattern. Each of these changes has a lower and an upper
control limit. These limits are fixed using a statistical approach that assumes the forecasting parameters
have a normal distribution.

It can be seen as a hypothesis test. We use the first type of detection (from steady to steady with
a lower/higher mean) as an illustrative example. If the mean of the last 10 days (the sample) for the
customer is lower/higher than the mean that is used for forecasting (the population) minus/plus one
standard deviation, then a new steady pattern is created with a lower/higher mean, because, with a
high percentage, the last 10 values are not a sample of the population (the last demand pattern).

• Ho = the mean is the same as before: the null hypothesis is accepted when mean of the last 10
values is within the control limits that are the mean plus/minus one standard deviation.

• H1 = the mean is higher/lower: one of the alternative hypotheses is accepted if the mean of the
last 10 values is not within the control limits.

As was explained in the first detection case, the other changes are tracked using the same methodology.
Capacity planning: This has an influence on the decision on the number of shifts, the number

of employees, and new investments, each of which has a certain delay until its implementation. The
conceptual model compares, for each period of time, the gap between demand and available capacity.
Based on it and on the demand planning, which is based on a forecasting method and a statistical
analysis, the following measures are considered in the conceptual model:

• Adjust the number of employees in order to produce more in the same number of shifts.
• Adjust the number of shifts, as well as working hours, on weekends or holidays.
• Increase external production capacities for peak or constant production requirements.
• Increase the production capacity with new investments.
• Calculate the daily production loss according to bottlenecks and extrapolate it for longer periods

based on the available demand forecast.
• Increase maintenance planning and coordination, as well as the number of tools, in order to reduce

breakdowns and increase plant availability.

Economic parameters: Within the conceptual model, three decisions are considered.

• New investments for increasing production capacity. For this decision, the model requires a
payback of less than two years. The return on investment is forecast to determine the increase in
capacity that is pursued by the investment.

• Operational costs related to extra hours or extra shifts of operational employees. Based on the
gap between production capacity and demand, operational costs are optimized by adjusting the
number of employees, working days, and shifts.

• Customer demand loss based on the value of the customer order lead time. Customers buy
from a company or not depending on the lead time. Therefore, the model assesses the customer
requirements and evaluates the losses in sales due to a long delivery process. Based on this loss,
a decision on whether to improve capacity and internal processes can be made.

Decision-making: Decision trees are used as a function of the level, i.e., network, plant, line,
machine group. For decision-making, a simulation inside the simulation is conducted in order to
make a forecast of the decision, taking into account the risk of the decision with a qualitative approach
of price sensitivity and new market entrance. To predict the behavior, quality standards for time
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series are used to analyze the probability that a demand pattern will continue over time (assumption:
a demand pattern is only influenced by customer needs, not market influence, normative standards,
price, promotions, disasters, etc.).

4.2. Simulation of a Specific Model for the Case Study of an Automotive Plant

The following assumptions were made:

• Time restrictions: Firstly, the modeler must define a time horizon and units of time. It is easy to
carry out this step by asking to what extent the simulation should be considered. In the case of
the study, it was decided to simulate four working years to evaluate influences in the medium
and long term. The simulation was performed with 1000 time periods, each representing one
producing day counting in total for four years of production.

• Production capacity has a maximum of 600 units per day in three shifts at the beginning of the
simulation. During the simulation, two investment options were considered: an increase of
100 units per day or an increase of 200 units per day. Both models assessed the same requirements
for initiating one or the other investment. The difference between the viable system model and
the nonviable system model was the lead time of the decision-making process.

� Viable system model: the decision-making process takes 10 days.
� Nonviable system model: the decision-making process takes 100 days.

• Demand characteristics and forecast: The model makes different forecasts using two methods, i.e.,
moving average and linear regression:

Moving average: the simple moving average (SMA) is the non-weighted mean of the previous
n data [16]. In the nonviable system model, it is calculated as the average for the last 10 days
(n = 10). As the VSM is able to detect demand changes over time, all demand values were taken
into account for the forecast until a new demand pattern was registered. Therefore, the formula of
the cumulative moving average was applied.
Linear regression: The regression analysis method is usually applicable to a steady course of a
time series or a stable trend [16]. In the model, it is only used for trend demand patterns, when
using only one leading indicator and the time since the trend demand pattern was detected. As a
result, a simple linear regression can be defined as follows:

F j (t) = demand forecast for customer j at time t = α × ttrend + β,

where α is the slope, ttrend is the time since the trend demand pattern was detected, and β is the
value at the time when the trend demand pattern was detected.

• The existing car model is in a mature stage with stable demand and provides 1000 euros/car of
margin. The new model is in the process of being launched and provides 2000 euros/car. These
values were used to calculate profits. If there is loss in volume, it is assumed that the new model
will have the loss in volume due to unknown future demand.

• The simulation model considers sales loss starting from a customer order lead time greater than
60 days.

• A product is a finished product after it leaves the production facility.
• The warehouses have no stock limitation.
• There is no transport limitation (or limitation to the number of trucks) between the different stages.
• A steady supply of materials for the production process is provided.
• The available stock, as well as the number of products, is known at every moment of the

transport process.
• Order information along the supply chain is available.
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• Data on historical demand are available for both models one day after the demand.
• Operational adjustments allow for changing the shift model with a one-third increase in the

capacity per extra shift with a maximum of three shifts. Moreover, a higher number of employees
in an existing shift provide a flexibility of 10% to existing production capacities.

• Production is 50% make-to-stock and 50% make-to-order.
• Production consists of a process that begins with steel stamping and ends with final revision.

The plants in the process are shown in Figure 3 and listed below.
• Press shop 1: a nominal capacity of 300 units per day.
• Bodywork shop 1: a nominal capacity of 300 units per day.
• Press shop 2: a nominal capacity of 300 units per day.
• Bodywork shop 2: a nominal capacity of 300 units per day.
• Paint shop: a nominal capacity of 600 units per day.
• Pre-assembly shop, assembly 1: a nominal capacity of 600 units per day.
• Mechanical assembly shop, assembly 2: a nominal capacity of 600 units per day.
• Final assembly shop, assembly 3: a nominal capacity of 600 units per day.
• Final inspection shop: a nominal capacity of 600 units per day.

 
Figure 3. Simulation production flow (own elaboration).

As can be seen in Figure 3, the two car models use the same production capacity for the painting
and assembly processes but use different capacities for the bodywork and press processes.

Four demand scenarios were simulated. In all scenarios, there are two products or car models with
the same platform. The first model is at a mature stage in its life cycle, and the second model is newly
launched with demand depicted in Figure 4. Demand was created in Excel in order to use replication
to have exactly the same demand in all of the models. This method of data generation allowed us
to create customized demand patterns to be read by Vensim. According to many authors, the basic
demand patterns are steady, seasonal, trend, and sporadic demand patterns [16]. These demand
patterns were applied in combination as a basis for demand in the models to describe the behavior of
the simulation models.
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Figure 4. The four demand scenarios for the new car model (own elaboration).

For the four previously described scenarios and both simulation models, the following key
performance indicators (KPIs) were calculated from the simulation:

• Profits (million euros): the result of the multiplication of the number of produced cars by the
margin that was provided for the type of produced car.

• Total production (units): the cumulative sum of all car units produced over the 1000 simulated
production days.

• Capacity utilization (%): the cumulative utilization of available capacities over the 1000 simulated
production days.

• Maximum production capacity (units/day): both models were initialized with a demand of 600 units
per day. This KPI shows the maximum capacity that was achieved during the simulated period.

• Service level (%): the quantity of units delivered on time divided by the total number of
delivered units.

• Customer order lead time (days): the number of days between the placement of the order and the
delivery of the product.

• Operational savings (million euros): the savings due to optimization of working hours, shifts, and
maintenance activities.

• Investment value (million euros): the amount of the investment made to increase capacities. The
value can be 30 million euros for an increase of up to 700 units per day or 60 million euros for an
increase of up to 800 units per day.

• Return on investment (million euros): the margin of the products that can be produced thanks to
the investment minus the investment value.

4.3. Simulation Results for the Case Study of an Automotive Plant

Before the results from the model were extracted and interpreted, a formal validation was
performed. According to Sterman, there are 12 possible methods for validating system dynamics
models [17]. There are three that are relevant to our models; one of them is the extreme-value test,
which we used in this paper. An application of this method proved that the model’s response is
plausible when taking extreme values for different input parameters. Some basic physical laws should
be examined, for example, when there are no employees, the model’s output should not able to meet
the demand. For both models, the same input and output variables were chosen in order to analyze
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and validate the models. These input variables are nominal capacity and customer demand. From the
variation in these variables, the following can be expected in order for the results to be logical and the
model to be validated:

• For a lower nominal capacity (units per day), the customer order lead time, volume loss, and
capacity utilization must be higher, and the total number of units delivered to customers must be
lower, as shown in Figure 5. The red lines indicate the lower nominal capacity, and the blue ones
indicate the higher nominal capacity.

• For a lower customer demand (units per day), the customer order lead time, volume loss, capacity
utilization, and total number of units delivered to customers must be lower.

 
Figure 5. Results of the validation for nominal capacity using the extreme-value test (own elaboration).

After the validation, the results for the four demand scenarios were extracted for the selected key
performance indicators.

In the first scenario, the VSM produced better results for all relevant indicators as it can be seen
in Table 1, although the nonviable system model increased its capacity by 200 units per day. As this
decision was made with a delay in comparison to the viable system model, the total number of
delivered units was almost 5000 units lower and the capacity utilization was 12% lower.

Moreover, the viable system model generated a profit of 1021 million euros, whereas the nonviable
system model generated a profit of 1012 million euros, which is nine million euros less. In addition,
the VSM was able to generate savings of one million euros.

For both scenarios, the return on investment (ROI) was positive at the moment the decision was
made. The value was the same; however, the VSM achieved this ROI with an investment value that
was 30 million euros less due to a lower increase in capacities than the nonviable system model. As the
decision was made later, the customer order lead time was almost 10 days longer in the nonviable
system model.

Therefore, from the comparison of the models, the results show that the VSM would be selected
as desirable in this demand scenario due to its combination of a low investment and a low cost and its
highly efficient deployment (lead time, service level, and capacity utilization).
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Table 1. Simulation results for demand scenario 1, stationary scenario, at the plant level. VSM, viable
system model.

Simulation
Level

Demand Scenario 1
Key performance

Indicator (KPI)
VSM Simulation

Model
Nonviable

Simulation Model

Plant level

- Launch curve until
t = 100 days

- Stationary demand
for the new model
at 400 units/day and
for the 2nd model at
300 units/day

Profits (million euros) 1021 1012

Total production (units) 660,129 655,761
Capacity utilization (%) 94.3 82.0
Maximum production
capacity (units/day) 700 800

Service level (%) 98.5 97.6
Customer order lead time
(days) 49.7 58.6

Operational savings
(million euros) 1.0 0.0

Investment value (million
euros) 30.0 60.0

Return on investment
(million euros) 70.0 70.0

In the second scenario, the VSM also produced better results for all relevant indicators as shown
in Table 2, although, as in the first scenario, the nonviable system model increased its capacity by
200 units per day. As this decision was made with a delay in comparison to the viable system model,
the total number of delivered units was nearly 5000 units lower, and the capacity utilization was almost
12% lower.

Table 2. Simulation results for demand scenario 2, trend/stationary scenario, at the plant level.
VSM, viable system model.

Simulation
Level

Demand Scenario 2
Key Performance

Indicator (KPI)
VSM Simulation

Model
Nonviable

Simulation Model

Plant level

- Trend until t = 250
days until stationary
demand for the
new model at 400
units/day and for
the 2nd model at
300 units/day

Profits (million euros) 934 925

Total production (units) 617,021 612,520
Capacity utilization (%) 88.2 76.7
Maximum production
capacity (units/day) 700 800

Service level (%) 97.2 95.3
Customer order lead time
(days) 46.3 54.4

Operational savings
(million euros) 3.5 0.0

Investment value (million
euros) 30.0 60.0

Return on investment
(million euros) 28.8 15.4

Moreover, the viable system model generated a profit of 934 million euros, whereas the nonviable
system model generated a profit of 925 million euros, which is nine million euros less. In addition,
the VSM was able to generate savings of 3.5 million euros.

For both scenarios, the return on investment was positive at the moment the decision was made.
The ROI in the VSM was 13.4 million euros higher than that in the nonviable system model and it was
achieved with an investment that was 30 million euros less. Moreover, the customer order lead time
was 8.1 days larger in the nonviable system model due to a long decision-making process that led to an
investment to increase production by 200 units per day. The VSM model increased production by only
100 units per day.

Therefore, as in the first scenario, from the comparison of the models, the results show that the
VSM simulation model would be selected as desirable in this demand scenario due to its combination
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of a low investment, operational savings, and highly efficient deployment (lead time, service level,
and capacity utilization).

In the third scenario, according to Table 3, the VSM produced better results for all relevant
indicators except capacity utilization due to the fact that the nonviable system model did not increase
its capacity. As this decision was never made, the viable system model produced a higher total number
of delivered units but lower capacity utilization. This situation arises from the fact that, as the demand
was volatile and had a trend pattern, the nonviable system model was not able to identify the need for
a new investment. This led to a volume loss of almost 45,000 units during the four-year period and a
profit loss of 91 million euros. In addition, the VSM was able to generate savings of 10.0 million euros.

As the nonviable system model did not increase its capacity, the capacity utilization was 6.4%
higher than in the VSM, which increased its capacity by 100 units per day. The return on investment of
this increase is positive and accounts for 70 million euros. Moreover, the customer order lead time in
the nonviable system model was almost 30 days longer than in the VSM model. In addition, the service
level was also 2.3% higher in the VSM model.

Therefore, from the comparison of the models, the results show that the VSM would be selected
as desirable in this demand scenario due to the investment made, the savings achieved, and its
highly efficient deployment (lead time, service level, and capacity utilization), thanks to an anticipated
investment that the nonviable model did not decide to make.

Table 3. Simulation results for demand scenario 3, trend scenario, at the plant level. VSM, viable
system model.

Simulation
Level

Demand Scenario 3
Key Performance

Indicator (KPI)
VSM Simulation

Model
Nonviable

Simulation Model

Plant level

- Trend with slope
+1.2 until t = 250,
+0.2 until t = 750 and
−0.4 until t = 1000

- Stationary demand
for the 2nd model at
300 units/day

Profits (million euros) 887 794

Total production (units) 593,280 546,885
Capacity utilization (%) 84.8 91.2
Maximum production
capacity (units/day) 700 600

Service level (%) 96.3 94.0
Customer order lead time
(days) 41.0 70.9

Operational savings
(million euros) 10.0 0.0

Investment value (million
euros) 30.0 0.0

Return on investment
(million euros) 70.0 -

In the last scenario, as shown in Table 4, the VSM produced better results for all relevant indicators
except capacity utilization due to the fact that the nonviable system model did not increase its capacity.
As this decision was never made, the viable system model produced a higher total number of delivered
units but lower capacity utilization. This situation arises from the fact that, as the demand was volatile
and had a seasonal pattern, the nonviable system model was not able to identify the need for a new
investment. This led to a volume loss of more than 51,000 units during the four-year period and a
profit loss of 93 million euros. In addition, the VSM was able to generate savings of 12.5 million euros.

As the nonviable system model did not increase its capacity, the capacity utilization was 6.1%
higher than in the VSM, which increased its capacity by 100 units per day. The return on investment of
this increase was positive and accounted for 20.4 million euros. Moreover, the customer order lead
time in the nonviable system model was 40 days longer than in the VSM model. In addition, the service
level was also 6.1% higher in the VSM model.

Therefore, from the comparison of the models, the results show that the VSM would be selected
as desirable in this demand scenario due to the investment made, the savings achieved, and its
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highly efficient deployment (lead time, service level, and capacity utilization), thanks to an anticipated
investment that the nonviable model did not decide to make.

Table 4. Simulation results for demand scenario 4, seasonal scenario, at the plant level. VSM, viable
system model.

Simulation
Level

Demand Scenario 4
Key Performance

Indicator (KPI)
VSM Simulation

Model
Nonviable

Simulation Model

Plant level

- Launch curve until t
= 100 days

- Seasonal demand for
the new model at
350 units/day, and
stationary for the
2nd model at 300
units/day

Profits (million euros) 935 842
Total production (units) 617.390 565.968
Capacity utilization (%) 88.2 94.3
Maximum production
capacity (units/day) 700 600

Service level (%) 97.9 91.8
Customer order lead time
(days) 44.2 88.2

Operational savings
(million euros) 12.5 0.0

Investment value (million
euros) 30.0 0.0

Return on investment
(million euros) 20.4 -

5. Conclusions

As a result of the research work, the main hypothesis was supported based on the following facts:

• Thanks to a new conceptual model for capacity planning able to make decisions for reduction or
increase of production capacity, the viability of a company can be assured. As a result, it proves
the need for such a system as a standard tool for managers in the future in order to increase the
efficiency and adaptability of manufacturing organizations.

• The viable system model provides the necessary structure to determine the interrelationships
among areas and parameters that allow decisions to be made regarding capacity in an autonomous
process based on selected control limits.

• The simulation of an OEM plant using the developed conceptual model presents better
results compared with currently available structures regarding how to deal with customer
demand volatility.

The final goal is to transfer this research method to real production systems, where it could be
applied in particular cases as a tool to assist managers by centralizing all data related to a topic in a
short period of time, enabling the simulation of what-if scenarios, and speeding up decision-making
processes as a unique selling proposition (USP) of manufacturing organizations.

The results show the benefits of capacity management based on a digital-twin approach in which
top management can make decisions in a short period of time. However, the question of how it
can be made possible in large organizations involving multiple plants and departments remains to
be answered.

Future research could develop a virtual model of a manufacturing organization by including
other decision-making factors and determine how these decisions and approaches could be realized in
the real world with current technologies and systems.
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Abstract: Military logistics is a complex process where response times, demand uncertainty, wide
variety of material references, and cost-effectiveness are decisive for combat capability. The demanding
flexibility can only be achieved by improving supply chain management (SCM) to minimize lead
times. To cope with these requirements, lean thinking can be extended to military organizations. This
research justifies and proposes the use of lean methodologies to improve logistics processes with the
case study of a military unit. In particular, the article presents the results obtained using value stream
mapping (VSM) and value stream design (VSD) tools to improve the order processing lead time of
spare items. The procedure starts with an order generation from a military unit that requests the
material and ends before transportation to the final destination. The whole project was structured,
considering the define–measure–analyze–improve–control (DMAIC) problem-solving methodology.
The results show that the future state map might increase added-value activities from 44% to 70%.
After implementation, it was demonstrated that the methodology applied reduced the lead-time
average and deviation up to 69.6% and 61.9%, respectively.

Keywords: military logistics; lean management; DMAIC; VSM-VSD

1. Introduction
Logistics and supply chain management (SCM) propose a challenging issue for worldwide

organizations. In particular, military logistics [1] is a specific case where the ability to provide human
and material resources is crucial in terms of minimum time, unpredictable quantity, and variable
location of new armed conflicts. According to [2], five main aspects are different between military and
consumer supply: large numbers of different types of items, variable demand, supply management
considering priority matters (e.g., medical supplies, subsistence, repair part), the necessity of equipment
and supply readiness, and different theatres characterized by moving points. Hence, it is difficult
to manage inventories under these market conditions, which could mean either overstocking or
delay. Additionally, two more factors must be considered in military applications. The first one is
related to the available funding that may be limited for each nation. The second one is the supply
importance if it supposes a risk factor to the human lives of combatants and civilians. In other
words of the American report [3], the strategic approach of military logistics should be focused
on the improvement in processes, information systems, organizational structures, and advances in
distribution and transportation technologies. Thus, precise time, capacity, and efficiency of delivery to
the operations theatres are required for Armed Forces. As it is explained in [4], in 2001, the United
States Department of Defense (DoD) began the standardization process of its SCM using the supply
chain operations reference (SCOR) model [5,6] as its framework. This approach focused on the increase
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in the supply chain reliability by synchronizing each element internally and externally, forecasting the
demand and managing inventories and assets efficiently.

To minimize response times and to assure the required flexibility avoided wastes, the lean
philosophy can be extended to supply chain management in military organizations. For example,
the United States Department of Defense (DoD) has been working intensively together with service
providers and supporting contractors to introduce and apply lean principles into their organizations to
optimize internal lead times [7]. The origin of lean philosophy is generally attributed to the practices
developed from the TPS or Toyota Production System [8,9], pioneered by Taiichi Ohno [10] and
Shigeo Shingo [11]. Their lean principles related to philosophy, processes, people, partners, and
problem-solving allow organizations the implementation of lean thinking at different levels. Moreover,
TPS has influenced not only manufacturing concepts but also supply chain management ones [12–14].
The concept of lean supply is described in [15,16] as an operating attitude that needs to be changed in
relation to suppliers so that the effect of associated costs to non-perfect processes will not be limited to
the location of the execution. This approach targets long-term customer satisfaction. Thus, supply chain
optimization is possible according to the three main TPS goals: best quality, lowest cost, and shortest
lead-time, which are achieved by continuous improvement and increasing operations’ added value.

This work evaluates the use of lean methodologies and their application to military logistics
functions, focusing on supply chain management processes for spare parts. We present a
case study to improve military material order processing procedures by implementing value
stream analysis methodologies. SCOR model performance metrics, such as order fulfillment
lead time and delivery performance, are assessed. To structure the research project, the
define–measure–analyze–improve–control (DMAIC) Six Sigma methodology was followed [17]. Its
aim is aligned to continuous improvement and lean thinking [18] and integrates the approaches of
lean and Six Sigma as presented in [19–21].

2. Background

2.1. Military Logistics and Processes

The supply chain management concept is a horizontal strategic function that encompasses all
the operations of the supply chain between customers and suppliers, distribution, manufacturing,
procurement, and planning, to give an integrated answer to the competitive difference of the
organizations. Viewed from the life cycle perspective, military logistics is the bridge between
the deployed forces and the industrial base that produces the weapons and materials that the forces
need to accomplish their mission [22]. The North Atlantic Treaty Organization or NATO defines logistics
in [23] as the science of planning, coordinating, and carrying out the movement and maintenance
of forces, which covers aspects of military operations related to material, transport of personnel,
acquisition of facilities and services, and medical service support.

Three main aspects of logistics need to be highlighted in the military logistics cycle: production or
acquisition logistics focused on the procurement of the material; in-service logistics that links production
and consumer logistics and comprises functions associated with receiving, storing, distributing, and
disposing material to the force; consumer or operational logistics that concerns the reception, storage,
transport, maintenance, and disposal of the material, including the provision of support and services.
Depending on the strategic, operational, or tactical level of the logistic function approached, different
activities are encompassed. There are also multiple logistic functions identified in the military field.
Nevertheless, we will focus on the material supply logistic function in this work, which includes the
determination of stock levels, provisioning, distribution, and replenishment restricted in this case to
operational and tactical levels.

The organization of this research study is referred to as ABC throughout this paper due to
non-disclosure requirements. Particularly, ABC is a military unit of the Spanish Army in charge of
the supply and maintenance of a wide range of items used as spare parts. Therefore, these supply
and maintenance processes could be classified into operational and tactical levels. There are several
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particularities that make the military supply especially critical [2]. In brief, the large number of different
material references, variable demand and multiple ordering locations, priority requirements and high
material availability are reasons to justify the necessity of optimizing the material order processing
procedure and its metrics in ABC. The process to be optimized starts with an order generation from
a deployed military unit that requests the material to ABC, and it ends before the transportation to
the final destination [24]. Additionally, for the ABC product families, a critical aspect need to be
highlighted, i.e., the high rate of technological obsolescence of the material.

The importance of spare parts management in organizations has been addressed in the literature.
Supply chain management for spare parts is described in [25] as a multi-echelon supply chain, where the
differences in size generate demand peaks and, thus, a very variable and lumpy demand pattern. The
authors propose an algorithmic solution considering the sources of demand variability, a probabilistic
forecast, and inventory management. The importance of spare parts logistics is mostly related to their
inventory management, whose main differences to general inventory management are the low demand
and a wide variety of items with no predictable demand. The authors in [26] discuss the basic principles
affecting the management of spare parts logistics, which affect the strategic choices and related policies
in this area. The most relevant control characteristics of spare parts (criticality, specificity, demand
pattern, and value) are first identified to define further supply chain management strategies. The
Norwegian Defense has used a systematic approach based on OPUS10 for spare parts management
optimization in procurement projects. This case study was reviewed by analyzing empirical data to
evaluate the suitability of the theoretical system approach used through OPUS10 in terms of spare
parts costs and availability [27]. Furthermore, in [28], the importance of the supply chain as a source of
commercial-military integration linking defense production to the wider economy is demonstrated.

2.2. Lean Methodologies and Tools

Lean thinking promotes a continuous-improvement culture with its tools and practices widely
applied in different sectors and organizations. Lean is one of the most influential recent paradigms
in manufacturing, also considered in relation to another promising trend as Industry 4.0 [29]. It has
expanded beyond the original application to other areas and sectors, either public or private. As before
mentioned, the origin of lean philosophy generally attributed to the practices developed from the Toyota
production system [8,9]. One of the first studies mentioning lean concepts comparing automotive
manufacturing plant performance in Japan, the United States, and Europe was [30]. Since then, lean
practices have been developed and extended worldwide. The lean approach, its techniques, and
limitations were revised in the literature [31,32], remarking the necessity of an adequate implementation
sequence [33] and the effect of large-scale strategic management in lean deployment [34]. Several
efforts were focused on the measurement of leanness by considering different dimensions [35,36]. The
evolution of lean was also addressed in [37] not only as a concept but also in terms of its application.

The link between lean and the supply chain evolved from the value stream concept [38], and the
concept of pull was extended beyond single manufacturing facilities to include the up- and downstream
partners. Focusing on supply chain management, different methodologies have been applied for
logistics optimization purposes. Combined approaches of lean and agile methodologies applied to
SCM are also found in [39] for the textile and apparel sector, where short product lifecycles, high
volatility, low predictability, and a high level of impulse purchase have paramount importance. In
addition, in [40], the existence of hybrid supply chain strategies with a mixed portfolio of products and
markets where neither pure agile or lean strategies apply is remarked. Lean works best in high volume,
low variety, and predictable environments; meanwhile, agile suits for less predictable environments,
with volatile demand and high requirements for variety. An integrated proposal of both methodologies
is proposed in [41] and in [42] supported by a personal computer (PC) supply chain case study.

In relation to lean logistics in defense, there is scarce literature available. The concept of pull
systems applied to military logistics was questioned by the authors in [43]. A large accumulation of
stocks in intermediate distribution points supposes the reduction of effectiveness maneuverability of
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the deployed combat forces. On the other hand, the “Just-in-Time” approach could bring an associated
risk of late or even null deliveries, given the possible actions of the enemy. Bean et al. [44] discussed
the inventory management in the uncertain environment of military support. Considering stocks,
additional problematic aspects are related to damage, degradation, and obsolescence of the material,
which mean monetary losses at the end.

Value Stream Practices

The origin of the value stream analysis, i.e., value stream mapping (VSM) and value stream
design (VSD) methods, is the Toyota production system. It is a visual tool and facilitates the
continuous improvement in processes efficiency with the identification of value-adding activities and
the elimination or modification of adding waste tasks. Early publications showed during the 1990s
the benefits of value stream analysis as an operational approach for a lean enterprise and defined
specific lean tools for minimizing the seven wastes [45]. Although it is a simple and standardized
methodology, it presents limitations and challenges, as was reviewed in [46]. Generally, four steps
should be established to improve a process by using VSM and VSD tools. First, a particular process
for a product or product family should be selected due to particular factors (e.g., criticality, impact,
efficiency, etc.). Then, value stream mapping starts analyzing and drawing the current state map of
the process, where activities with added and non-added value are exposed. The different activities,
materials, and information flows are related and schematized in flow diagrams after walking along
the actual process. The main key performance indicators (KPIs) of the process, such as lead-time,
are usually measured before VSM to establish a reference point of the initial situation. Value-added,
non-value added activities, and inventories are evaluated in terms of their time contribution to the
lead-time of the process. After VSM, value stream design outlines the idealized solution for improving
the studied process to reduce waste, lead-time, work in process (WIP), and inventories. At this phase,
KPIs are measured again, and an action list of improvement proposals is attained. To implement the
updated procedure progressively, a pilot series can be set up to validate the measures applied. Finally,
the work plan and final implementation are carried out.

VSM/VSD methodology has been widely applied in multiple organizations and industries. Several
articles have been reviewed in the literature, not only considering specific industries [47] but also
including different sectors [48,49]. Processes of a wide number of case studies demonstrated the
benefits of this lean technique. For example, from the automotive and transportation industry, Wee et
al. presented VSM as an effective tool to systematically analyze a lean supply chain problem [50]. Lead
time and cycle time were reduced in process lines of auto-parts [51,52] and manufacturing cells [53].
Other manufacturing sectors with confirmed performance results after VSM/VSM applications are
plastic injected products used in the healthcare industry [54] and textile and apparel companies [55].
Authors in [56] analyzed traditional steel production processes used in appliance manufacturing and
demonstrated the suitability of VSM lean technique and simulation models to evaluate the implemented
configurations. Additional case studies with VSM/VSD application with satisfactory results were
the industrial paint manufacturing case presented in [57] and the fishing net production company
of [58]. Nowadays, a new approach of VSM/VSD related to Industry 4.0 is also under study [59],
considering the modeling of internal logistics data [60] or integrating the VSM methodology with a
system dynamics analysis [61].

Supply chain challenges in the consumer goods sector were addressed in [62] and [63] to improve
two particular processes in the wine and agri-food industry, respectively. The success of value stream
mapping is, for example, also demonstrated in product development phases [64], logistical system
design [65], software development [66], and service industries [67], so that the universality of this
lean technique is worthy of note. Finally, other applications of value stream analysis focused on
environmental, waste reduction [68], or manufacturing sustainability performance improvement [69–71]
are presented in the bibliography, and also social and economic sustainability issues are targeted with
value stream analysis [72–74].
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Additionally, new approaches for VSM have been presented in the literature. Haefner et al. [75]
included in the VSM analysis quality assurance measures to reduce the rate of defects and quality-related
costs. Toivonen et al. [76] introduced in the value stream analysis innovative principles, such as TRIZ and
ideation tools, for improving complex processes with a holistic understanding of systems. In [77], a holistic
and multi-level VSM approach is presented for multiple sectors. The authors in [78] proposed a similar
VSM analysis but, particularly, for information streams in a demanding production case environment.

However, thorough research revealed the scarce academic publications on the evaluation of lean
techniques, such as VSM/VSD, applied to the military field and to their logistics processes. In this
work, the case study addresses the use of lean tools, such as VSM/VSD, in military logistic processes to
improve the material order processing lead-time as a key performance metric of the ABC organization.

3. Methodology

To structure the research, DMAIC (define–measure–analyze–improve–control) methodology was
followed, whose principles are aligned to kaizen or continuous improvement in lean thinking. DMAIC
is a structured procedure used in Six Sigma and often described as a problem-solving approach [79]
to improve manufacturing and business processes by minimizing their variability when focusing on
defects and their causes. Six Sigma projects using DMAIC and their benefits are widely demonstrated
in the literature [79–83], even with application to SCM [83,84]. Some examples of Lean Six Sigma in
military context were found. In [85], the author analyses the application of Lean Six Sigma (LSS) within
the Department of Defense (DoD), providing some examples of implementation of this methodology
in the United States army, navy, and air force. In the same direction, Baily et al. [86] applied LSS
in an army depot maintenance and support processes of command and control systems across the
Department of Defense (DoD), reducing the number of repeated material runs for end items and raw
materials by 50% in the depot machine shop.

In this work, value stream analysis was integrated into the Six Sigma DMAIC structure for the
project, as is shown in Figure 1. We defined a list of the activities planned in the project that was
structured into the five DMAIC phases. In addition, a definition of the lean tools selected for the
project was done, focusing mainly on Gemba Walk for the process audit, and value stream mapping
(VSM)–value stream design (VSD) for the supply process analysis and optimization.

Figure 1. Define–measure–analyze–improve–control (DMAIC) project structure: lean tools and
project activities.
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4. Case Study

As previously said, ABC is a military unit in charge of the supply of a wide range of spare parts.
Due to the importance of response times for armed forces purposes, the selected process to be improved
is the order processing of spare parts and new materials that military units deployed in national and
international locations demand. Therefore, the study is focused on the procedure between the order
generation from a military unit that requests the material and transportation to the final destination.

In the Define phase of DMAIC and after the constitution of the project team, the process under
study was selected, and data collection was done from the registered information in the main database
of ABC. In this case, we considered the orders, which are processed daily by the ABC unit. The key
performance indicator (KPI) of the process to be optimized is the lead-time of the order fulfillment.
Thus, it was assumed the lead-time of the process was the sum of not only the order’s processing time
but also waiting times that could produce delays or intermediate stocks along the process. Due to the
different activities carried out in the process, the complete lead-time was also subdivided into several
intermediate times that were measured. In particular, the lead-time used in this work was calculated
from the date when ABC received the order until the date when the delivery notification was sent to
the requesting military unit.

Once the process to be analyzed and its reference KPIs were defined, the goals of the project could
be established. The organization ABC initially proposed to reduce the lead-time of the order processing
at the end of the project up to 0.5 days. Additionally, the following requirements and targets are settled:

• Non-value added activities in the supply process should be identified.
• The affected areas of the process and the required times of their activities should be evaluated.
• General process improvements should be identified and the effectiveness of the actions proposed

should be validated.
• The new procedure should be documented by redefining activities, workflow, responsibilities,

and layouts.
• The requirements established by their own organization should be guaranteed.

The analysis of the current performance of ABC was carried out in the measure phase based on
the historical data of the years: 2014, 2015, and 2016. The ABC unit handles an average of 15,000 orders
per year, which could correspond, independently, to requests from a national territory or from the
operation zone. Based on the origin of the order, a priority is assigned. The initial study calculated
the average lead-time of the process before the lean optimization to establish a reference value as a
zero point for the lead-time indicator. The values calculated for 2015 were 6.76 days for the average
lead-time and 6.74 days for the standard deviation of the process in the study. It is worth mentioning
the high dispersion of the values measured. Therefore, an additional target for minimizing the high
variability of the process was settled.

Additionally, the main incidences in terms of time and frequency, material parts affected, and
their potential causes were identified. In this way, an analysis of critical materials was carried out for
the most representative period (January to June 2016). It can be concluded that 5% of the material
orders were completed on the same day that the supply order was generated from the unit. However,
there were critical materials with relatively high values of lead-time. As shown in Figure 2a, among
all the materials ordered from January to June 2016, 3% of those material numbers had a lead-time
greater than 9 days. This value has been considered as critical after the analysis of lead times in years
2015 and 2016, in terms of average lead-time and standard deviation. These relatively high average
lead time values resulted from having materials with high peak lead time values and low ordering
frequency, or high ordering frequencies with more moderate lead times. The representation of the
different areas cited according to the problems associated with the material (high lead-time or high
ordering frequencies) is shown in Figure 2b. These materials were analyzed individually, and specific
action plans were defined, given their big influence in the global lead-time indicator of the process.
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Figure 2. (a) Critical materials global analysis (2016); (b) Lead time vs. ordering frequency of critical
materials (2016).

4.1. Current State Map

Gemba is the lean term related to the “go-and-see” principle that refers to “real place”, where
the work is happening. Hence, Gemba walk is the tool to analyze processes with concerned people
by observation at the value-add location. This also served as an opportunity to discover Kaizen
ideas, whereas the different areas, managers, tasks, and estimated times are recorded from the last
process activity to the first one. In this case study, three departments of the supply chain were audited:
the supply chain control office, the internal material warehouse, and the expedition area to the final
military unit. There are approximately 15 employees working in these departments, with 8 am to 3 pm
working shifts five days a week. Gemba walk finished with the workflow diagram generation of the
material order process in the ABC unit. This diagram represents all the activities revised given the
affected departments and considering the critical path. This critical path is the worst-case process in
terms of time (longest lead time) and number of tasks (highest number of activities and intermediate
waiting times).

Integrated into the analyze phase and after the workflow diagram definition, the activities structure
was analyzed. In this case, 48 activities encompass the current material ordering process, being 21
classified as value-added (VA), 21 as non-value added (NVA), and 6 as semi-value added (SVA). In
addition, different types of wastes were identified in the process, representing the over-processing
of the material order in the different areas, a percentage of 54% out of the total mudas or wastes
identified in the process. It was clearly seen that overwork or redundant verifications were handled
systematically along the process. Other remarkable wastes were the waiting times between operations
or sub-processes (22%) and the reworks (13%) due to failures in the process. Based on this analysis,
one of the focuses in the VSM/VSD was to eliminate redundancies that affect clearly the final lead-time
of the process.

Once the classification and time of all the tasks were defined, and the complete workflow finished,
the process timeline was obtained, and the key performance indicators of VSM were calculated. This is
shown in Figure 3, where the ABC current state map is simplified to summarize the results obtained:
total and added value activities, lead-time, and kaizen ideas associated with each area of the process.

The VSM confirms the excessive material transport and high administrative workload detected
in the process because of the established organization procedures. Nevertheless, both aspects might
be improved in the ideal case. In summary, five waiting times were identified in the material order
processing procedure of ABC representing these inventories 13.84 days that the material order could be
blocked in a worst-case scenario. This could be due to delays in order’s endorsement from superiors,
pending transport approvals, or further calibration and testing of the order’s material. Over the VSM
represented in the swim lane diagram, 20 kaizen ideas were tagged. The sequence of the activities
presented in the current state map supposes a lead-time of the process of 49.73 days. If the relation
between added value (VA) and non- and semi-added value (NVA + SVA) is calculated, the obtained
percentage is 1.57%. This result indicates the high improvement margin that exists in the process,
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taking into account the small percentage of activities effectively devoted to the processing of the order
and material requested.

 

Figure 3. Value stream mapping (VSM) for material order processing procedure: simplified current
state map.

The information flow and the mechanisms used are also a key issue to be analyzed and optimized
with the value stream mapping. Those mechanisms were indicated in the current state map, and the
potential ideas to improve the value-added in the information tasks were included in the action list.
The information flow from customers, the military unit that requested the material in this case, to the
ABC unit, was standardized in the official information technology (IT) logistic information system
of the army. The ABC personnel proposed a vast range of optimizations in the information loading
process in the IT system. In addition, hard copies of the IT material order registered in the system
were unnecessarily printed, used as working paper along the process, and finally stored. This could
be easily solved by working only with the soft order in the IT logistics system. In this line, massive
changes in the main SCM information system and future elimination of additional existing databases
were considered.

4.2. Future State Map

The design of the ideal process consists of defining and listing the activities that could improve the
material order and information processing flow, according to the critical points and potential upgrades
identified in the VSM analysis. All these activities are covered in the improve phase of DMAIC. The
degree of improvement is measured by the indicators, i.e., lead-time of the process. Hence, to meet the
requirement of minimizing the lead-time, we carried out different actions to increase the value of the
process. This was achieved by involving people and key partners, optimizing the current activities,
and eliminating and/or minimize waiting times and inventories between tasks to create flow [34].

With the new list of process activities, the future state map out of value stream design (VSD)
is schematized in Figure 4, where the improvement obtained in the total lead-time of the complete
process is worthy of note.

The comparison between the indicators measured before VSM and after VSD is shown in Table 1
and Figure 5. The number of activities was reduced up to 56% from 48 to 27, by minimizing NVA
activities (from 21 to 5) and SVA activities (from 6 to 3). Therefore, the value-added of the process
was increased. Considering the number of activities, VA tasks suppose 70% of the whole process after
VSD. The ratio between added value and non-added value operations is for the ideal situation, 48.86%.
This shows the optimization in terms of value in the whole process. The lead-time of the process
was also minimized from 49.73 days to 0.75 days. In brief, the presented results indicate that the
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order processing procedure could be noticeably improved theoretically, by implementing the proposed
actions. As a result, the ABC unit would be able to complete an order in less than one day in the ideal
process situation.

 

Figure 4. Value stream design (VSD) for order processing procedure: simplified future state map.

Table 1. Process indicators before value stream mapping (VSM) and after value stream design (VSD).

Indicator Before VSM After VSD

Total activities 48 27
VA activities (%) 21 (44%) 19 (70%)

NVA activities (%) 21 (44%) 5 (19%)
SVA activities (%) 6 (12%) 3 (11%)

VA (hours) 6.17 1.96
NVA (hours) 391.68 4.01

VA/[NVA + SVA] (%) 1.57% 48.86%
Lead Time (hours) 397.84 5.97
Lead Time (days) 49.73 0.75

Notation: VA (value added), NVA (non-value added), SVA (semi- value added).

 

Figure 5. Results before VSM and after VSD: (a) Number of activities comparison; (b) Indicators of
activities percentage.

Both kaizen value-stream improvement focused on material and information flow and process-level
kaizen consisting of elimination of waste at the shop floor level were targeted. The summarized
outcomes of the future state map are the following: (i) optimize material transport routes and
procedures between warehouse and expedition area, (ii) eliminate redundant material checking and
identification tasks, (iii) establish new standardized procedure for daily routine between the supply

101



Appl. Sci. 2020, 10, 106

chain control office and the warehouse, (iv) personnel capacity balancing among departments based on
tasks redesign and new assignment plan, (v) design of new material pick-up routes in the warehouse
based on material location and volumes, (vi) generation of change requests package for routine
administrative tasks in IT army logistics information system affecting the material order processing
procedure, (vii) improve the information system of the process by elimination of material order printed
documentation, (viii) elimination of waiting times between departments affected, (ix) monitoring and
control of primary indicators of the process systematically, (x) increase visual management in the
whole process.

4.3. Implementation Plan Outline

The kaizen improvement ideas were included in the action list, where responsibilities and affected
tasks were defined. Thus, there were 20 actions to be implemented to achieve the ideal process defined
in the VSD. All of them were carefully analyzed by the organization and the owner of the process to
evaluate their impact, resources needed, and potential risks to be avoided using a contingency plan.
Ideas that demanded capital expenditure were limited since the study was carried out in the middle of
the year, and the budget of the ABC unit was limited. This analysis ended with the definition of the
implementation plan for the new actions.

Value stream design concludes with the theoretical results obtained for the new ideal process.
Nevertheless, to validate these results, the implementation of this new, improved process should be
attained. As the different proposals for process change were not easy to implement at once and to
validate them progressively, two pilot phases of implementation were defined in ABC before the
complete deployment of the action plan in the whole process. Both pilot phases were extended in time
approximately for 10 working days. The affected number of orders and associate material references
were incremented progressively from phase 1 to phase 2, being arbitrarily selected in both phases. In
brief:

• Pilot phase 1: 11 working days, 26.4% of the total request orders processed with the new process,
143 different types of material references.

• Pilot phase 2: 10 working days, 53.0% of the total request orders processed with the new process,
200 different types of material references.

Thus, in the next DMAIC control phase, we included the analysis of the indicators obtained in
the pilot implementation phase as an important input to confirm if the project copes with the initially
established requirements.

At the end of pilot phase 1, the method used for evaluating the effectiveness of the improved
process implementation was hypothesis testing or sometimes referred to as significance testing. Hence,
the research hypothesis (H0) was that the new procedure is related to the minimization of the lead-time
value. Two groups were defined, given the processed orders considering procedures, the previous one
and the new proposed. Additionally, pre-test and post-test differentiation were made with regards to
orders included before and during the pilot phase 1, respectively. A parametric test was considered
due to the accomplishment of the following assumptions: randomness of the sample observations,
normality (central limit theorem), homogeneity of sample variances from the same population. A
Student’s t-test was applied, considering the 95% confidence interval to test a hypothesis about two
means. Table 2 shows the results of the test, including the lead-time by orders. Given the significance
obtained, in both cases, the value of 0.05 was not exceeded, H0 could not be rejected. Then, the pilot
phases continue with phase 2.
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Table 2. Significance testing results considering pilot phase 1.

Study Groups
t-Test for Equality of

Means
t Freedom

Degrees
Sig.

(2-Tailed)
Mean

Difference
Std. Error
Difference

Post-test
Experimental group
and control group

Equal variances
assumed −3.56 608 0.000 −0.614 0.172

Equal variances not
assumed −3.50 518.9 0.001 −0.614 0.176

Experimental group
Pre-test and Post-test

Equal variances
assumed 5.43 10939 0.000 2.243 0.413

Equal variances not
assumed 18.18 733.2 0.000 2.243 0.123

5. Results

The KPIs obtained for both implementation phases are shown in Figure 6, considering the total
number of orders processed by ABC during the year 2016, and the ones processed in the two pilot
implementation phases. The lead-time was significantly improved in the new VSD process (pilot phase
1 and pilot phase 2). If we compare the current and implemented process (2016 data), the lead time
mean value was reduced by half approximately, as can be seen in Figure 6. Additionally, its deviation
was also improved, achieving a reduction value of 76%.

Figure 6. Pilot phases results: lead-time by orders.

Due to the fact that the different orders might not be comparable in terms of requested and type of
material, a specific analysis considering material references is also presented. In this case, the material
references included in each pilot phase were compared to the same material references behavior with
the old process before VSM/VSD (2016 data in Figure 7). As is shown in Figure 7, the improvement in
the average lead-time and deviation was proved in both pilot phases. In pilot phase 1 (see Figure 7, left),
the results showed an improvement in the average lead-time of 45.24%, and the standard deviation of
the lead-time value decreased 39.13%. During the pilot phase 2, when the new process was extended
to more material orders processed by ABC (see Figure 7, right), the average lead-time improved 50%,
and the dispersion of the process measured with the lead-time standard deviation indicator showed a
29.17% improvement. As it was mentioned before, it was not only important to reduce the lead time of
the material ordering process of ABC to optimize their fulfillment delivery to the external units but
also to minimize the variability of the process. It is important to highlight that no increase in the orders
reject rate was detected after the implementation of the VSD new process in the pilot series. Figure 8
represents the improvement achieved by comparing the lead-time vs. ordering frequency by material
reference before and after implementation pilot phases. Despite the limited number of references and
quantities analyzed (y-axis), the lead time values calculated for the materials included in the orders
processed under the new procedure showed a clear reduction. It is proved that for the same materials
the actions considered provided better performance results in terms of delivery fulfillment.
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Figure 7. Pilot phases results: lead-time by material reference.

Figure 8. Pilot phases results: Lead-time vs. ordering frequency by material reference (a) before and
(b) after implementation pilot phases.

As a last step of the VSM/VSD, the new procedure designed with the VSD, validated with the two
pilot implementation phases, was applied to the 100% of the material orders from January 2017 onwards
covering approximately 7800 orders after considering all the action list proposals. The following results
confirm the positive degree of improvement in the ABC material order processing procedure with the
application of lean methodologies. The temporal evolution in the lead-time (average and standard
deviation) is represented in Figure 9, where the relative variation is shown in percentage considering
the last four years (2014–2017). It is demonstrated that the KPIs of the process, including the VSM/VSD
results, show an improvement. After the implementation phase in 2017, the average lead-time and
deviation were reduced up to 69.6% and 61.9%, respectively, considering the initial situation in 2014.
The results also confirmed the data obtained in both pilot implementation phases. Therefore, the KPIs
behavior in the year 2017 after the complete implementation of the VSM/VSD actions in the process
improved successfully.

Figure 9. Temporal evolution in percentage terms of average lead-time and deviation (2014–2017).
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Thus, we can conclude that the application of the lean tools VSM/VSD to the material order
processing procedure carried out in the ABC military organization was correctly implemented, clearly
improved the average lead-time of the process, and reduced its standard deviation showing an evident
improvement in its variability.

6. Discussion

This work presents the implementation of lean methodology value stream analysis in a particular
case of military logistic processes. Specifically, the lean methodology value stream analysis (VSM/VSD)
was applied satisfactorily to the material order processing procedure, which plays a key role in the
ABC military organization supply chain. First, the state-of-art study showed that there is a lack of
references with the same purpose and field of application. Although lean tools, such as VSM/VSD, are
widely used in the industry, military issues are not so common in the literature when relating lean
thinking and logistics. In addition, the case study is characterized by the special operating conditions.
The high number of material references, the absence of demand patterns, and the high variation of the
spare parts orders were the main challenges faced during the project.

The critical activities of the process were identified, and the times invested in each task together
with the value-added in the affected areas were assessed. Therefore, we carried out a complete
evaluation of the value-added chain of the order processing procedure in the project. This was
extremely important to define the key activities to eliminate, improve, or redefine with the ultimate
target of increasing the value-added of the complete supply chain. Kaizen ideas were detailed to
illustrate the solution strategy proposed for this project. The development of a lean logistics concept,
eliminating the waste and increasing the added value of the spare parts supply process, enables the
improvement in the delivery fulfillment of the ABC organization to the requesting military units,
qualifying the correct achievement of their missions in national territory or operation zone.

The implementation of the two pilot phases of the ideal VSD process performed successfully
showing a clear improvement in the key performance indicators. The validation of the actions derived
from VSM/VSD in the test period was decisive to finally decide the implementation in the complete
order processing procedure from the beginning of 2017. After the ideal VSD process deployment, the
results indicated that the future state map could increase added-value activities from 44% to 70%, and
the average and deviation of the lead-time was reduced up to 69.6% and 61.9%, respectively, from 2014
to 2017.

The integration of analytical tools to evaluate the system variation, including modeling and
simulation of the system before and after the value stream analysis application is recommended as
future activities and research lines. The implementation of the lean management approach presented
in this work in a military logistics procedure highlights the need for reinforcing these practices in the
military context. According to the obtained results, we can also conclude that lean methodologies
could be further extended to other military logistics processes and units with the ultimate target of
improving the military unit’s delivery fulfillment.
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Abstract: At the moment, many engineer-to-order manufacturers are under pressure, the overcapacity
in many sectors erodes prices and many companies, especially in Europe have gone into recent
years in bankruptcy. Due to the increasing competition as well as the new customer requirements,
the internal processes of an ETO company play an essential role in order to achieve a unique selling
proposition (USP). Therefore this paper exposes how the production planning and control of an
engineer-to-order manufacturer can be designed in order to increase its OTD (order-to-delivery) rate
as well as decrease the WIP (work-in-progress) and the production lead times. To prove the optimized
planning logic, it was applied in a simulation case study and based on the results; the conclusions
about its potential are derived.

Keywords: engineer-to-order; order management process; production planning and control; capacity
planning; maintenance management; order-to-delivery; agent-based simulation; metallurgical industry

1. Introduction

Markets for engineer-to-order (ETO) manufacturers that were stable in the past are now dynamic
and uncertain in which prices have reduced over the last decades [1] (p. 43). At the moment, many
ETO manufacturers, such as companies in the metallurgical sector, working for specific needs and
end-segments such as the steel industry, are under pressure; the current overcapacity is destroying
prices and profitability [2] (p. 2) and many producers have closed facilities, have made layoffs and
have gone in bankruptcy in recent years [3] (pp. 1–2). As an example by the end of 2015, U.S. steel
producers were utilizing less than 65% of their capacity, and were forced to lay off 12,000 employees
in this year [3] (p. 1). In 2007–2011 capacity utilization was about 80% and supply and demand was
in a balanced state, but since 2012 the overcapacity challenge was becoming obvious, with 74.8% in
2014 [4] (p. 62), less than 70% in 2015 [3] (p. 5) and with a recovery in 2018 due to a reduction of
capacity since 2015 with 75.7% capacity utilization with 2233.7 million tons of capacity available [5]
and 1690.1 of produced crude steel [6] (p. 2). The overcapacity created was driven by new investment
from old market leaders as well as new emerging market companies in the last decades like in China,
which now has two-thirds of world steel overcapacity [3] (p. 1).

On the other hand, in respond to that, ETO companies are continuously seeking for ways or
methods how to reduce costs and lead times as well as increasing their external flexibility [1] (p. 43).
In the literature there is limited research related to supply chain management in the low-volume
engineer to order (ETO) sector, in contrast to the extensive literature on the high-volume sector,
particularly automotive and electronics [7] (p. 179). The limited research that has been undertaken in
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the low volume ETO sector has focused on production control, information systems, manufacturing
systems and the co-ordination of marketing and manufacturing [1] (p. 44).

In this global market situation, current producers need to work on their technological and
organizational advantage. On the one side, the steel industry has a low frequency of innovation
compared to other industries with process technologies have been used for decades [8] (p. 8). Until the
recession in 1973, advanced countries such as US, Japan and European countries were increasing
their steel production [8] (p. 9). Due to the recession, steel demand decreased and US and Japanese
steel firms were forced to export their technology [8] (p. 10). Therefore, the first potential unique
selling proposition (USP), the technological advantage, hardly exists anymore for US, Japanese, or
European countries, as many companies worldwide have access and have invested in new equipment
in recent decades and years, mainly in developing countries [9] (pp. 2–3) such as Korea, Taiwan, Brazil,
and China [8] (p. 10).

For ETO companies, the question arises of what options remain to improve their competitive
situation and to shape a long-term and profitable business model. In addition, additional cost savings
programs will not be enough to achieve sustainable returns. For this reason, ETO producers need
to be focus on the second potential USP, the internal process optimization, such as digitization and
optimization of business processes enabling a better service level to end-customers.

1.1. Research Questions and Goals

On the basis of the previous paragraphs, this paper aims to provide a methodology for the
improvement of internal processes in regard to production planning and control by optimizing internal
parameters, work-in-progress (WIP), and production lead times, as well as end-customer service level,
and order-to-delivery (OTD). The final goal of this optimization would be to increase the company’s
competitiveness securing its long-term existence. Based on these objectives the following research
questions can be declared:

• Which are current challenges of ETO manufacturers?
• Which is the current common production planning strategy being used in ETO industries?
• How do other production planning strategies can be applied to the ETO sector?
• What is the potential benefit of this change?
• In order to achieve these goals, this paper presents the following structure:

1. Introduction: definition of challenge, objectives, and simulation.
2. Literature review of:

� Engineer-to-order typology and characteristics;
� Organizational model for the order management process;
� Production planning and control: push versus pull;
� Capacity planning and maintenance;
� Theory of constraints (TOC) and drum-buffer-rope (DBR);
� Agent-based simulation.

3. Typical initial situation and development of pull production control for ETO manufacturers.
4. Applying the model for production control to the metallurgical industry through simulation.
5. Simulation results and implementation.
6. Conclusions.

The main expected outcome of the research paper is that a pull control approach using
drum-buffer-rope (DBR) approach will lead to an improvement of OTD and to a reduction of
lead times and WIP stocks.
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1.2. Methodology Used

The research methodology for an ETO company consists of the steps shown in Figure 1:

 

Figure 1. Methodology used: steps.

Based on the previously described methodology two different models are simulated, a classical
push production control model versus a pull production control. The main objectives are: to generate
knowledge of the supply chain, development and validation of improvements using what would
happen if of analysis and quantification of the benefits of decision support at the level of strategic
decision making [10] (p. 4). One recent modeling method is agent-based simulation and it has no
standard language. The structure of an agent based model is created using graphical editors depending
on the software. The behavior of agents is specified in many different ways. Frequently, the agent
has a notion of state, and its actions and reactions depend on its state [11] (p. 14). For the research
work AnyLogic was used and the models presented production orders as agents with their own
characteristics. As a consequence the research was qualitative in the conceptualization and quantitative
for the simulation models and data used. In Figure 2 it can be shown the steps followed to perform the
simulation of the two models:

 

Figure 2. Simulation methodology used.

2. Theoretical Background as the Basis for Model Development

2.1. Engineer-To-Order Typology and Characteristics

Based on the literature six different supply chain typologies can be defined to describe the
range of possible operations: engineer-to-order (ETO), buy-to-order (BTO), make-to-order (MTO),
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assemble-to-order (ATO), make-to-stock (MTS), and ship-to-stock (STS). The ETO supply chain is
described as a supply chain where the customer order decoupling point is located at the design stage,
so each customer order influenced the design phase of a product [12] (p. 741).

The characteristics of the manufacturers with ETO are customized and high-value added
products, in low volume with deep and complex product structure in order to meet specific customer
requirements [1,7] (p. 43, p. 179). It is primarily associated with large, complex project environments in
sectors such as construction and capital goods. However, while the term ETO is used, in the literature
exists confusion about the appropriate strategies and there is no major systematic literature reviews or
syntheses of knowledge relating to the ETO supply chain type [12] (p. 741).

2.2. Competitiveness

The competitive advantage of ETO companies is based on the fulfillment of individual customer
requirements [13] (p. 16). This approach demands a high flexibility of the manufacturing process [14]
(p. 1). The success factor is the capability to deliver the specific order in time [15] (p. 384). As a
consequence, a short lead time and effective synchronization of the production management processes
are key [14] (pp. 1–2) to gain competitiveness.

Between innovation and competitive advantage, there is a complex and multidimensional
relationship [16,17], in which sustainability plays a primary role. Therefore, the innovation must be
characterized by sustainability [18] (p. 8).

As an example, the competitiveness of steel production is based on a set of internal comparative
advantages such as labor costs, consistent economy and foreign trade policy, long-term work experience,
energy prices, or highly efficient work organization [19] (p. 122). These indicators provide us how
these factors differ and how they affect the international competitiveness of steel products [19] (p. 122).
Based on that, the EU is losing its competitiveness in those market segments where it is not possible to
apply other competitive advantages such us: innovation, know-how, or scientific and research outputs
for commercial purposes [19] (p. 120).

2.3. Organizational Model for the ETO’s Order Management Process

There are three stages of interaction between ETO companies and their customers. The first is
marketing [7] (p. 188). The second stage is tendering that involves the preliminary development of
the conceptual design and the definition of major components and systems. A technical specification,
delivery schedule, price, and commercial terms are agreed. Of costs 75–80% are committed at this stage.
The third stage takes place after a contract has been awarded and includes non-physical processes,
such as design and planning, and physical processes associated with manufacturing, assembly and
commissioning. Supply chain management in ETO companies involves the co-ordination of internal
processes across these three stages [7] (p. 188)

ETO companies span a continuum from a fully integrated company that manufactures all
components and assemblies at one extreme, to a pure design and contract organization at the other.
The appropriate structure for a particular company is dependent upon many factors including cost,
capital available for equipment, potential utilization of plant, internal and external capabilities and
flexibility. These factors vary from firm to firm giving rise to different levels of vertical integration [7]
(p. 188).

2.4. Production Planning and Control: Push Versus Pull

One of the central tasks of production management is production planning [20] (p. 27). The original
tasks of production planning include the planning of the products to be manufactured, as well as the
required production factors and processes [21] (p. 29). Production management contains the tasks of
design, planning, monitoring, and control of the productive system and business resources such as
people, machines, material, and information [22] (pp. 249–273). In this context the task of production
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planning and control is the planning and control of deadlines, delivery dates, capacities and quantities
of manufacturing, and assembly processes [21] (p. 29).

The planning of production processes contains a comprehensive planning of delivery dates
oriented to customer orders, a reservation planning of the capacities oriented to each of the machines
(sequence planning) and a planning of the personnel and material to be available [23].

The processes in a supply chain are divided into two categories depending on whether they are
executed in response to a customer order or in anticipation of customer orders. Production according
to the “pull” principle is initiated by customer orders, while the “push” principle is initiated and
carried out in anticipation of customer orders and is usually based on demand forecasts. This dilemma
is extremely useful when considered the strategic decisions related to the design of the supply chain,
and therefore of the production [24] (p. 14). The objective of the design of a productive system within
a supply chain is to find the balance between the two. Balance is described by the decoupling point
of the customer order [25] (p. 52). An ETO manufacturer is a producer following mainly the pull
principle across the supply chain with the decoupling point at the beginning of it or even not existing
well pure pull is applied.

In terms of the publication the concept of push and pull compared does not correspond to the
nature of producing in response or anticipation of customer orders, but it deals with the regulation
and control method applied in the production process in order to release orders into production in the
different steps. A push control approach initiates production trying to maximize production utilization
without considering stocks and the restrictions along the production process. On the other hand a pull
approach is based on the TOC and considers the restrictions and stocks in the current and future state
of the production system.

2.5. Capacity Planning and Maintenance

In this research paper it was considered the core capacity planning tasks and its relationship
with maintenance management. First, based on sales information the production master program
(PMP) determines what products should be produced and in what quantities at the following planning
intervals [26] (p. 57). The PMP is subdivided into partial processes of sales planning, primary
gross needs planning, primary net requirements planning, and approximate resource planning [21]
(pp. 41–43). The result of the PMP is a coordinated production program when considering the productive
capacities and sales expectations of the company [21] (p. 185). In the approximate planning of the
resources it is verified if the sales planning and the production programs can be carried out with the
available resources according to the type, quantity, and date on which they are planned and compared
with available resources. In this context, resources are personnel, facilities, tools and material [21]
(p. 43).

Process programming provides temporary relationships between production orders. There are
three methods: progressive programming, regressive programming, and midpoint programming.
The programming of the process can be carried out considering finite or infinite capacities. Capacity is
the output of an installation for a period of time. Capacity calculation for a production system
depends on maintenance in regard of machine availability. Moreover to calculate the total output of
the production system the quality and performance rates have to be added. For ETO manufacturers
capacity planning vary normally a lot depending on the product type due to the differences in terms of
time needed.

The capacity demand is then compared with the supply of available capacity. Based on this there
are two options in case the required capacity exceeds the offer. The first is to adjust the capacity by
increasing it thanks to overtime or special shifts. The second is to postpone demand peaks by shifting
manufacturing orders to later points in time [21] (pp. 48–50).

Sequencing of orders is carried out later with the help of criteria selected as priority rules or
minimization of equipment preparation times. The release of production orders is carried out taking
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into account detailed resource planning and detailed programming. In doing so, defined release rules
or methods are used, such as load-oriented order release [21] (pp. 55–57).

2.6. Theory of Constraints (TOC) and Drum-Buffer-Rope (DBR)

The theory of constraints (TOC) suggests the application of demand-pull approach combined
with buffer management to effectively manage inventory [27] (p. 23). The initial target buffer size,
when to adjust the buffer and the quantity to be adjusted are key management decisions that determine
whether the demand-pull approach can be successfully applied in practice or not [27] (p. 23).

DBR is the operational production planning and control approach within the theory of constraints
(TOC) introduced by Goldratt (1993). Based on it Gupta et al. (2002) investigated the workings of TOC
with the help of simulation. The main principle is to subordinate the production plan to the system’s
capacity-constrained resource (CCR). Buffers secure the CCR and the finished goods inventory against
starvation. The buffers are forecast of processing and transfer times plus a certain amount of safety
time. The area between material release point and CCR is covered by the CCR buffer, while the area
between CCR and the customers is controlled through the shipping buffer [28] (p. 2182).

3. Typical Initial Situation and Development of Pull Production Control for ETO Manufacturers

The production project pursued the following objectives, the development of pull planning
method for the improvement of the OTD (order-to-delivery), the reduction of the stock in WIP and the
reduction of the production lead times. The methodological steps are:

• At the beginning of the project a process recording has to take place. It can be done using value
stream mapping (VSM) or commercial tools for process mapping such as Microsoft Visio or Airis.

• On the basis of the analysis of the current process, the challenges can be normally identified.
Typical internal company challenges are:

� No overarching coordination of delivery dates between sales and production;
� Bottlenecks considered mainly in a reactive approach;
� Complex process with different production types along the production process;
� Current production planning and control strategy: normally a classic push control; where

the operative production areas always have to keep running, whether it is necessary or not;
� Volume or production unit as example tons of material as goal for operative

production managers.

• Analysis of the impact of the facts analyzed. On the basis of the previously described challenges,
the typical consequences of those common issues are:

� Local optimization;
� Initiation of production without complete customer specifications (blocked inventory);
� Long lead times;
� Insufficient delivery reliability;
� High inventories levels.

• After recording and analysis of the current process and its impact, the development of a new concept
has to be initiated. In this paper the so-called “bottleneck control” was selected. The principle of
bottleneck control explains that the bottlenecks ultimately determine the performance of the entire
production system and thus represent the clocks. If the bottlenecks are known, it is sufficient to
plan the bottlenecks. Since bottleneck control also has a regulating effect on the production stock,
there are two further positive effects: stock costs are reduced and throughput times are reduced.

The model suggests the implementation of four essential components for the design of the
bottleneck control within an organization with ETO manufacturing:
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1. Definition of machine groups or gates structures: first of all machines with similar process steps
are classified and alternative machines in terms of technical processing and output have to be
identified. By summing the total capacity of a gate structure, the output of a production process
group per period of time can be determined.

2. Development of product families: to reduce complexity, all sales items that follow the same
production path have to be grouped together. To do this, process modules and machine groups or
gates have to be determined. This made it possible to link the new production product families
with the sales product families. Additionally a list of typical bottlenecks per product family.

3. Determination and updating model of production lead times: lead times for each product family
in each process step or machine groups have to be determined: waiting, processing, and transport
times have to be settled by analyzing actual data. Lead time determination needs to have a
correlation with product families in sales so the promises of sales employees to end-customers
can be met. The lead times have to be updated based on real data feedback in a constant
frequency period.

4. Production capacity forecast: in order to provide transparency, all machine groups and gates with
robust capacity have to be forecasted on a time unit, as an example in an hour basis.

5. Interface to sales: controlled communication process between sales and production to assign
realistic delivery dates.

The new pull production planning and control logic also includes two important prerequisites
that are shown in Figure 3:

• Each item will have an order release;
• Each item will have a completion date.

Being both centrally controlled by a production planning area would allow global optimization of
the overall system as well as optimal utilization of the bottleneck.

Figure 3. Pull-production control logic.

4. Applying the Model for Production Control to the Metallurgical Industry through Simulation

In order to make the decision and to increase the acceptance for future implementations in ETO
manufacturers, an agent-based simulation was carried out in order to show the potential of this
approach. The goal of this simulation is the comparison of today’s common production control logic,
the push control logic, with potential pull control logic.

4.1. Process Recording and Data Collection

As explained the methodology the first step was to represent with a process mapping the material
flow of the ETO metallurgical producer and associating the data to the specific processes and product
families. The important representatives of the individual product families were depicted in a process
mapping tool and then brought into the simulation model with their respective production routes.
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For each product family, the needs of five years were taken to design the base scenario. The agents
that go through the simulation were the individual manufacturing positions or units with their
parameters such as tons, volume, processing time per machine group, order release date, completion
date, the transport times between machine groups, etc. In addition, these positions run through the
various machine groups along its production. Each machine group includes a number of machines
that manufactures the same products. The machine groups depend on their shift model, usually 15 or
21 shifts as explained before.

4.2. Model Formulation

Later, the logical differences between the models are to be described. Both models have the same
assumptions as well as the same framework conditions:

• Time horizon: The tasks are assigned according to their temporal relevance at different planning
levels. According to the St. Gallen management model, the strategic planning level has a planning
horizon of several years [29] (p. 80). Based on it, five years were chosen for the simulation of the
two models.

• Production mix: Seven different production families with 12 different production routes
were considered.

• Finite capacity for all production steps. Production capacity as the sum of the capacities of the
machines within a machine group.

• Processing times depend on the product family, on the variant of product family and on the weight
of the production unit.

• Same transport times between buffers and machine independently of the product family.
• Infinite transport capacity between machines along the production process.
• Infinite stock capacity before, along, and at the end of the production process.
• Raw and operating materials are always available for the production process.
• Assumed that in 3 weeks a batch for a steel type can be produced.
• Quality problems or rework lead times are not considered.
• Personal planning not considered.
• Depending on the machine group, 15 or 21 shifts per week.
• Production units are the agents that flow along the production process.
• If the load of a bottleneck is too high, the units wait to get a release date. If there are a certain

number of units waiting for it, the manufacturer loses the demand that influencing the bottleneck
until the number of units falls below the limit.

Table 1 describes the main differences between both models. The push control starts the production
in the steel mill, as far as the orders are in the order intake, since it follows the principle that the
machines must not remain still. This causes the production orders to start too early or too late, usually
too early, and as a consequence, the WIP increases. In addition, the delivery date determination is not
determined on the basis of the bottleneck resources per product family. This, together with a local
optimization in the individual production steps, leads to situations with high stock, long lead times
and poor on-time delivery.

On the other hand, in the pull control, order release into production is based on the load of
the bottleneck resources. For each product family, there are certain typical bottleneck resources to
analyze (e.g., indirect stock and direct stock before a machine group converted to processing hours).
Indirect stock of a machine group is the stock that has to be processed by this machine group, which is
already in production and that is not ready to initiate production in this machine group. By knowing
the total amount of processing hours needed to process the direct stock and the indirect stock, the model
can determine which one of the machine groups is a bottleneck resource. Therefore, delivery dates are
determined by dynamic lead times, which are determined on the basis of the system load. The third
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difference is the introduction of a global priority rule, which forms the basis for sequencing before each
production step. The priority of a position (%, as a percentage) is determined on the basis of the time
consumption at the delivery date, the higher the priority the sooner the position has to be processed in
that specific production step. This means that at every time period priorities are recalculated to create
a list of next production units to be processed in each machine group to optimize the system globally
by processing the critical units according to promised delivery date at first.

Table 1. Differences between push and pull production control models for a metallurgical manufacturer.

No. Difference Push-Control Pull-Control Applying TOC/DBR

1 Order release Order release for improving capacity
utilization in the first production steps

Regulated order release control
based on the system load

2 Determination of
delivery dates

Same order release for units of the
same product family Adjusted based on the system load

3 Sequence planning First in First out (FIFO)
Global Priority Rule: Priority

determined based on time
consumption on the delivery date

The two models have moving bottlenecks depending on the product mix that are in a particular
moment in production process. The pull-control model can anticipate the bottlenecks by knowing the
processing time needed in the current bottleneck resources. Based on this processing time a reliable
delivery date is given.

The previously described characteristics are shown in Table 1.

4.3. Model Programming

The simplified production flow simulated can be seen in Figure 4 below:

Figure 4. Simplified production flow of the simulation model: 6 main steps.

The models were created using delay times as lead times for production processes, transport,
waiting times, etc. The AnyLogic software allows providing a processing time or delaying time
depending on the agent entering in a machine group. When an agent or production unit enters a
machine, the processing time that depends on the agent is activated. After this time the unit goes out
of the machine and waits to be transported to the next processing step.
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Moreover, the agents within the simulation are the production units with their parameters
associated to them as listed below:

• Product family (number);
• Variant within the product family (number);
• Weight (tons);
• Processing lead time per production step (days);
• Days until security buffer (days);
• Transport lead times between all combinations of production steps (days).

Based on the flow of a production unit along its production process, the following parameters are
calculated dynamically within the agents:

• Waiting time until order release is given (days);
• Promised production lead time (days);
• Production lead time (days);
• Transport lead time (days);
• Waiting times along the production process (days);
• Days before or after the promised production lead time (days).

Demand is created within the model with gamma distribution and is equal for both models. Its
value is quantified according to the rate of incoming units or positions of a certain product family and
variant and it is recalculated every 90 days, assuming that a certain pattern remains for 90 days.

The key performance indicators (KPIs) for the simulation model are:

• Demand: production units ordered (units). The value is written in an Excel file in periods of
90 days.

• Production units started: production units released (units). The value is written in an Excel file in
periods of 90 days.

• OTD (on-time-delivery): percentage of units produced before the promised delivery date for
logistics (%). The value is written in an Excel file in periods of 90 days.

• Production throughput: cumulated production (tons).
• WIP: quantity of units in production process (units).
• Stock before and after production process: quantity of units before and after the production

process (units).

The KPIs per production family are: demand (units), OTD (%), production lead time since order
release (days), lead times for technical processing, transport and waiting times (days), percentage of
units that did not reach the security buffer (%), and the weight break-down of the units (tons and %).

The KPIs per machine group are: capacity utilization (%), planned load (weeks), priority of a unit
before a machine group (%), and direct stock (weeks).

4.4. Model Testing and Simulating

The models can be initiated with WIP production units or without them depending on the
adjustable parameters. Moreover, this and other adjustable parameters are shown in Table 2:
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Table 2. Adjustable parameters.

No. Adjustable Parameter Description Unit

1 Demand Expected value and deviation based on
gamma distribution Units per week

2 Maximal load per
machine group Production system load Days

3 Production lead time Time for production for the next orders Days

4 Security buffer Time for buffer for the next orders Days

5 Quantity of machines Number of machines per machine group Machines

6 Shift model Determines the planned production time Shifts per week

7 Performance factor Considers availability and performance losses %

8 WIP at time = 0 Quantity of units in production process at day 0 Yes/No

Moreover, the values for the described parameters are to be introduced in the cockpit of the
simulation model within the AnyLogic software, with the exception of the shift model that should be
introduced in other screen within the model, as depicted in Figure 5:

 

Figure 5. Cockpit of the simulation study for the push-control model.

In addition, Figure 6 shows the testing process performed within the simulation software:

 

Figure 6. Testing the model with the extreme-value test.
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5. Simulation Results and Implementation

The comparison was conducted with the following characteristics:

• Demand created within the model based on statistical distributions that are equal in both models.
• The following demand scenarios were performed are shown below in Table 3:
• Results are written in a “KPI (Key Performance Indicator)” Excel file and then compared between

the models.

Table 3. Demand scenarios.

No. Scenario Description Name

1 Scenario 1 Demand in an average level around 30 units
per week Base

2 Scenario 2 High demand for all product families
compared to base scenario High

3 Scenario 3 Low demand for all product families
compared to base scenario Low

4 Scenarios 4–10 High demand for one product family and
base for the others High for product family X

Results for all the scenarios were better for the pull-control with higher difference for scenario
2 and less difference for scenario 3. The results in Table 4 are those for the base scenario, scenario
1, and show a clear competitive advantage for the pull control, as it had achieved better on-time
delivery with less inventory and idle time at the same throughput. The biggest difference in the results
happened when there was a large order intake. In this case, the pull control was able to smooth the
demand with the determination of order release and completion dates, as it could act on the bottleneck
early on, but the push-control could only react reactively when it was already too late:

Table 4. Simulation results for push and pull-demand production control—base demand scenario.

No. Key Performance Indicator Push-Control
Pull-Control Applying

TOC/DBR

1 OTD (%) 74 95
2 Production throughput (tons) 75 77
3 WIP (units) 339 285
4 Waiting time (%) from total production lead time 51 34
5 Capacity utilization (%) 58 61

6. Conclusions

This chapter was divided into theoretical, managerial, and empirical conclusions explaining also
the limitations of the research performed as well as describing the potential research work derived:

Theoretical conclusions: the research paper pursued the following objectives, the improvement of
the OTD (delivery schedules), the reduction of the stock in WIP and the reduction of the production
lead times. In order to achieve these goals, a pull production control with a so-called “bottleneck
control” was developed for an ETO manufacturer providing steps as guidelines to follow in order to
apply it successfully in real manufacturers.

• A new concept using a TOC approach was developed.
• Steps for the implementation of the new concept developed were described.
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Managerial conclusions:

• The current challenges of ETO manufacturers were described and those influencing the production
system were integrated in the push control model.

• Internal efficiency was proved as key for metallurgical companies, in particular, for the
steel industry.

• The importance of a controlled and synchronized communication between sales and production
to assign realistic delivery dates that lead to higher customer satisfaction.

Empirical conclusions: to prove the utility of the new concept a simulation for a metallurgical
example was created by including the necessary instruments and control systems developed as well as
the validation by means of simulation. The model considered and simulated the variety of complex
process such a batch production in the steelworks and unique production items in the other production
steps as well as the interrelationships between them. That is why the planning and control system was
robust, simple, and transparent to every employee and for the end-customer.

• Both concepts, pull and push-control, were implemented in AnyLogic software with agent-based
modeling and simulated to compare the performance in different demand scenarios.

• The benefits of the change from a common push control approach to an approach using DBR are:

� Global optimization of the production system;
� Initiation of production with complete customer specifications;
� Shorter lead times;
� Higher delivery reliability;
� Lower inventories levels.

Limitations of the research work:

• Assumed that existing ETO producers used a production control based on a push approach.
• Complexity of an ETO manufacturer was partially built in the simulation model.
• Complexity of processes such as for steelmaking was not built in detail.
• Organization structure and interfaces were not considered in the simulation model.
• Quality problems were not considered.
• Concept was not proved in any company.

Future research: the potential research derived from this paper is:

• Transfer this research method to real production systems applying it in particular cases as an
assistance tool for sales and production planning leaders and controllers by centralizing all data
related to a topic in a short period of time enabling simulation of what-if-scenarios.

• Consider organization units and their communication within the simulation model.
• Improve the model from implementation feedbacks as well as apply it for production networks

with several production plants.

To sum-up, the research work show the potential benefits of a capacity management based on
a bottleneck control approach in which committed delivery dates can be met as well as improving
internal production key performance indicators leading to an increase in competitiveness.
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Abstract: The aeronautical industry is moving from high-capacity large-airplane construction to
low-capacity small-airplane construction. With the change in the production volume, there is a need for
more efficient manufacturing processes, such as stamping/deep drawing. However, the streamlined
shape and exotic materials of airplanes pose a challenge to accurate numerical simulation of the
manufacturing processes. In the case of the Inconel 718 material, researchers previously proposed
numerical models; however, these models failed to take account of some key parameters, such as the
degradation of the elastic modulus and intermediate annealing thermal processes. The aim of the
present study was to characterize the Inconel 718 material, with and without intermediate annealing
thermal treatment (TT) and to propose a suitable model. To evaluate the accuracy of the proposed
model, a U-drawing benchmark test was used.

Keywords: Inconel 718; Inco718; springback; bauschinger; autoform

1. Introduction

The aeronautical industry has long been one of the leading players in the development and
implementation of new high-added-value, advanced materials [1]. The big margin on manufacturing
cost compared to the material and performance has made difficultly shaped components and the
extensive use of trial and error methodologies in the manufacturing process characteristic of this sector.
Clear examples to reduce that effort are the work of Groche and Backer [2] on stretch forming and the
work of Zhan et al. [3] on Ti-alloy tube bending. Global mobility trends, together with tightening of
the economy, have led to a departure in aircraft manufacturing from big planes (e.g., A380 and Boeing
747) to the current trend of a large number of smaller aircraft (e.g., A320 or smaller) [4]. This change in
product volume has increased the importance of manufacturing costs relative to overall costs within
the sector.

Driven by such change, numerous aeronautical component producers have been exploring the
use of automotive-based technologies to reduce manufacturing costs, while maintaining quality [5].
In this regard, stamping (or deep drawing) is one of the most cost-effective manufacturing processes
for sheet metal components used in aircraft fuselage and engines [6]. The migration from traditional
forming processes to mass production stamping base processes has given rise to various issues due to
the high springback. Traditionally, aeronautical components are characterized by a very streamlined
and small curvature design and are manufactured with high- or very-high-strength material. These
two features increase the springback after forming exponentially [7]. To address these issues, thermal
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treatments (TTs) are commonly employed in an effort to reduce residual stresses or improve formability.
The sector is in need of high-volume manufacturing processes that allow for intermediate TTs.

Previous research demonstrated the importance of finite element methods in efficient design and
optimization of cold stamping processes [7]. In recent years, much effort has focused on the modelling
of aeronautical-grade stamping operations [8]. However, due to the innate secrecy of the sector,
little published information on this topic is available. In the case of Inconel 718, some information
is available on the elasto–plastic modelling of stamping operations. For example, Algarni et al. [9]
studied the ductile fracture of bulk Inconel 718, and Gustafsson et al. [10] modelled the behaviour of the
material at intermediate temperatures using kinematic hardening models. The most comprehensive
work on modelling Inconel 718 material was published by Ragai et al. [11]. They analysed and
modelled the springback behaviour of Inconel 718 used in the aerospace industry. In their hardening
model, they assumed constant elastic behaviour, with a Hill48 yield function and a Bauschinger
effect. Later research proved that a decrease in the apparent elastic modulus had a critical impact
on springback simulations [12]. Other studies showed that this phenomenon, which appeared to be
related to dislocation pile-up [13], increased springback after forming [14]. The friction conditions
during draw-in of the material were shown to be equally important [7].

To our knowledge, there are no studies on the impact of intermediate annealing TTs on material
behaviour. Therefore, in terms of aeronautical requirements, it is not possible to accurately predict
the forming behaviour and subsequent springback of components of Inconel 718 after intermediate
annealing TTs. In the present study, the behaviour of Inconel 718 material in its as-received (AR)
state and post-stretching TT (PSTT) state was analysed and modelled. First, potential microstructural
changes due to the annealing TT were analysed. Second, the elasto–plasticity behaviour of the material
(i.e., elastic behaviour, plastic yielding, hardening and necking limit) was characterized under both
AR and PSTT conditions. Third, the material behaviour was modelled and used as an input for deep
drawing simulations. Finally, U-drawing benchmark experimental tests were conducted, and the
accuracy of the different models developed was evaluated.

2. Materials and TTs

Inconel 718 material (HAYNES®718; Haynes International) (hereafter, Inco718) was used.
The material (1.645 mm thick) was supplied in a solution annealed state. Its chemical composition is
shown in Table 1.

Table 1. Chemical composition of the Inco718 material (wt.%).

Al B C Co Cr Cu Fe Mn Mo

0.65 0.004 0.049 0.37 18.10 0.04 18.6 0.22 3.07
Ni P S Si Ti Ta Bi Pb Ag

52.9 <0.005 <0.002 0.08 1.04 <0.05 <0.00003 <0.0005 <0.0002

The material specifications defined by the material supplier are defined in Table 2.

Table 2. Material specifications provided by the material supplier.

Elastic Modulus
(GPa)

σy (MPa) σu (MPa) Elongation (%)
Hardness

(HRB)
ASTM

200 419 871 46 92.4 6-8

According to the supplier, Inco718 has a Young’s modulus of 200 GPa, with a yielding stress
value of 419 MPa and ultimate stress value (real stress at σu) of 871 MPa. The material has a ductility
(elongation) of 46% at the point of necking, a grain size of 6–8 ASTM and hardness of 92.4 HRB.

Figure 1 shows the difference in the material in its AR state and PSTT state (i.e., after deformation
and annealing) in a simple tensile test.
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Figure 1. Difference between the as-received (AR) state and post-stretching thermal treatment (PSTT)
state shown as a post-TT test.

The standard test corresponds to the AR condition, whereas the PSTT condition corresponds to
the material after it had been stretched by up to 50% of its total elongation capability (50% of Rm
elongation) and subsequently annealed. In the intermediate annealing process, the holding time was
6 min under 980 ◦C, followed by air-cooling at room temperature. As the material had an elongation to
Rm of about 46% of plastic strain, a limit of 22% of plastic strain was taken as the pre-stretch for the
PSTT samples.

To evaluate whether the intermediate annealing process changed the microstructure beyond
the relaxation of the dislocations, a microstructural analysis of the material under three different
conditions was conducted. Figure 2 shows representative SEM-ETD images of the samples under the
various conditions.

Figure 2. SEM-ETD images of the microstructure of the material under three different conditions.
(a) AR condition, (b) after stretching the material to 50% of its stretching capacity and (c) after the
intermediate annealing process (PSTT condition). The images were taken in the RD&ND direction (on
the section plane between the rolling direction and the normal direction).

The averaged grain size of the samples remains on the 5 ASTM with a deviation of 1 ASTM.
On the one hand, this is on the boundary of the supplier specifications, and on the other hand, this
denotes that neither the TT and the pre-strain has deformed excessively the grain size.
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Based on these observations, there were no obvious microstructural changes in the samples under
the different conditions, suggesting that no critical microstructural changes were introduced during
the annealing process. The results also indicated that only the dislocation density played a role in
the elasto–plastic behaviour of the material. These results were expected as the holding time and
temperature specifications used in this study were taken from an aeronautical handbook. Thus, these
variables were not expected to modify the microstructure beyond stress relaxation.

Next, we investigated the changes in the behaviour in the elasto–plastic strain–stress state.

3. Characterization of Mechanical Properties of the Material

To characterize the elasto–plastic behaviour of the Inco718 material, we analysed its elastic
behaviour and plasticity-induced evolution in this behaviour, followed by an analysis of plastic
yielding and plastic flow. The hardening behaviour and Bauschinger effect were then experimentally
observed. The necking limit of the material, characterized by its forming limit curve (FLC), was then
evaluated. Furthermore, the surface texture and the impact of this texture on the friction coefficient
were evaluated.

3.1. Elastic Behaviour

Dislocation pile-up can lead to non-linear hysteresis behaviour during unloading and loading
cycles after plastic stretching of material [13]. Figure 3 shows a schematic of the behaviour of Inco718
in a loading–unloading test designed to characterize the material’s non-linear behaviour.

Figure 3. Schematic representation of the elastic modulus degradation testing in where:
(a) loading–unloading test and (b) a hysteresis loop observed during the elastic unloading–loading step.

During this test, a standard tensile sample was stretched until a pre-defined pre-strain value (εp1).
The sample was unloaded until zero stress was reached and then loaded again up to the pre-strain εp1

value. Next, the sample was unloaded again, and the cycle was repeated, increasing the pre-strain
level at each loop. A schematic representation of this process and the results obtained are shown in
Figure 3a. As shown by an analysis of the elastic unloading–loading (Figure 3b), the unloading (and
loading) path followed non-linear behaviour, creating a hysteresis loop. The modulus of the slope
linking the start and finishing points of the loop was then measured (i.e., the chord modulus, Ech).

Usually, the value of the chord modulus decreases with an increase in the pre-strain of the loop.
In the present study case, the value of the chord modulus in both sets of samples (AR and PSTT)
decreased from about 176 GPa at the first loading until around 150 GPa after 7% to 10% of plastic strain.
At least three samples were tested under each condition, and the average value is shown in Table 3.
The strain measurement of the samples was conducted using high-elongation strain gauges glued to
the centre of the tensile specimen.
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Table 3. Chord modulus evolution of the Inco718 material.

Pre-Strain 0% 1% 1.5% 2% 3% 4.5% 7% 9% 10%

AR (GPa) 176 160 156 155 152 149 149 149 149
PSTT (GPa) 177 157 155 153 151 148 148 - -

Figure 4 shows the evolution of the chord modulus (with the deviation of the values as error bars)
for both states (AR and PSTT).

Figure 4. Chord modulus evolution in the AR material and PSTT material.

As shown in Figure 4, similar changes were observed in the chord modulus behaviour of the AR
and PSTT samples. The latter may suggest that the annealing process completely dissolved dislocation
and that dislocation pile-ups were responsible for the hysteresis loops in the initial material state,
at least in terms of the material’s elastic behaviour. However, the chord modulus, which is commonly
used to denote the equivalent elastic modulus, rapidly decreased in the first 4% to 5% of pre-strain and
reached an asymptotic value of around 150 GPa. It is worth noting that the initial equivalent elastic
modulus (chord modulus of the first loading) was 20 GPa lower than that specified by the material
supplier. This is consistent with previous observations on high-strength steel when measuring using
strain gauges and taking into account the non-linearity of the first loading [14,15]. This difference
could have an impact on springback simulations [16].

3.2. Plastic Yielding and Plastic Flow

To experimentally evaluate the plastic yielding and plastic flow of the material, we conducted
a tensile test. The test parameters were as follows: rolling direction (RD), 45 degrees to the RD
(45D) and transversal direction (TD) to the RD. To evaluate the width strain and longitudinal strain
simultaneously, a digital image correlation GOM-Aramis 5M system was used. The through-thickness
strain was calculated based on the width strain and longitudinal strain values and assuming a constant
volume, and the anisotropy coefficient or r-value was calculated. Using linear regression, the values
were calculated between 10% and 20% of plastic strain. Table 4 shows the mean values of the three
samples. These values were considered representative of the plastic flow of the material.

Table 4. Anisotropy coefficients of the Inco718 material (mean value, where the deviation was less than
0.03 in all cases).

State RD 45D TD

AR (-) 0.616 1.043 1.085
PSTT (-) 0.766 0.983 0.981
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As shown in Table 4, there was no significant difference between the AR and PSTT behaviour of
the samples. The largest difference between both states was found at RD (0.15 of difference). However,
the difference was not remarkable from a practical point of view.

To evaluate the role of plastic yielding in triggering a stress state, the Rp02 was calculated in each
direction (RD, 45D and TD). In addition, to analyse the potential non-symmetry of the plastic contour,
plastic yielding triggering stresses were calculated under compression loads using an anti-buckling
device [17]. Table 5 shows the tension and compression values in each direction.

Table 5. Yield stress values of the Inco718 material under different directions and load conditions.

RD 45D TD

State Tensile Compression Tensile Tensile Compression

AR (MPa) 431 ± 2.1 441 ± 1.9 448 ± 0.8 449 ± 2.0 457 ±1.9
PSTT (MPa) 422 ± 2.3 435 ± 4.0 434 ± 2.7 434 ± 2.2 456 ± 2.5

Differences under 3% were found between the values of AR and PSTT. In terms of non-symmetry
of the plastic contour, the difference was less than 5%.

Similar to the plastic flow and elastic behaviour, no appreciable difference was observed between
the AR and PSTT states. Therefore, the use of a symmetric surface will not introduce too much error,
as reviewed by Lewandowski et al. [18].

3.3. Hardening Behaviour

Two main characteristics of the hardening behaviour of a material are typically evaluated:
stress–strain behaviour under monotonic stretching and the existence of a Bauschinger effect under
strain path changes.

Figure 5 shows both characteristics for Inco718. Figure 5a illustrates the characteristic stress–strain
relation in samples (n = 3) of the stretched material in both states (AR and PSTT), and Figure 5b shows
the stress–strain relation under a strain path change at 2% of pre-strain.

Figure 5. Hardening behaviour of the Inco718 material. (a) Monotonic stress–strain relation (engineering
stress-strain) and (b) strain path change and stress–strain relation.

As shown in Figure 5a,b, both material states (AR and PSTT) exhibited the same hardening
behaviour. The similar hardening behaviour is in accordance with the values found in the previous
experimental tests. The Bauschinger effect was observed in both states (Figure 5b), with early yielding
observed almost when the stress state started in compression. This phenomenon could be critical for
accurate predictions of stresses under strain path changes.

3.4. Formability

The necking limit, often denoted by the FLC (forming limit curve), is a critical characteristic of
all sheet material subjected to deep drawing operations. The FLC represents the limiting stretching
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value where necking occurs under different strain paths (major and minor strain ratios). The FLC is
determined in a Nakajima test, according to the ISO 12004 standard. The aim of intermediate annealing
processes is to restore the initial material state and, therefore, improve the stretchability of the material
allowing a restoration of the formability diagram.

Formability was analysed in Nakajima experiments, following the ISO 12004 standard for testing
and post-processing methodology. Figure 6a shows the geometries of the samples, with each of these
leading to a different strain path.

Figure 6. Forming limit of Inco718 samples. (a) Sample geometry and (b) pre-strain samples.

The testing procedure and sample preparation for the PSTT samples in the present study differed
somewhat to those used in previous studies. The procedure was as follows: First, the standard FLC
characterization of the AR samples was conducted. Following this procedure, a necking limiting point
was obtained for each sample geometry (A, B, C, D and E). To conduct the pre-strain of the PSTT
samples, the samples with different geometries were then drawn until 25% of the strain path of that
geometry was reached. Next, the intermediate annealing process was carried out, and the samples
were subsequently drawn until necking only, taking into account the strain values introduced in the
second drawing step. For example, if a sample that followed a ‘plane strain’ path had a limiting strain
at 0.3 of major strain (in the AR condition), for pre-stretching, the sample was drawn until 0.075 of
major strain was obtained. The sample was then annealed and subsequently drawn until its necking
limit was reached. If the sample reached 0.3 of the major strain after annealing, 0.075 was its pre-strain
major strain, and an extra 0.3 of major strain was withstood before necking occurred. Thus, the total
deformation was 0.375 using the annealing procedure. Figure 6b shows the samples after pre-strain.

To evaluate the capability of stretching of the Inco718 material under both AR and PSTT conditions,
the FLC value of the AR material and that of the PSTT, taking into account only the strain introduced
after intermediate annealing, were calculated. The results are shown in Figure 7.
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Figure 7. FLC of the Inco718 material. The continuous lines show the FLC of the AR necking limit, and
the dashed lines denote the PSTT necking limit.

In accordance with standard industrial procedures for the cold stamping of materials, a graphite-
based lubricant was used and a centred crack on the middle of the dome. GOM ARAMIS software was
used for the online strain measurement and ISO standard application.

As shown in Figure 7, the minimum value point, theoretically the ‘plane strain’ point, was on the
right side of the graph, even with a material thickness of 1.645 mm and a punch of 100 mm in diameter.
These values may be explained by the theory of Min et al. [19]. As the objective of the present study
was to compare the behaviour of both states (AR and PSTT), these values were accepted and included
in the analysis.

As shown by the left part of the FLC, in contrast to the findings of previous experiments, there
is a difference in the necking capacity on the biaxial strain path. Li et al. [20] observed a similar
trend in a study on AA5182-O before and after intermediate annealing. They argued that the necking
limiting strain under the biaxial strain state was close to the fracture point and that this made it difficult
to determine whether the evaluated value was the necking point. With the results in hand, more
comprehensive analyses are needed to shed light on this issue.

3.5. Friction Characterization

Apart from material behaviour, friction between the die and sheet also plays a key aspect in
drawing operations. According to previous research, this friction was highly dependent on the
lubricant, sheet, die surface roughness and material, as well as on contact pressure, sliding velocity
and temperature [7].

In this study, the die material used was F-522T. The dies were polished in a toolmaker partner to
give a final surface quality of 0.22 μm Ra and 1.34 μm Rz. In a strip drawing test, the dies were used
in conjunction with strips of the Inco718 material under different pressures ranging from 1 MPa to
40 MPa at a constant speed of 10 mm/s at room temperature.

Prior to the strip drawing test, surface strips of each sample covering an area of 3250 × 3040 μm2

was analysed using a Sensofar S Neos with a 20× objective, sampling of 0.65 μm and vertical resolution
of 8 nm. Figure 8 shows the topographical analysis of the surfaces of the samples. Figure 8a,c shows
the values for the AR sample, and Figure 8b,d depicts the values for the PSTT sample.
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Figure 8. Topographic view of the material surface. (a,c) 3D and 2D representations of the surface
of the AR material, respectively. (b,d) 3D and 2D representations of the surface of the PSTT
material, respectively.

To evaluate differences between the surfaces, the Sq (the root mean square value of ordinate
values) and Sdr (the developed interfacial area ratio) values of the surfaces were calculated. The results
are shown in Table 6.

Table 6. Quantitative comparison of the surface of the AR material and that of the PSTT material after
7% pre-strain.

State Sq (μm) Sdr (μm)

AR 0.38 ± 0.04 0.48 ± 0.02
PSTT 0.79 ± 0.02 1.01 ± 0.06

Pre-strain of the sample and subsequent TT modified the surface roughness, increasing the Sq
value from 0.38 to 0.79 and the Sdr value from 0.48 to 1.01. The increase in these values could affect the
friction and wear behaviour of the material.

To evaluate the impact of changes in thee values on friction behaviour, strip drawing tests were
conducted. In the strip drawing tests, G-Start graphite spray and Condat Vicafil TFH4002 lubricant,
which is commonly used in material drawing operations, were used. During the test, a strip of the
sheet material under analysis is pressed between two square flat dies in order to apply the desired
contact pressure. Once the pressure is achieved, the strip is pulled, and a relative displacement between
the dies and the sheet is generated in which both forces—the puling force and the normal force—are
measured in order to calculate the existing friction coefficient on the tribological system. Further details
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of the system can be found in [21]. The friction coefficient values obtained in the strip drawing tests
are shown in Table 7.

Table 7. Strip drawing test friction coefficient values for both material surfaces at different
contact pressures.

State 1 MPa 2.5 MPa 5 MPa 10 MPa 15 MPa 20 MPa 25 MPa 30 MPa 40 MPa

AR 0.037 0.022 0.009 0.007 - 0.011 - 0.014 0.016
PSTT 0.034 0.020 0.013 0.010 0.011 - 0.013 - -

As shown in Table 7, even with an increase in surface roughness, the differences in the friction
coefficient values of both material states (AR and PSTT) were negligible. Furthermore, the friction
coefficient value obtained for the combination of materials and lubricant was low (<0.08). Changes in
the coefficient of friction are shown in Figure 9.

Figure 9. Evolution of the coefficient of friction measured during the strip drawing test under different
contact pressures.

As shown in Figure 9, the friction coefficient rapidly decreased in the first 8 MPa, followed by
saturation at a value of around 0.01. In the figure, the slight increase starting at 20 MPa may have
been due to lubricant slippage. The high viscosity of the used lubricant usually creates a lubricant
film, preventing contact between both surfaces. Therefore, in the first range of pressures (from 0 MPa
to 20 MPa) the interaction behaviour is related to the behaviour of the lubricant under different
pressures. However, under high pressures, the lubricant slips between the surfaces, remaining only
in the valleys of the topography, and the tribological system changes as the contact of asperities
can develop. However, further studies are necessary in order to clarify the origin of the increase in
friction behaviour.

Based on the results obtained, with the exception of the necking limit for the biaxial strain path,
in all other aspects, the intermediate annealing process restored the initial material state. Therefore,
the behaviour of the PSTT material was similar to that of the AR material.

4. Material Modelling

After characterizing the properties of the material, deep drawing finite element software
AutoForm®, a commonly used commercial software, was used. The work focuses on models
available in the software (with which we will later simulate the benchmark test). Similar to the material
characterization, the modelling covered the elastic behaviour, plastic yielding and flow and hardening
of the material.
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4.1. Elastic Behaviour Modelling

There are three levels of simulation complexity when modelling the elastic behaviour of metals in
deep drawing. The simplest type of simulation complexity involves the use of a constant modulus
(Young’s modulus) with linear elastic behaviour. The second level of simulation complexity involves
the use of linear elastic behaviour but with an evolving elastic modulus. Usually, the chord modulus is
taken as a reference [22]. The third level of simulation complexity involves the use of non-linear elastic
behaviour with evolution due to plasticity [15]. In terms of the last level, there are three main models:
the models of Yoshida [23], Wagoner [24] and Mendiguren [14]. However, none of these models are
currently cost-efficient for use in industrial deep drawing simulations. The main model used in this
second level of complexity is the model known as Yoshida’s model. This model can be found in many
scientific contributions in the last decade (e.g., [22]). The model predicts an asymptotic decrease in the
elastic modulus defined as below:

Ech = E0 − (E0 − Ea)(1− exp(−γεp)), (1)

where Ech represents the chord modulus, E0 is the initial modulus, Ea is the saturated modulus, εp is
the accumulated plastic strain, and γ is the saturation rate parameter of the model.

In the present study, the model coefficients that best suited the behaviour described in Figure 4
were as follows: E0 of 177 GPa, Ea of 150 GPa and γ of 100.

4.2. Yield Criteria

Different hypotheses can be assumed regarding the flow rule, associated flow role or non-associated
flow rule [25]. Although some researchers favour the non-associated assumption, the association of
the plastic potential to the yield criteria is commonly assumed. The yield criteria not only have to
satisfy the limit stress states where plasticity is triggered but also have to govern the plastic flow of the
material due to the normality rule.

Numerous yield functions, such as Hill49, Yld89, Yld2000-2D and BBC2008, have been formulated
in the last decade [26]. In the present study, as proposed by previous authors [2], the Hill48 function
was used to model the yielding behaviour of Inco718, as below:

2(σe)
2 = (G + H)σ2

11 + (F + H)σ2
22 − 2Hσ11σ22 + 2Nσ2

12, (2)

where G, H, F and N are the model coefficients. At stress level, σi j correspond to the stress tensor ij
component and σe represents the equivalent stress. When defining the coefficient to fit the r-values of
the material, they were calculated as below:

G + H = 1, (3)

F = (r0)/(r90(1 + r0)), (4)

G = 1/(r0 + 1), (5)

N = ((1 + 2r45)(r0 + r45))/(2r90(1 + r0)). (6)

In the above equations, r0 , r90 and r45 represent the anisotropy coefficient at RD, TD and
45D, respectively.

Once the model was fitted to represent the r-values, it was checked to determine whether it
accurately represented normalized yield stress ratios. In Figure 10, the accuracy of the Hill48 prediction
is shown.
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Figure 10. Anisotropic behaviour of the material in where: (a) normalized yield stresses using the Hill48
yielding function and (b) r-values. The markers show the experimental values, and the continuous line
shows the model prediction.

Although the model was fitted using only the r-values, it predicted the yield stress relatively well.
The low level of anisotropy at the yield stress values suggested that the model was representative of
the behaviour of Inco718.

4.3. Hardening Law

There are various hardening laws described in the literature (e.g., Voce, Swift, Ludwik, Hollomond,
Ghosh and Hockett-Sherby) [27]. Ragai [11] proposed the use of the hardening models of Ludwik and
Hollomond. In the present study, after analysing the fitting accuracy of each model to the specific
behaviour of Inco718 [11], we selected the model of Swift. According to this model, the hardening
stress, σy, was defined as follows:

σy = K(ε0 + ε
p)

n, (7)

where K, ε0 and n are the model parameters, with values of 1.951 MPa, −0.09 and 0.299, respectively.
The idea is to use the experimental data up to the necking limit and to use Swift’s model to extend that
data up to the necessary strain. In this way, the negative value of ε0 did not pose a problem, as the
model only started from around 40% of plastic deformation.

Previous studies used different models to analyse the Bauschinger effect. As the present study
used AutoForm software, we used the kinematic hardening model included with the software. Using
the fitting tool of the software, the model parameters were 0.005 for the κ parameter and 0.29 for the
ξ parameter.

5. Benchmark Analysis

To validate the developed models; a benchmark test was carried out under different holding forces
and material states (AR and PSTT). The accuracy of the predicted final shapes (i.e., after springback)
with different material models was then evaluated.

5.1. U-Drawing Test Set-Up

The U-drawing test is a commonly used benchmark test for springback simulations. In this test,
a 90-degree square U channel is first drawn. When the material is released from the die, characteristic
springback occurs [28]. The results of the test are primarily controlled by the die geometry, stroke and
blank holding force (BHF). Figure 11 shows a schematic representation of the U-drawing test set-up
used in this study.
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Figure 11. U-drawing test schematic.

During the test, a strip 330 mm long and 110 mm wide was clamped between the blank holder
and the die (radius of 8 mm and opening of 106 mm) and then drawn with the punch (radius of 5 mm
and width of 100 mm). Details of the test set-up are shown in Table 8.

Table 8. Parameters of the U-drawing experimental test.

Wp (mm) Rp (mm) Rd (mm) Wd (mm) Ls (mm) Stroke (mm)

100 5 8 106 330 35-70

Two different BHFs were used to try to generate different strain states during the drawing step:
a low BHF (L-BHF) of 8 t and a high BHF (H-BHF) of 28 t.

In the benchmark test, the pre-strain conditions were in accordance with industrial standards.
In the AR test condition, the sheet was directly drawn to 70 mm of stroke. In contrast, in the PSTT
condition, the sheet was first drawn to 35 mm of stroke. The resulting channel from that step was then
annealed following intermediate annealing conditions. Finally, the annealed component was drawn
up to 70 mm.

The resulting channels were measured using a coordinate-measuring machine to obtain the final
post-springback profile. In this step, the channels were clamped in a central line (a symmetry line),
and the profile was then measured.

Figure 12 shows the resultant profiles of the AR and PSTT materials under the different BHFs
(L-BHF and H-BHF). Only a representative profile of three tested samples is shown.

Figure 12. Experimental representation of the resultant channels after springback in the AR and PSTT
materials under low blank holding forces (L-BHFs) and high blank holding forces (H-BHFs).
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As shown in Figure 12, the holding force did not have a strong impact on springback. Although
there was a slight difference in springback of the PSTT material at L-BHFs and H-BHFs, the difference
could be due to the positioning on the coordinate-measuring machine scatter. The intermediate TT had
a marked impact on the final springback of the U channel.

5.2. Analysed Material Models

Various models of the material and its components (i.e., elasticity, yielding and hardening) were
developed and analysed. Table 9 provides a summary of the analysed models. The most basic model
(Iso model) included a constant elastic modulus with Hill48 yielding and isotropic hardening. Another
model, the kinematic model, included the Bauschinger effect of the material and hardening. A third
model was composed of the basic model (Iso) but included a decrease in the elastic modulus (Young).
The last and more complex model, referred to as ‘full’, took into account both the decrease of the elastic
modulus and the Bauschinger effect.

Table 9. Summary of the analysed models.

Model Designation Elasticity Yielding Hardening

Iso Constant Hill48 Isotropic
Kinematic Constant Hill48 Isotropic + kinematic

Young Variable Hill48 Isotropic
Full Variable Hill48 Isotropic + kinematic

5.3. Friction Model

As shown in Figure 9, the friction coefficient changed with the contact pressure. This type of
evolving friction coefficient can be modelled in a variety of ways. On the one hand, one could assume
a constant coefficient was valid for a certain range. On the other hand, specific variable friction
coefficient laws, such as that of Filsek, could be used [7].

The contact pressure generated by the L-BHF and H-BHF (σp) was calculated, taking into account
that the surface of the sheet in contact with the die/blank holder declined during the drawing. According
to the calculation, the L-BHF pressure varied between 4 MPa and 8.25 MPa, and the H-BHF pressure
varied between 12 MPa and 27 MPa. When the friction coefficient values (μ) were analysed at the
pressure ranges used in the present study (Figure 9), the coefficient was approximately constant.

BHF = 8 t→ σp = 4.0 − 8.25 MPa → μ = 0.009, (8)

BHF = 28 t → σp = 12.0 − 27.0 MPa → μ = 0.0115. (9)

Thus, a constant coefficient of friction was used in the simulation. One coefficient was used in the
L-BHF models, and a different one was used in the H-BHF models.

5.4. FEM Model

As previously stated, Autoform® commercial software was used for the numerical simulations.
The tools were assumed to be rigid in contrast to the sheet that was discretized in first-order four-node
shell elements. These elements were numerically integrated through thickness using 11 integrations
points with six levels of refinement. The average size of the elements was defined to be 20 mm.
The standard Autoform® ‘final validation’ convergence tolerances were used, aiming at reproducing
the industrial standard.

6. Results and Discussion

In the present study, we compared the springback shape predicted by the models and that
experimentally obtained. Figure 13 shows the comparison for the AR H-BHF as a reference. To illustrate
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the differences between the models in terms of springback predictions, the whole channel is shown in
Figure 13a, where only the flange area of the left side of the channel is depicted in Figure 13b. In these
figures, X and Y represent space coordinates.

Figure 13. Springback prediction of the different models for the AR H-BHF case. (a) Whole profile and
(b) left side of the profile.

As can be seen from the results, the full and Young models had the highest accuracy. To evaluate
the accuracy of each model in every case, the springback angle Δθi (final angle minus 90 degrees of the
forming angle) was evaluated for each model and analysed case. The angle measurement followed
the protocol defined in the Numisheet benchmark of 1993 [28]. Table 10 summarises the values of the
springback angles.

Table 10. Summary of the springback angles after forming for each model and experiment.

Material State Model L-BHF H-BHF

Δθ1 Δθ2 Δθ1 Δθ2

AR

Exp 7.6 3.45 7.28 3.45
Full 7.31 2.14 7.02 2.56

Young 6.92 1.82 6.39 1.12
Kine 5.44 1.85 4.66 0.57
Iso 4.84 0.29 4.36 0.34

PSTT

Exp 2.04 4.13 1.56 3.85
Full 1.18 3.65 0.77 3.02

Young 1.06 1.15 0.53 1.24
Kine 0.25 0.98 0.43 0.75
Iso 0.18 −0.04 0.21 0.67

In the case of the PSTT, the simulations were carried out as follows:

(a) The first drawing was simulated using the AR material model (35 mm drawing).
(b) The springback of that step was then simulated.
(c) Next, the post-springback geometry was imported, without any residual stress or strain, and

the second drawing (until reaching a drawing depth of 70 mm) was performed with the AR
material model.

(d) Finally, the last springback was simulated.

To evaluate the accuracy of each model, the error of accuracy (in %) between the predicted
springback angle and experimental springback angle was calculated. Figures 14 and 15 show the
accuracy of the springback angle prediction for Δθ1 and Δθ2, respectively.
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Figure 14. Accuracy of the different models in terms of the Δθ1 springback angle.

Figure 15. Accuracy of the different models in terms of the Δθ2 springback angle.

From the results, it can be concluded that, in every case, the full model was the most accurate,
followed by the Young model. This was expected as the full model was the most complete one.
However, for the PSTT, at a H-BHF, errors of up to 50% were found in the Δθ1. In terms of the
springback angle, the angles differed in the various models between 91.57 degrees and 90.77 degrees.
However, these values were within the accuracy of springback simulations of sheet metal forming [16].

7. Conclusions

In this study, Inco718 material was characterized in a deep drawing process with and without
intermediate annealing TTs. In addition, material models were developed, and their accuracy was
evaluated using a U-drawing benchmark test. Based on the findings, the following conclusions can
be drawn:

• The intermediate annealing process restored the initial properties of the material, with the
exception of the biaxial necking limit.

• Failure to restore the biaxial necking behaviour could be due to fracture measurements; further
investigations are necessary to clarify this issue.

• The apparent elastic modulus of the material markedly decreased reaching the 150 GPa after 4%
to 5% of plastic pre-strain.

• Although the flow behaviour of the material was anisotropic, isotropic-like behaviour was
observed under conditions of yield stress.

• The tension compression test revealed an important impact of the Bauschinger effect.
• Taking into account all the features of the material. The evolution of the elastic modulus and the

Bauschinger effect was found to be the key phenomena to model.
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• Low-friction behaviour was obtained using the tool material, sheet material and lubricant
combination.

• Although the roughness of the material increased during the pre-strain process, subsequent TT
did not appear to affect the friction coefficient.

The main contribution of this work is to provide the community with a valid model to simulate
the deep drawing process of the Inco718 material, with and without intermediate annealing steps.
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Abstract: Composite material parts are typically laid out in near-net-shape, i.e., very close to the
finished product configuration. However, further machining processes are often required to meet
dimensional and tolerance requirements. Drilling, edge trimming and slotting are the main cutting
processes employed for carbon fiber-reinforced plastic (CFRP) composite materials. In particular,
drilling stands out as the most widespread machining process of CFRP composite parts, chiefly
in the aerospace industrial sector, due to the extensive use of mechanical joints, such as rivets,
rather than welded or bonded joints. However, CFRP drilling is markedly challenging: due to
CFRP abrasiveness, inhomogeneity and anisotropic properties, tool wear rates are inherently high
leading to superior cutting forces and detrimental effects on workpiece surface quality and material
integrity. Damage such as delamination, cracks or matrix thermal degradation is often observed
as the result of uncontrolled tool wear or improper machining conditions. Sensor monitoring of
drilling operations is, therefore, highly desirable for process conditions’ optimization and tool life
maximization. The development of this kind of automated control technologies for process and tool
state evaluation can notably contribute to the reduction of scraps and tool costs as well as to the
improvement of process productivity in the drilling of CFRP composite material parts. In this paper,
multi-sensor process monitoring based on thrust force and torque signal detection and analysis was
applied during drilling of CFRP/CFRP laminate stacks for the assembly of aircraft fuselage panels
with the scope to evaluate the tool wear state. Different signal-processing methods were utilised
to extract diverse types of features from the detected sensor signals. A machine-learning approach
based on an artificial neural network (ANN) was implemented to make smart decisions on the timely
execution of tool change, which is highly functional for CFRP drilling process automation.

Keywords: stack drilling; CFRP/CFRP laminates; multiple sensor monitoring; tool wear evaluation

1. Introduction

In the aerospace industry, weight reduction is critical to meet environmental requirements (lower
emissions) and to reduce management costs (lower fuel consumption). The use of advanced composite
materials such as carbon fiber-reinforced plastics (CFRP) is increasing ever more due to their exceptional
performance in terms of high specific strength and stiffness, excellent corrosion resistance, and good
fatigue resistance [1,2].
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In the new generation of aircraft, the percentage of CFRP composite materials has significantly
increased, reaching in some cases over 50% of the whole weight of the vehicle. This trend is going to
continue in the near future [3].

The assembly of CFRP composite parts is most frequently carried out using mechanical joints,
such as rivets, due to the difficulty of realizing welding operations, only applicable to thermoplastic
matrix composites, or adhesive joints. Accordingly, drilling is the most widespread CFRP machining
process in the aerospace and aeronautical industries. As a matter of fact, in a medium-sized airplane
some 85,000 rivets are estimated [4,5]. Drilling of CFRP laminates is frequently carried out manually
and cutting tools are often replaced largely before the end of tool life to avoid material damage due to
early tool failure [6]. This has a quite negative effect on the cost and productivity of drilling operations.

Nevertheless, drilling of CFRP composite parts is a challenge for manufacturing engineers
due to the anisotropic nature of the material, the rapid tool wear caused by abrasive carbon fibers,
and the highly concentrated stresses and vibrations. These phenomena may cause critical defects
affecting material integrity, surface quality and part acceptability: hole entry and hole exit delamination,
geometrical and dimensional errors, interlaminar delamination, fiber pullout, and thermal damage [7–9].
In past decades, diverse non-destructive testing and evaluation techniques were developed and applied
to detect defects for quality evaluation of CFRP components [8,10,11].

Delamination, i.e., the separation of laminated layers, is the most critical damage mode since its
presence negatively impacts the hole strength and consequently the in-service behaviour of assembled
parts [12–14].

The delamination phenomenon is closely influenced by the drilling process parameters [15–20].
In [21,22], an excessively high thrust force is reported as the main process parameter responsible for
catastrophic tool failure and extended delamination damage.

Previous studies have shown that delamination usually occurs at hole entry, due to the so called
“peel-up” phenomenon, and hole exit, due to the so called “push-out” phenomenon, along the drilled
hole periphery [4,23]. The influence of the thrust force for push-out delamination is very high compared
to the effect of torque [7].

The optimization of drilling conditions includes the optimal selection of cutting speed and feed
rate as well as the thrust force value obtained. Feed rate affects the onset of delamination more severely
than spindle speed: in [24], it is shown that minimum peel-up and push-out delamination is verified at
minimum feed rate value. However, using too low a feed rate, an increase of contact time between tool
and workpiece is generated causing possible thermal damage to the composite material [25].

A higher automation of drilling processes for assembly applications would certainly enhance the
productivity of assembly procedures but it needs an effective and dependable drilling process control
to ensure hole quality and to fully exploit tool life. A solution can be represented by the development
of robust and reliable on-line real-time process control techniques.

In this paper, smart multi-sensor process monitoring based on thrust force and torque signal
detection and analysis was applied during drilling of CFRP/CFRP laminate stacks for the assembly
of aircraft fuselage panels with the scope to evaluate the tool wear state. Different signal-processing
methods were utilised to extract diverse types of features from the detected sensor signals in the
time domain, in the frequency domain, and using fractal analysis. A machine-learning approach
based on artificial neural network (ANN) data processing was implemented using selected signal
features to make smart decisions on the timely execution of tool change, which is highly functional
for CFRP drilling process automation, on the basis of tool wear level estimation and tool wear
curve reconstruction.

2. Materials and Experimental Procedures

The CFRP/CFRP laminate stacks for the drilling experimental program were made of two overlaid,
symmetrical and balanced CFRP laminates of 5 mm thickness (Toray T300 carbon fibers, CYCOM 977-2
epoxy matrix). Each laminate had 26 unidirectional plies with stacking sequence [±452/0/904/0/90/02] s.
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A thin 0/90 fabric fiberglass/ epoxy ply was laid on the top and the bottom surfaces of each laminate.
The CFRP laminate fabrication was performed by hand layup, vacuum bag moulding, and autoclave
cure for 180 min at 180 ◦C under 6 bar pressure.

In the CFRP/CFRP stack, the laminates were overlaid with their bag sides in contact, representing
the severest stack drilling condition (Figure 1). Drilling tests of CFRP/CFRP stacks were performed
on a CNC drill press with a clamping system designed to reproduce the industrial drilling operation
conditions for assembly of aircraft fuselage panels (Figure 2).

 
Figure 1. Carbon fiber-reinforced plastic (CFRP)/CFRP laminate stack for drilling experimentation:
mold side (smooth surface); bag side (irregular surface).

Figure 2. Experimental set-up of CFRP/CFRP stack drilling.

The cutting tools were drill bits made of tungsten carbide with the typical characteristics of twist
drills utilised in the aeronautical industry: diameter: D = 6.35 mm; geometry: step/twist; point angle:
120◦/125◦; helix angle: 20◦/30◦.

The process conditions utilized for stack drilling were: feed rate = 0.11–0.15–0.20 mm/rev; spindle
speed: 2700–6000–9000 rpm (Table 1).

Table 1. Experimental drilling conditions.

Spindle Speed rpm

Feed rate,
mm/rev

2700 6000 9000

0.11 X X X
0.15 X X X
0.20 X

For each experimental condition, a sequence of 60 holes was realized with the same drill bit.
During the drilling tests, a piezoelectric dynamometer (Kistler 9257) was employed to acquire the

thrust force along the z-direction, Fz, and a torque dynamometer (Kistler 9277A25) was utilized to
acquire the cutting torque about the z axis, T. As shown in Figure 2, the torque sensor was mounted
under the drilling samples clamping system and the thrust force sensor was installed immediately
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under the torque sensor. The acquired analogue sensor signals were digitalized by a DAQ board (NI
USB-6361) at 10 kHz according to the Nyquist–Shannon sampling theorem.

3. Tool Wear Measurement

An optical measuring machine (Tesa Visio V-200, Figure 3) was used to measure the tool flank
wear, VB (mm), according to ISO 3685 standard [26]. The drilling tools were fixed on a clamping system
(Figure 3) in order to assure the repeatability of the measurement procedure. The VB measurements
were carried out at D/6 from the external tool diameter, D, on the left and right cutting edges after
every 10 drilled holes (Figure 4).

Figure 3. Optical measuring machine and drilling tool clamping system for tool wear measurement.

 
Figure 4. Magnified view of cutting lip and flank wear measurement.

The measured flank wear values were reported in Figure 5 for diverse drilling conditions,
highlighting a rising trend in the evolution of tool wear for all operating conditions. A third-order
polynomial interpolation of the measured VB values was applied for tool wear curve construction
under the different drilling conditions in order to look for correlations between the actual tool wear
level and the features extracted from the sensor signals.

Figure 5. Measured flank wear VB vs. hole number for diverse drilling conditions.
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4. Sensor Signal Analysis

4.1. Morphology of Sensor Signals

The thrust force and torque signals acquired during CFRP/CFRP stack drilling are greatly scattered
with presence of high-frequency oscillations (Figure 6): this behaviour is strongly related to the
anisotropic nature of CFRP laminates [27]. Previous studies on cutting of CFRP materials disclosed
that the fiber orientation with respect to the cutting direction determines the mechanism of chip
formation and the cut surface quality [28,29]. Thus, different cutting modes can be identified based
on the angle formed between cutting edge and reinforcing fibers, also known as fiber cutting angle
(Figure 7) [28]. During unidirectional CFRP drilling, the fiber cutting angle varies continuously with
drill rotation, determining different mechanical loading and surface quality conditions (Figure 8) [29].
The case of multidirectional CFRP laminate drilling is even more complex: not only the fiber cutting
angle varies during drill rotation, but also different cutting modes occur at the same time along the
cutting edge, according to the diverse fiber orientations of the multiple plies simultaneously cut by the
cutting edge (Figure 9). High-amplitude oscillations in the force and torque signals during drilling of
multidirectional CFRP laminates are the sum of multiple waves with a phase difference depending on
the different fiber orientations (0◦, 45◦, 90◦, −45◦) and an amplitude related to the number of plies with
same fiber orientation simultaneously cut by the cutting edge.

Figure 6. Trust force high frequency signal oscillations (6000 rpm–0.15 mm/rev) [27].

 
Figure 7. Fiber cutting angle during drilling [28].

Figure 8. Variation of fiber cutting angle during drilling [29].
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Figure 9. Diverse simultaneous fiber orientations along the cutting edge.

4.2. Sensor Signal Pre-Processing

The raw thrust force and torque sensor signals acquired during the drilling tests included
signal portions corresponding to time periods before and after real machining. With the aim to
extract sensorial information only when the tool is actually removing material, a signal segmentation
procedure was performed on the thrust force signals and synchronically extended to the torque signals.
The identification of the start and end of the actual machining portion of the signal was carried out on
the basis of thresholds set on the moving average of the thrust force signals.

In Figure 10, the thrust force signal segmentation for hole n◦ 6 with drilling parameters 6000 rpm
and 0.15 mm/rev is reported, showing a drop of thrust force at the interface between the two laminates
which are in contact with their bag sides characterized by very irregular surfaces.

Figure 10. Thrust force segmented signal (6000 rpm–0.15 mm/rev, hole n◦6): no real machining occurs
before and after the segmented signal [27].

In Figure 11, the thrust force signals are reported versus the increasing number of holes (from 1 to
60) for the operating conditions 2700 rpm–0.15 mm/rev showing that the thrust force and its variance
significantly grows with increasing number of holes (ranging from 50 N for hole n.1 to over 200 N for
hole n.60). Figure 12 shows the torque signals versus the number of holes for 2700 rpm–0.15 mm/rev
drilling conditions highlighting the same previous behaviour.

 
Figure 11. Segmented thrust force signals vs. number of holes (2700 rpm–0.15 mm/rev).
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Figure 12. Segmented torque signal vs. number of holes (2700 rpm–0.15 mm/rev).

5. Sensor Signal Feature Extraction

Different signal processing methods were applied to extract diverse types of signal features from
the segmented thrust force and torque signals:

• Time domain signal features
• Frequency domain signal features
• Fractal analysis signal features

The extracted signal features were then subjected to selection procedures aimed at identifying
those with the highest relation with tool wear level. The selected features were used for the construction
of feature pattern vectors (FPV) to be fed as input to ANN-based machine-learning paradigms in order
to make decisions on the timely execution of drilling tool change.

5.1. Signals Feature Extraction in the Time Domain

Statistical features in the time domain were extracted from the segmented thrust force and torque
signals: arithmetic mean (Fmean, Tmean), variance (Fvar, Tvar), skewness (Fskew, Tskew), kurtosis (Fkurt,
Tkurt), signal energy (Fene, Tene). Some of these features displayed a good correlation with hole number
and thus, expectedly, with tool wear level. In Figure 13, as an example, statistical features extracted
from the thrust force signals are plotted for all operating conditions vs hole number up to the last hole
n◦60. From the figure, it can be noticed that some of the features increase with increasing number of
holes while other features decrease with growing hole number. In general, by carrying out a graphical
analysis of feature trends, higher or lower degrees of correlation with hole number is verified as a
function of the specific statistical feature.

5.2. Signals’ Feature Extraction in the Frequency Domain

A fast Fourier transform (FFT) was applied to convert the segmented thrust force and torque
signals into the frequency domain. For both thrust force and torque signals, relevant frequency peaks
were found corresponding to 1×–2×–3×–4×–5×–6× the drill bit revolution frequency.

Figure 14 show the FFT of thrust force signals for the drilling test performed at 6000 rpm and
0.15 mm/rev, in which the revolution frequency is 6000 rpm/60 = 100 Hz. The highest frequency peaks
were observed at 100, 200, 300, 400, 500, 600 Hz, i.e., at 1×–2×–3×–4×–5×–6× the revolution frequency.
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Figure 13. Statistical features extracted from the thrust force signals for all operating conditions vs.
hole number: (a) arithmetic mean; (b) variance; (c) kurtosis; (d) skewness.

Figure 14. Thrust force signal single-sided amplitude spectrum (6000 rpm–0.15 mm/rev) [27].

In Figure 15, the frequency peaks of the thrust force signal are reported versus hole number for
the drilling test performed at 6000 rpm and 0.15 mm/rev. It can be observed that the amplitudes of
some of the frequency peaks grow with increasing number of holes, suggesting a potential correlation
of the frequency peak amplitude with tool wear progression.
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Figure 15. Frequency peaks of the thrust force vs. hole number (6000 rpm–0.15 mm/rev) [27].

5.3. Fractal Analysis Signal Features Extraction

An innovative signal processing approach based on fractal analysis was applied to carry out
feature extraction from the segmented thrust force and torque signals.

Fractals were introduced by the mathematician Benoit Mandelbrot to describe the length of
Britain’s coastline [30]. Nowadays, a fractal is seen as an object which owns a self-affine pattern or
singularity. Several applications of fractal analysis were presented in the literature. In metrology,
fractal analysis has been investigated and effectively applied to define the roughness of surfaces [31].
As a matter of fact, mathematicians found that rough surfaces have a self-affine behaviour and used
the fractal dimension to estimate its roughness [32]. On the other hand, only few research articles show
interest in applying this analysis technique in machining, such as for the analysis of sensor signals
detected during machining process monitoring.

In this research work, the objective of fractal analysis is to quantify the changes in complexity
and shape of the drilling sensor monitoring signals along the tool life. Using regularization fractal
analysis, based on convolutions of sensor signals with kernels of different types (rectangular kernel and
Gaussian kernel), two sets of curves were built [33]. Two examples of regularization analysis graphs
obtained using the rectangular kernel and the Gaussian kernel are displayed in Figure 16 where the
different colours refer to the different hole numbers. It can be observed that the regularization curves
are influenced by the tool wear level (Figure 16a): they become increasingly bumpy, with higher and
more marked arches as the hole number grows.

In order to adapt the analysis to the machining process under study, the regions to extract the
fractal parameters were selected based on the tool rotational speed. Two regions, Region 1 and Region
2, were identified in the regularization analysis graphs for the rectangular kernel (Figure 16a) and a
third region, Region 3, for the Gaussian kernel (Figure 16b). The boundaries of Regions 1 and 3 were
set so as to keep low a values and hold a sufficient number of points for linear regression to extract the
slope from the graph curve. The boundaries of region 2 were positioned in order to extract information
from the graph arches.

For each region, three fractal parameters were extracted: the slope, D, which represents the fractal
dimension quantifying the signal complexity; the y-intercept, G, quantifying the signal ruggedness;
and the R-square, R2, quantifying the auto-scale regularity in the selected region.
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(a) 

 

(b) 

Region 3 

Figure 16. Regularization analysis curves: (a) rectangular kernel; (b) Gaussian kernel [33].

6. Features Selection for Pattern Feature Vector Construction

A statistical approach was employed to evaluate the correlation between segmented time domain,
frequency domain and fractal features, on the one hand, and the measured tool flank wear values, on
the other hand, using the Spearman correlation coefficient, rs:

rs =
cov(rgX, rgY)

σrgXσrgY

where cov(rgX, rgY) is the covariance of the rank variables (i.e., rgX = features values, rgY = tool flank
wear values) and σrgXσrgY are the standard deviations of the rank variables.

If 0 < rs < 0.3, the correlation is weak; if 0.3 < rs < 0.7, the correlation is adequate; if 0.7 < rs < 1, a
strong correlation occurs. Based on the rs value, the features displaying the highest correlation with
tool wear level were selected as follows:

• Time domain features—Three features were selected from the thrust force signals: thrust force
average (Fmean), thrust force variance (Fvar) and thrust force kurtosis (Fkurt), and one feature was
selected from the torque signal: torque average (Tmean). All these featuers displayed a strong
correlation with tool wear level.
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• Frequency domain features—The following set of features was selected: Fpeak2x, Fpeak4x,
Fpeak6x, Tpeak2x, and Tpeak4x. The first three features, extracted from the thrust force signal,
displayed the highest correlation with tool wear level.

• Fractal analysis features—Three fractal features were selected from the thrust force signal: the
G parameter in region 1 (FG1R), the G parameter in the Gaussian region (FG-G), the Index in
region 2 (FIndex,2R), exhibiting a strong correlation with tool wear. From the torque signal, one
fractal feature was selected: the G parameter in the Gaussian region (TG-G), showing an adequate
correlation with tool wear level.

The Spearman correlation coefficient was utilized in order to select the features displaying the
highest robustness in identifying the tool flank wear level. Accordingly, the selected time domain,
frequency domain, and fractal features were used to construct sensor fusion pattern vectors (FPV),
containing features from thrust force and torque signals to be then employed for tool wear diagnosis
through ANN based machine learning. In particular:

• For time domain, a FPV was constructed containing the selected statistical features of thrust force
and torque signals plus the hole number: FPVtime = [Fmean, Fvar, Fkurt, Tmean, Hn]

• For frequency domain, a FPV was constructed containing the selected features of thrust force and
torque signals: FPVfreq = [Fpeak2x, Fpeak4x, Fpeak6x, Tpeak2x, Tpeak4x]

• For fractal analysis, a FPV was constructed containing the four selected fractal features of thrust
force and torque signals plus the hole number: FPVfract = [FG1R, FG-G, FIndex,2R, TG-G, Hn]

7. Machine Learning Based on Artificial Neural Network (ANN) Data Processing

The constructed time domain, frequency domain and fractal analysis FPV were used as input to
ANN based machine learning paradigms for tool wear curve reconstruction aiming at optimal tool life
exploitation. Machine learning is an artificial intelligence method based on the idea that machines can
learn from data, allowing complex models to be built that can make diagnoses, forecasts or decisions
from example data inputs by revealing the patterns embedded in data [34,35]. In this paper, three-layer
cascade-forward back propagation ANN were built with diverse configurations, one for each drilling
test condition. The architecture of a cascade forward ANN is made of input, hidden and output layers,
and comprises connections from the input to each network layer, and from each layer to the successive
layers. The input layer collects input patterns while the output layer provides classifications to which
input patterns may map [36].

For each drilling test condition, 60 input–output vectors, one for each drilled hole, were formed
to set up the ANN learning set. The input layer received in input the selected feature pattern vector
(FPVtime, FPVfreq, or FPVfract) for each drilled hole while the corresponding tool flank wear values, VB,
were fed to the output layer during ANN learning.

The utilized ANN had the following architecture:

• the number of input layer nodes was equal to the number of elements of the input FPV, i.e., 5
input nodes;

• the number of hidden layer nodes was set equal to 1x, 2x or 3x the number of input layer nodes,
i.e., 5, 10 or 15 hidden nodes;

• the output layer had only one node corresponding to the tool flank wear value, VB.

For ANN training, a Levenberg–Marquardt optimization algorithm [36] was chosen with the
following parameters: maximum number of epochs: 1000; performance goal: 0; maximum validation
failures: 6; minimum performance gradient: 1 × 10−7; maximum mu: 1 × 10+10; training stop: when
the maximum number of epochs is reached and the maximum amount of time is exceeded.

The learning set of 60 FPVs was partitioned into three subsets for training (70%), validation (15%)
and testing (15%). The training subset is utilised for calculating the gradient and updating the ANN
weights and biases. The validation subset is used to avoid data overfitting by monitoring the error
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on this subset during training, so that the ANN weights and biases that correspond to the lowest
validation error are stored. The testing subset is used to evaluate the performance of the trained ANN.
However, the given partition into training, validation and testing subsets can significantly affect the
ANN pattern recognition performance in tool wear level evaluation. For this reason, a bootstrap
resampling technique was applied to randomly generate the subsets several times with the aim to
enhance the estimation of the ANN pattern recognition performance [34,35]. Following the bootstrap
procedure, from the original set of 60 FPVs, the training (42 FPV), validation (9 FPV) and testing (9 FPV)
subsets were resampled 60 times with replacement. Thus, the overall pattern recognition performance
in tool wear level evaluation for tool wear curve reconstruction was estimated by aggregating the
recognition rates obtained by all 60 re-samplings.

8. Results and Discussion

The performance of the three-layer cascade-forward backpropagation ANN for smart tool wear
curve reconstruction was evaluated using the root mean square error (RMSE):

RMSE =

√√ n∑
i = 1

(ŷi − yi)
2

n

where ŷi are the ANN predicted tool flank wear values and yi are the measured tool flank wear values.
The ANN results obtained reveal that the 5-5-1 ANN configuration provided the lowest RMSE

values for smart tool wear curve reconstruction for almost all drilling test conditions in comparison
with the 5-10-1 and 5-15-1 ANN configurations. In Table 2, the RMSE values for the 5-5-1 ANN
configuration are reported for each drilling condition and for the time domain FPVtime, the frequency
domain FPVfreq, the fractal analysis FPVfract. Moreover, the RMSE values obtained from a fourth FPV,
called combined feature pattern vector FPVcomb, which includes both time domain and fractal analysis
features is a sensor fusion approach, are also reported in the last column of the table.

Table 2. Performance of the 5-5-1 artificial neural network (ANN) configuration expressed as root mean
square error (RMSE) in tool wear curve reconstruction for each drilling condition and each constructed
feature pattern vector (FPV).

RMSE for ANN Configuration 5-5-1

Drilling Condition ANN Performance in Terms of RMSE for Different FPV

(rotational speed-feed rate) FPVtime FPVfreq FPVfrac FPVcomb
2700 rpm–0.11 mm/rev 0.00109 - 0.00045 0.00032
2700 rpm–0.15 mm/rev 0.00407 0.00221 0.00347 0.00321
6000 rpm–0.11 mm/rev 0.00249 0.00195 0.00046 0.00044
6000 rpm–0.15 mm/rev 0.00514 0.00134 0.00076 0.00241
6000 rpm–0.20 mm/rev 0.00061 0.00099 0.00125 0.00035
9000 rpm–0.11 mm/rev 0.00328 - 0.00154 0.00083
9000 rpm–0.15 mm/rev 0.00037 0.00121 0.00051 0.00034

Average RMSE 0.00244 0.00154 0.00120 0.00113

From Table 2 and Figure 17a, it can be noted that the best overall ANN performance was obtained
for drilling condition 9000 rpm–0.15 mm/rev with the lowest RMSE equal to 0.00037, whereas the worst
overall RMSE, equal to 0.00514, was obtained for drilling condition 6000 rpm–0.15 mm/rev. Both the
lowest and the highest RMSE values were obtained when using the time domain feature pattern vector,
FPVtime.
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Figure 17. (a) RMSE values for the 5-5-1 ANN configuration for each drilling condition and for each
constructed FPV; (b) RMSE average values for each constructed FPV.

As regards the frequency domain feature pattern vector, FPVfreq, the RMSE values ranged between
0.00099 (lowest RMSE) and 0.00221 (highest RMSE).

In the case of the fractal analysis feature pattern vector, FPVfract, the lowest RMSE was equal to
0.00045 whereas the highest RMSE was 0.00347.

The examination of the average RMSE values, evaluated by considering the RMSE values obtained
with the same given FPV applied to all the drilling conditions (Table 2 and Figure 17b), indicates that
the fractal analysis FPVfract provided the best ANN performance in the classification of tool wear
level, while the time domain FPVtime came second and the frequency domain FPVfreq came third in
this ranking.

Thus, to verify the robustness of smart tool wear curve reconstruction by making use of signal
features obtained from diverse feature extraction methodologies, the time domain and the fractal
analysis features were considered in a combined manner with the scope to construct an additional sensor
fusion feature pattern vector, FPVcomb. The latter was built using the two most correlated fractal analysis
features, the two most correlated statistical features and the hole number: FPVcomb = [FG-G, FIndex,2R,
Fmean, Fvar, Hn]. This 5-component sensor fusion feature pattern vector, FPVcomb, was employed for
the learning of the same previously utilized 5-5-1 ANN configuration.
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In the last column of Table 2, the RMSE values obtained with the 5-5-1 ANN configuration are
reported for the case of the combined feature pattern vector FPVcomb.

The results show that the combination of features extracted via the fractal analysis and time
domain methodologies provides the highest robustness in the overall ANN prediction performance
for drilling condition 2700 rpm–0.11 mm/rev, yielding a best overall RMSE equal to 0.00032 and an
average RMSE equal to 0.00113 (Table 2 and Figure 17b). This confirms the robustness of sensor fusion
technology [37] for smart decision making in multi-sensor process monitoring applications [38].

9. Conclusions

Smart multi-sensor monitoring of CFRP/CFRP laminate stack drilling for aeronautical assembly
was carried out based on thrust force and torque signal detection and analysis for the on-line evaluation
of tool wear state. Different signal-processing methods were utilised to extract and select relevant
signal features from sensor signals in the time domain, in the frequency domain, and using fractal
analysis. The selected signal features were combined into diverse feature pattern vectors, FPV, and
utilised as input in an ANN-based machine-learning paradigm to make smart decisions about the
timely execution of tool change on the basis of tool wear level estimation. For all CFRP/CFRP laminate
stack drilling conditions, very accurate and robust ANN predictions of residual tool life were achieved
utilizing the signal features selected on the basis of their correlation with tool wear level. In particular,
the fractal analysis and the time domain FPVs provided the best ANN performance in the classification
of tool wear level. Therefore, to verify the robustness of smart tool wear curve reconstruction, sensor
fusion pattern vectors obtained combining features extracted via fractal analysis and time-domain
methodologies were constructed and employed for ANN learning and testing. The best overall ANN
prediction was achieved by these FPVs confirming the robustness of sensor fusion technology for
smart decision making in multi-sensor process-monitoring applications.

The utilized smart multi-sensor monitoring procedure can thus be reliably employed for on-line
tool wear diagnosis aimed at end-of-tool-life dependable forecast required to implement an effective
process automation in composite material parts assembly based on mechanical drilling. In this
framework, a condition-based tool replacement strategy can be adopted instead of a time-based
strategy, accomplishing the enhancement of productivity together with the reduction of scrap rate and
tool cost in CFRP/CFRP stack-drilling processes for aeronautical assembly.
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Abstract: In this work, an analysis of the cutting speed and feed influence on surface roughness and
microhardness of UNS A97075-T6 alloy, turned under dry conditions, was carried out. The results were
compared before and after a corrosion process. The influence of these cutting parameters on each of
these variables was analyzed, as well as the possible interrelation between them. The microgeometrical
deviations showed a general trend to increase with feed. However, no significant modifications were
observed as a function of the cutting speed. This trend was softer after the corrosion process, due to the
surface alterations produced by pitting corrosion, which resulted in higher dispersion of the experimental
data. In addition, a surface microhardness increment was observed in all samples, after machining and
before corrosion, regardless of the cutting parameter values. The experimental results revealed that the
mechanical effects, produced by the feed, should not be neglected against the thermal effects, produced
by the cutting speed, within the range of the tested cutting speed. Finally, the corrosion process negatively
affected the microhardness, but it was not possible to establish a direct relationship between the cutting
parameters, surface roughness, and microhardness after a corrosion process.

Keywords: dry turning; surface roughness; microhardness; UNS A97075; aluminum alloys

1. Introduction

Pure aluminum or aluminum with a very low weight percentage of alloying elements (1000 series)
has, among its mechanical properties, a low wear resistance and a low hardness. Therefore, the addition
of alloying elements implies an improvement of the aluminum surface characteristics and mechanical
properties, making these alloys one of the most used materials in the industrial activity [1]. One of the
industrial sectors in which aluminum alloys are of great interest is the aeronautical industry. Their
excellent density and mechanical properties make this type of material suitable for the manufacturing
of aircraft structural elements. In particular, the 2000 (Al–Cu) and 7000 (Al–Zn) series are widely
used for structural elements in the wings, the fuselage, or the tail of the aircraft [2]. These structural
components are usually high-rigidity elements and, frequently, they need to be manufactured in one
piece. In these cases, the machining operations are usually quite competitive from a productive point of
view. In particular, milling operations are used for large pocketing operations in rib-shaped elements,
drilling operations are frequent in the machining of holes for rivets, and turning operations are used to
manufacture coupled parts with cylindrical shapes [3].

Machining operations result in alterations in the surface of the stock material. These alterations
not only affect their geometrical characteristics (at macro and micro scale) but also modify the
physical–chemical and mechanical properties of the surface (residual stresses, microstructural
alterations, cracks and microcracks, microhardness, corrosion resistance, etc.) [4–6]. All these alterations
(both material properties and geometry) are part of the surface integrity concept [7–9], which is one
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of the most valued aspects from the point of view of quality requirements, especially in structural
elements for aircraft, where these requirements are very high due to functionality and reliability
reasons [10].

Lubricants or coolants, applied during the machining process (cutting fluids), are traditionally
used to increase the productivity of these processes and the machined part functionality. However,
the current trend regarding the use of sustainable manufacturing technologies led to a reduction
in the use of these highly polluting substances. This resulted in the application of more efficient
techniques, such as MQL (minimum quantity lubricant), or the total suppression of these substances
(dry machining) [11–15]. In addition, aluminum alloys are frequently used hybridized with other
materials, such as carbon fiber-reinforced polymers (CFRP) or titanium, to form structural elements,
such as fiber metal laminates (FML) [16]. In those cases, the chip recycling (mixture of metal, carbon
fiber, and cutting fluids) becomes complex and expensive. In addition, it should be pointed that CFRPs
do not exhibit good behavior under the cutting fluid action [17].

However, in dry machining, the thermal effects become more relevant compared to the effects of
plastic deformation due to mechanical actions on the surface. This results in greater surface alterations
at both microstructural and geometric levels [18–20]. Due to the high importance of the surface state in
phenomena such as crack and microcrack initiation, which can affect significant properties such as
fatigue resistance or corrosion [21], it is necessary to analyze the effect of the machining input variables
on the machined part surface integrity.

Thus, the surface microhardness of aircraft structural components is particularly relevant, given
their influence on the bearing capacity and the wear resistance of these elements [22,23]. In this sense,
the cutting parameters are some of the most important machining input variables to keep in mind
regarding this output variable. Although there are numerous works in the literature that analyzed the
influence of cutting parameters on surface microhardness [24–26], these studies should be completed
in the case of dry machining of aluminum alloys.

Thus, Kurkute et al. [27] analyzed the feed and cutting speed influence on the cutting forces
and the surface roughness of the UNS A96063 alloy, in dry-turning operations, in order to obtain the
optimal machining conditions for low surface roughness (Ra) and high surface microhardness (HV).
Cutting speed values between 10 and 50 m/min and feed values between 0.40 and 0.80 mm/r were
used. A lower roughness and higher microhardness were obtained for intermediate feed (0.5 mm/r)
and high cutting speed values (40 m/min). In addition, a potential model was developed in this work.
That model allowed obtaining the microhardness as a function of the feed rate, the cutting speed,
the cutting forces, and the number of machining steps (roughing and finishing).

Surya et al. [28] analyzed the cutting speed and cutting depth influence on the microhardness
of dry-turned UNS A97075 alloy. Different cutting speed (50, 100, 200 and 300 m/min) and cutting
depth values (0.3, 0.6 and 0.9 mm) were used, whereas the feed remained constant (0.05 mm/r).
In this case, a surface microhardness decrease was observed when the cutting speed was increased.
In addition, a reduction in the microhardness was also observed when the cutting depth was increased,
but its influence was less noticeable. The authors attributed this behavior to the heat generation and
dissipation on the machined surface.

As previously mentioned, the machining operation modifies the surface microstructure of the
machined parts. In this regard, Rotella et al. [29] used microhardness measurements to evaluate the
depth reached by these microstructural alterations, in the dry turning of UNS A97075-T651 alloy. Several
hardness tests were carried out for different surface layer depths (up to 500 μm). A microhardness
reduction was observed as a function of the depth, and it was finally stabilized at greater depths.
The cutting speed and the tool-tip radius influence was also analyzed. The results obtained showed
that higher cutting speed values resulted in greater microstructure modifications, with a reduction in
the grain size. In addition, cutting tools with higher tool-tip radius generated a greater reduction in
the grain size and higher values of surface microhardness, as a consequence of the contact surface
reduction between the tool and the machined part.
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Similarly, Campbell et al. studied the microstructure modifications as a function of the surface
microhardness, in the dry turning of UNS A97075-T651 alloy [30]. In this case, the turning operations
were carried out with a constant feed (0.076 mm/r) and cutting speed values between 360 and 720 m/min,
while also varying the tool rake angle (0◦–15◦). The authors indicated that the cutting speed increments
and low tool rake angle generated a microstructure modification at higher surface depths, as a
consequence of the temperature increment in the cutting area. Contrary to the results obtained by
Rotella et al. in [29], Campbell [30] stated that the microhardness in a closer area to the surface
decreased until 50-μm depth. Once this value was reached, the microhardness tended to stabilize at
higher values than the initial ones and, therefore, a more homogeneous microstructure was obtained.

With regard to the UNS A96061 alloy, Akkurt et al. [26] performed different conventional and
non-conventional machining tests, in order to study the microhardness alterations induced by the
process in the part surface. It was observed that, in all tested machining processes, the microhardness
decreased in the most superficial layer of the machined part, compared to the starting material. This
microhardness reduction is justified by the thermal effect of the machining operation on the machined
surface. Moreover, this thermal effect is more important in surfaces that present greater irregularities
and, therefore, less superficial microhardness.

On the other hand, 7000 aluminum alloy series have lower corrosion resistance compared to
pure aluminum. Its main alloying element is Zn (~6%), which makes the appearance of the alumina
protective layer (with higher corrosion resistance) more difficult [31]. For the 2000 and 7000 series,
corrosion is usually localized, with the appearance of pitting common, as well as intergranular
corrosion, which can be considered as the generation and nucleation points of microcracks that affect
the continuity of the surface microstructure [32–34].

Despite the lack of research studying the cutting parameter influence on corrosion behavior of
machined parts, several studies revealed that low cutting speed and high feed values result in machined
parts with lower corrosion resistance [35–37]. In addition, the surface microhardness has a close
connection with corrosion resistance. The metallic material corrosion resistance depends essentially on
the ability to form passive bonded layers and its mechanical properties. Usually, higher hardness and
tensile strength can be related to higher corrosion resistance [36,38,39].

Yue et al. [40] studied the effect of the immersion corrosion process (saline solution 3.5% NaCl)
in parts of the UNS A92009 alloy, machined using three different techniques: turned with ceramic
tool, turned with diamond tip tool, and WEDM (wire electrical discharge machining). The results
revealed that the samples machined by WEDM showed less corrosion resistance than the turned ones.
The authors justified this result due to the greater surface irregularity obtained after WEDM machining.
In addition, turned parts with the diamond tool were less affected by the corrosion process.

Welcome at al. [41] evaluated the cutting parameters influence on the corrosion behavior of
the UNS A92024-T3 aluminum alloy. After machining, the specimens were submerged in a saline
solution (3.5% NaCl). Then, the surface finish after corrosion was compared with the initial one (after
machining). The results showed that the use of lower feed and higher cutting speed resulted in a better
corrosion resistance, as a consequence of the better surface quality of the machined parts.

As shown in the literature review, there are several studies that related the cutting parameters
to surface properties such as microhardness and corrosion resistance in dry-machined aeronautical
aluminum alloys. However, few studies included the feed as a parameter of influence. This may
be logical, keeping in mind that most of these studies were carried out at high cutting speed values
(above 100 m/min), where thermal effects (mainly influenced by the cutting speed) predominate over
mechanical effects, in which the feed has a greater influence. However, as previously mentioned, these
alloys are frequently used hybridized with other materials, such as CFRP and Ti, which require the
application of lower cutting speeds. In addition, in no case were the synergistic effects between cutting
parameters, geometric alterations, microhardness, and corrosion resistance analyzed.

Therefore, an analysis of cutting speed and feed influence on surface roughness and microhardness
of UNS A97075-T6 alloy, turned under dry conditions, was carried out in this work. The results were
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compared before and after a corrosion process. The influence of these cutting parameters on each of
these variables (surface roughness, microhardness, and corrosion resistance) was analyzed, as well as
the possible interrelation between them.

2. Materials and Methods

Several dry-turning tests were carried out in order to evaluate the cutting parameter influence
on the surface microhardness of the aluminum alloy UNS A97075-T6. The tested alloy composition
(% mass), obtained by arc atomic emission spectroscopy (AES), is shown in Table 1.

Table 1. Evaluated aluminum–zinc alloy UNS A97075-T6 composition (% weight).

Zn Mg Cu Cr Si Mn Al

6.03 2.62 1.87 0.19 0.09 0.07 Balance

Cylindrical bars (diameter, D = 20 mm; length, L = 110 mm) were used as stock geometry to
manufacture the specimens. The sample final geometry is shown in Figure 1a. A step (25-mm length)
was machined at the end of the specimen, in order to ensure a proper grip to the chuck (Figure 1b).
A length of 65 mm was turned as the microhardness measurement area. The starting diameter was
reduced to 17 mm in two stages. Firstly, a roughing operation was performed to reach 18 mm;
then, a finishing operation was carried out to reduce the diameter to 17 mm. A new tool was used in
this last operation, to ensure the same initial conditions. The machining operations were carried out in
a CNC turning center.

  
(a) (b) 

Figure 1. (a) Sample geometry; (b) measurement area (all dimensions in mm).

Different cutting parameter values were used to perform the finishing step. Their values are shown
in Table 2. The cutting depth (ap) remained constant in every test. To evaluate the thermo-mechanical
effects of the cutting parameters on the surface micro-hardness, several values of cutting speed (vc)
and feed (f ) were used. As previously commented, it is necessary to emphasize that, although this
alloy is not usually machined with low cutting speed values, its use hybridized with other materials
forces the use of low values. The application of this cutting speed range, together with the analysis of
the feed influence, is one of the main novelties of this work.

Table 2. Cutting conditions.

vc (m/min) f (mm/r) ap (mm)

40
60
80

0.05

1
0.10
0.15
0.20
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Hence, 12 samples were machined (one for each cutting parameter combination). The used cutting
tools were uncoated WC-Co inserts, with ISO reference DCMT 11T308-14 IC, a tool-tip angle of 55◦,
and a tip radius of 0.8 mm.

In order to analyze the surface roughness influence on microhardness (before and after a
corrosion process), the roughness profile was obtained. It is necessary to point out that the evolution of
the microgeometrical deviations as a function of the cutting parameters, in the dry machining of this
alloy, was widely studied. Nevertheless, in this work, the microgeometrical deviations were measured
with a double purpose. On one hand, they may be used as an element of control and comparison with
previous research. On the other hand, they could be useful to analyze possible synergistic actions
between cutting parameters, hardness, surface roughness, and corrosion behavior. For this purpose,
a Mitutoyo portable roughness tester, model Mitutoyo SURFTEST SJ-210, was used. The average
roughness (Ra) and the maximum height of the profile (Rz) were used as parameters to evaluate the
surface quality (Equations (1) and (2)).

Ra =
1
lr

∫ lr

0
|Z(x)|dx, (1)

Rz = Zp + Zv, (2)

where lr is the sampling length, Z(x) is the profile height, Zp is the peak height, and Zv is the peak
valley of the roughness profile.

Two measures were obtained along two different areas. The measurement was repeated along four
specimen generatrix (G1–G4, 90◦ apart; Figure 2). Therefore, eight roughness profiles were obtained
for each specimen. The surface roughness measurement was carried out according to the UNE-EN ISO
4288: 1998 standard [42]. The used parameters are indicated below.

• Filter: normal Gaussian distribution;
• Measurement or scan length (ls): 2.5 μm;
• Basic or contact length (lc): 0.8 mm.

 

Figure 2. Roughness profile measurement set-up.

A Vickers hardness test was performed on each specimen, according to the UNE-EN ISO 6507-1:
2018 standard [43]. A non-machined specimen (stock bar) was used as a control element, to compare
the results with the machined samples. The applied load was 0.05 kgf (0.05 HV), corresponding to a
value of 0.49 N. The tests were carried out on two different generatrices, obtaining hardness results at
four points (T1, T2, T3, and T4) on the same generatrix (Figure 1b). The hardness tests were carried
out by using a MATSUZAWA MXT70 micro-hardness tester, with a pyramid-shaped indenter (with a
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square diamond base and an angle between opposite faces of 136◦; Figure 3). The temperature of the
measurement area was controlled, remaining within the standard limits of 23 ± 5 ◦C [43].

Once the surface hardness was measured, the corrosion process for the machined and
non-machined samples was carried out. The samples were placed by immersion within a corrosive
environment. For this purpose, a solution of deionized water and NaCl (3.5% concentration) was used,
keeping the specimens in that environment for 72 h.

During the corrosion process, the corrosive medium temperature was continuously checked,
remaining at 26 ± 1 ◦C. In addition, a pump was placed in the solution to keep the saline medium
moving and to avoid NaCl stratification, ensuring the corrosion process homogeneity on the surface of
all samples. After the corrosion process, the surface roughness profile was measured in every sample
(following the same methodology). After that, the hardness tests were carried out once again, under
the same conditions previously described.

 
 

(a) (b) 

Figure 3. (a) Hardness test set-up; (b) generated mark in the test point.

Finally, scanning electron microscopy (SEM) and energy-dispersive spectroscopy (EDS) techniques
were used in order to analyze the alloy microstructure and micro-composition, before and after
machining. An etchant (2.5% HNO3, 1.5% HCl, 1% HF; 95% H2O) was used to show the grain structure.
An image processing software was used to measure the grain size, according to the standard ASTM
E112 “Standard Test Methods for Determining Average Grain Size” (Equations (3)–(5)).

N = 2nA−1, (3)

n = nA + Q, (4)

Q = 2log2

( μ
100

)
, (5)

where N is the number of grains, n is the grain size, nA is the apparent grain size, Q is the correction
factor, and μ is the micrograph magnification.

3. Results and Discussion

Figures 4 and 5 plot the evolution of Ra and Rz, respectively, as a function of the cutting parameters,
vc and f, before (Figures 3a and 4a) and after (Figures 3b and 4b) the corrosion process. These values
were calculated as the average values of the experimental results, measured in four different lines
along the specimens. Additionally, the Ra and Rz values of the non-machined sample were identified
in the figures, in order to analyze the induced alterations by the machining process.

The results revealed that the feed was the most influential variable on surface roughness.
Both parameters, Ra and Rz, showed a general trend to increase with f, regardless of vc. This trend was
more noticeable from f = 0.10 to 0.20 mm/r. For samples before corrosion, Ra was three times higher for
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f = 0.10 mm/r than for 0.20 mm/r. For samples after corrosion, the effect of f was amplified, reaching
four-fold higher values for 0.20 mm/r than for 0.1 mm/r. The feed influence was less evident in the
range of low f applied (0.05–0.10 mm/r). For these low f values, Ra and Rz showed similar values to
samples before machining.

With regard to vc, no significant modifications were observed in Ra or Rz when this parameter
was modified. Therefore, the effect of the natural roughness, induced by the feed, was predominant
over the thermal effects that cutting speed variations may have caused during the cutting process,
such as the appearance of built-up edge (BUE), which may have affected the surface quality [5,44].
In the dry machining of this alloy, this indirect adhesion tool wear is usually a consequence of the
thermo-mechanical effects at high feed. Nevertheless, the effect of cutting speed becomes more relevant
for low feed, giving rise to BUE with higher intensity for higher cutting speed values. However, the low
cutting speed applied in this research made this effect less noticeable and, as a result, the cutting speed
effect on surface roughness was almost negligible [45–47].

It is necessary to point out that all these observations are in good agreement with previous
research, in connection with the parametric analysis of surface roughness in the dry turning of the 2000
and 7000 aluminum alloys series [45,47,48].

Regarding the corrosion process, no significate changes in Ra were observed. However,
the dispersion in the results seemed to be a little bit higher. This fact was more evident for Rz.
These results may be explained considering that Ra was calculated as an average value of peaks
and valleys of the roughness profile, while Rz was obtained as the maximum height of the profile.
The appearance of pitting and intergranular corrosion, mainly in the inter-metallic elements (Al23CuFe4),
resulted in surface irregularities that may have affected the values of the microgeometrical deviations
at one point (Figure 6). This effect was softened in the calculation of average values to obtain Ra.

In addition, an increment in Rz was observed after the corrosion process, regardless of vc and f.
Only for the highest f (0.20 mm/r) was this increment slightly higher. A poorer surface quality, at high
f, resulted in a higher corrosion effect, and vice versa. Hence, f seemed to be a little more influent only
in the highest range of the tested values.

  
(a) (b) 

Figure 4. Average roughness (Ra) as a function of feed (f ) and cutting speed (vc), (a) before and (b)
after a corrosion process.
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(a) (b) 

Figure 5. Maximum height of the profile (Rz) as a function of feed (f ) and cutting speed (vc), (a) before
and (b) after a corrosion process.

  

(a) (b) 

Figure 6. (a) SEM image of the microstructural composition of the UNS A97075 alloy tested
(before machining and corrosion processes); (b) SEM image of the pitting corrosion effect on the
machined surface.

Figure 7 shows the average microhardness values as a function of vc and f, after and before
the corrosion process, for the machined samples. In addition, the microhardness values for the
non-machined samples are also plotted, as reference values.

In general, a surface microhardness (HV) increment was observed in all samples, after machining
and before corrosion (Figure 7a), regardless of vc and f. Its value was increased by 25% for a certain
cutting parameter combination (f = 0.15 mm/r; vc = 60 m/min), regarding the non-machined sample.
This fact can be explained taking into account that machining resulted in very aggressive conditions
(high pressures and temperatures) in the cutting area, both in the tool and the part. The compression
forces gave rise to a plastic deformation of the machined surface [49], as well as microstructural
alterations (finer grain structure), which resulted in strain hardening [29] (Figure 8).

Regarding the cutting speed influence on microhardness, Figure 7a shows very similar HV mean
values for vc = 40 and 80 m/min, whereas its mean value seemed to increase for vc = 60 m/min, for the
intermediate range of f (0.10 and 0.15 mm/r). In addition, higher dispersion in the experimental results
was observed for this cutting parameter combination. With regard to f, the best results (the highest HV)
were obtained for f = 0.10 and 0.15 mm/r. When these values were combined with the intermediate
vc tested value (60 m/min), HV reached a difference of 25% compared to other cutting speed values
(40 and 80 m/min). For other f (0.05 and 0.20 mm/r) and vc (40 and 80 m/min), a clear HV trend as a
function of the cutting parameters was not observed.
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(a) (b) 

Figure 7. Surface microhardness (a) before corrosion and (b) after corrosion.

Therefore, the highest HV results were obtained when the intermediate range of cutting speed and
feed values was applied. These results may be explained considering the effect that f and vc produce
on the surface microstructure. On one hand, f increments usually produce a higher plastic deformation
on the machined surface due to mechanical effects (strain hardening), whereas the thermal effects are
usually lower [49]. Therefore, a finer grain microstructure is obtained, giving rise to HV increments.
On the other hand, vc increments result in higher temperature in the cutting area [28]. The produced
heat is removed from the cutting area by the chip, the tool, and the part. At high cutting speeds, most
of the energy is dissipated trough the chip. For low cutting speeds (such as those used in this work),
the dissipated energy by the chip becomes lower; thus, the dissipated heat through the tool and the
part is increased. This fact results in a grain size increment and an HV reduction [29]. When vc is
increased (within this low range), this effect becomes more relevant.

Hence, for low f (0.05 mm/r) and vc (40 m/min), mechanical effects predominated over thermal
effects. The grain microstructure was finer than in the non-machined part (from 18.35 to 15.36 μm
average grain size), and HV was higher (Figure 8c). For the intermediate range of f (0.10–0.15 mm/r)
and vc (60 m/min), the mechanical effects were stronger (Figure 8b). Thermal effects were increased but
were not high enough to compensate for the mechanical effects. As a result, the grain microstructure
was finer (14.04 μm average grain size) than for low f and vc, and HV was increased.

 
(a) (b) (c) 

Figure 8. SEM images of the surface microstructure: (a) non-machined; (b) vc = 60 m/min and
f = 0.15 mm/r; (c) vc = 40 m/min and f = 0.05 mm/r.

Finally, for the highest vc (80 m/min), the thermal effects became more relevant and compensated
for the mechanical effects. Therefore, the grain size was greater and HV was reduced, reaching a
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similar size to that for low f values. Consequently, mechanical and thermal effects were mixed, and the
feed mechanical effects could not be neglected against the thermal effects of cutting speed, within the
range of the tested vc values. This fact made it more difficult to obtain a clear trend of HV as a function
of the cutting parameters.

With regard to the HV results after corrosion, a general microhardness reduction was observed
in the samples, both before and after machining (Figure 7b). In addition, a higher dispersion was
obtained in all the range of the tested cutting parameters. The irregularities in the surface, due to
pitting corrosion, resulted in a higher dependence on the surface point where HV was measured.
Similar average values were obtained for vc = 60 and 80 m/min and the sample before machining.
The average value seemed to be higher only for vc = 40 m/min. However, it was difficult to establish
a general trend, given the high level of dispersion that the results showed. Therefore, the corrosion
process negatively affected microhardness, but it was not possible to establish a direct relationship
between cutting parameters, surface roughness, and microhardness after a corrosion process.

4. Conclusions

In this work, the cutting speed and feed influence on the microhardness of dry-turned UNS
A97075-T6 alloy samples was analyzed. The results were compared with the non-machined samples,
before and after a corrosion process, in order to study the possible connection between cutting
parameters, microgeometrical deviations, microhardness, and corrosion.

The microgeometrical deviations, evaluated through Ra and Rz, showed a general trend to
increase with feed. However, no significant modifications were observed as a function of cutting speed.
The natural roughness, induced by the feed, was predominant over the cutting speed thermal effects
(such as surface alterations originated by the indirect adhesion tool wear). These observations are in
good agreement with previous research regarding parametric analysis on surface roughness for the
7000 aluminum alloys series.

In addition, no significate changes in Ra were observed after corrosion. However, an Rz increment
was observed, regardless of feed and cutting speed. For the highest feed value (0.20 mm/r), this
increment was slightly higher. Therefore, feed seemed to be more influent for the highest tested values.
Additionally, the dispersion in the results seemed to be higher for Ra. This fact was more evident for Rz.
The appearance of surface alterations, due to pitting corrosion, resulted in a higher dispersion of the
maximum height of the surface profile (Rz). This effect was softer for Ra, because it was calculated as
an average value of the surface profile deviations.

In general, a surface microhardness (HV) increment was observed in all samples, after machining
and before corrosion, regardless of vc and f. The highest microhardness was obtained for the
intermediate cutting speed (60 m/min) and feed (0.10–0.15 mm/r) values. For low feed and cutting
speed, mechanical effects predominated over thermal effects. This fact resulted in finer microstructure
than in the non-machined part, giving rise to microhardness increments. For the intermediate range
of feed and cutting speed, the mechanical effects were stronger. The thermal effects were increased,
but not high enough to compensate for the mechanical effects. As a result, the grain microstructure
was finer than for low feed and cutting speed. Finally, for the highest cutting speed (80 m/min),
the thermal effects were more relevant and compensated for the mechanical effects, increasing the grain
size and reducing the microhardness. Therefore, the mechanical effects, produced by feed, should not
be neglected against the thermal effects, produced by cutting speed, within the low range of tested
cutting speed.

A general microhardness reduction was observed in the samples after corrosion. However,
a higher dispersion in the results was obtained in a wide range of cutting parameters analyzed, due
to the irregularities in the surface produced by pitting corrosion. Therefore, the corrosion process
negatively affected microhardness, but it was not possible to establish a direct relationship between
cutting parameters, surface roughness, and microhardness after a corrosion process.
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It is necessary to highlight that previous works in this regard usually focused on high-speed
values of cutting speed, typically used on non-hybridized alloy. Under these conditions, the cutting
speed is the most relevant cutting parameter and, therefore, thermal effects predominate over the
mechanical ones. However, there is a gap in knowledge regarding the analysis of the possible influence
of feed when low cutting speeds are used. Hence, this work covers this gap.

Finally, it is necessary to point out that this work is framed within a broader research line, currently
in development, regarding the analysis of the cutting parameter influence on the surface integrity
of UNS A97075 alloy, turned under dry conditions. This research line focuses on analyzing the
relationship between cutting parameters, surface topography, and mechanical properties.
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