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Preface to “Uncertain Multi-Criteria Optimization
Problems”

Dear Colleagues,

Most real-world search and optimization problems naturally involve multiple criteria as
objectives. Generally, symmetry, asymmetry, and anti-symmetry are basic characteristics of binary
relationships used when modeling optimization problems. Moreover, the notion of symmetry
has appeared in many articles concerning uncertainty theories that are employed in multi-criteria
problems. Different solutions may produce trade-offs (conflicting scenarios) among different
objectives. A better solution with respect to one objective may be a compromising one for other
objectives. There are various factors that need to be considered to address the problems in
multidisciplinary research, which is critical for the overall sustainability of human development
and activity. In this regard, in recent decades, decision-making theory has been the subject of
intense research activities due to its wide applications in different areas. The decision-making
theory approach has become an important means to provide real-time solutions to uncertainty
problems. Theories such as probability theory, fuzzy set theory, type-2 fuzzy set theory, rough set,
and uncertainty theory, available in the existing literature, deal with such uncertainties. Nevertheless,
the uncertain multi-criteria characteristics in such problems are yet to be explored in depth, and
there is much left to be achieved in this direction. Hence, different mathematical models of real-life
multi-criteria optimization problems can be developed in various uncertain frameworks, with special
emphasis on optimization problems.

This Special Issue on “Uncertain Multi-Criteria Optimization Problems”aims to incorporate
recent developments in the area of applied science. Topics include, but are not limited to, the

following:

¢ Theoretical foundations of MCDM using uncertainty;

e Aggregation operators and application in MCDM;

® Multi-criteria in production and logistics;

* Risk analysis/modeling, sensitivity/robustness analysis;

® Multi-criteria network optimization;

* Mathematical programming in MCDM under uncertainty;

* New trends in multi-criteria decision-making.

Dragan Pamucar
Editor
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Abstract: As a further extension of the fuzzy set and the intuitive fuzzy set, the interval-valued
intuitive fuzzy set (IIFS) is a more effective tool to deal with uncertain problems. However, the
classical rough set is based on the equivalence relation, which do not apply to the IIFS. In this paper,
we combine the IIFS with the ordered information system to obtain the interval-valued intuitive
fuzzy ordered information system (IIFOIS). On this basis, three types of multiple granulation rough
set models based on the dominance relation are established to effectively overcome the limitation
mentioned above, which belongs to the interdisciplinary subject of information theory in mathematics
and pattern recognition. First, for an IIFOIS, we put forward a multiple granulation rough set (MGRS)
model from two completely symmetry positions,which are optimistic and pessimistic, respectively.
Furthermore, we discuss the approximation representation and a few essential characteristics for
the target concept, besides several significant rough measures about two kinds of MGRS symmetry
models are discussed. Furthermore, a more general MGRS model named the generalized MGRS
(GMGRS) model is proposed in an IIFOIS, and some important properties and rough measures are
also investigated. Finally, the relationships and differences between the single granulation rough
set and the three types of MGRS are discussed carefully by comparing the rough measures between
them in an ITFOIS. In order to better utilize the theory to realistic problems, an actual case shows the
methods of MGRS models in an IIFOIS is given in this paper.

Keywords: granular computing; interval-valued; intuitionistic fuzzy set; multiple granulation;

ordered information system

1. Introduction

For decades, Pawlak [1] has presented the rough set conception, which has become
one of the most popular ideas in artificial intelligence litelature. The theory completely
subverts the conception of classical sets and has been a soft computing implement to deal
with impreciseness, indeterminacy and vagueness in data processing. The theory has been
widely used in data mining [2,3], conflict analysis [4-6], patter recognition [7,8] and so
on. At present, grest progress has been made in the theoretical basis and applied research
of rough set in China, many scholars have published corresponding monographs and
hundreds of papers in this field [9,10].

Atanassov [11] proposed the concept of the intuitive fuzzy set [12] on the basis of
fuzzy set in 1983, which is an extension of the fuzzy set [13,14]. The intuitive fuzzy
set is compatible with information on membership and non-membership [15] and more
comprehensive and practical than the fuzzy set in dealing with vagueness and uncertainty.
The integration of intuitive fuzzy sets and rough sets pruduces another blending model for
processing intuitionistic fuzzy data [16]. For example, Coker first discussed the relationship
between intuitive fuzzy set theory and rough set theory. On the basis of the fuzzy rough set
given by Nanda, Jena and Chakrabraty put forward different concepts about intuitionistic
fuzzy rough set theory. Wu and Liu [17] investigated the intuitionistic fuzzy equivalence
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relation in intuitive fuzzy system and got upper approximation reduction model in intuitive
fuzzy information system. Zhou et al. [18] designed the approximation method of intuitive
fuzzy rough set, and further uplifted the algorithm efficiency about intuitive fuzzy rough
set approximate representation method in [19]. Zhang [20] researched some properties and
conclusions of upper and lower approximation of intuitive fuzzy overlap.

The objects of classical rough set theory is a complete information system [21] which
can divide the dominance of discourse through binary indistinguishable relation-the equiv-
alent relation [22], so it can only process discrete data. In reality, however, due to the
complexity and uncertainty of the environment, attribute values of a number of objects
appear in the form of intuitionistic fuzzy number, and there are advantages and disadvan-
tages among attribute values. To solve this problem, some scholars proposed an extension
of rough set model based on dominance relation to replace the equivalence relation, and ap-
plied the classcial rough set theory to the ordered information system to research. In recent
years, several researchers have been committed to studying the qualities and arithmetics
of rough sets based on dominance relations. For example, Xu and Zhang [23] proposed
new lower and upper approximations and obtained several important proporties in gen-
eralized rough set induced by covering. Xu et al. [24] proposed concepts of knowledge
granulation, knowledge entropy and knowledge uncertainty measure in ordered informa-
tion systems, and investigated some important properties. For an ordered information
system, Xu et al. [25] dealed with the problem of attribute reduction with the proof theory.
After that, Xu et al. [26] combined the intuitionistic fuzzy set theory with the ordered
information system to further expand the inttuitionistic fuzzy set theory.

An equivalence relation on the universe can be regarded as a granulation, from the
perspective of granular calculation, divide the domain of discourse into equivalence
classes [27]. Hence the classical rough set models can be regarded as based on a granulation
that is a equivalence relation. In addition, we can also know that any attributes can induce
a equivalence relation in an information system. When based on multiple granulations, we
can have the following situations:

Case 1: There exits at least a granulation so that the element must belong to the
target concept.

Case 2: There exits at least a granulation so that the element may belong to the
target concept.

Case 3: There are some granulations such that the element surely belong to the
target concept.

Case 4: There are some granulations such that the element possibly belong to the
target concept.

Case 5: All granulations so that the element must belong to the target concept.

Case 6: All granulations so that the element may belong to the target concept.

For case 1,2, 5 and 6, a multiple source rough set model was proposed by Khan et al. [28].
Qian et al. also made a preliminary exploration of the rough set model from this perspective,
defined the upper and lower approximation operators of the optimistic and pessimistic
multiple granulation rough set model which are symmetry concepts, gave the properties
of these approximation operators and introduced the measure of uncertainty of the target
concept. Xu et al. [26] generalized the multiple granulation rough set model to the ordered
information system for Case 1, 2, 5 and 6, and established a rough set model based on the
ordered information system.

Intervaling intuitionistic fuzzy set can deal with more complex and practical prob-
lems [29,30]. How to establish dominant relations on the interval value of attributes about
objects has become a hot topic in research. Qian et al. [31] first defined the dominance
relation by comparing the upper and lower boundaries of interval values, and used the
size of the upper or lower interval to judge the advantage or disadvantage of interval
values. Zeng et al. [32] used the radius and center of interval values to define the dom-
inance relation to reduce attributes in the interval-valued ordered information system.
Yu et al. considered the dominance relation of two interval values in the intersection
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by the distribution principle of probability, then upper and lower approximation sets of
the interval-valued information system are constructed which are based on this domi-
nance relation. Huang et al. [33] introduced a dominance relation in the framework of
interval-valued intuitionistic fuzzy information systems to come up with the concept called
a dominance-based interval-valued intuitionistic fuzzy information system, which is used
to establish a dominance-based rough set model.

Intervaling the intuitionistic fuzzy set can deal with uncertainty and vagueness in more
effectively. This paper draws on the definition of the size between intuitionistic fuzzy numbers
in [34]. The interval-valued intuitionistic fuzzy ordered information system [35,36] is obtained
by combining the interval-valued intuitionistic fuzzy set [37] with the ordedred information
system and extands the single granulation rough set model based on the dominance relation
in an IIFOIS to two types of multiple granulation rough set model. In addition, considering
that the approximation represention conditions of the two MGRS models for the concept
are either too loose or too strict, a generalized multiple granulation rough set model in an
ITFOIS is proposed from the perspective of the lower approximation. The rest of the paper
is organized as follows. Some basic concepts about the intuitionnistic fuzzy set, the interval-
valued intuitionistic fuzzy ordered information system and the rough set theory in an
ITFOIS in Section 2. In Sections 3 and 4, for an IIFOIS, two types of MGRS symmetry models
are obtained, respectively, where a target concept is approximated from different kings
of views by the dominance class induced by multiple dominance relations. In addition,
a number of important properties, the rough measure and the quality of approximation
of two types of MGRS models are investigated in an IIFOIS. In Section 5, the generalized
multiple granulation rough set model based on an IIFOIS is proposed and some important
properties are discussed. In Section 6, relationships and differences about the rough set,
the rough measure and the quality of approximation are discussed between the single
granulation rough set and three types of MGRS models. Finally, the paper is conclued by a
summary and outlook for further research in Section 7.

2. Preliminaries

In this section, we will introduce several basic concepts, including the interval-valued
intuitionistic fuzzy set (IIFS) and related operations, the interval-valued intuitionistic fuzzy
ordered information system (IIFOIS) and the rough set based on the system. More details
can be seen in references.

2.1. The Interval-Valued Intuitionistic Fuzzy Set

Let U be the universe , an interval-valued intuitionistic fuzzy set Al on U is

Al = (<, (1 (0), 15 (0], vy (3),v] (0)] > [x € U},

where i, (x), pu}(x) : U — [0,1] and v}, (x), v} (x) : U — [0,1] satisfy 0 < p,(x) <
ph(x) < 1,0 < v (x) <vi(x) <land 0 < pf(x) +vi(x) < 1forany x € U.
(14 (x), 1} (x)], [V, (x), v} (x)] are called the membership and nonmembership degree
interval of x relatlve to the interval-valued intuitionistic set A1, respectively, where p,(x)
and v}, (x) are the lower bounds of the interval, y; (x) and v} (x) are the upper bounds of
the interval. And IIFS(U) represents the class of all interval-valued intuitionistic fuzzy
sets on U.

Suppose All, Bl € ITFS(U), x € U. The operations related to the set Al and Bl are
as follows.

WAL C B & i (x) < pug (), i () < g (0), v (x) > v (), v (x) > v ().
2 )A[fsz = {< 2 [ () V g (0,125 () V i (1)), o () A v (), 05 () A v ()] >
X €

W

=

=
\Y

B)AUN B = (< x, [ (x) A i3 (), 1 () A i (0], 7 (0) Vi (), 5 () Vo
lx e U}.
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WA — (< x, [ (), ()], 13 (0,155 (0] > | € U,
where “V" and “A\" represent the operation of max and min, respectively.

2.2. The Interval-Value Intuitionistic Fuzzy Ordered Information System

The interval-valued intuitionistic fuzzy information system (IIFIS) can be recorded
as 7 = (U, AT, V, f), we can know that U = {x,xp,-- -, x,} represents the whole of
objects under discussion, and the class of all subsets of U is denoted by P(U). AT =
{ay,az,- -+ ,an} is the collection of all attributes. V = U,c a7V, V, denotes that the value
domain of objects with respect to the attribute a. f : U x AT — V, there f(x,a) =<
[y (x), it (x)], [va (x),v7 (x)] >€ V, forany a € AT, x € U, where 0 < p, (x) < pf (x) <
1,0<y, (x) <vf(x)<land 0 < pf(x)+v/(x) <1

If AT = CT C DT, where CT = {c1,¢p,- - ,cp} is the collection of all condition
attributes, and DT = {d;,dy,- - -, dq} is the collection of all decision attributes, then Zl! =
(U,CTUd,V,f) is called the interval-valued intuitionistic fuzzy decision information
system(IIFDIS). In particular, according to the number of decision attributes, the IIFDIS
can be divided into the interval-valued intuitionistic fuzzy single-decision information
system(|DT| = 1) and the interval-valued intuitionistic fuzzy multi-decision information
system(|DT| > 1).

Let ZIU = (U, AT,V, f) be anIIFIS, a € AT . According to the domain of the attribute
a, for any x; € U, we can find an object x; from U such that

flxi,a)[)) > f(xj,a) & pg (xi) > p (%)), ma (xi) > pg () and vy () < v (%)), v (%) < v (),

flei,a)] < f(xj,a) & ug (x0) < pg (x5), w7 (1) < pa (%)) and vy (xi) > vy (x), v (%) > v (%))

”

Increasing and decreasing partial ordered relations can be obtained from ”[?] > ” and
"] <”. Inan [IFISZ [ = (U, AT, V, f), the attribute will be the criterion if and only if the
value of objects by the attriibute is partial ordered, so we can get the dominance relation
by criterions. In this paper, we only consider the dominance relation by the increasing
partial ordered relation. For x;, x; € U, x;[t] >, x; < f(x;,a)[t] > f(x;,a) indicates that x;
is superior to x; with respect to the criterion 4, it is also means that x; is at least as good as
xj abouta. For A C AT, x; >4 x; means that x; >, x; for every a € A.

Let Tl = (U, AT, V, f) be an IIFIS, if all attributes are criterions, then the Z[U is
called an interval-value intuitionistic fuzzy ordered information system and recorded as
W= = (U, AT, V, f). In an IFOIS ZU= = (U, AT, V, f), A C AT, the dominance relation
REX}Z is

RB‘]Z = {(x;,xj) e Ux U|f(xj,a) < f(xja),Va € A}.

it is obvious that REQZ is reflective, transtive, but not symmetric, therefore RB‘] 2 is not an

equivalence relation.
The dominance class about x; € U for A by RB‘]E is

>

6] = {x; € U|(x;,x;) € RUZ}.

The coverage of U about the attribute set A is

u/RY= = {(x)¥%|x; € uy.

>

Proposition 1. Suppose zhlz = (U, AT, V, f) be an IIFOIS, A,B C AT. Then we have the

following results.

(1) If B C A, then RBF - Rg]z and [xi]B‘]2 - [xi]g]z,for any x; € U.

@ I xj € (0] 57, then [x)}* C [x)}* and [x]§* = U{[x] 7 |x; € [x]57}, for any
Xi, Xj € u.
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3 [x ANZ = lllZ ifand only if 1 (i) = s (x), () = pf(x)) and v () =
vy (%)), vi (%) = vi (xj) fora € A.

Example 1. Suppose Table 1 is an interval-value intuitionistic fuzzy ordered information system
about the information of communities to be sold, U = {x1, x2, X3, X4, X5, X¢ } is a universe which
consists of 6 communities in one city, AT = {ay,ay,a3,a4} is the conditional attributes of the
system including location, utility service, type of layout and environment. Decision is the result of
excellent student by experts according to the information of these communities, Y express that the
community is excellent, and N express the community is not excellent.

Table 1. An interval-value intuitionistic fuzzy ordered information system.

u ai as as ag d
x1 < [0.32,0.37],[0.20,0.31] > < [0.53,0.62],]0.10,0.18] > < [0.26,0.35],[0.30,0.38] > < [0.53,0.62],[0.16,0.20] > Y
x; < [0.39,0.42],[0.11,0.12] > < [0.35,0.37],[0.28,0.35] > < [0.10,0.20],[0.50,0.60] > < [0.47,0.55],[0.25,0.32] > Y
x3 < [0.18,0.25],[0.39,0.52] > < [0.30,0.36],[0.37,0.42] > < [0.55,0.62],[0.15,0.20] > < [0.38,0.45],[0.30,0.40] > N
x4 < [0.27,0.33],]0.25,0.35] > < [0.20,0.32],[0.45,0.52] > < [0.48,0.53],[0.17,0.30] > < [0.30,0.40],[0.35,0.45] > N
x5 < [0.35,0.40],[0.15,0.25] > < [0.41,0.49],]0.25,0.32] > < [0.30,0.42],[0.25,0.33] > < [0.60,0.82],[0.12,0.15] > N
x¢ < [0.43,0.67],]0.08,0.12] > < [0.45,0.50],[0.20,0.24] > < [0.62,0.72],[0.08,0.18] > < [0.36,0.43],[0.30,0.40] > Y

From Table 2, we can know that U/d = {Dy, Dy}, Dy = {x1,x2,x¢}, DN = {x3, x4, x5}

We can calculate the dominance classes induced by Rm>

]l = () [llF = {x),

sl = (), (a2 = g, 36,
i

x5 = (s, el 87 = {6 ).

Table 2. The support feature function of objects in Table 1.

U Se(x) SM(x) S2(x) S (x) SP(x) SB(x) sy (x) S (x)

X1 0 0 1 0 0 0 0 0
X 1 0 0 0 0 0 0 0
X3 0 0 0 0 0 0 0 0
X4 0 0 0 0 0 0 0 0
X5 0 0 0 0 0 0 0 1
Xg 1 0 1 0 1 0 0 0
Let A = {a1,a;,a4} C AT, then we have
i = () 2§ = (),
[XS]E;]Z = {x1,x2, x3,x5}, [M]E;]Z = {X1,x2, X4, X5, xe},

s 5= = (s}, L] 4= = {6}
Obviously, [x,]%= € [x]¥=, u/RUZ = u/RY= = (%] %, € U}

2.3. The Rough Set in IIFOIS

Suppose ZIUZ = (U, AT, V, f) be an IIFOIS, X C U, A C AT. The lower and upper
(]

approximation of X with repect to the dominance relation R, = are as follows

X7 = {xe U}~ < x3,
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XU = freu|= nx £ o).

The objects in the lower approximation set XB‘]Z certainly belong to the target set

X, while the obiects in the upper approximation set YEF may be part of the target set X.

If XEF = YB‘] Z, we can say that X is a definable set with respect to the dominance relation

RE}Z, otherwise X is rough. And Pos(X) = XB‘]Z, Neg(X) =~ XEX]Z and Bnd(X) =

XE}Z — XBF are, respecticely, the positive region, negative region and boundary region

of X.

Proposition 2. Suppose = = (U, AT, V, f) be an IIFOIS, A C AT. For any X C U we
have that
1) xU= ¢ xlz ga x> o X2

b= _ =

(2) X[jl]z:XE‘]Tzzfandonlylfg%z:XEJTzandXA = X7 -

Proposition 3. Suppose = = (U,AT,V, f) bean IIFOIS, X,Y C U, A C AT. Then we have
the following results

1 xWZ cx

(Contraction)

(Extention)

au xcxy=

=N>
oL ~ XU =X
o) ~ x40 =~ xl=
3L o =0

R

Bu) 047 =0
4 ul” =u

@ Ul =u

(Duality)
(Duality)

(Normality)

(Normality)
(Co-normality)
(Co-normality)

(5L) MB‘]Z = XB‘]Z HXBF (Multiplication)
G XoYdT =xUZoYlE addition)

6r) xuy¥= > xU=yyl= raddition)

(6u) XnN YBF - YEF ?B‘]Z (F-multiplication)
(7L) X CY = XEF - XEF (Monotonicity)
7u) XCY= XB]]Z C ?B‘]Z (Monotonicity)
(8L) (XEEQZ)BF = XB‘]Z (Idempotency)

(8u) (YE‘]Z)B}E = XB‘B (Idempotency)

Let Z[0= = (U, AT, V, f) be an IIFOIS, A C AT, X C U. To express the imprecision
and roughness of a rough set, the accuracy measure and the rough measure of X by the

. . >
dominance relation REfl]* are as follows,

a(R

Proposition 4. Suppose T!
following results.

1) 0<pRYZx)<1.

> X
2 p(RYZ,x)=1- B

>
-l

A%

>

s =

S

s> —]>,
X0 qul - =X

o(RUZ, x) =1 - w(RUZ, X).

= (U,AT,V, f) bean IIFOIS, X C U, A C AT. We have the

X102
ul—[~x4=|"
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(3) IfR}” = RYZ, then p(R}), X) = p(R}7, X).

[
(4) IfBC A C AT, then p(R Ejf,X) < p(RYZ, x) < p(RIZ, x).

Let Z0= = (U,CT U {d}, V, f) be an IIFDOIS, A C AT. The quality of approximation
of d by R[ 12 , also called the degree of dependency, is defined as

>
’y(RA d |U| Z 2]

where RUZ = {(x;,x;) € U x U|f(x;,d) = f(x;,d), U/d = {Dy, Dy, -, Di}.

Proposition 5. Suppose ZI1= = (U, AT, V, f) be an IIFDOIS, X C U, A C AT. We have
1) 0<y(RY= a4 <1,
[= _

(2) IfRY [A]T,then'y( 02, d) =y (RY7,d).
(3) IfBC A C AT, then W(RE,]T—, d) > 7(RYZ,d) > 1 (R}, a).

Example 2 (Continued from Example 1). Let X = Dy = {x1,x2,x¢}. Then the lower and
]>

upper approximation sets of the concept X by the dominance relation R[ a1 are as follows.

Bl]]? — {xll X2, xé}/

—=N]>
X = {1, 32, %, 7).
Similarly, the lower and upper approximation sets of the concept X by the dominance relation

REF are as follows.

Xﬁ]z = {x1,x2, %6},

<>
XEA] = {xll X2,X3,X4, x6}'

Consider rough measures and we can get that

[?]> [2]2
p(RYT, X) =1~ mwﬂ ZLp(R[ZP X):1_|§‘zl]>ﬂ:§
[Rar (X)] IRY= (X))
And
[/ZXT - {xlrx2/x6}r T = {X3,X5}.
&QZ = {x1,x2, %6}, DNA* = {xs5}.
Then
(R[Z]> d) _ |DY[?]>| + |DN []> _§ (R[z]z d) _ |&BJZ|+ |&B\12)| :E
r)/ AT 7 |U| 6,')/ A 7 |u| 3

In that way, we can know that p(RB‘]TZ, X) < p(RE‘]Z, X), 'y(RB‘]TZ,d) > 7[2]2(1{3‘]2,61).

3. The Optimistic Multiple Granulation Rough Set in IIFOIS

The above rough set is approximated to the target concept by constructing the upper
and lower approximations through a single dominance relation, so it is a single granulation
rough set model. However, the granular computing emphasizes observing and solving
problems under different granulations which refers to the concept of the multile granulation
rough set.
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In this section, we will consider the multiple granulation rough set in an IIFOIS from
a completely optimistic perspective which means that as long as just one condition is met
to accept. We will investigate the representation of the upper and lower approximation
operators and discuss two basic mesasures and their properties.

Definition 1. Let ZUZ = (U, AT, V, f) be an IIFOIS, Ay, Ay, --- ,As € AT(s < 2AT),

RB}]F,RE‘];, . ,RBE be dominance relations, respectively. For any X € P(U), we have the

operators oMY and Wmi 4:P(U) — P(U), are as follows:

i—1 Ai

s
oM, (X) = {x e Ul V (W)7 € X)),
i=1

S
Y ViliEs >
oMY, (X) = {re Ul A(WiF nx #2)}.
i=1
where "\/” means "or” and "\" means "and”. OM%S2 4.(X) and OM[ZLE] 4.(X) are called
i=14% 1= !
the optimistic multiple granulation lower and upper approximation of X by dominance relations

RY= RYZ, .- RUZ inan niFOIS.
Similarily, oMz (X)) = W[ZZLZI 4.(X), then X is an opetimistic definable set with
i=14M 1= B

respect to multiple granulation dominance relations A1, Ay, - -+, As(m < 2|AT‘), other-
wise X is an opetimistic rough set. Posl’Z (X) = OM)[Z:E1 Ai(X)’ Neg[z]i1 Ai(X) =~

Yi1 Ai X
OM" , (X) and Brdfl” , (X) = OMY" , (X) - oMZ , (x).

From the above definition, it can be seen that the lower approximation in the optimistic
multiple granulation rough set is defined by multiple dominance relations, whereas the
rough lower approximation in Section 2.3 is represented via those derived by only one
dominance relation. And the operation in the lower approximation is “\/”. It means that for
the object x, as long as the lower approximation condition is met by at least one dominance
raltion, it is placed in the lower approximation set. That is what “optimistic” means.

In the following, we will employ an example to illustrate the above concepts.

Example 3 (Continued from Example 1). In Table 1, we often face the phenomenon that some
consumers may prefer some conditions of excellent communities as follows:
Preference 1: Not only the location and the utility service are better, but also the type of layout
is better.
Preference 2: Not only the location and the type of layout are better, but also the environment
is better.

From Table 1, we can know that U/d = {Dy, Dy}, Dy = {x1,x2,x¢}, DN = {x3, x4, x5}
Let X = Dy = {x1,x2, X6} is a set which consists of excellent communities.

When we only consider one of two preferences, which one must be an excellent community and
which one may be an excellent community?

By Preference 1 and 2, we can get that two dominance relations :

1000 0 0 1000 00
010000 010000
Ro_|001T 000, 001000
1 0001002 Joo0oo0100
0000T10 1000 10
010111 000101
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When we consider only Preference 1, we can get that

Bg?]z(x) = {x1,%2, %6},
RYZ(X) = {1,221, 75, %6},

and when we consider only Preference 2, we can get that
>
Ry (X) = {x2, %),

KE]Z(X) = {x1,x2, X4, X6 }.

It means that x1, xo, x¢ must be excellent communities and x1, x2, X4, X5, X may be excellent
communities when we consider only Preference 1. And when we consider only Preference 2, it
is also easy to find out that x, x¢ must be excellent communities and x1, xp, x4, X¢ may be
excellent communities.

Now we consider the question: When we consider one of two preferences at least, which one
must be an excellent community? When we consider both of two preferences, which one may be
an excellent community? We can solve the question according to the definition of the opetimistic
multiple granulation rough set. Then we have

oM (X) = {x1, %2, %6},

raywiliss
OMHrz(X) = {x1, %2, X4, X6 }-
We can know that the community x1, X2, x¢ must be excellent if we consider one of two
preferences at least, and the community x1, X2, X4, X¢ may be excellent if we consider both of two
preferences. Moreover, we can obtain

oM!"5(x) = R (x) URI= (x),

OMI5(x) = R{Z (x) nRYZ (x).

Proposition 6. Let ZU> = (U, AT, V, f) be an IIFOIS, A1, Ay, - -, As € AT(m < 2/4T)),
X € U, then the following results hold.

(OLy) OM[?]> A,(X) cX (Contraction)
(Ouy) XC OMgi A
(OLy OMY>

X) (Extention)
i= ]A (N X

=~ OM{%" 4 (X)  (Duality)
(OUy) OMy: 4 (~ X) =~ %[ L:l LX) (Duality)

(OLs) OM[Z];1 A (@) =@ (Normality)
(OUs) OME , (@) =@  (Normality)
(OLy) OM[Z];A_(U) =U (Co-normality)

(OUy) OM[Z]— AU)=U (Co-normality)

(OLs) OM[2L>1 (XNY)C OM[i> A(X)noM OM[Z]Z A(Y)  (L-F-multiplication)
(OUs) OM" , (XUY) 2 OM”— (X )UOM[*]> A(Y)  (U-F-addition)
(OLg) X C Y = OM[Z]— ( ) C OMH (Y) (Monotonicity)

(OUg) XCY= OM[ZL,l (X) C OM[Z]> A, (Y) (Monotonicity)
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(OLy) OM[?];] A(XUY) DOM[?L1 A(X )UOM%L Y)  (L-F-addition)
(ousy) OM

U= Uz SETINY
H A (Xny)cC OM[Z]?:1 (X)n OMH A, (Y) (U-F-multiplication)
The proof can be found in Proposition Al of Appendix A.

Definition 2. Let ZU> = (U, AT, V, f) be an IIFOIS, A; € AT,i = 1,2,--- ,s(s < 214T),
X € U, the opetimistic multiple granulation rough measure of X by Y31 A; is

loml

> ()

S
P2 A X) =1 - b
i=1 |OM T A (X)|
Definition 3. Let ZUZ = (U,CTUd,V, f) be an IIFDOIS, A; € AT,i = 1,2,--- ,s(s <
21AT1), The quality of approximation of d by Y ;_; A, also called the opetimistic multiple granulation
degree of dependency, is defined as

2y LS oMl
Yo 7(2Ai/d) = (|07M s A(D])|)/
i=1 |U| i1 i=1°"
= ]7
where R[Z]* {(xi,xj) e Ux U|f(x;,d) = f(xj,d), U/d = {D1,Da,- -, Dy}

Example 4 (Continued from Example 3). We can obtain the optemistic multiple rough measure
of X by the Preferences 1 and 2, as follows

oMZ (x
p£2]2(1+2,X):1—7| Xl _ 1

oMI5(x)| 4

And we have

OMﬂ__Z(Dy) = {xl,xz,xé},OM[fE(DN) = {x3,x5}.

Then the opetimistic multiple granulation degree of dependency is

loMI"Z (Dy)| + oM™ (Dy)]
]

5
Y21 42,d) = ==
This shows that the degree of uncertainty is 411 by the Preferences 1 and 2 from the optimistic

perspective. And the degree of dependence of the attributes including the Preferences 1 and 2 on
decision making is g from the optimistic perspective.

4. The Pessimistic Multiple Granulation Rough Set in IIFOIS

In this section, we will introduce another the multiple granulation rough set from a
completely optimistic perspective which means that accepting only if all conditions are
met and some related properties in an IIFOIS. Similarily, two elementary mesasures and
their properties are also provided.

Definition 4. Let ZU> = (U, AT, V, f) be an IIFOIS, Ay, Ay, --- ,As € AT(s < 2l4T)),

R@f,R@;, ---,R [2]* be dominance relations, respectively. For any X € P(U), we have the
operators PM, PM[ZL and PM[ I A P(U) — P(U), are as follows
i= ]

P ()—{xem/\ 1= c X3,

10
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PRIy 4 ( >—{er|\/ Snx#£0),

where “\/” means “or”and “\” means “and”. PM[ZZ]S2 (X) and PMM— ,(X) are called the
i:]
pessimistic multiple granulation lower and upper approximatzon of X.

Similarily, M[ZZLZ A, (X) = PMy [2]> ( ), then X is a pessimistic definable set with
i=14%

respect to multiple granulation dommance relations Ay, Ay, -, Ag(m < 2IAT1) otherwise X
is a pessimistic rough set. PosiZ A (X) = PM[Z]2 4.(X), Neg[z]* (X) =~ Wg«i A.(X)

Yig A
andBndmZ (X) PM>[£]5> (X) - pm> I(X)'

From the above deflrutlon, it can bezseen that the lower approximation in the pes-
simistic multiple granulation rough set is defined by multiple dominance relations, whereas
the rough lower approximation in Section 2.3 is represented via those derived by only one
dominance relation. And the operation in the lower approximation is “/\”. It means that for
the object x, the lower approximation condition must be met through all dominance raltions
before it can be placed in the lower approximation set. That is what “pessimistic” means.

We will illustrate the above concepts through the following example.

Example 5 (Continued from Example 3). Now we consider another question:When we consider
both of two preferences , which one must be an excellent community? When we consider one of
two preferences at least, which one may be an excellent community? We can solve the question
according to the definition of the pessimistic multiple granulation rough set. Then we have

PMIZ (X) = {x2, %),

1>
PMH—Z( ) = {xl, X2,X4,X5, X6}.
We can know that the community x,, x¢ must be excellent if we consider both of two preferences,
and the community x1, X, X4, X5, X¢ may be excellent if we consider both of two preferences.
Moreover, we can obtain

1>

PMZ(x) = RUZ (x) nRYZ (x),

PM,5(X) = R (X) URYZ (x).

Proposition 7. Let ZU> = (U, AT, V, f) be an IIFOIS, A1, Ay, -+, As € AT(m < 2/4T)),

X,Y € U, then the following results hold.

(PLy) M[Zdi Ai(X) cX (Contraction)

(PU;) X C W@s_i A(X)  (Extention)

(PLy) PMJZ , (~X) = ~PMY (X)) (Duality)

(PUy) PML" , (~ X) =~ m[ L:l LX) (Duality)

(PLs) m[ii (@) =@ (Normality)

(PU3) W[?]% 4 (@)= (Normality)

(PLy) M[Z]siA_(U) =Uu (Co-normality)

(PUy) PMy , (U)=U  (Co-normality)

(PLs) pM“];1 A(XNY) = PM“LZ A (%) ﬁPM[Z]S A (V) (L-Pmultiplication)
(PUs) PMy" , (XUY) = PM“]> A (X) UPM[EZL: A(Y)  (U-F-addition)

(PLy) X C Y= PM”—

A (X) € m[ Z

¥ (Monotonicity)

11
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(PUg) XCY = W[Z]Z 4 (X) € W[?E 4 (Y) (Monotonicity)

(PLy) M[?]f] (XUY) DPM[?]? A,(X)UPMMZ (Y)  (L-F-addition)

(PU;) PMJL , (XNY) CPM[ZL A(X)mpz\/ﬂ”> (Y)  (U-Fomultiplication)

The proof can be found in Proposition A2 of Appendix A.

Definition 5. Let ZUZ = (U, AT, V, f) be an IIFOIS, A; € AT,i = 1,2,---,s(s < 2/4T)),
X € U, the pessimistic multiple granulation rough measure of X by Y ;_; A; is

: PMYEE (X))
]Z<ZAI/X):1_ [],>1A )
i1 [PMy (X))

Definition 6. Let > = (U,CTUd,V, f) be an IIFDOIS, A; € AT,i = 1,2,--- ,5(s <
21AT) the quality of approximation of d by Y5, A, also called the pessimistic degree of dependency.
It is defined as

s 1 k
P ad) = — Y (pm> |, (D)),
i=1 ul = =
where RIUZ = {(x;,x;) € U x U|f(x;,d) = f(x;,d), U/d = {Dy, Dy, -, Dy}.

Example 6 (Continued from Example 3). We can obtain the pessimistic multiple rough measure
of X by the Preference 1 and Preference 2, as follows

MU= (x
olZ(4+2,%x) =1- P25 (X)| I_3,

PM5 () O
And we have

PMZ (Dy) = {x2, %6}, PM{15(Dy) = {x3}.

Then the pessimistic multiple granulation degree of dependency is

>
NI PM{Z(Dy)| + |PM['5 (Dy)| 1
(1+2,d) = o -5

This shows that the degree of uncertainty is % by the Preference 1 and Preference 2 from the
pessimistic perspective. And the degree of dependence of the attributes including the Preference 1
and Preference 2 on decision making is % from the pessimistic perspective.

5. The Generalized Multiple Granulation Rough Set in the IIFOIS

In the OMGRS theory and the PMGRS theory, the conditions for approximate de-
scription of the target concept are either too loose or too strict to consider the rule of
majority. In this section, we will generalize the OMGRS and the PMGRS to the generalized
multiple granulation rough set(GMGRS) in an ITFOIS. From the perspective of the lower
approximation, the concept of support feasure function will be given. The upper and
lower approximation operators and related properties about the GMGRS will be discussed.
In addition, two improtaant rough measures of GMGRS are also provided.

12
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Definition 7. Let ZU> = (U, AT, V, f) be an IIFOIS, A; € AT,i = 1,2,--- ,s(s < 2/4Tl),
Forany X € P(U), x € U,
=
SAi(x) = L [x]E‘l]i <X
X 0, otherwise.

S;"(x) is called the support feasure function of the object x € U about the concept X in the
dominance relation A;.

By Definition 7, we can know that SQ" (x) expresses whether x accurately supports the concept
X or x has a positive description of X with respect to the cover of A; to U.

Proposition 8. Let U= = (U, AT, V, f) be an IIFOIS, A; € AT,i =1,2,--- ,s(s < 214T),
X,Y € P(U), x € U. The following properties about the support feature function S?(x)
are established.

R
, 1, W¥nx=0,
(1) S (x) = : ]f?]z
0, K4{ZNX#Q
(2) S5i(x)=0,5;(x) =1.
A; A; A;
(3) Sxiy(x) > Sy (x) Vv Syi(x)
(4) SAL (x) =S¥ (x) ASY(x)

(5) X CY = Si(x) < S4i(x).
6) XCY= 5% (x)>5%(x).
The proof can be found in Proposition A3 of Appendix A.
“V”and “N" represent the operation of taking small and taking big, respectively.

Definition 8. Let ZUZ = (U, AT, V, f) be an IIFOIS, A; € AT,i = 1,2,---,s(s < 2/4T)),
B € (0.5,1]. Forany X € P(U), SQ" (x) is the support feature function of x, then the lower and
upper approximations of X by Y5 SQ" are as follows

GMMZ X)g = u ?:l SQI (X) >
GMIZ |, (X)p = {x e U/ HE2EE > gy,
=l 11— 505 (0)
GM ZS.ZIAI}(X)/gz{xelﬂ 5 >1-—B}.
. . . . . rayvile«
X is called a definable set with respect to Y_;_; A; if and only szM)[é]i A (X)p = OM[Z}?:1 A, (X)p

otherwise X is a rough set . The model is the generalized multiple granulation rough set(GMGRS)
model, and B is callede information level of Y ;_; A;.

Different from the optimistic and pessimistic multiple granulation rough sets, the lower
approximation in the generalized multiple granulation rough set is defined by the proportion
of dominance relations that meet the lower approximation condition. In fact, the GMGRS will
degenerated into the OMGRS and PMGRS only when p = + and B = 1, respectively.

Proposition 9. Let ZlZ = (U, AT, V, f) be an IIFOIS, A; € AT,i =1,2,--- ,s(s < 2/4T)),
B € (0.5,1]. Forany X,Y € P(U), the following results hold.

(L) GM{Z , (~ X)p =~ GMy~" 4 (X)s  (Duality)
AWGMY 4 (~ X)g =~ GMZ | (X)s  (Duality)
(2L) GiM[ZZ]fi A{(X)ﬂ cX (Contraction)

(U X CGMY ,(X)s  (Extention)

(BL) GM{" , (@)s=@  (Normality)

=l> B .
(3U) GMZ?:1 A (D)= (Normality)

13
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(4L) M[di Ai(u)ﬁ =U (Co-normality)
(4U) W%E AWp=U  (Conormality)
(5L) XCY = Mmil LX) C m@i A () (Monotonicity)

1

GU) XCY= Gng%1 A(X)p € m@i A (Y)g (Monotonicity)
> \ > x) []> Fomultiplicati
(6L) GMys , (XNY)g C MXL Ai(X)ﬁ OMZL] Ai(Y)ﬁ (L-F-multiplication)

i=1*4
(6UD) m@i A (XUY)5 2 W[Z]gi] 4 (X)pU W[Z]gi] A (Y)s  (L-Faddition)
(7L) mmi A(XUY)g2GME | (X)pU m@i L(Y)g  (L-F-addition)

=1 A
> >

CM Vil AU> e
(7U) GMZ?:1 Ai(Xﬂ Y)p € GMys Af(X)ﬁ NGM » Af(Y>ﬁ (L-F-multiplication)

i=1
The proof can be found in Proposition A4 of Appendix A.

Proposition 10. Let = = (U,AT,V, f) bean IIFOIS, A; € AT,i =1,2,--- ,s(s < 2IAT]),
Forany « € (0.5,1], B € (05,1 and « < B, t <5, X € P(U), then the following properties hold.

(

1 GMEZ cmil>
GMy~ .

(2) GMm ?:1 A;

3) oMz

@ My 4
The proof can be found in Proposition A5 of Appendix A.

Example 7 (Continued from Example 3). However, some consumers only prefer one of the four
community attributes.

Preference 1:Only the location is better.

Preference 2:Only the unility service is better.

Preference 3:Only the type of layout is better.

Preference 4:0Only the environment is better.

By Preference 1, 2, 3, 4, we can get that four dominance relations.

101100 111111
111110 011100
Ry = 0 01 00O R, — 0 01100
00110 0} 000100}
101110 011110
111111 011111
110000 111101
01 00O00O0 01 1101
Rs — 111110 Ry = 0 01 101
110110} 0 00100
110010 111111
111111 0 00101

When we consider at least three of the four preferences, which one must be an excellent
community? When we consider at least one of the four preferences, which one may be an
excellent community? Unlike the OMGRS and the PMGRS, we can deal with this situation
through the GMGRS. The support feature function of objects are in Table 2.

14
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Let B = 0.75, then we have

GM[Z]> i(X)ﬁ _ {xé},

>
[2]4 ) 4, (X)p = {x1, %2, x3, x4, X5, X6 -

We can know that the community x¢ must be excellent when we consider at least three
of the four preferences, and the community x1, x2, x3, x4, X5, X¢ may be excellent when we
consider at least one of the four preferences.

GM

Definition 9. Let U= = (U, AT, V, f) be an IIFOIS, A; € AT,i = 1,2,---,s(s < 24T]),
B € (0.5,1]. Forany X € U. The generalized multiple granulation rough measure of X by Y ;_, A, is

‘ GM[Z]:

Zi — 11A

\GMPP 4, (X)gl

(Xl

Definition 10. Let ZIUZ = (U,CTUd,V, f) be an IIFDOIS, A; € AT,i = 1,2,--- ,s(s <
214Tl), B € (0.5,1]. The quality of approximation of d by Y.i_1 A, also called the generalized degree
of dependency, is defined as

s k
D A0t = g LICME , (0)p)),

:1 11

where RUZ = {(x;,x;) € U x U|f(x;,d) = f(x;,d), U/d = {D1,Dy,--- ,Dy}.

Example 8 (Continued from Example 7). The generalized multiple granulation rough measure
of Xby Yt | A;is

]Z(iAi,X) 1 |GM)[:F] (X)ﬁ| _ g,
i=1 GMys , (Xl
and
GM |, (Dy)s = {x6}, My , (Dn)s =,
S0
A - My, (Prp)| + IGMYF (D))l 4

uf 6

This shows that the degree of uncertainty is 2 by the Preferences 1 and 2 considering an
intermediate situation between the optimistic and the pessimistic. And the degree of dependence of
the attributes including the Preferences 1 and 2 on decision making is % considering an intermediate

situation between optimistic and pessimistic.

6. Differences and Relationships among the Dominance Relation Rough Set,
the OMGRS and the PMGRS in an ITFOIS

We have known the definitions and properties of the multiple granulation rough set
in an IIFOIS by the above sections. In this section, we will investigate differences and
relationships among the dominance relation rough set, the OMGRS, the PMGRS and the
GMGRS in an ITFOIS.

Proposition 11. Let ZU> = (U, AT, V, f) be an IIFOIS, A; € AT,i =1,2,---,s(s < 2/47]),
X € P(U). Then the following properties hold.

(> (>
(1) MZ’S_:1 AI(X) g BuizlAi(X).

15



Symmetry 2021, 13, 949

(2) DMy , (X) 2R 4 (X)
3 PM* () CRI'Z , (X).
@ PMY , (X) Qﬁ[ﬁ;z 4,(X).

i=1 4

[
—

The proof can be found in Proposition A6 of Appendix A.

Proposition 12. Let ZUZ = (U, AT, V, f) be an IIFOIS, A; € AT,i =1,2,--- ,s(s < 2/4T)),
X € U. Then the followmg properties hold.

W oMJ* |, (X) = Ui RYZ (%),

i=14%
== Hl=

) OMH?:I A (X) = le R[A],- (X).

(3) PMIZ , (X) =iy RYZ (X),

(4) PM , (X) = Uiy RY{Z(X),

The proof can be found in Proposition A7 of Appendix A.

Proposition 13. Let Z1U>= = (U, AT, V, f) be an IIFOIS, A; € AT,i =1,2,--- ,s(s < 2/4T)),
X e U, Y e U. Then we have

MW oML, (XNY) = U, (RYZ(X) nRE= (1)),
) W[ZZLI (XUY) = lfl(ﬁﬂjjf(X)uEEﬂf(Y)).
(3) PMUZ  (XNY) =Ny (R (X) NRYZ (V).
(4) PM , (XUY) = ULy (R (X) URG (1)),

The proof can be found in Proposition A8 of Appendix A.

Proposition 14. Let TU= = (U, AT, V, f) be an IIFOIS, A; € AT,i =1,2,--- ,s(s < 214T),
X € P(U), the lower and upper approximations of the OMGRS and the PMGRS by the support
festure function are

s Aj - s o Aj x
MOMZ , (X) = {x e U B s 03, DM, (X) = {x € U Eaa) 5 gy

S S Aj
@ PMIE , (X) = {x e U|% > 1}, PM l 4, (X) = {x e uEn02) 5 oy

i=1

The proof can be found in Proposition A9 of Appendix A.

Proposition 15. Let U= = (U, AT, V, f) be an IIFOIS, A; € AT,i =1,2,--- ,s(s < 2/47)),
B € (0.5,1], X € U. Then we have

(1) PMW2 A (X )CGMM2 (X)pcoMl® | (X) SR, (X).
2) PM! s 4(X) 26M] = 4 (Xp DW[EA,.(X) 2 R[2]>1A (X).
(3) (x) C RY= (X ) coml® , (X) S RIZ , (%),

A, —1 Aj
@ PM Z LX) DR[A (X) DOM” A (X) DRmi ().

The proof can be found in Proposition A10 of Appendix A.

16
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llZ(1u2,x)=1-

Example 9 (Continued from Example 3). By computing, we can obtain that approximations of
the target set X by Preference 1 U Preference 2.

RUZ(X) = {x1, %2, %6},

—N>
RE]UE (X) = {xler/ X4, X(,},
then

> > > - U=
pm}'%(x) c oM (x) € RIS () € X € RYZ (%) ¢ OML5 (%) € PML5(X).
Proposition 16. Let ZU> = (U, AT, V, f) be an IIFOIS, A; € AT,i =1,2,--- ,s(s < 214T),
X € U. Then

) me(R[z]z X) > p([)z]z( 14, X) > plI=(R lelAi,X).
) pp = (T A X) 2 ol (R, %) = pl=(RIE ).
(3 o2 (S5 4 X) > 2 (RYZ, %) > o2 (0, 4, %) > pH2(RIE ).

The proof can be found in Proposition A1l of Appendix A.

Example 10 (Continued from Example 3). Computing the opetimistic rough measure of the
target set X = Dy = {x1, X2, X¢ } according to the results in Example 3, it follows that

[]> []>
Ry~ (X 2 R X 1
ol1(1,%) = 1 — R [2]>( )| 2 5=, x) =1 |—ﬁ}>( )| L
IRy~ (X)) IRy = (X))
X 1 oM X 1 PM X
( )|:erz[;]2(1+zlx)=1—| 1T2( )| 1PH (1+2X)—1—| 1+2( )|:g’
2(X)| [OM, 5 (X)| PM5 (X))

then
o2 (142,%) > pl12(1,%) > pl¥% (14 2, x) > plIZ(1U2, X).

Proposition 17. Let ZU> = (U,CT Ud,V, f) be an IIFDOIS, A; € AT,i =1,2,--- ,5(s <
21AT1), Then

(1) WZ(R“Z )2% (21 L Aid) <4 IRIZ L a).
2 A7 (S And) < 12 (REE,d) < 2RI ),
3) 77 (o A,,d) ge(RW d) < W7 (T A d) <42 (RYZ , d)

The proof can be found in Proposition A12 of Appendix A.

Example 11 (Continued from Example 3). Computing the degree of dedpendence by the single
granulation and multipe granulations. From Table 2, U /d = {Dy, DN}, Dy = {x1,x2,%¢}, DN =
{x3/ X4, XS}-

RUZ(Dy) = {x1, %2, %6}, RUZ (Dy) = {x2, %6}, RUZ (Dy) = {x1, %2, %6},

RH (DN = {x3} R DN = {X3,X5} Rgzgjz(DN) = {x3,x5},

then we have

1 2
P2 (1,d) = (R ()] + R (D)) = 5,

1 2
M2 @,d) = (R (D) -+ R (Dw))) = 35,
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> 5

PW2102,d) = (R (0] + RIZ(DW)]) = 2

Moreover,
> >
OMﬂz(Dy) = {x1, %, Xé},ongz][z(DN) = {x3,%5},
then we have 5

WE+2,0) = M5 (Dy) + oMlE (Dy) = 6

Moreover,

PMY(Dy) = {32, %}, PMU (D) = (),

then we have

1
W2+ 2.d) = T (OMI5(Dy) + oMU (D)) = 2.

|l
Then
W21 +2,d) < 21,d) < A2 +2,d) </0Z(102,4).

7. Conclusions

The rough set and the intuitionistic fuzzy set are two important tools to describe the
uncertainty and vagueness of knowledge, and have been widely applied in the field of
granular computing and attribute selection. And intervaling the intuitionisric fuzzy set
is very helpful and meaningful. Through this paper, we have gotten a rough set model
and three types of the multiple granulation rough set model in an IIFOIS. In addition,
we have made the conclusion about differences and relationships among the dominance
relation rough set, the OMGRS and the PMGRS in an IIFOIS. In this paper, we introduced
two types of MGRS models in the IIFOIS, utilizing which granular structures of the lower
and upper approximation operators of the target concept were addressed. Moreover,
we investigated a number of improtant properties about the two types of MGRS models
and several measures were also discussed, such as the rough measure and the quality of
approxiamtion. Futhermore, a more general MGRS was provided and related properties
and rough measures were discussed. In addition, the relationships and differences among
the single granulation rough set, the three types of MGRS and their measures based on
an IIFOIS. In order to help us to apply the MGRS model theory in actual problems, a real
example was provided.

The feature selection is a hot research area at present. This paper has established a
rough set theoretical model based on the IIFOIS. In our further research, on the basis of
what we have done, we can do some related work around the feature selection. On the one
hand, we can explore the attribute reduction including the lower and upper approximation
reductions based on the rough model we have established in an IIFOIS. On the other hand,
we can research dynamic updating approximations utilizing the results of this work. In
addition, we can also use the results of this paper to do some works about multiple source
information fusion.
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Appendix A

In this section, we will give corresponding proofs to some propositions in this article.

Proposition Al. Let W= = (U, AT, V, f) be an IIFOIS, Ay, Ay, -+, As € AT(m < 21ATl)
X € U, then the following results hold.

(OLy) OMR]2 (X) cX (Contraction)
(ouy) XCOM 2, (X) (Extention)
(OLy oMz _( X) =~ OM 4 (X)  (Dudlity)

= 1

(Oly) OMy: , (~X) = OM[ Ll (X)  (Duality)

(OLs) m“{i A (@) =2 (Normality)
(OUs) OM ,(@)=@  (Normality)

(OLy) OiM[Z]fil Ai(u) =U (Co-normality)

(OUy) OMPE1 AU)=U (Co-normality)

(OLs) OM[Z]S>1 (XnY)C OMP]S>1 A(X)N OM[Z]SZ 4.(Y) (L-F-multiplication)
(OUs) OMy= , (XUY) D OMY , (X)U OM“]— A(Y)  (U-F-addition)
(OLg) X C Y = OM)[?:]; (X) C OMH (Y) (Monotonicity)

(OUg) XCY= OMgs‘:1 (X) C OM[Z]> A, (Y) (Monotonicity)

©OL) oM , (xuY) > Oﬂgsle,( )u oM[z]z A (Y)  (L-Faddition)

(ouy) OMM> Ai:l(me)gW%Li (x )mOM[*]> A(Y)  (U-F-multiplication)

Proof. For convenience, we will prove that the results only when s = 2, which there are
two dominance relations(A, B C AT) in an IIFOIS. All terms hold obviously when A = B.
The following is the proof when A # B.

(OL;) Foranyx e OME]] +3(X), according to the Definition 1 we can know that [x] B‘] ZCX
(>

or [x]z= C X. Besides x € [x ]H* and x € [x]g]z. So we can have that x € X. Therefore,
OM[ALB(X) C X.

(OU;) Foranyx € X, x € [x]¥7 and x € [x]l}Z, then [x]¥Z N X #£ @ and [x]" N X # @.
It is also to say x € OMEQ];B( X). Therefore, X C WE}LB( X).

(OLy) Forany x € OML‘]JFB( X), we have that

0=

xe OMUZ (~ x) & 1!

=

€~ Xor[]g] e~X

>

@[x][ NX==Qor x] NX=0

S x g OMAIB(X)

<X en OMELXEB( X)
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Therefore, OMEEX]+B( X) =~ WBEB(X).
(OU,) Forany x € OM[A];B (~ X), we have that

x € OMy5(~X) & WPn~x 200r (PN~ x 20
& [x]mZ ¢ X and [x]l[_é]2 Z X
& x ¢ oMU (x)
& x e~ OM[A;B(X)

Therefore, OMELB( X) =~ OMEEB(X).

Or for any x € OMEJ-FB( X), by OL, we can know that OME]];B( X) =~
OM75(X) & OMUZ,(X) =~ OM75(~ X) & OMy F5(~ X) =~ OMIZ, (X).
(OL3) By OLj, we can know that OME‘EB(Q) C @. Meantime, @ C OMELLB(X). There-
fore, OMIZ,(2) = @
(OUz) If OME\ALB(@) # @, then there must be a x € OiMEEB(®). By Definition 1,
[x ][Z N # @ and [x]g =ng # @. It is obvious that this is a contradiction. Therefore,
OM\74(2) = @.
(OLy) OM}Z,(U) = OMY=Z,(~ @) =~ OM, (@) =~ @ = U.
(OUy) OMY75(U) = OMyp(~ @) =~ OMU7,(@) =~ @ = UL
(OLs) Forany x € OM%;B(X NY), we have that [x] = C(XNY)orx ]}[é]Z C (XnY)
by Definition 1. Furthermore, we can get that [x ][z]z C X and [x ]BX}Z C Y hold at the
same time or [x ]g]* C Xand [x ]gp C Y hold at the same time. So not only [x }[?] cX
or [x]g]2 C X hold , but also [x]gZ C Yor [x ][?] C Y hold. It is also to say that
x € OMUZ(X) and x € OMUZ (). So x € OMZ,(x) nOMUZ,(¥). Therefore,
oM (xny) c oMl (x)noml=Z,(v)
(OUs) For any x € OMBXEB( )UOM[/Z‘]+B( Y), we have that x € WBEB(X) orx €
OM%JFB( Y), then [x ][3]> NX # @and [x ]H N X # @ hold at same time, or [x ]MZ nY #0
and [x ]H> NY # @ hold at same time. It is also to say that not only [x ][z]> N(XUY) #

@, but also [x]g N(XUY) # @. Sox € OMBKB(X UY). Therefore, OMBKB( X)u

WE&EB(Y) < OME&EB(X uY).

(OLg) Since X C Y, then XNY = X = OMIZ (xnY) = oMlZ,(x). By OLs,
OM75(XNY) € OMJZ,(X) NOM Ty (Y) = OM{75(X) € OMZ4(X) N OMy 7y (Y).
Therefore, OiME‘]f (X) C OM[A]JFB(Y)

(OUg) Since X C Y, then XUY = Y = OMU-p(XUY) = OMY74(Y). By OUs,
OMU5(XUY) 2 OMy 7 5(X) UM 5 (Y) = DM 55(X) 2 OMy - 5(X) UOMy 55(Y).
Therefore, WE&EB(X) - OM[A]_;B(Y).

(OLy) Since X € XUYand Y C XUY, by OLs, OMY7,(X) € OMUZ, (XN Y) and
oMZ,(v) c oMU¥Z, (X N Y). Therefore, OM! 7, (X) U OM!)Z, (v) C OMBHB(XU Y).

(OU;) Sine XNY C Xand XNY C Y, by Ol OMY75(XNY) C OMY=4(X) and

OM4T5(XNY) C OMy5(Y). Therefore, OM - 5(XNY) C OM45(X) NOM4T5(Y). O

Proposition A2. Let ZU> = (U, AT, V, f) be an IIFOIS, A1, Ay, --- , As € AT(m < 2/4T)),
X,Y € U, then the following results hold.
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N

(PLy) M[df A(X) X (Contraction)

14

(PU;) X C W@s_i A(X)  (Extention)
(PLy) PMJZ , (~X) = ~PMY (X)) (Duality)
(PU) PMY , (~X) = ~PMIZ (X)  (Duality)

i=1“M

(PL3) M[Z];A (@)=0 (Normality)
(PUs) PMY , (@) =@  (Normality)
(PLy PM{Y , (U)=U  (Conormality)

(PUy) W[gsz _(U):U (Co-normality)
(PLs) pM“]?1 (XNY) = M[*]S (X)ﬁPM[Z]S A (V) (L-Pmultiplication)

(PUs) PMyL" , (XUY) = PM“]> A (XU PM[EZ]; A(Y)  (U-F-addition)
(PLy) XCY = PM[gfj (x)c Mz;i A () (Monotonicity)
(PUs) X CY=PMY , (X) CPML , (Y)  (Monotonicity)
(PLy) PM[*];1 (XUY)D PM“]> A0 UPM[ZL A () (L-F-addition)

(PU;) PM , (XNY) cpM[zL ‘(X)OPM[ZZL; A(Y)  (U-F-multiplication)

Proof. For convenience, we will prove that the results only when s = 2, which there are
two dominance relations(A, B C AT) in an IIFOIS. All terms hold obviously when A = B.
The following is the proof when A # B.

(PL;) For any x € PM = (X), according to Definition 4 we can know that [x]Ef‘]Z cX

VAT
and [x ]H C X. Besides x € [x ]E‘]z and x € [x] g]z. So we can have that x € X. Therefore,
pMUZ (x) C x.
(PU;) Foranyx € X, x € [x ]u and x € [x ]HZ,then [JC]B‘]2 NX # @ and [x]g]Z NX #Q@.

Besides x € PM%EB( X). Therefore, X C OMELEB(X).

(PL;) Forany x € PMEQ;B( X), we have that

x e PMUZ (~ X) & [1UZ en X and (7 e~ x

& i
Sxdé PMAIB( )

<X en PMEXEB( X)

NX=Qand x] NX=0

Therefore, PMBEB( X) =~ PMEEJ;B( X).
(PUp) Foranyx € PMLZ‘]+B( X), by PL; we can know that PMBLB( X) =~ WBEB(X) &
PMUZ(X) =~ PMYZ,(~ X) & PMYZ5(~ X) =~ PMIZ,(X).
(PL3) By PLy, we can know that PM%JFB(@) C @. Meantime, @ C PM[/ZLB
pMUZ (@) =0
(PU3) If PME‘EB( @) # @, then there must be a x € PME]EB(Q). By Definition 4,
[x ][?] N® # Dor [x ]gp N® # @. It is obvious that this is a contradiction. There-
fore, PMBE;B(®) @.

(PLy) PMUZ (1) = PMUZ (~ @) =~ PMYZ4(0) =~ 0 = 1.

(X). Therefore,

21



Symmetry 2021, 13, 949

(PUy) PMY5(U) = PMY T5(~ @) =~ PMUZ, (@) =~ @ = UL
(PLs) Foranyx € MLZEB (XNY), wehave that

xe PMUZ (xnY) & [ C

X
& WY e x, WY cv, (MY € Xand (BIYZ c v
& Y7 C X WEF c X, WY Cyand [x]f” C Y
& x € PMUZ,(X) and x € PMUZ(Y)
& x e PMIZ (x)nPMUZ (1)
Therefore, PM=, (X NY) = PMUZ,(X) n PMEZ, (v).
(PUs) Forany x € PMESJ;B(X UY), we have that
X € PMQ;B(XU Y) & [x]m2 N(XUY) #Qor [x]g]2 N(XUY)#Q
= [x][]> NX # Q@ or [x]m2 NY #Q,or [x]g]2 NX# Q)or[x]g]2 NY #@
& [x]k*ﬂX#@or [x][ NX #Q,or [x]i] ﬂY;é@or[x]g]ZﬂY;é®

& x € PMUZH(X) or x € PML74(Y)

& x € P (X) UPM,Z5(Y)
Therefore, PMly (X UY) = PMYy (X)) UPMUZ, (V).

(PLg) Since X C Y, then XNY = X = PMUZ (xnY) = PMUZ,(X). By PLs,
PMIZ (xnY) = PMUZ (%) n PMIZ () = PMIZ (x) = PMIZ, () n PMUT ().
Therefore, MEX]+B( X) C M%JFB( Y).

(PUg) Since X C Y, then XUY = Y = PMU7,(XUY) = OMY-,(Y). By PUs,
PMY (X UY) = PMYZ5(X) UPMY 55(Y) = PMy55(X) = PMYZ5(X) UPMY S(Y).
Therefore, M\~ (X) € PMY 7 5(Y).

(PL;) Since X C XUYand Y C X UY, by PLs, PMUZ,(X) € PMUZ (X NY) and
PMUZ (v) € PMUZ (X N Y). Therefore, PMEZ, (x) u PMEZ, (v) € PMUZ (xUY).
(PU;) Since XNY C Xand XNY C Y, by PUs, PMY75(XNY) C PMY75(X) and

PMUZ (X NY) C PMYZ5(Y). Therefore, PML- 5 (X NY) © PMY 5 (X) N PMLyZ5(Y). O

Proposition A3. Let 1= = (U, AT, V, f) be an IIFOIS, A; € AT, i =1,2,--- ,s(s < 2/47)),
X,Y € P(U), x € U. The following properties about the support feature function Sﬁi(x)
are established.

(1) SfiX x) =

(2) S5i(x) =0,5; (%)
(3) S% . (x) > S5 (x)V SPi(x).
4) SEiy(x) = S5 (x) A SPi(x).

A i
(5) XCY=5(x)< SY (x).
6) XCY= 8% (x)> S (x).
“V”and “N" represent the operation of taking small and taking big, respectively.

Proof. (1) By Definition 7, [x ]u C~X & [x ][2]> NX =@and [x ] iZ I~ X & [x]Bl]i2 N
X#0
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(2) By Definition 7, for any x € U = [x ][2]2 Z @, itis also to say that Sg" (x) = 0. For any

xel=[x }[2]> cu, 1t1salsotosaythat5 (x)=1

3) ForanyZQP(U) ZCXorZCY=ZC(XUY).So
SPI(x) V STi(x) = 1= Syi(x) = 1 or ST(

= [x] Ex],-z C Xor [x]

®
~—
I

If XUY = U, it is obvious that bey( x) = Sﬂi (x) = 1, otherwise we have ~ (XUY) =
(~X)N(~Y) #@. Then

(~ X) # @and [x]7 N (~Y) £ 0
)—OandS (x)=0
= % VSi(x) =0

As aresult, for any x € U, SXUY( )ZS H(x )\/S?"(x).
(4) ForanyZCP(U),ZCXandZCY=ZC (XNY).So

Sghy(1) =0 W4Zn~ (XN Y) £ @
& WYF N~ XU~ £0
& BTN (~X) £ Gand XN (~Y) £ @

= SX (x) =0and Sf,‘"(x) =0
& SYASY(x) =0

and

& SQ" (x) =1and S?f (x)=1

& SEASY(x) =1

As a result, for any x € U, Sxmf( x) = SA'( )/\SA'( )

(5) Sy (x)=0=[Z 2 v =[x}~ g;x:»s i(x) = 0. ISP (x) = 1= 2]
XQY:>S€"( )—1 Inthatway,XCY:>S H(x )<S¢"(x).

(6) Similarly, if S%(x) = 0 = ({7 X £ 0 = WiZny £ 0 = s%(x) =0
5% 00 =1= "Ny =0= " nX =0= %) =1 Thus, X C ¥ =
S%i(x) > SPi(x). O

ZC
1

Proposition A4. Let =z = (U, AT,V, f) bean IIFOIS, A; € AT,i =1,2,--- ,s(s < 21AT])
B € (0.5,1]. Forany X,Y € P(U), the following results hold.

(L) GM{Y , (~ X)p =~ GMyY 4 (X)p  (Duality)
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AWGME 4 (~ X)p =~ GMZ | (X)s  (Duality)

l

(2L) GM[Z]S> (X)ﬂ cX (Contraction)

i= 1

Qu) XgGM”i L (X)p  (Extention)

A
(> — ;

(3L) GMZ[a:>1 A (@)= (Normality)
==[U> -~ .

(3U) GMZ?:1 A (D)= (Normality)

(4L) GiM[Z]f_;%lA-(u),B =Uu (Co-normality)

(41) m@il aUp=U (Co-normality)
(L) XCY = G—Mm?i A-( )p C GM[Z]> (Y)ﬂ (Monotonicity)
GU) XCY= ngl A (X)p € GM%;:1 A(Y)g (Monotonicity)

(6L) GMJ= , (XNY)3C GME | (X)pNGME= |, (¥)
(6l) G 4 (XUY)s2 GMm A (X)pU GM[” A (Vg
7L) oMz A(XUY)p2 oML L L (X)pU Gﬂgle 4, (Vg

i—1 4 Aj

(W) GME 4 (XNY)sC GMm A (XNCMY |, (1)

(L-F-multiplication)
(L-F-addition)
(L-F-addition)
(L-F-multiplication)

Proof. (1L) By Definition 8, we have that

> 1— 5% (x s S
xGNGM[ZZ]?;Ai(X)ﬁ(:) i . x( ))Sl—ﬁ@%x()>ﬁ@xeGMHfl (~X);.

(1U) By Definition 8, we have that

X E~ GM[L

A s A;
(X)s & Yi1 S x(x) c1_ i-1(1—S57% (%)) =l
AP s s

B & >1f,6<:>xeGMZl?;Ai(~X)5.
s Aj
(2L) Forany x € GM[ZE1 A; (X)p, we can know that M > B > 0. So there must be

; (> (=
ai < ssuch that [x],;~ C X. Therefore, GMZ?:1 Ai(X)/g cX.
(2U) By Proposition 9 (1L) and (2L), we have that ~ GM%;l (X)g = GMMS A (~
1= i=1

X)p S~ X. Therefore, X € m@i Ai(X)ﬁ‘

(BL), (4L) By Proposition 8, we can know that Sg" (x) =0, S‘LA‘I" (x) =1, then

s Aj s
> _ i-15p (x) X
GM zs':lAi(@)/g ={x e U] 5 =

s Aj s
> . 15y (x) X
GMflA( )/g_{xeu| . ==

(3U), (4U) By Proposition 9 (1L) and (1U), we have

rayvilEs
1 1

GMy= 4, (D)p = Mm’?lA (~D)p =~ GM[Z]> (u)/3 —~U=0Q,

i= 1
>
GMHI 4 (U)p = GiM[z]f N (~ U)p =~ Gﬂ[z]fil N @)=~ D= UL

i=1

S Ai
(L) For any x € GM[ L '(X)/g , we have %(x) > B. By Proposition 8, X C Y =
i= 1

Aj
SQ" (x) < SY’(x), then Zi=1 iY () 5 LiniS X @ >B=xe€ GM[ZL ( )p- Consequently,
> >
Xcy=coML  (X)pcGMY , (V).

144
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s Aj
(5U) For any x € GMHS 4.(X)p , we have M

i= 1

> 1 — B. By Proposition 8,

¥ _ A S
XCY oY Co X = §% () < 52 (x), then Z0-S50) 5 TSk o g5
xEGM[Z] _(Y)ﬁ Consequently,XCY:>GMH— A (X )ﬁCGM[Z]_ A, (Y)g.

i=1 i=1

(6L) Forany x € GiM[Z]?; A (XNY)g, we have that

sS4 (x) S SH(x) AYE, S%i(x)
xeGMH?l (xXnY)= zl;{ﬂY _ Li=1°Xx . i=1°Y > B
s A; s Aj
= i1 5% (%) > B and i-15y' (%) > B
S S
(> []>
=x e GM 3 1Ai(X)Ig and x € GM ?:1Ai(Y)/3
(> (>
= x € GM ?1A( )ﬁﬂGiMZ?;:lAi(Y)ﬁ

Hence, GM. GMWZ Ai(XmY)ﬁCGM[z]f A(X)p0 @WE A (M.

i=1

(6U) GM[”> A (XUY)g =~ GMIZ | [~ (XNY)]p =~ GMIZ | [(~ X) N (~ Y)]p O~

i= ]A
GMIE | (~ X)pu ~ GMIE | (~Y)p = GMLS , (X)p UGMY 4 (V).

LA (~
Hence, GMy , (XUY) DGM[”- (%) ucM[”— A
’ Z?:lAi B i B i B

7L) X € XUYand Y C XUY = GiMH?:lA’_(X)ﬁ C GM% 4(XUY)y and

GMZ |, (Y)s S GME | (XUY)s = GMIZ | (X)sUGMIZ , (V)5 € GMZ (XU
Y)p
So, GM{¥ , (XUY)5 2 GMZ , (X)gU @gi A (g

11 i=1 41

(7U) XNY € Xand XNY C Y = GMx ,(XNY)s C GM , (X)s and

GMy 4 (XNY)p C GMY , (V) = GMW> A(XNY)s C GM”IS_:1 A (X0
GMy 4 (V).

So GM[Z?{; (XNY)p CGME 4 (X)pNGME 4 (Y)g.

O

Proposition A5. Let 1= = (U, AT, V, f) be an IIFOIS, A; € AT,i =1,2,--- ,s(s < 2/47]),
Forany a € (0.5,1], p € (0.5,1] and « < B, t < s, X € P(U), then the following properties hold.

>

W oM

2 GMY , (X

3) oMUz (x
(

ez
4 GM A
Proof. It can be obtained easily by Definitions 7 and 8. [J

Proposition A6. Let ZI= = (U, AT, V, f) be an IIFOIS, A; € AT,i =1,2,--- ,s(s < 2/47]),
X € P(U). Then the following properties hold.
>

m oM, (x) <RI, ().

(2) OM = 4 (X) 2R 4 (X).

(3) PM

B>

4) PMy.
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Proof. Similarily, we will prove these properties only about two dominance relations
A, B C AT in an IIFOIS for convenience.

(1) Foranyx € OMBI];B( X), by Definition 1, we have that [x ]B‘] C Xor[x ]HE C X. Be-
sides, AC AUBand BC AUB = [x]'", € [x)l0= and [x)07, C [x ]“2
So [x ]QJB C X, itis also to say that x € RB\];B( X). Therefore, OMBJ*B( X) C BH T5(X).

(2) By Proposition 11 (1), we can know that OMEL‘];B( X) C REl]iB( X). Then
~ MQIB(N X) DO~ BEEB(N X), it is also to say that OMB‘];B( X) 2 RB‘];B( X) by
Proposition 3 (2L) and Proposition 6 (OLy). Therefore, OMEL\] (X)) 2 R% T5(X).

(3) Foranyx € PMB!];B( X), by Definition 4, we have that [x ]H C Xand [x ]H C X. Be-
sides, AC AUBand BC AUB =[x ]Eq}uB C[x ][2]2 and [x ][2] C[x ][2]— by Proposition 1.
So [x ]ELX]JB C X, itis also to say that x € RL]]JFB( X). Therefore, PMLLB(X) - RQJFB(X)

(4) By Proposition 11 (3), we can know that pmll= (~ X) C REfl]iB( X). Then ~

by Proposition 1.

—=A+B
PMEaLB( X) D RB]];B( X), it is also to say that PME&LB( X) D REX]IB( X) by Propo-
sitions 3 (2L) and 7 (PLy). Therefore, PM + 5(X) 2 RA=4(X).
O

Proposition A7. Let U= = (U, AT, V, f) be an IIFOIS, A; € AT,i =1,2,--- ,s(s < 214T]),
X € U. Then the following properties hold.
(1) OMZ , (X) = Uiy RYZ(X).

)

) OM”S LX) = ﬁlRA;(X.
3 pml>
4) PMH?:l (X

Proof. Without loss of generality, we will prove these properties only about two dominance
relations A, B C AT in an ITFOIS for convenience.
(1) Foranyx € OMB‘]EB (X), we have that

x € OME‘Z]EB( X) < [x}gZ CXor [x]g2 cX
Sxe BB‘B(X) orx € BE]E(X)
e xe RIF(x)uRrlZ (%)

Consequently, OME\EB( X) = BE‘]Z(X) U Bg]z(X).
(2) Foranyx € Oﬂ&hs (X), we have that

x € OMYVZ(X) & W2 X £ @ and M2 nX £ 0
Sxe BBF(X) and x € Bg]Z(X)
& xe RIF(x)nREZ (x)
Consequently, OME‘EB( X) = BE‘]Z(X) U BE]E(X).

(3) Foranyx € PMEL‘]JFB( X), we have that

xePMEfl]jB(X)@[x}E‘] CXand[]H cX
& x e RUZ(X) and x € RYZ (x)
& x e RIZ(x)nREZ (%)
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So, M7, (X) = R{™ (X) N Ry (X).
(4) Foranyx € MBEB (X), we have that

x e PMUZ(X) & WUFnx £ 0o (UZNX £ 0

e xe R (x) or x € RIZ(X)
& xe R (x)URYZ (%)

So, PMU7,(x) = RUZ (x) uRYZ (x).
0

Proposition A8. Let ZI0= = (U, AT, V, f) be an IIFOIS, A; € AT,i =1,2,--- ,s(s < 2/47)),
X el Y e U. Then we have

M oMIZ , (XNY)=UL 1<R£i]?<x>mﬂﬁi{2<y>>.
(2) OMyE 4 (XUY) = M, (RYZ (X) URYZ (1)),
(3) PMG A (XNY) =N (RYZ(X) nRE= (1))
(4) PM{ , (XUY) = UL (R (X) URE ().

Proof. By Proposition 3 (5L), (5U) and Proposition 12, it can be obtained easily. O

Proposition A9. Let ZU= = (U, AT, V, f) be an IIFOIS, A; € AT,i=1,2,--- ,s(s < 2147]),
X € P(U), the lower and upper approximations of the OMGRS and the PMGRS by the support
festure function are
A; A:
> i Sy ~—[l]> _ s (1-50)
@ oMlZ | (X) = {x e uE= 5 0} GMY , (X) = {x € uEal Al >
1}.
A; A
> s Sy Sl s (1-57"
@ PME (X) = {x e uEnE > 1) P (x) = {x e uEalSa)
0}.

Proof. It can be obtained easily from the definition of the opetimistic multiple granula-
tion rough set, the pessimistic multiple granulation rough set and the support feasure
function. O

Proposition A10. Let ZWUZ = (U, AT, V, f) bean IIFOIS, A; € AT,i =1,2,--- ,s(s < 214T]),
B € (0.5,1], X € U. Then we have
1) PMIY , (X)C GMWZ A (X)pc oM, (X) SR, (X).

1 1 A A l !
) PMS A(X)26ME (X )/sDOM“ (X)DRR];AKX)'
3 *211A<X>CR“ (%) € omll2 <X>CR“>1 ().
(4) PML , (X) 2RYF(x )QOM[ZL Ai(X)fRB]f;A’_(X).

Proof. By Definitions 1 and 4 and Propositions 11 and 12, it can be obtained easily.
It is worth mentioning that there is no clear fixed inclusion relationship between the

approximation set GMms2 (X)g and arbitrar RM2 X). O
Pp Yi A B y A;

Proposition A11. Let ZUZ = (U, AT, V, f) bean IIFOIS, A; € AT,i =1,2,--- ,s(s < 2/4T)),
X € U. Then
) pl=(RYZ, X) = = (21, 4, X) = p2(RIE L X).

1:1
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O A5 A0 2 U RYP, 10 2 60 R 0

3) pl( ?zlAi,X>szZ<REJ?,X>sz( 1A X) > o2 (R X),

Proof. (1) By Propositions 12 and 14, we have that

RYZ(X) C oMHl axc BB];LIAZ-(X)'
and —[> > —[>

Ry~ (X) 2 OM S A (X) 2 RUIS.;AI.(X)/
then

REZ()| _ 1OMEZ (01 IR, ()

REZ(O1 ™ [OME 4 ()] =R, )

i=1

Therefore, p[Z]Z (RB{?, X) > p([)Z]Z( : AL X) > p[l]z (RU?;AI" X) by Definition 2.
(2) By Propositions 12 and 14, we have that

pmlZ () CRYF 0 R, (%),
and —]> =[> SR>
PMy: 4,(X) 2Ry (X) 2R 4,(X),
then 0> = []>
IPMy= (X)) RAZ(X)] RS A (X))
PMLE L (0 REZ(01 [RE ()]

l

Therefore, PH (55, Aj, X) > pll= (RY [?]> )>p[2]Z(RUZ

(3) It can be obtained easﬂy from the 1nformat10n above. O

X) by Definition 5.

Proposition A12. Let U= = (U,CT Ud,V, f) be an IIFDOIS, A; € AT,i=1,2,--- ,5(s <
21AT1), Then

M 2R}, a >s 7512(2?:1 Aid) <912 (REZ L d).
@ (T Aud) < 2R D) <D REE ).
3) vLH L Apd) < ([}Jf,d)Svﬂz(zi:lAl,d)sv[fJE(R{j?Ai,d)

Proof. (1) Forany D; € U/d = {Dy,D;y,- -, Dy}, by Propositions 12 and 14, we have
that
>
RY=(p) com!> () <R, (D)),

=48 s
t i=14% Uzl

then . . .
REZ (D)l < oM™, (D)) < [RY . (D))l.

Hence, W[Z}Z(R[fi]iz, d) < ,Y[?]>( S A;d) < W[Z]Z(Rg]ilAi,d) by Definition 3.
(2) Forany D; € U/d = {Dy,D;,- - -, Dy}, by Propositions 12 and 14, we have that

then
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Hence, ,YLZ]Z( P Ad) < W[Z]Z(R%z,d) < y[l]Z(RB]iAi,d) by Definition 6.
(8) It can be obtained easily from the information above. [
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Abstract: This paper deals with uncertainty, asymmetric information, and risk modelling in a complex
power system. The uncertainty is managed by using probability and decision theory methods. More
specifically, influence diagrams—as extended Bayesian network functions with interval probabilities
represented through credal sets—were chosen for the predictive modelling scenario of replacing the
most critical circuit breakers in optimal time. Namely, based on the available data on circuit breakers
and other variables that affect the considered model of a complex power system, a group of experts
was able to assess the situation using interval probabilities instead of crisp probabilities. Furthermore,
the paper examines how the confidence interval width affects decision-making in this context and
eliminates the information asymmetry of different experts. Based on the obtained results for each
considered interval width separately on the action to be taken over the considered model in order
to minimize the risk of the power system failure, it can be concluded that the proposed approach
clearly indicates the advantages of using interval probability when making decisions in systems such
as the one considered in this paper.

Keywords: uncertainty; crisp probability; interval probability; influence diagrams; circuit breakers

1. Introduction

The main goal of every enterprise is to preserve and optimize the quality of its
operations and services. Nowadays, the complex power grid is becoming more responsive,
safe, and efficient due to large amounts of data that are being collected, stored, and analyzed
using new technologies. This analysis provides stakeholders with new insights that are not
possible to gain with conventional information technology (IT) and based on which well-
informed decisions can be made. Contemporary power systems are coping with serious
challenges, such as integration of renewables and active demand and the uncertainty and
asymmetric information it brings into the whole system of power operation, planning, and
control.

New technologies in the energy sector include risk-based and predictive maintenance
to replace aging infrastructure by minimizing its costs, fault detection, fault diagnosis, etc.
The technologies can also be applied to monitoring and to routine daily operations, making
them more accurate, efficient, and resilient [1].

Maintaining reliability, minimizing operation costs, and making a profit are hard to
achieve without proper risk analysis and uncertainty management [2].

Having in mind that a complex power system consists of many interdependent sub-
systems, analyzing the system’s state, keeping reliability at a desired level, and mitigating
losses becomes harder than ever [3,4]. That is why new risk assessment methodologies
that deal with uncertainty are introduced. The main challenge for this research was to
develop a risk assessment methodology when the accurate failure equipment database and
the probability distribution of equipment states are missing. For instance, when a group
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of experts evaluate risk, their evaluation of event probability can be expressed only as an
interval value.

Circuit breakers are a vital element of the energy system, which is why there is a need
for their continuous improvement through the analysis of increasing reliability and the
determination of their remaining life. This is achieved by constant monitoring of work,
regular maintenance, and analysis of data from its exploitation.

Another important reason for analyzing them lies in the ability to reduce costs. It is
important to know the data of a circuit breaker approaching the end of its life, because it
significantly affects the business economy. Therefore, such data make it possible to plan the
replacement of the circuit breaker in a timely manner, which is a better scenario in relation
to its unplanned failure [5,6].

Regular monitoring of the operation of a circuit breaker, as well as indicators of its
condition, provides knowledge of its reliability, i.e., its remaining service life. Based on
such data, the cost-effectiveness of the replacement and its scope, as well as the timeframe
can be planned [5,6].

Replacing the most risky circuit breakers is a good basis for increasing the reliability
of the energy system, reducing the amount of undelivered electricity, and thus eliminating
the additional involvement of labor if a circuit breaker is replaced before its unplanned
failure. Today, low-oil circuit breakers are replaced with circuit breakers based on modern
technologies, such as vacuum and SF6 circuit breakers.

However, despite this, most substations still have a large number of low-oil circuit
breakers in operation. With low-oil circuit breakers, there is a need for frequent mainte-
nance, such as changing or refilling oil and lubricating the mechanism, as well as frequent
visual inspection.

For these reasons, there is a need to replace old technology circuit breakers, which is
why it is necessary to determine the criteria and the pace of their replacement. Analysis of
the condition of circuit breakers and determination of risk would provide insight into the
number of the most risky circuit breakers. Additionally, from the aspect of energy system
stability and business economy, circuit breakers whose failures may produce the greatest
consequences would be defined. In this way, the circuit breakers with the highest risk
should be proposed for urgent replacement [5,6].

Literature shows different techniques that examine circuit breaker condition analyses.
Data mining techniques that include classification techniques and expert opinion, such as
fuzzy set theory, are used to examine circuit breakers’ lifetime and operation mode [7,8].
Unlike these data-driven prognostics, there is a model-based prognostic that includes
engineering knowledge within the considered model [9,10]. Furthermore, literature shows
evidence of hybrid prognostic techniques that combine discrete and continuous events
within a system. Hybrid approaches comprehensively consider the parameters that affect
the operation of a system.

Frequently used hybrid prognostic techniques for circuit breaker analyses are piece-
wise deterministic Markov processes [11]. In [12,13], it is shown that the use of these
models is very suitable for the creation of hybrid prognostic applications. The so-called
shock model is a model based on which behavior of a system is modeled during a failure.
In [13], a component of the random evolution of the system was added to the shock model,
which is described using continuous-time Markov chains.

Additionally, dynamic reliability problems are solved using piecewise deterministic
Markov processes [14,15]. In these systems, depending on the operating conditions, it is
possible to separately observe and model each component of interest for the reliable opera-
tion of the system. In addition to this technique, dynamic Bayesian networks (BNs) [16]
are very often used for the problem of dynamic reliability. A new method developed for
hybrid prognostics approaches based on a combination of deterministic and stochastic
properties called hybrid particle Petri nets is described in [17]. Hybrid bond graphs that
form the basis of the model described in [18] represent another tool for hybrid prognostics,
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which with the help of Monte Carlo simulations enable the determination of variables with
constraints in the predictive model.

The necessary conditions for the usage of all previously explained methodologies is
an accurate failure equipment database and the already known probability distribution of
equipment states. Very few research studies have addressed the uncertainties, accuracy,
and confidence of the inspection results, although the simulations and decision models
are directly dependent on these results. Probabilistic uncertainties require appropriate
mathematical modeling and quantification when predicting a future state of the nature or
the value of certain parameters.

The notion of probability is very closely related to the notion of symmetry. Based
on symmetry, we can talk about equal conditions for random events. We can extend the
notion of probability to interval probabilities, especially when determining the aggregate
probability value estimated by several experts and a situation where there is imperfect
knowledge (when one party has different information to another).

An integrated framework consisting of intuitionistic fuzzy-failure mode effect analysis
(IF-FMEA) and IF-technique for order preference by similarity to ideal solution (IF-TOPSIS)
techniques, taking into account the vague concept and the hesitation of experts, was pre-
sented in [19]. Similarly, to assess the uncertain and imprecise nature of e-service evaluation
in [20], a combination of fuzzy analytical hierarchy process (F-AHP) and fuzzy measure-
ment alternatives and ranking according to compromise solution (F-MARCOS) was used.
For the most accurate determination of weights under fuzziness, the fuzzy full consistency
method (FUCOM-F) has been proposed in [21]. Additionally, criteria weights have been
determined by the fuzzy SWARA (step-wise weight assessment ratio analysis) method,
as described in [22]. In [22], for such criteria weights, a combination of fuzzy TOPSIS,
fuzzy WASPAS, and fuzzy ARAS methods was used to perform evaluation and selection of
suppliers for the considered example. Fuzzy set theory and interval analysis [23] represent
one highly performing method for determining parametric uncertainties.

In situations where an estimate needs to be made under uncertain information where
attribute values can describe the interval gray numbers, in [24] it is proposed to use a multi-
criteria decision-making model that combines the interval gray numbers and normalized
weighted geometric Dombi-Bonferroni mean operator.

The origin of the uncertainty in engineering systems come from both aleatoric and
epistemic reasons. The review of hybrid uncertainty problems when both of these types
are present, including uncertainty modeling, propagation analysis, structural reliability
analysis, and reliability-based design optimization, is given in [25].

Probability-boxes (p-boxes) are often used in engineering analysis when the exact
probability of a random variable probability distribution is unknown [26]. They offer a
mathematically straightforward description of imprecise probabilities, defined via lower
and upper bounds on the cumulative distribution function. P-boxes are used in acoustic
analysis [27], structural reliability [28], risk analysis [29], and many other engineering fields.

The p-box framework that explains imprecision in stochastic processes by considering
additional epistemic uncertainty in the process” autocorrelation structure is described
in [30,31]. Surrogate models for propagating probability-boxes include Kriging models [32]
and polynomial response surface models [33]. Adaptive schemes based on Gaussian pro-
cess models that can be applied to parametric and distribution-free p-boxes are given
in [34]. Most often, the propagation of p-boxes is analyzed using the Monte Carlo simula-
tion, but the comprehensive review of computational methods for p-boxes propagation
in input models is given in [26]. A study of Monte Carlo methods for the general case of
propagating imprecise probabilities is described in [35].

Previous methodologies offer a complete solution for the analysis of possible bounds
of a certain random variable. However, the practical implementation of these bounds in
risk-based decision-making has not been explored so far.

In this paper, authors use a new technique based on influence diagrams (IDs) with
interval probabilities for failure prognostics. Based on the derived conclusions on the
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influence of interval width on the decision-making for the considered scenario, a group of
experts evaluated all considered variables with interval probabilities, where the interval
width was set in accordance with the previously derived conclusions. We sought to predict
the best scenario of replacing the most critical circuit breakers in optimal time.

The novelty of this method is the usage of interval probabilities in standard influence
diagrams. Furthermore, the paper examines how the confidence interval width affects
decision-making in this context. The method can be easily implemented to any other kind
of decision process presented by the influence diagram.

The paper is organized as follows—the second section discusses circuit breaker risk
assessment, followed by a section that deals with uncertainty, definition, and properties
of BNs and IDs; a case study with results and discussion is given in section four, which is
followed by a conclusion.

2. Circuit Breaker Risk Assessment
2.1. Risk Assessment Model

The practice of equipment maintenance in power systems is a combination of correc-
tive maintenance, maintenance at fixed intervals, and maintenance based on monitoring
the condition of the equipment. Maintenance at fixed time intervals is defined by statutory
deadlines for inspection, testing and inspection of equipment, or manufacturer’s instruc-
tions regarding when it is necessary to take certain actions on the equipment. Maintenance
based on monitoring the condition of the equipment includes visual inspections and audits
that are performed on a regular basis, and any repairs or other preventive actions are
performed on the basis of audit reports [5,6].

The downside of this approach is that maintenance is performed on the basis of
mandatory periodic tests within the deadlines provided by regulations and recommenda-
tions, regardless of the condition of the equipment and importance. Existing maintenance
practices, however, do not provide an optimal level of maintenance.

All the above facts lead to the conclusion that existing maintenance practice and funds
(tangible and intangible) invested in maintenance are not optimal and that a mechanism
that would enable the optimization of these funds should be sought [5,6].

Risk-based maintenance is the next generation of reliability centered maintenance
(RCM). Like RCM, RBI (risk-based inspection) is a systematic process for optimizing
maintenance in technical systems. RBI is very similar to the RCM approach in that its goals
are actually the answer to the same questions about system functionality.

For qualitative risk analysis for each component, each part of the system, or the
whole system, assessments of the status and correctness of the component or system are
formed, or a risk matrix is formed on the basis of which facility and which maintenance
actions should be performed, and the actions that should be performed are prioritized. The
quantitative approach establishes an analytical link between risk and actions that reduces
that risk. Higher risk means less reliability and vice versa [5,6].

Replacing low-oil circuit breakers is not an easy task. First of all, the investment of
replacing the circuit breaker in one substation is a big capital endeavor. Next, the time to
replace one circuit breaker can take up to 8 h, which in some situations can be a problem
if customers cannot be supplied with electricity from another outlet. Replacing circuit
breakers in some situations may require replacing or reconstructing other equipment in the
cell, such as busbars and circuit breaker stands, then bringing power to the circuit breaker
(if the motor power supply differs), which increases investment costs and time [5,6].

Replacing old circuit breakers would reduce the need for frequent maintenance and
thus reduce labor engagement, and in addition, the reliability of the system would be
increased because even overhauling an old circuit breaker increases its reliability only in a
short period because the remaining parts can wear out, fail, and become the cause of a new
malfunction, which was previously unpredictable.
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2.2. Risk Assessment Using Influence Diagram

Bayesian networks (BNs) and influence diagrams (IDs), as probabilistic methods for
uncertain reasoning, are vastly used in complex engineering systems to aid making the
best decisions possible in uncertain environments/industries—nuclear, chemical, environ-
mental, maritime, etc. A clear graphical representation sets these methods apart from the
others because they show in a very clear and precise way complex causal relationships
using simple structures, whereas the main disadvantage is that not every belief can be
represented as an exact number or single probability measure. Decision makers are also
allowed to represent their imprecise beliefs or knowledge through probability sets, called
credal sets [36-39].

A credal network based on credal sets actually represents a graphical probabilistic
method by which a belief is displayed using sets of interval probabilities. The use of sets of
interval probabilities enables a clearer assessment of epistemic uncertainty, while with the
increase of available information, the uncertainty decreases.

The next subsections examine in a more detailed way both BNs and IDs in an environ-
ment of uncertainty.

2.3. Definition and Properties of Bayesian Networks

The parents of X;, according to an acyclic directed graph G, are the joint variable
IT; C X, forVi, i =0,...,n, where X := (Xo, Xj, ..., X;) represents set of variables that are
in one-to-one correspondence with the nodes of G. Set of variables X; takes its values on the
finite set Qx,, where IT; in Qy, 1= x X],GHI.QX]., for Vi, i = 0,...,n. Cartesian set product is
marked with x symbol. As described in [40], any variable is conditionally independent
of its non-descendant non-parents given its parents. This means the graph G represents
stochastic independence relations if the Markov condition is fulfilled.

The specification of a conditional probability mass function P(X;|7;) for each 7; € Qy,
and i = 0,...,n induces through the graph for each x € Qx = x_;Qx, the factoriza-
tion [41]:

P(x) = [ [ Plxilm), W
i=0

where the values of x; and 7; are those consistent with x. Equation (1) and expression

i€ Oy, e . - .
{P(X;|m;) }:S :’ that represent specification of the conditional probability mass functions
form BN.

The local models of X;,i = 0, ..., n, actually represent the mass functions for X; written
in the form {P(X;|7;)} . Oy, From Equation (1), using the joint probability mass function
we establish inference in BN. For example, by summing out other variables from the joint
probability, mass function marginal are determined, as described in Equation (2) [41]:

P(xo) = ), ﬁp(xdﬂi)/ 2)

X1 Xn i=0

where xo € Qx,, whereas instead of } xc o, , 2, is used. Additionally, the value from
Equation (2) can be calculated in another way using the procedure linear combination of
the local probabilities associated with an arbitrary X; € X:

P(x0) =} [P(xo|x;, ;) - P(m;)] - P(x;|m;), ©)

Xj,T(]'

In this case, from the BN specification the probabilities P (x]- | nj) are determined, from
Equation (2) the unconditional probabilities P(7;) are obtained, and for the conditional
ones P (xg ]x]«, ;) = P(xo,xj, 7tj) / P(xj, 1), assuming the condition P (x;, 71;) > 0 is valid.
From Equation (3), assuming that X; = X, follows:

P(xo) = Zﬂo P(7o)-P(x0|70), 4)

35



Symmetry 2021, 13, 737

For X € I1;, the previous equation becomes:

P(xg) = ijn; P(xo, nj)P(xj‘xo, n]’.), I, := I\ { Xo}, )

From the previous expressions it can be noticed that, for example, in the case of
determining the marginal, local models do not affect the probability, which means that the
local models of X; have no effect on values of P(7;) and P(xo|x;j, 77j), where Vx; € Qx;

and 71; € Qyy;. Determining P(77;) is not affected by the values of { P(X;|7;) }n]_ e’ with

the condition where for all the variables in I}, child is X; [41].

In case we want to determine a conditional probability, local model can also be
irrelevant for a certain part of the calculation; that is, the local models of X can be excluded
when determining P (xo|x;, 77;).

ID, as extensions of BN, were proposed in [42] as a tool to simplify modelling and
analysis of decision trees. They are a graphical aid to decision-making under uncertainty,
representing the causal relationships of possible causes and effects. Unlike a decision
tree, an ID shows dependencies among variables more clearly. Thanks to clear links
between variables, IDs allow for maximum reduction of a decision maker’s confusion
during decision-making [43]. Both the BN and the ID are probabilistic networks. The
difference is that the BN is used for belief update, while the ID is used for reasoning about
decision-making under uncertainty [44].

In addition to the traditional BN, IDs have, besides an external influence (an exogenous
variable—a variable whose values are not affected by the decision being made), a decision
node; that is, a decision made by the decision maker.

An intermediate variable depicts an endogenous variable whose values are computed
as functions of decision, exogenous, and other endogenous variables. A value node
(objective variable) is a quantitative criterion that is the subject of optimization. A chance
node represents a random variable whose value is dictated by some probability distribution.
An arrow shows the influence between variables.

The methods for evaluating and solving IDs are based on probabilities, and efficient
algorithms have been developed to analyze them [45-49]. Like in BNs, the input and
output values of a node are based on the Bayesian theorem. The use of probability tables
with many elements is, however, very difficult because of the combinatorial explosion
arising from the requirement that the solution must be extracted by the cross product of all
probability tables.

Because it is very difficult to determine the precise probabilities of the remaining
lifetime of circuit breakers and the risk they pose to the entire power system, in this paper
we introduce a new concept of interval probability in order to find the best strategy for
a given circuit breaker set. Namely, based on the collected and available data on circuit
breakers, a group of experts evaluated the situation with interval probabilities instead of
crisp probabilities.

As described in [50,51], the product of event probability p(E) and its consequence
Cons(E) for the considered event E determines the risk associated with that event.

Risk(E) = p(E) - Cons(E). (6)

In the case where empirical scaling parameters x, y, and w are observed, the previous
equation becomes [52]:
Risk(E) = p(E)Y - w - Cons(E)". )

In general, for the calculated probabilities described by Equations (1)-(7), the risk can
be calculated as follows:

R = f(C(7;), P(77))- ®)

The risk can also be presented in a table, such as the example given in the Figure 1.
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State Probability State Probability
cl P1 cl P1
2 P2 2 P2
c3 P3 c3 P3

Figure 1. Risk assessment based on two criteria.

Based on the level of these two criteria, the risk can take values in the range from 1 (no
risk) to 10 (highest risk). Risk assessment using crisp probabilities for the example given in
Figure 1 is shown in Table 1

Table 1. Risk assessment using crisp probabilities for the example given in Figure 1.

Safety Probability Environment Probability Risk
cl P1 cl P1 1
cl P1 2 P2 2
cl P1 c3 P3 3
2 P2 cl P1 4
2 P2 c2 P2 7
2 P2 c3 P3 6
c3 P3 cl P1 5
c3 P3 c2 P2 8
c3 P3 c3 P3 10

A complete model of the risk assessment of the circuit breaker maintenance strategy
considered in this paper is represented in Figure 2. The graphical symbols in Figure 2
indicate the following: an orange ellipse shows an external influence, i.e., an exogenous
variable, the value of which is not conditioned by previous decisions; red and green
ellipses denote chance nodes described by random variables defined by discrete probability
distributions. The decision is represented by a purple rectangle. Endogenous variables
determined as functions of decision and other variables are represented by intermediate
variables. The blue diamond represents the subject of optimization and is classified as a
quantitative criterion. Influence between variables is described by an arrow.
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Network conditions

Weather conditions

Decision

CB condition

Network Loading

Figure 2. Circuit breaker risk assessment model.

The example shown in Figure 2 was created to assess the risk of a substation with low-
oil circuit breakers. The three alternatives that are considered and used for decision-making
are do nothing, perform minor interventions, or perform major interventions. Safety and
environment are two risk assessment criteria based on which alternatives are assessed.
Both criteria are aggregated in the one influence diagram value node, after being assessed
according to their risk.

The breaker is in operating conditions (OK), failure to close (FC), and failure to open
(FO)—the three modes of operation of the switches that are important in the assessment.
Bad weather conditions cause the circuit breakers to be exposed to more difficult operating
conditions because the number of failures increases, which leads to a deterioration of the
network condition and an increase in the network load. This is further expressed in the
case when the distribution network is mostly overhead and when there are frequent power
outages. The type of distribution network significantly affects the state of the attachment.
The condition of the circuit breaker affects the environment in such a way that oil leaks can
have a detrimental effect on the environment. In terms of safety, the condition of the circuit
breaker can cause a dangerous effect of electric current on a person, and it can also lead to
mechanical injuries, the impact of electromagnetic radiation, and excessive noise.

Due to the uncertainty about the weather forecast—and consequently network tech-
nical condition, network maximal demand power (loading) and possible failure modes—
probabilities elicited by experts are also uncertain.

According to the diagram presented in Figure 2, the total risk by circuit breakers is
calculated as a combination of two individual risks, which are:

e  Safety risk, primarily associated to the health and safety of the operators of the
substation;
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e Environmental risk in terms of spillage of transformer oil into soil or watercourses
and ignition of transformer oil and its evaporation.

The components shown in Figure 2 that affect risk and decision-making are described
below.

CB condition: the assessment of the condition of this component is based on data from
several categories, such as the age of the circuit breaker, i.e., how long the circuit breaker
has been in operation, ambient and operational conditions, regularity of maintenance, and
test results.

The following scale is used to describe the CB condition:

grade 1: Poor—switch long in operation, under poor ambient and operating conditions,
irregular maintenance and testing, poor test results;

grade 2: Medium poor—switch long in operation, under poor ambient and operational
conditions, some test results are poor;

grade 3: Medium—switch long in operation, under poor ambient and operational condi-
tions, but regularly maintained and tested, satisfactory results;

grade 4: Very good—mnewer generation circuit breakers, works under good operating
conditions, satisfactory results;

grade 5: Excellent—newer circuit breakers, short in operation, satisfactory test results,
regular maintenance and testing.

These ratings for CB condition are actually formed based on the collected data on
aging, CB type, and maintenance.

Ageing: A rating in the range of 1 to 5 can be used to estimate the age of the circuit
breaker, with lower values indicating better equipment condition (“less is more”). The
grade is awarded depending on the range to which the circuit breaker belongs according
to its age (<10 years, 10-20 years, 21-30 years, 31-40 years, >40 years).

CB type: The three most commonly used types of circuit breakers in substations
are observed: low-oil, vacuum, and SF6 circuit breakers. Depending on the applied
technology, each circuit breaker is characterized by a certain intensity of failure, which
can be called characteristic and which is a feature of the technology itself. However,
the actual intensity of failures depends on many additional factors, of which the two
most important are the conditions (operational and ambient) in which the circuit breaker
operates and the condition of the circuit breaker itself. Operating conditions refer to
load level, protection condition, network condition supplied by this substation. Ambient
conditions refer primarily to the temperature in the station itself, which significantly affects
the condition of the equipment. As each of these effects is very difficult to quantify, the
principle of a correction factor is often adopted, which determines a more realistic value of
the failure rate.

Maintenance: Regularity and quality of maintenance are important factors that affect
the condition of the equipment itself. The quality of maintenance involves several factors:

Periodicity and scope of testing;
Training of maintenance personnel;
Availability of spare parts;

Circuit breaker condition monitoring.

The following scale with five rating levels can be used to assess the level of mainte-
nance:

grade 1—Maintenance is performed at regular intervals, all spare parts are easily accessible,
there is online monitoring of the condition of the circuit breaker. The staff is well trained.
Existing control parameters almost certainly detect a fault;

grade 2—Maintenance is performed at regular intervals, staff is well trained. High proba-
bility that the monitored parameters will signal a fault;

grade 3—Moderate probability that the monitored parameters will signal a failure;

grade 4—Low probability that the monitored parameters will signal a failure;
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grade 5—No existing monitored parameters can detect a fault. Maintenance is not per-
formed at regular intervals, spare parts are not easily accessible, and there is no online
monitoring of the condition of the circuit breaker. The staff is not well trained.

Network conditions and Network loading: The type and load of the network also
significantly affect the condition of the circuit breaker. A scale with five levels of assessment
can be used for the assessment, where after the assessment of the conditions the value of
the correction factor is determined, which is used for further calculations. The description
of the grades is as follows:

grade 1—Extremely low load. The distribution network is mostly underground, with short
cables and the possibility of reservations;

grade 2—Medium load, average percentage of overhead distribution network, rare power
outages;

grade 3—Medium load, higher percentage of overhead distribution network, frequent
power outages;

grade 4—High load, especially in winter conditions. High percentage of overhead distribu-
tion network representation, frequent power outages;

grade 5—Load extremely high. The distribution network is mostly overhead, with long
lines and without the possibility of reservations. The fault occurs without warning.

Weather conditions: Network conditions and loading directly depend on weather
conditions. Bad weather conditions correlate with an increased number of failures, which
means that circuit breakers will be exposed to more difficult operating conditions because
the condition of the network will deteriorate, and the network load will increase. Good
weather conditions improve the condition of the network, reduce the load on the network,
and provide stable operating conditions for circuit breakers.

Safety and environment criteria evaluations are also expressed in numerical grades
(from 1 to 5).

Safety:

grade 1—Very dangerous effect of electric current on humans; toxic and carcinogenic effects
of polychlorinated biphenyls (pyralene transformer oil); the danger of mechanical injuries
during work on substations is very high if the exposure to danger is very frequent (exposure
to danger during one shift of 61-80% of working time); very large impact of electromagnetic
radiation on humans; very great influence of noise on the organs of hearing;

grade 2—Dangerous effects of electric current on humans; the risk of mechanical injuries
during work on substations is high if the exposure to danger is frequent (exposure to
danger during one shift of 41-60% of working time); great influence of electromagnetic
radiation on humans; great influence of noise on the organs of hearing;

grade 3—Medium dangerous effect of electric current on humans; the risk of mechanical
injuries during work on substations is medium if the exposure to danger is occasional
(exposure to danger during one shift of 21-40% of working time); average effect of electro-
magnetic radiation on humans; moderate impact of noise on the senses of hearing;

grade 4—Low dangerous effect of electric current on humans; the danger of mechani-
cal injuries during work on substations is small if the exposure to danger is very rare
(exposure to danger during one shift is less than 20% of working time); small impact of
electromagnetic radiation on humans; small noise effect on the senses of hearing;

grade 5—Negligible effect of electric current on humans; the danger of mechanical injuries
during work on substations is negligible if the exposure to danger is very rare (expo-
sure to danger during one shift is less than 20% of working time); negligible impact of
electromagnetic radiation on humans; negligible effect of noise on the senses of hearing;

Environment:

grade 1—The substation is located in a city center or in a densely populated place, the prox-
imity of watercourses or water supply facilities is less than 10 m, or there are immovable
cultural heritage properties, no communal infrastructure, or the road to the substation is
not paved;
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grade 2—The substation is located on the outskirts of a city (near the substation are mostly
small households), distance to watercourses or water supply facilities is 50 m, there are
immovable cultural heritage properties, communal infrastructure is partially built, the
substation is reached by unpaved road that separates from the local paved road;

grade 3—The substation is located on the outskirts of a city, the populated area is at a
distance of 50 m, no endangered plant and animal species, no immovable cultural heritage
properties, the proximity to watercourses or water sources is 200 m, an asphalt road that
separates from the regional or main road leads to the substation, there is a built communal
infrastructure;

grade 4—The substation is outside the settlement, there are individual residential buildings
at a distance of 150 m, there are no watercourses or water supply facilities at a distance of
300 m, no endangered plant and animal species, no immovable cultural heritage properties,
there is communal infrastructure, an asphalt road (regional or highway) leads to the
substation;

grade 5—The substation is outside the settlement, the nearest residential buildings are at a
distance of 300 m, there are no watercourses or water supply facilities at a distance of 500 m,
no endangered plant and animal species, no immovable cultural heritage properties, there
is communal infrastructure, an asphalt road (regional or highway) leads to the substation.

3. Extended Risk Model Based on Interval Probabilities
3.1. Definition and Properties of Interval Probability

The intervals L = {L; = [L(a;),U(a;)],i =1,2,...,n} represent the interval probabil-
ity if and only if for any P(a;) € L; there exists P(a;) € L;, so the following applies:

P(a;) + Z P(a]-) =1, Xe{x,...,xn}, 9)
i=1,2,.i—1,i+1,...n

where X—random variable and {x1, ..., x,} finite set [53,54].
In order for L to satisfy the condition described in Equation (9), it must satisfy the
following two expressions [53,55-57]:

i L(a;) + U(a;) <1, (10)
)
f U(a;) + L(a;) > 1, (11)
oy

wherei,je[1,...,n].
The elicited interval probabilities may or may not satisfy the two previous equations.
However, it is not difficult to check whether they satisfy the following inequalities:

f L({Ill') <1< i U(ai), (12)
i=1 i=1

Condition (12) is a necessary but insufficient condition of (10) and (11). The inter-
vals marked with [L'(a;), U’ (a;)] represent semi-interval probabilities if the condition (12)
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is fulfilled. Solving the linear programming problem as described with the following
function [53]:

n

max Y, (U(a;) — L(a;))

i=1,2,..n
s.t. i L(a;) + U(a;) <1, i U(a;) + L(a;) > 1 (13)
i #] i#]

U(a;) > L(a;), U(a;) < U'(a;), L(a;) > L'(a;)
enables the selection of interval probabilities from semi-interval probabilities [L' (a;), U’ (a;)].

3.2. Determining Risk with Interval Probabilities

Rough set theory is one of the important tools with which it is possible, without
additional assumptions or some adjustments, to manage uncertain and subjective infor-
mation [58-60]. To manage uncertain information, determining the lower and upper
approximations is a basic task. The lower and upper approximations of X with respect to I,
marked with I, (X) and I*(X), are defined with the following expressions:

L(X) = U{X e U|]I(X) C X}, (14)

I'(X) =uU{X e U|I(X)NX # &}, (15)

where X C U, U is the universe consisting of a non-empty finite set of objects and I is the
indiscernibility relation. Ordered pair (U, I) represents the approximation space.
For the lower and upper approximations defined in this way, the boundary region
equals:
BNi(X) = I*(X) — 1.(X), (16)

The degree of vagueness is determined by the range of boundary region. Depending
on whether the boundary region of X is empty or not, X will be a crisp set or a rough set.

Extended lower and upper approximation and the rough boundary interval described
with the previous expressions enables expert evaluation and manipulations in conditions
of uncertainty [61].

Definition 1. Let R = {X1, Xy, X3,..., X, } be the set containing n classes of human opinions.
The classes are ordered in the manner of X; < Xp < X3 < ... < Xy, and Y is the arbitrary object
of U VY CU,X; CR,andi€ {1,2,...,n}.

Then, the lower and the upper approximations and the boundary region of X; can be
expressed as

L(X;) = U{Y € U|R(Y) < X;}, (17)
I*(X;) = U{Y € U|R(Y) > X;}, (18)
BN(X;) = U{Y € U[R(Y) < X;} U{Y € UR(Y) > X;}. (19)

The lower and the upper limit, marked with L(X;) and U(X;), where rough number
(RN) can be a replacement for the class X;, equals:

1) = By e noxy), (20)

U(x;) = ZRE{ )

Y € I (X)), (1)

The number of objects in these approximations are marked with Ny and Ny;.
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In line with the definition of these limits, expert opinion can be expressed by a rough
interval. The degree of preciseness is described with the interval of boundary region (IBR).
A rough number and an interval of boundary region are equal to:

RN; = [L(X;) U(X;)], (22)

IBR; = U(X;) — L(X;), (23)

For the two rough numbers RN; and RN, the following applies (A is a nonzero
constant) [62]

RNy + RN, = [Ll, U1] + [L2, Uz] = [L1 + Lo, U; + UQ], (24)
RN1 XA= [Ll,U1] X A= [/\Ll,)\l,ﬁ], (25)
RN; X RN = [Ll, Ul] X [LZ/ Uz] = [Ll X Ly, U7 X Uz]. (26)

In interval mathematics, all the possible relations of different interval numbers are
defined, which significantly helps in making decisions based on expert assessment in
conditions of uncertainty [63-65].

Definition 2. Assuming thata = [aL, au] and b = [bL, bu] are two interval numbers. Meanwhile,

the interval numbers Gand b are assumed as the random variables with uniform distributions in
their intervals. The probability for the random variable a larger or smaller than the random variable
b is expressed as P;_ . or Py .

The relationship between 7 and b is described with the following equation.

1/ bu S ﬂL

a¥—pY ab—pl  pU_gL 1 gl pU_4L L L u u

al—qgl pU—pL ~ U 4L 2 UL puU_pLv b~ <at <b” <a

ad—p¥ | 1 pU_gt al < pL < pU < qu

Poa=14 % i = 27)
< 1 a9 p —b Lepl o U3l 7
EL' ZL{,;,L ’ ZuEaL£ a~ <b-<a" <b
—b 1 _
Zu,bL +3- Zufblu bt <al < a4 < pY
0/ au S bL

From the previous Equation (27), we can determine the relationship between @ and b
with the degree x, where PE = a(0 < a < 1). For the case where & > .0.5 means that 7 is

larger than b,and a < .0.5 implies that 4 is smaller than b, while & = 0.5 represents that @
and b are equal.

In Figure 3, a risk assessment framework based on expert assessment using interval
probability is presented.

The proposed method consists of three main steps. First, data of interest are collected,
followed by an assessment of the critical points of the observed system and an analysis
of the causes and effects of failures. Then, an expert assessment of the factors influencing
the risk by interval probabilities is performed, as well as the formation and calculation of
appropriate matrices based on the experts” assessment. Finally, the total risk is calculated
and the obtained risks are ranked based on interval probability theory; that is, the minimum
risk for the observed case is determined.
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Stage 1: Collection of relevant information on the condition of the observed equipment
Step 1. Collect the necessary data to assess the condition of critical equipment
Step 2. Identification of critical points of the observed system

Step 3. Analysis of the causes of failures and the impact of failures

Stage 2: Risk assessment using interval probabilities

Step 1. Expert assessment of factors influencing risk using interval probabilities

Step 3. Calculate the weight of risk factors based on rough set

|

|

i Step 2. Forming the weight matrix of risk factors

|

i Step 4. Forming risk assessment matrix with interval probabilities

Stage 3: Obtain risk priority order for the considered model

Step 1. Calculate risk assessment matrix with interval probabilities

theory

|
|
|
|
: Step 2. Calculate priority order of the calculated risks based on interval probability
|
|
: Step 3. Ranking risks based on calculated priority order

Figure 3. The framework of the proposed model risk assessment using interval probabilities.

4. Case Study

In this case study, two risk calculations were performed based on Figure 4. In the
first calculation, crisp probabilities were used for the risk calculation, while in the second
calculation the interval probabilities were used.

The decision about the possible replacement of the circuit breaker depends on the
calculated risk for keeping the existing breakers in service. The risk consists of safety and
environmental risk, characterized with three possible states (denoted with c1, ¢2, and c3
in Figure 4). Both the safety and environmental impact of the equipment depend on the
breaker condition, influenced by the maintenance level (decision node), weather, network
condition, and network loading (chance nodes).

As can be seen in Figure 4, regular operating condition (OK), failure to close (FC), and
failure to open (FO) represent the three possible states of the considered circuit breakers.
The final decision on whether minor maintenance, major maintenance, or do nothing will
be applied is made based on two criteria, safety and environment. Based on the level of
these two criteria, the risk can take values in the range from 1 (no risk) to 10 (highest risk).

In this paper, for the problem defined in Figure 4, a group of 5 experts was formed
who met the following conditions—they were highly qualified for the considered domain,
had sufficient experience in assessing the state of a system similar to the observed system,
were familiar with probability thinking, and were able to model the system in relation to
the available data. We selected 5 experts due to the complexity of the system we were
observing and in order to achieve greater overall accuracy during evaluation.
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Decision
Minor maintenance  2.34770
Wajor maintenance  2.26114
Do nothing 243730
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Figure 4. Influence diagram with crisp probabilities.

Based on the experts’ opinion and based on previously collected data, the probabilities
of the occurrence of each of the conditions were determined: weather conditions, loading
and network condition. Additionally, experts determined the conditional probabilities
on the basis of which values of the condition in the nodes CB condition, safety, and
environment were calculated. The probability values correspond to the mean probability
values obtained from the experts. For the probability values shown in Tables 2-7, using
Equations (1)-(5), we obtained the results shown in Figure 4.

Table 2. Probability of weather states.

States Description Probability [%]
Bad Severe weather conditions 50
Medium No extreme temperatures below —20 degree 30
Good weather conditions, no extreme
Good 20
temperatures below —10 degree
Table 3. Conditional probabilities of network conditions.
States
Weather Good Conditions, No Bad Conditions—No Maintenance,
Increase in Failure Rate [%] Increased Number of Failures [%]
Bad 60 40
Medium 50 50
Good 40 60
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Table 4. Conditional probabilities of network loading levels.

States
Weather 3 . - . .
Low Loading [%] Medium Loading [%] High Loading [%]
Bad 10 30 60
Medium 30 50 20
Good 60 30 10
Table 5. Conditional probabilities of CB condition.

Decision Network Conditions OK [%] FC [%] FO [%]
Minor Good 70 20 10
Minor Bad 80 10 10
Major Good 80 10 10
Major Bad 90 10 0

Do Nothing Good 60 20 20
Do Nothing Bad 70 20 10
Table 6. Conditional probabilities of consequences.
. Safety [%] Environment [%]
Loading CB Condition
cl 2 3 cl 2 c3

Low OK 90 10 0 80 10 10

Low FC 80 10 10 80 10 10

Low FO 70 20 10 70 20 10

Medium OK 80 10 10 80 10 10
Medium FC 70 20 10 50 30 20
Medium FO 60 30 10 60 30 10
High OK 70 20 10 70 20 10
High FC 60 20 20 60 30 10
High FO 50 30 20 50 30 20
Table 7. Safety and Environment criteria grades.
Safety Probability Environment Probability Risk

cl [0.752] cl [0.722] 1

cl [0.752] 2 [0.169] 2

cl [0.752] c3 [0.109] 3

2 [0.157] cl [0.722] 4

c2 [0.157] 2 [0.169] 7

c2 [0.157] c3 [0.109] 6

c3 [0.090] cl [0.722] 5

c3 [0.090] 2 [0.169] 8

c3 [0.090] c3 [0.109] 10

Safety and environment criteria evaluations are expressed in numerical grades (from
1 to 10) and represented in Table 7.

Based on Table 7 and Equation (8), the final decision to be taken based on the example
given in Figure 4 is shown in Table 8. As can be seen from Table 8, for the crisp values of
the variables shown in Figure 4 “Major maintenance” is taken as the final strategy because
of the lowest value of risk.

46



Symmetry 2021, 13, 737

Table 8. Decision values for crisp probability.

Decision Risk with Crisp Probability Ranking
Minor maintenance 2.35 2
Major maintenance 2.26 1

Do nothing 2.44 3

In the second case, we worked with interval probabilities. Instead of crisp probability
values for the assessment of possible states of the chance nodes, the allowable interval
width by which experts assessed the condition was determined by first examining how the
interval width affected the final estimate.

The crisp numbers w; s used to determine risk in case 1, could be transformed into
interval numbers form based on Equations (17)-(22):

IN (wé‘]) = [w?f,w’s‘ﬂ, (28)

In Equation (28), the lower and upper limits of the interval number are marked
with wlS‘JL and wls‘ju, whereas wlsfj(k =12,...,ms=12,...,n,j=1,2,...,1) represent kth
expert for the sth failure mode with respect to the jth risk factor.

In our case, the interval number matrix is:

(o )] [ o)) - [t o)

Win = R ;@)
(2ot ) ()] [ (i) i) ] oo [ () u (i)

The average interval number IN(w’S‘j),wlgj(k =1,2,....ms=12,...,m]=12,...,1),
based on Equations (24)—(26) is:

IN(w’S(]) - {L (w;‘f) u(w;‘}l ) } (30)
L(wﬁf) = (wgf + wEJL +...+ wf}) /k, (31)
U(w’s‘ju) = (ngu + wfju +...+ w’s‘ju) /k. (32)

The lower and upper limits of the average interval number are marked with L (w’;]L)
and U (w’s‘]lJ) :

In order to enable the experts to have as wide an interval as possible during the
evaluation, an analysis was first made of how much the width of the interval influenced
the decision for the example given in Figure 4.

The analysis was done so that, in relation to the values of crisp probabilities shown in
Figure 4, an interval probability was formed in accordance with Equations (28)—(32), where
the values of crisp probabilities represent the center of the newly formed interval.

The analysis was performed for an interval width of 1% to 10%. The obtained results
are shown in Table 9.
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Table 9. Decision values influenced by interval width.

1% 2% 3% 4% 5%
Minor maintenance [2.23,2.43] [2.14,2.53] [2.05, 2.63] [1.96, 2.76] [1.84, 2.84]
Major maintenance [2.14, 2.36] [2.04,2.48] [1.94, 2.60] [1.87,2.69] [1.76,2.83]
Do Nothing [2.32,2.51] [2.24,2.61] [2.16,2.71] [2.07,2.82] [1.97,2.89]

6% 7% 8% 9% 10%
Minor maintenance [1.78,2.97] [1.69, 3.08] [1.60, 3.22] [1.56, 3.29] [1.47,3.48]
Major maintenance [1.68,2.95] [1.57,3.02] [1.48,3.16] [1.37,3.31] [1.33,3.37]
Do Nothing [1.88,2.98] [1.83,3.13] [1.73, 3.23] [1.60, 3.37] [1.55, 3.46]

Based on the obtained results, it can be concluded that experts can be allowed to form
an interval width from 5% to 10%. This means that experts gave interval probabilities
instead of crisp probabilities when evaluating, with the restriction that crisp probabilities
were within that interval or represented the lower or upper limit of the interval.

The expert opinion about the circuit breaker condition was obtained from the mea-
surement data covering 42 power stations 35/10 kV and 427 circuit breakers, mounted
on 10 kV and 35 kV feeders. Measurement of static resistance of contacts by measuring
voltage drop was collected over the past 10 years, with voltage drop measured during
every second year.

Other data related to circuit breakers collected for the purposes of analysis were:
circuit breaker voltage level, type of terminal, year of production, number of faults, number
of short circuit current disconnections, number of consumers at the terminal, and average
energy consumption.

The average lifespan of a circuit breaker depends on many factors, such as the intensity
of operation, operating conditions, and level of maintenance. The main cause of the
deterioration of the circuit breaker is its age, then the number of operations performed at
normal load and failure, and operating conditions, such as temperature and environmental
pollution.

The resistance of the contacts is an indicator of the general condition of the circuit
breaker. It does not depend on environmental conditions until foreign materials penetrate
the contact surface. For this reason, any increase in resistance is an indication of the
existence of foreign material on the contact surface. This can lead to a local temperature
increase and thus to a worsening of the circuit breaker condition.

Measuring voltage drops is equivalent to measuring resistance. Due to the ease of
measurement, voltage drop is more often used as a criterion in practice. As for the allowed
values of voltage drops, they are more influenced by the height of the rated current of the
circuit breaker than the values of its rated voltage.

The permissible values of voltage drops prescribed by the manufacturer are given in
the manufacturer’s instructions. Permitted overdraft value is + 25%. In the case of a circuit
breaker that is already in operation, the permissible voltage drop is 20% higher in than a
circuit breaker that is first operated.

The circuit breakers analyzed in this paper were low-oil medium voltage circuit
breakers, manufactured by Minel and tested according to the manufacturer’s instructions.
The test was performed every other year, as defined [66]. This type of maintenance is
called time-based maintenance, which is performed according to a predefined schedule at
precisely defined time intervals.

In the first step, the state of each circuit breaker was determined depending on whether
its voltage drop exceeded the allowable value or not. The year in which they reached this
state was determined for the failed circuit breakers. These data were further divided into
the following categories:

e  circuit breakers mounted on 35 kV terminals
e  circuit breakers mounted on 10 kV terminals
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circuit breakers mounted on overhead terminals
circuit breakers mounted on cable terminals
all circuit breakers.

From the manufacturer’s instructions, the allowable voltage drop depends on the
rated current and rated voltage of the circuit breaker, and the manufacturer allows these
values to be exceeded by 25%. For this reason, the circuit breakers were also analyzed
through the following two criteria: the maximum value of the voltage drop was as in the
manufacturer’s table and the maximum value of the voltage drop was 25% higher than the
value from the table.

In this way, the influence of both criteria on circuit breaker failure was considered. The
manufacturer’s instructions [66] state that a circuit breaker must be completely repaired
after 10-12 years of operation, or 5000 manipulations, or 6 interrupted short-circuit currents,
whichever occurs first. Based on these data, the experts assigned interval probabilities first
of 5% width, then 6%, and continued up to 10%.

Additionally, values for nodes, such as weather conditions, network condition, load-
ing, safety, and environment, experts assigned on the basis of collected and available
data.

It is important to note that experts were not given predefined values of the center of
the interval for any node, but they made their assessments of the interval values solely on
the basis of the available data and their expertise. As for the risk, the rule used was 1—the
lowest risk, 10—the highest risk (as shown in Table 10).

Table 10. Risk assessment using interval probabilities for the example given in Figure 4.

Safety Interval Probability Environment Interval Probability Risk
cl [0.71,0.79] cl [0.68,0.77] 1
cl [0.71, 0.79] 2 [0.13, 0.20] 2
cl [0.71, 0.79] c3 [0.05,0.17] 3
2 [0.12,0.19] cl [0.68,0.77] 4
2 [0.12,0.19] 2 [0.13, 0.20] 7
2 [0.12,0.19] c3 [0.05,0.17] 6
c3 [0.03, 0.14] cl [0.68,0.77] 5
c3 [0.03, 0.14] 2 [0.13, 0.20] 8
c3 [0.03,0.14] c3 [0.05,0.17] 10

Using the previously described methodology for the case of an ID with interval
probabilities, based on expert assessments, in combination with Monte Carlo simulation
respecting the following condition:

0<L(a) <p(a;) <U(a;) <1
(33)

Table 11 includes the obtained results.
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Table 11. Risk values obtained by experts” assessment for different interval width.

5%
E1l E2 E3 E4 E5
Minor maintenance [1.91,2.93] [1.93,2.98] [2.21, 3.36] [1.78,2.80] [1.87,2.94]
Major maintenance [1.83,2.95] [1.87,3.02] [2.12,3.29] [1.69,2.76] [1.74,2.88]
Do Nothing [2.05,2.99] [2.08, 3.04] [2.29, 3.37] [1.86,2.79] [1.95,2.97]
6%
E1 E2 E3 E4 E5
Minor maintenance [1.93, 3.16] [2.06, 3.34] [2.12,3.47] [1.85,3.01] [1.99, 3.29]
Major maintenance [1.83,3.12] [1.99, 3.32] [2.04, 3.48] [1.75, 3.04] [1.93, 3.29]
Do Nothing [2.04, 3.21] [2.11, 3.32] [2.19, 3.46] [1.91, 3.05] [2.02,3.31]
7%
E1l E2 E3 E4 E5
Minor maintenance [1.73, 3.18] [1.91, 3.47] [1.98, 3.51] [1.88, 3.25] [1.96, 3.59]
Major maintenance [1.64, 3.22] [1.84, 3.56] [1.90, 3.45] [1.84,3.26] [1.89, 3.58]
Do Nothing [1.92, 3.24] [2.14, 3.53] [2.07, 3.49] [1.98, 3.27] [2.07, 3.61]
8%
E1l E2 E3 E4 E5
Minor maintenance [1.73, 3.37] [1.87,3.59] [1.92, 3.62] [1.88, 3.37] [1.78, 3.51]
Major maintenance [1.62,3.27] [1.78, 3.55] [1.82,3.62] [1.83, 3.50] [1.77,3.50]
Do Nothing [1.82,3.36] [1.97,3.59] [1.96, 3.65] [1.99, 3.43] [1.89, 3.47]
9%
E1 E2 E3 E4 E5
Minor maintenance [1.71, 3.48] [1.88, 3.82] [2.03, 4.06] [1.86, 3.68] [1.86, 3.79]
Major maintenance [1.68, 3.61] [1.88, 3.89] [2.00, 4.09] [1.84, 3.72] [1.87,3.82]
Do Nothing [1.88, 3.50] [1.97,3.78] [2.21, 4.05] [1.91,3.71] [1.97,3.83]
10%
E1l E2 E3 E4 E5
Minor maintenance [1.81,3.79] [2.10, 4.25] [2.09, 4.09] [2.02,4.07] [2.11, 4.33]
Major maintenance [1.70, 3.82] [2.00, 4.36] [1.98, 4.26] [2.03, 4.06] [1.96, 4.34]
Do Nothing [1.96, 3.86] [2.21, 4.27] [2.21, 4.18] [2.18, 4.25] [2.17, 4.40]

In this paper, it is proposed that the final decision on which action will be implemented
is made by forming an interval based on Equations (30)—(32).
Based on these equations, the final decision on which action will be implemented for

each interval range separately is shown in Table 12.

Based on the data presented in Table 12, it can be concluded that the proposed model
of determining risk using interval probabilities greatly facilitates the work of experts and
gives a very realistic picture of the actions to be taken.

Table 12. Final risk values for each interval range separately.

Decision 5% 7% 8% 9% 10%
Minor maintenance  [1.94, 3.00] [1.99, 3.25] [1.89, 3.40] [1.84,3.49] [1.87,3.77] [2.03,4.11]
Major maintenance  [1.85,2.98] [1.91, 3.25] [1.82,3.41] [1.76, 3.49] [1.85, 3.83] [1.93, 4.17]

Do Nothing [2.05, 3.03] [2.05, 3.27] [2.04, 3.43] [1.93, 3.50] [1.99,3.77] [2.15,4.19]

Using Equation (27), we performed a comparison of the interval of different potential
decisions to obtain the comparison probability so that we could rank the risk priorities
of the considered decisions. The obtained results are given in Table 13. Taking Minor

50



Symmetry 2021, 13, 737

Maintenance and Do Nothing for 5% interval width as an example, the interval Minor

Maintenance is [1.94, 3.00], while FM6 is [2.05, 3.03] based on Equation (27):

1
PDofnotgminor = E X

3.

00 —2.05

3.00 — 2.05

=043,

303205  3.00_194

Table 13. The comparison results for interval decision.

5%

6%

Minor Maintenance Major Maintenance Do Nothing Minor Maintenance Major Maintenance Do Nothing
Minor maintenance 0.55 0.43 0.53 0.47
Major maintenance - 0.39 - 0.44
Do Nothing - - - -
7% 8%
Minor maintenance Major maintenance Do Nothing Minor maintenance Major maintenance Do Nothing
Minor maintenance 0.52 0.44 0.52 0.47
Major maintenance 0.42 - 0.45
Do Nothing - - -
9% 10%
Minor maintenance Major maintenance Do Nothing Minor maintenance Major maintenance Do Nothing
Minor maintenance 0.49 0.47 0.51 0.45
Major maintenance 0.48 - 0.44

Do Nothing

Because Pp, not<minor = 0.43 < 0.5, the risk priority of Do Nothing is higher than
Minor Maintenance. Similarly, other comparison probabilities are given in Table 13.

Based on the results obtained from the previous table, the following table shows the
ranking results of different decisions for each width interval individually.

On the values of the intervals shown in Table 14, it is easy to conclude that the best
choice for the observed system is “Major Maintenance” because the risk priority is the
highest and it is obtained for this decision for each interval width shown (except for the
9% interval width, where it is second by priority). With this in mind, as well as the result
obtained for the crisp values, it can be seen how much better a solution is the decision
model applied in this paper. Namely, unlike crisp values, which are very difficult to
determine in conditions of uncertainty, allowing experts to assess the state of a system in a
wide range of values significantly facilitates proper decision-making. It has been shown
that allowing experts to use interval values instead of crisp values, which are very difficult
in conditions of uncertainty, can significantly influence the final decision.

Table 14. The ranking results of different decision.

Decision 5% Ranking 6% Ranking 7% Ranking
Minor maintenance [1.94, 3.00] 2 [1.99, 3.25] 2 [1.89, 3.40] 2
Major maintenance [1.85,2.98] 1 [1.91, 3.25] 1 [1.82,3.41] 1
Do Nothing [2.05, 3.03] 3 [2.05,3.27] 3 [2.04, 3.43] 3

Decision 8% Ranking 9% Ranking 10% Ranking
Minor maintenance  [1.84, 3.49] 2 [2.03, 3.48] 1 [2.12,3.79] 2
Major maintenance [1.76, 3.49] 1 [2.00, 3.61] 2 [2.03, 3.82] 1
Do Nothing [1.93, 3.50] 3 [2.21, 3.50] 3 [2.21, 3.86] 3

5. Conclusions

Risk prediction using IDs with interval probabilities is a very popular methodology
for determining causal relationships of events in conditions of uncertainty. The knowledge
and experience of experts is one of the main links in the formation of the IDs model and the
determination of the state of the considered elements for increasing the reliability of power
systems. In order to increase the accuracy of the assessment of the state of the considered
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elements, in this case circuit breakers, in this paper it is proposed to allow experts to use
interval probabilities instead of crisp probabilities. An analysis was performed that shows
how the width of the interval affects the final decision, and accordingly, the experts were
allowed to base their estimates on interval probabilities. The obtained results for the case
presented in the paper are also in the form of interval probabilities. Based on the obtained
results, it can be concluded that the proposed model of risk prediction using IDs with
interval probabilities is an excellent solution for deciding which action should be taken to
increase the reliability of circuit breakers. The proposed model of determining risk using
interval probabilities greatly facilitates the work of experts and gives a very realistic picture
of the actions to be taken. Unlike crisp values, which are very difficult to determine in
conditions of uncertainty, allowing experts to assess the state of the system in a wide range
of values significantly facilitates proper decision-making.

Although the proposed method shows significant advantages when making decisions
in conditions of uncertainty, it can also have certain disadvantages. First, an increase in the
number of observed alternatives that affect decision-making can lead to an increase in the
required computer power and the required real time to perform computational operations,
which can increase the costs and time of decision-making.

The methodology should be tested on high dimension models with a great number of
nodes, and this will be the focus of our future research.
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Abstract: Online environments have evolved from the early-stage technical systems to social plat-
forms with social communication mechanisms resembling the interactions which can be found in the
real world. Online marketers are using the close relations between the users of social networks to
more easily propagate the marketing contents in their advertising campaigns. Such viral marketing
campaigns have proven to provide better results than traditional online marketing, hence the increas-
ing research interest in the topic. While the majority of the up-to-date research focuses on maximizing
the global coverage and influence in the complete network, some studies have been conducted in
the area of budget-constrained conditions as well as in the area of targeting particular groups of
nodes. In this paper, a novel approach to targeting multi-attribute nodes in complex networks is
presented, in which an MCDA method with various preference weights for all criteria is used to
select the initial seeds to best reach the targeted nodes in the network. The proposed approach shows
some symmetric characteristics—while the global coverage in the network is decreased, the coverage
amongst the targeted nodes grows.

Keywords: complex networks; social networks; viral marketing; information propagation; MCDA;
TOPSIS

1. Introduction

The analysis of social networks has evolved from early-stage sociograms based on
small graphs into mainstream multi-billion node social networks with high business
potential [1]. Social platforms let their users easily connect to their friends or acquaintances
and easily maintain relationships. These close relations between social network users have
been widely used by online marketers to improve the engagement of potential consumers to
benefit from their services and products [2]. Viral marketing campaigns in social networks
have proven to bring better effects in engaging potential consumers than traditional online
advertising [3].

This performance of viral marketing resulted in increased research on information
propagation in complex networks. While the majority of the research focuses exclusively
on increasing the network coverage with information, as the only factor and performance
measure, some works aim their attention at a targeted approach [4,5], also with a focus
on user preferences [6]. From a different perspective, other approaches avoid repeated
messages due to lowered performance causing a habituation effect [7], information over-
load [8] or the need for delays between messages for multi-product campaigns [9]. Efforts
towards targeting specific users have mainly been focused on single attributes or network
metrics for the seed selection [10]. The real-life applications of social networks in viral
marketing campaigns are often based on selecting multiple attributes such as age, gender
and localization of the target group [11].
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To better address the aforementioned needs, the authors” main contribution in this
paper is to provide an approach in which multi-attribute targeted groups of users can be
reached in social networks by providing the initial seeding information to a limited number
of selected network users. In the proposed approach, contrary to other studies, the selection
of the seeded nodes of the social network is based on multiple, often conflicting, criteria
and nodes’ attributes. Moreover, by virtue of the MCDA (Multi-Criteria Decision Analysis)
foundations of the proposed approach, the importance of each criterion considered in
the selection process can be adjusted to meet the marketer’s needs. MCDA tools, such
as sensitivity analysis [12], also allow us to further study and understand the effect each
seeded nodes’ attribute has on the planned viral marketing campaign’s capacity to reach
the targeted group of the network nodes [13]. Some symmetric characteristics of the
proposed approach are assumed—whilst the global coverage in the network can decrease,
the proposed approach strives to maximize coverage amongst the targeted nodes.

The paper is comprised of five main sections. After this introduction, the state-of-
the-art literature review is presented in Section 2. It is followed by the methodology
presentation in Section 3 and the empirical study results in Section 4. Eventually, the paper
is concluded in Section 5.

2. Literature Review

The early stage research in the area of information spreading assumed that all nodes
within the network have the same interest in the product or the propagated content.
The network coverage was the main assumed factor and performance measure for influence
maximisation problem identified firstly in [14]. From this point of view, the most central
nodes, having a high influence on others, had the highest potential to be selected as seeds.
Most of the seed selection methods focused on node network characteristics and heuristics
improving the performance [15]. Usually, only the whole network structures are taken into
account for seed selection.

While real campaigns take into account various node characteristics, the problem
was emphasized by [5] and a targeted approach to viral marketing was proposed. It was
based on assigning nodes to a potential market and searching for a local centrality score
during the seeding process. For each user, the average importance factor was calculated
to determine the impact on target group. Another study focused on targeting with the
use of costs assigned to users within the network, together with the benefits related to
the user interests [4]. It extends the typical approaches focused on assumption that users
are acquired at the same costs with same benefits for marketers. As a result, the authors
proposed a cost-aware targeted viral marketing with an effective computational approach,
making the seeds selection within billion-scale networks possible. From the perspective
of practical applications the authors took into account the number of posts under specific
topics are a representation of user interest and potential benefits. While the earlier methods
focused on influence maximisation based solely on centralities and influence, the study
in [16] distinguished two classes of methods, taking into account more complex structural
relations like overlap, and other group focused on user features and social information.
They use, among others, trust between the users and cost. The study emphasises the lack
of methods taking into account the user interest. The approach is based on the interest in
the message. The experimental study was based on randomly assigned interest vectors
within well-known datasets, without nodes” attributes. An integrated marketing approach
was proposed in [6] for combining targeted marketing with viral marketing. The approach
took into account users with revealed preferences and users with potentially high utility
scores for the marketer. One of the goals was the maximization of information awareness
and constraints focused on reaching the targeted users. The study [17] explored Cost-
aware Targeted Viral Marketing model, with focus on the cost of the nodes’ acquisition
and potential benefits. Integer programming was used with the potential to search for
close to exact solutions within large scale networks. From other perspective, the authors
of [18] introduced a Targeted Influence Maximization problem, using an objective function
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and penalization parameter for adoption of non-target nodes. The proposed approaches
focused on general target groups characterized by benefits or knowledge acquired from
user posts.

While targeting can be based on various performance evaluation criteria and campaign
goals it creates space for applications or multi-criteria decision support methods. In the
recent years some preliminary research has began in the area of utilising multi-criteria
decision analysis (MCDA) techniques in the social network studies. Zareie et al. [19] used
the TOPSIS method (Technique for Order Preference by Similarity to Ideal Solution) to
reduce overlap and maximize coverage while influencing social networks. Yang et al. [20]
used TOPSIS in the Susceptible-Infected-Recovered (SIR) model to dynamically identify
influential nodes in complex networks, and in [21] used entropy weighting for setting the
weights values. Liu et al. [22] used TOPSIS to evaluate the importance of nodes in Shanxi
water network and Beijing subway networks by comparing each node’s close degree to
an ideal object. Robles et al. [23] used multiobjective optimization algorithms to maxi-
mize the revenue of viral marketing campaigns while reducing the costs. Wang et al. [24]
proposed a Similarity Matching-based weighted reverse influence sampling for influence
maximization in geo-social location-aware networks. Gandhi and Muruganantham [25,26]
used TOPSIS to provide a framework for Social Media Analytics for finding influencers in
selected networks. Montazerolghaem [27] used separately AHP and TOPSIS to provide
rankings of effective factors in network marketing success in Iran. In their prior research,
Karczmarczyk et al. [28] used the PROMETHEE II method (Preference Ranking Organi-
zation METHod for Enrichment of Evaluations) for evaluation of performance of viral
marketing campaigns in social networks, as well as for decision support in the planning of
such campaigns.

The up-to-date literature studies show a multitude of available MCDA methods [29].
Some examples of known and widely used MCDA methods include AHP, TOPSIS [30,31],
or methods from the ELECTRE and PROMETHEE families [32]. The methods can be
divided into three groups, based on the used approach. The first group, also known as
the American school of MCDA methods, use the axiom of full variants comparability
and two basic relations are available—indifference and preference of variants. The re-
sulting model is aggregated into a single criterion [33]. The methods from the second
group, also known as the European school of MCDA methods, are based on the axiom
of partial comparability of variants. The aggregation takes place using the outranking
relation. The third group consists of methods based on the foundations from both the
aforementioned groups. The current taxonomy of the available MCDA methods can be
found, for example, in [29,32,34].

The analysis of the existing works shows that among the large number of studies
related to the information propagation and influence maximization, only a small fraction is
focused on the very common real-life problem of targeting users with specific characteristics.
The discussed approaches focused on single attributes and node characteristics for the seed
selection to reach the assumed audiences or communities. Nonetheless, the social media
skyrocketing is usually based on selection of parameters of the target group with various
values of the attributes such as age, gender or localization, with different importance
from the perspective of the campaign performance. This forms an interesting research
gap, which is addressed in this paper with the proposed new approach. The approach is
based on the assumption that, in order to maximize reaching a multi-attribute target group
in the network, the seed selection process is also based on a multi-criteria evaluation of
nodes. The seed selection process is supported with MCDA methods, allowing us to assign
weights to individual attributes of the network nodes and produce rankings of seeds with
the potential to increase the coverage in the addressed multi-attribute target group.

3. Methodology

In this section, the methodological framework of the approach proposed in this
paper is presented. In Section 3.1, the assumptions regarding the multi-attribute nature
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of the targeted nodes are presented. Subsequently, in Section 3.2, the problem of multi-
criteria seed selection for targeting heterogeneous multi-attribute nodes is explained. Then,
in Section 3.3, the MCDA foundations of the proposed approach are presented and the
selection of the TOPSIS method is justified. Finally, in Section 3.4 the TOPSIS foundations
and its adaptation for seed selection for targeting multi-attribute nodes are presented.
The conceptual framework of the proposed approach is also visually presented on Figure 1.
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Figure 1. Conceptual framework of the proposed approach. Marks A-E provide anchors to be

referred in the main text of the paper.

3.1. Multi-Attribute Nature of the Targeted Nodes

The proposed methodology complements the widely-used Independent Cascade (IC)
model [14] for modeling the spread within the complex networks by taking into account the
problem of reaching targeted multi-attribute nodes in social networks by the information
propagation processes. In the proposed approach, it is assumed that the network nodes are
characterized not only by the centrality relations between them and other nodes [35-37],
but also by a set of custom attributes Cq, Cy, ..., C; (see Figure 1A).

The values of these attributes for individual vertices can be expressed as precise
numerical values, such as age [years] or income [dollars]. Alternatively, if the attributes
represent qualitative properties of the nodes, their values can be converted to numeric
values with the use of 5-point Likert scale [38,39] (1—strongly disagree, 5—strongly agree)
or enumerations (e.g., age: 1—young, 2—midle-aged, 3—old; or sex: 1—male, 2—female).

The nodes can also be characterized by the computed attributes derived from the
network characteristics and measures. These include the centrality measures such as de-
gree [35], closeness [40], betweenness [41] or eigenvector [36,37]. Additional attributes can
also be derived as a composite of the two aforementioned types of attributes, by comput-
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ing centrality measures based on limited subsets of the nodes’ neighbors (see Figure 1B).
For example, if attribute C; represented the degree of a node, that is, the total count of its
neighbors, the C;; could represent the count of its male neighbors, and C;, the count of its
female neighbors.

The aim of the proposed methodological framework is to reach the targeted network
nodes with multi-attribute characteristics, based on the multi-criteria process of selecting
nodes for seeding in the process of information propagation.

3.2. Multi-Attribute Seed Selection

As was described in Section 3.1, in the proposed approach an attempt is made to
reach the nodes with specific values of the selected attributes. For example, in preventive
oncological social campaigns, an attempt is made to reach middle-aged women, that
is, aged between 50 and 69.

In the independent cascade model [14], the information propagation process in a
complex network is preceded by the selection of seeds. That means choosing a subset of
network vertices, to which the information is provided at the beginning of the process,
in order for them to pass the information further through the network. Normally, the seeds
represent a given fraction of all network nodes. For example, the seeding fraction can be set
to 5% of the network. There are numerous approaches to selecting the initial seeds, which
generally result in producing a ranking of all network nodes and seeding information to
the ones on top of the list.

Whilst other approaches focus on generating the ranking based on a single centrality
measure, such as degree [35] or eigencentrality [36], in the authors’ proposed approach,
multiple attributes are considered in order to select the seeds with the highest potential to
eventually propagate the information to the targeted nodes.

It is important to note, that in the proposed approach, the final coverage of the network,
i.e., the fraction of nodes to which the information was eventually delivered, can be lower
than in case of the traditional centrality-based approaches. However, the proposed method
increases the chances to maximize the coverage within the targeted nodes’ groups.

3.3. MCDA Foundations of the Proposed Approach and the Research Method Justification

The approach presented in this paper is based on the MCDA methodology foun-
dations [42]. The adaptation of the MCDA methodology for the needs of seed selection
resulted directly from the formal and practical assumptions of the research. First, the as-
sumed modeling goal was an attempt to reach only the targeted set of multi-attribute nodes.
Therefore, any attempt to obtain the optimal solution in a global sense (such as maximiza-
tion of the global coverage) was disregarded in this research. Second, the fulfillment of the
goals adopted in this research requires considering a number of attributes in the process
of seed selection. Third, it was established that a compromise maximizing matching the
required goals would be searched for, at the expense of the global network coverage.

The aforementioned premises of the multi-criteria modeling environment and goals,
as well as the analysis of the formal components of the MCDA model at the stage of
the model structuring and preference modeling, are the starting point for the selection
of the appropriate MCDA method. It is worth noting that this is a significant problem,
and an improper selection of the MCDA method can lead to incorrect results in the final
decision model [29,32].

In this paper, the assumed effect of the construction and operation of the MCDA model
is a ranking of variants [43]. The criterial performance of the variants will be expressed
on a quantitative scale [44]. The expected result is a complete ranking of variants [45].
The deterministic simulation data environment present in this paper, shows the quantitative
character of the input data. The research assumptions require that different weights of the
individual criteria are taken into account, and their nature will also be quantitative. There
is no need to use relative or absolute weighting criteria [46]. In the modeling process, it was
also assumed that due to the deterministic nature of the simulation model being developed,
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there is no natural uncertainty of the preferential information. In practice, this implies
the use of the methods from the “American school” [45]. Based on [29,44], as well as the
MCDA methods’ set discussed in [32], using the expert system provided in [47], it is easy to
show that aforementioned requirements are fully met only by the following set of MCDA
methods: MAUT (Multi-Attribute Utility Theory), MAVT (Multi-Attribute Value Theory),
SAW (Simple Additive Weighing), SMART (Simple Multi-Attribute Ranking Technique),
TOPSIS (Technique for Order Preference by Similarity to an Ideal Solution), UTA (Utilites
Additives), VIKOR (VIsekriterijumska optimizacija i KOmpromisno Resenje).

On the foundations of the aforementioned analysis, as well as based on the [32] formal
recommendations, two groups of MCDA methods can be indicated as valid for solving the
problem stated in this paper. The first one is based on an additive/multiplicative form of a
utility /value function (MAUT, MAVT, SAW, SMART, UTA), and the second one is based
on reference points (TOPSIS, VIKOR).

The former group of methods is founded on a very trivial mathematical principles—a
simple aggregation of data and partial utilities. In practice, this results in transferring into
the final models an undesirable effect of linear substitution of criteria. Consequently, this
directly implies the possibility of obtaining incorrect rankings (failure to meet the level of
individual criteria to a satisfactory degree).

Among the latter group, there is a significant level of similarity between both the
TOPSIS and VIKOR methods. They both are based on the same assumptions and differ only
in the chosen technique of normalization and aggregation of data. The TOPSIS method
assumes minimizing the distance to the ideal solution and maximizing the distance to the
anti-ideal solution, whereas in VIKOR only the distance to the ideal solution is minimized.

The principles of the TOPSIS and VIKOR methods, along with the fact that TOPSIS
uses vector normalization (compared to linear normalization in VIKOR), expedite the
selection of the TOPSIS method as the one which has the best potential in the considered
problem of seeds’ selection [48]. Consequently, it was the TOPSIS method that was chosen
for the further stages of this research. Moreover, it is important to note that the chosen
TOPSIS method does not require the attribute preferences to be independent [49-51].
This further strengthens the potential of using this method in the considered problem,
in which, due to its preliminary character, we do not yet have full knowledge in the area of
dependence or independence of the model attributes.

3.4. Multi-Criteria Seed Selection for Multi-Attribute Nodes Targeting

The Technique for Order Performance by Similarity to Ideal Solution (TOPSIS) is a
widely-used MCDA method, originating from the American MCDA school. Originally
formed by Hwang and Yoon [52], it is based on the concept that given a set of criteria and
their possible values, a positive ideal solution (PIS), and negative ideal solution (NIS) can
be indicated. These are a two hypothetical, non-existent, alternatives, whose all values for
all criteria are either maximized (PIS) or minimized (NIS). When a set of alternatives are
compared, in the TOPSIS method they are ranked based on their relative distance to the
PIS and NIS. The best alternative should be as close as possible in terms of criteria values
to the PIS, and as far as possible from NIS.

In the proposed approach, the TOPSIS method is used for multi-criteria evaluation of
the nodes (see Figure 1C). First of all, the criteria for evaluation of the potential seeding
nodes need to be chosen. Then, a decision matrix D[x;;] is built based on the criteria values
of all vertices in the studied network, in which the m rows represent the vertices and n
columns represent the criteria (see Equation (1)):

X11 X12 X13 ... X1
X321  X22 X223 ... X2p

Dlxjj] = | x31 ¥ x33 .. X3, (1)
Xml Xm2 Xm3 - Xmn
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In the second step of the algorithm, the decision matrix is normalized. Different
formulae are used for the benefit criteria (2) and different for the cost criteria (3):
x;j — min;(x;;)

&ri; = 2
ij max;(x;;) — min;(x;;) @)

max;(x;;) — Xij

®)

"ij max;(x;j) — min;(x;;)

The MCDA-based approaches extend the traditional aggregating approaches by the

fact that the weights of individual decision attributes can be adjusted to varying values.

The analyst adjusts the weights of each decision criterion to the preferences of the decision

maker. In the case of the considered problem of seed selection, the marketer adjusts the

weights of individual criteria to increase as much as possible the potential to reach to the

targeted network nodes through the seeded network nodes. The weights are chosen based

on the analyst’s knowledge, skills and experience (see Figure 1D). Therefore, in the third

step of the TOPSIS algorithm used in the authors’ proposed approach, the weights are

imposed on the decision matrix and, consequently, a weighted normalized decision matrix
is constructed:

Vij = W;j - 1y 4)

In the fourth step of the algorithm, the positive and negative ideal solutions (V].Jr and

Vj+ respectively) are computed (Equations (5) and (6)). In the case of the studied seed

selection problem, the positive ideal solution would represent a vertex, which for all criteria

has the best possible values, whereas the negative ideal solution would be a vertex with
the worst possible values for each criterion.

V].Jr:{vf,vzr,v;,...,vn*} 5)

Vj_:{vl_,vz_,vg,...,v;} (6)

In the penultimate, fifth, step of the TOPSIS method, the Euclidean distances between
each network vertex and the positive and negative ideal solutions are computed:

D" = i%—vﬁz )
j=1

D = |} (vj—v;)? ®)
j=1

Eventually, the relative closeness of each vertex to the ideal solution is computed:

CCi = ,D71+ 9
D; + D;

The obtained CC; scores are then used to rank the vertices and build the final rank-
ing, which then can be used for selecting the vertices for the initial network seeding
(see Figure 1E).

All in all, the MCDA foundations of the proposed approach facilitate obtaining net-
work nodes’ rankings with the highest, according to the analyst, potential to reach the
targeted nodes in the social network. Moreover, the use of MCDA allows us to study
the stability of the obtained ranking with sensitivity analyses. This, in turn, allows us to
study the effect of each individual criterion on the final ranking and, therefore, allows us to
iteratively improve the obtained solution.
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4. Empirical Study
4.1. Real-Life Usage Example

In this section, a brief real-life usage example of the proposed approach will be
presented, explaining every step of the proposed framework on a small real network.
In further sections, a more in-depth analysis is performed on a larger synthetic network.

The empirical example in this section will be performed on a real network. Enron
emails network [53] was selected due to its limited size (143 nodes and 623 edges), which
allows us to study in detail the status of every single node of the network. It is important to
keep in mind that the proposed approach is intended for networks with nodes characterized
by multiple attributes. Due to the fact that the publicly available network repositories
principally provide only edge lists of networks, the attributes had to be overlaid on the
network artificially. Therefore, artificial values for two attributes were generated for the
network, based on [54]: gender (69 nodes male, and 74 nodes female), and age (029 years—
62 nodes, 30-59 years—b55 nodes, over 60 years—26 nodes).

For such a network, for illustrative purposes, two complete scenarios with two differ-
ent targets will be presented. In both, a constant propagation probability (0.1) and seeding
fraction (0.05, i.e., 7 vertices) is assumed.

4.1.1. Target 1: Male Aged 0-29

In this scenario, the aim of the viral marketing campaign is to reach men aged 0-29,
that is, the targets are described by specific values of two criteria: gender (C2) and age
(C5). The target group, therefore, consists of 28 nodes (see Figure 2). Apart from the two
target-describing attributes, some other criteria are also available: degree (C1), degree male
(CB3), degree female (C4), degree aged 0-29 (C6), degree aged 30-59 (C7), degree aged 60+
(C8). The decision maker (DM)/analyst, based on their expertise, provide the preference
weights for all criteria: C1: 8.20, C2: 25.40, C3: 12.60, C4: 3.80, C5: 28.40, C6: 14, C7: 3.80,
C8: 3.80. These weights are provided by the DM as input data to the proposed approach,
as the ones which, according to the DM, allow to rank the nodes in order to find the seeds
potentially best for maximizing influence in the targeted group. In order to provide such
weights, the analyst can refer to archival knowledge and use decision support systems or
MCDA methods such as AHP [39].

Once the preference weights are known, the TOPSIS method is used to evaluate all
vertices. The top seven (seeding fraction 0.05) are chosen as seeds and the campaign
is started.

For this scenario, the simulations (see Figure Al in Appendix A) have shown the
campaign averagely reached 9/28 targeted nodes (32.14%), with global coverage 0.2224.
A traditional degree-based approach for the same network results averagely in reaching
7.7/28 targeted nodes (27.5%), with global coverage 0.2881. The multi-criteria approach
reached 4.64% more of the targeted nodes with global coverage lower by 0.0657.

4.1.2. Target 2: Female Aged 30-59

In this scenario, the aim of the viral marketing campaign is to reach women aged
30-59. The target group consists of 24 nodes (see Figure 2). Again, apart from the two
target-describing attributes, some other criteria are also available: degree (C1), degree male
(C3), degree female (C4), degree aged 029 (C6), degree aged 30-59 (C7), degree aged 60+
(C8). It is important to note that, contrary to other approaches [4], in the proposed approach
the criteria values are reused and only the preference weights are adjusted. This time,
the decision maker, based on their expertise, provide the following preference weights for
the criteria: C1: 4.4, C2: 30.4, C3: 4, C4: 10.4, C5: 30.40, C6: 5.4, C7: 10.4, C8: 4.4.
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Figure 2. Visual presentation of two real-life usage scenarios for targeting male aged 0-29 (target 1) or female aged 30-59

(target 2). The table contains: values of the sex and age attributes, information on targeted nodes for both scenarios, and the

rankings of nodes for seeding.

Once the preference weights are known, the TOPSIS method is used to evaluate all
vertices. The top seven (seeding fraction 0.05) are chosen as seeds, and the campaign
is started.

For this scenario, the simulations (see Figure A2 in Appendix A) have shown the
campaign on average reached 9.5/24 targeted nodes (39.58%), with global coverage 0.2552.
A traditional degree-based approach for the same network results averagely in reaching
6.8/24 targeted nodes (28.33%), with global coverage 0.2881. The multi-criteria approach
reached 11.25% more of the targeted nodes with global coverage lower by 0.0329.

4.1.3. Real-Life Example Discussion

In the real-life example, two complete scenarios with two different targets were
presented. As expected, in both cases the proposed approach resulted in lowering the
global coverage but increasing the influence in the targeted set of nodes. In both cases,
it was the decision-maker (DM) who first determined the values for weights. This is a
subjective assessment, based on the DM’s knowledge, skills and experience. In case the
weights would have been estimated improperly, the ranking of the nodes would be ordered
differently, and, therefore, different 7 nodes would be selected as seeds (see Section 3.4).
This, in turn, could result in reaching fewer targeted nodes in the network (see Section 4.8).
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The actual participation of the decision-maker in the process of solving the task is very
important in MCDA, and the actual performance of the obtained solution is dependent
on both the quality of the attributes and the proper selection of the values of the vector of
the relative importance of the decision model criteria. Attempting to obtain the maximum
potential to reach through the seeded nodes to the targeted nodes requires searching for the
most satisfying values of the vector of the relative importance of the decision model criteria.

4.2. Setup of the Comprehensive Experiment

The basic usage example presented above is followed by a set of three more in-
depth analysis scenarios, performed on a larger synthetic network. In order to illustrate
the proposed approach, the empirical study was performed on a Barabasi-Albert (BA)
synthetic network [55]. The Barabasi-Albert network model was created as an outcome of
a research of the structure of the WWW in the 90’s. Two complementary mechanisms drive
the construction of BA networks: network growth and preferential attachment. In the BA
synthetic networks, several selected nodes (hubs) have an unusually high degree compared
to the other vertices in the network.

Over the recent years, there has been an abundance of research showing that a vast
number of social networks, both virtual and real, are scale-free in their nature [55-58].
Their degree k follows a power law k=" and exponent A is typically 2 < A < 3. The sample
network was generated with exponent A with value in the middle of this range A = 2.5.
Moreover, in order to allow clear visualisation of the network, the vertices count was set to
1000. The resulting network was characterized by the following the average values of its
centrality metrics:

o Betweenness—1687.295;

¢ Degree—3.994;

e (Closeness—0.0002310899;

e  Eigen Centrality—0.03661858.

Since the proposed approach is intended for networks whose nodes are described
with multiple attributes, the subsequent step was to assign a set of attributes to each of
the vertices of the obtained network. The most of publicly available network datasets
are based mainly on set of nodes and edges, without node attributes. To overcome this
problem, we used node attributes following distributions from demographic data. It is
similar to approach presented in [16]. The information on sex distribution from demo-
graphic data was overlaid on the network to obtain the first attribute [54]. This resulted in
470 network nodes marked as male and 530 marked as female. Subsequently, the age dis-
tribution information [54] was used to add to the network the second attribute, with three
possible values:

* young, i.e., aged 0-49, 64.62% of the population;
e mid-aged, i.e., aged 50-69, 25.34% of the population;
¢ elderly, i.e. aged 70 and above, 10.04% of the population.

Finally, the goal of the information spreading campaign was chosen for the empirical
research. For illustrative purposes, it was decided that a real-life example of social cam-
paign for a breast cancer prevention program (mammography) would be used [59]. This
campaign targets women aged 50-69, which in the case of the network generated for this
experiment translated to 130 out of the total of 1000 nodes of the network.

4.3. Criteria for Seed Selection

As was described in Section 3, in the proposed approach the initial seeds were selected
from the network based on multiple criteria. In the case of the studied synthetic network,
apart from the sex and age attributes, the general degree of each node was also taken into
account, as well as the degree measurements based on each value of the two attributes.
This resulted in a total of eight evaluation criteria, presented in Table 1.
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Table 1. Seed selection criteria.

No Criterion Preference
C1 Degree max
Cc2 Sex (Match/Mismatch) min
C3 Degree Male max
C4 Degree Female max
c5 Age (Match/Mismatch) min
Co Degree Young max
C7 Degree Mid-Aged max
C8 Degree Elderly max

The criterion C1 represents the number of neighbors of each evaluated vertex. Cri-
terion C2 is based on the sex attribute and is equal to O if there is a match between the
targeted and actual sex or 1 in the case of a mismatch. Criterion C3 represents the count of
male neighbors of a vertex, whereas criterion C4 represents female neighbors of a vertex.
In turn, criterion C5 indicates the difference between the targeted and actual age group
of a vertex. For example, if the targeted age group was young, vertices from age groups
young, mid-aged and elderly would obtain the values of 0, 1 and 2 respectively. Since
the targeted group in this experiment is in the middle, that is, mid-aged, vertices from
this group would obtain value 0 and from other groups would obtain value 1 for criterion
C5. Last, but not least, criteria C6, C7 and C8 represent the count of respectively young,
mid-aged and elderly neighbors of a vertex. All criteria C1-C8 were then assembled to
create a single decision matrix for the TOPSIS method. At this stage, it is important to note
that during the research the authors decided to follow the degree-based criteria, as the
degree is the most basic measure which can be used for benchmarking of the approach.
If other measure, such as closeness, betweenness, eigencentrality, and so forth, was used as
criterion C1, also the remaining criteria C3, C4, C6, C7, C8 would need to be modified to
use the selected metric.

The last step required for the seed-selection setup was specifying the preference
direction of all evaluation criteria C1-C8. Because criteria C2 and C5 represent difference
between the targeted and actual values, the lowest possible values were preferred. On the
other hand, since the remaining criteria are based on the degree network centrality measure,
the preference direction for these criteria was maximum.

After the experiment was set up, three scenarios based on various weights of individual
criteria were studied. Their description and results are presented in the following sections.

4.4. Scenario 1: Single Criterion

The first scenario studied was intended to be similar to the approaches that are based
solely on a single centrality measure, here—the degree. Therefore, the preference weights
for the TOPSIS ranking-generation method were set to a significant value of 100 for C1,
and a negligible value of 1 for all other criteria. All vertices were evaluated and ordered by
rank. It was decided, that in the simulations the seeding fraction of 0.05 and propagation
of 0.3 will be used. Therefore, the 50 vertices with the highest CCi scores were selected as
seeds (see Table 2).

The analysis of Table 2 allows us to observe that the best vertex, labelled 3 obtained
significantly more score than any other vertex (0.9975 compared to 0.6800 and 0.6000 for
vertices 4 and 2 ranked 2 and 3, respectively). It is also noticeable that the score of the best
vertex 3 was over two-fold higher than the score of vertices 24 and 1 ranked 6/7, with an
equal score of 0.4400. These scores can be confirmed, when the degree measure of each of
the nodes is verified. The degree of the leading vertex 3 is equal to 52, followed by 36, 32,
29, 28 for vertices 4, 2, 12, 5 respectively and 24 for vertices 1 and 24. Last, but not least,
it can be observed that because the degree was used as the main criteria for the selection
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of seeds, multiple of the selected nodes are scored equally, for example all nodes ranked
40-45 are scored 0.1800 and all nodes ranked 46-50 are scored 0.1600.

Table 2. Seeds selected for Scenario 1, ordered by their rank and CCi score obtained in the applied TOPSIS method.

Rank  Vertex Score Rank  Vertex Score Rank  Vertex Score Rank  Vertex Score Rank  Vertex  Score
1 3 0.9975 11 49 0.4000 21 29 0.2800 31 18 0.2400 41 151 0.1800
2 4 0.6800 12 6 0.4000 22 170 0.2800 32 153 0.2400 42 97 0.1800
3 2 0.6000 13 11 0.3800 23 47 0.2800 33 57 0.2200 43 65 0.1800
4 12 0.5400 14 16 0.3400 24 21 0.2600 34 10 0.2200 44 59 0.1800
5 5 0.5200 15 26 0.3400 25 14 0.2600 35 40 0.2200 45 101 0.1800
6 24 0.4400 16 7 0.3400 26 45 0.2600 36 238 0.2200 46 36 0.1600
7 1 0.4400 17 113 0.3400 27 103 0.2600 37 56 0.2000 47 116 0.1600
8 30 0.4200 18 135 0.2800 28 82 0.2600 38 172 0.2000 48 37 0.1600
9 185 0.4200 19 17 0.2800 29 9 0.2400 39 20 0.1801 49 93 0.1600
10 19 0.4000 20 53 0.2800 30 42 0.2400 40 143 0.1800 50 55 0.1600

After the seeds were selected, the campaign was simulated over the same network,
with the same seeds for 10 consecutive times. In order to allow repeatability of the simula-
tion conditions, a set of 10 pre-drawn weights for each connection (edge) in the network
was used. The outcomes of each simulation were stored and presented in the form of a
visual graph (see Figure A3 in Appendix A). On average, the simulation took 8.6 iterations
and resulted in 433.6 nodes being infected (0.4336 coverage). However, only 50.5 nodes of
the 130 targeted nodes were infected (0.3885 target coverage).

4.5. Scenario 2: Two Criteria

In the second scenario, the preference weight of the degree measure was reduced in
favor of the more accurate female degree (C4) and mid-aged degree (C7). Therefore the
weights of C4 and C7 were set to 100 while the weights of the rest of the criteria was set to
1. All vertices were evaluated again, under the new conditions and their ranking was built.
The correlation coefficient between the rankings for both scenarios is equal to 0.9022 for the
scores and 0.7510 for the ranks of the vertices. The results of the top 50 vertices, selected as
seeds, are presented in Table 3.

Table 3. Seeds selected for Scenario 2, ordered by their rank and CCi score obtained in the applied TOPSIS method.

Rank  Vertex Score  Rank  Vertex Score Rank  Vertex Score Rank  Vertex Score Rank  Vertex Score
1 3 0.9980 11 30 0.4075 21 20 0.3645 31 116 0.3073 41 34 0.2560
2 4 0.8142 12 9 0.4048 22 18 0.3606 32 26 0.3045 42 93 0.2476
3 2 0.7554 13 19 0.4036 23 7 0.3482 33 29 0.3045 43 464 0.2476
4 5 0.5836 14 11 0.3936 24 170 0.3482 34 152 0.3044 44 14 0.2445
5 12 0.5392 15 113 0.3857 25 153 0.3442 35 174 0.2913 45 48 0.2445
6 24 0.5178 16 17 0.3857 26 185 0.3260 36 82 0.2900 46 56 0.2354
7 6 0.4741 17 42 0.3856 27 53 0.3260 37 10 0.2840 47 69 0.2341
8 1 0.4452 18 21 0.3708 28 172 0.3250 38 238 0.2839 48 33 0.2341
9 135 0.4296 19 57 0.3658 29 16 0.3135 39 195 0.2839 49 97 0.2325
10 49 0.4164 20 143 0.3658 30 47 0.3135 40 122 0.2589 50 295 0.2325

When Table 3 is analyzed, it is clearly visible that the scores obtained by the best
vertices are much more diversified than in case of the first scenario. The three leading
vertices are still the ones labelled 3, 4 and 2; however, the order of the subsequent two
has changed. The vertex 5 is now ranked 4 with the score of 0.5836 (previously 0.5200),
followed by the vertex 12 now scored 0.5392 (previously 0.5400). The vertex 24 remained
on position 6; however, it is now followed by vertex 6, scored 0.4741, which in the previous
scenario was ranked 12th with the score of 0.4000. A detailed analysis of the differences
between ranks obtained by vertices in the rankings for scenarios 1 and 2 is presented on
Figure 3A. The horizontal axis presents the consecutive ranks of all 1000 vertices of the
studied network in scenario 1, whereas the vertical axis shows how these vertices were
then ranked in scenario 2. The closer the point representing a vertex is to the diagonal line
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on the chart, the smaller the change in the rank occurred. It can be observed, that while in
case of the top-ranked vertices only small changes in rank occur, as it can be confirmed in
Table 3, in the case of the vertices further down the list, changes of even hundreds of levels
in rank can be observed.
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Figure 3. Visual comparison of ranks of nodes obtained in rankings for various scenarios: (A) scenarios 1 and 2; (B) scenarios
1 and 3; (C) scenarios 2 and 3.

Subsequent to the selection of the seeds, ten simulations were performed with the
same condjitions as in the first scenario. The visual representation of the outcomes of the
simulations are presented in Figure A4 in Appendix A. In this scenario, the simulations
averagely lasted 9.1 iterations, that is, longer by 0.5 iteration and resulted in 435.6 nodes
infected (0.4356 coverage, 0.0020 more). What is interesting, the usage of two criteria
allowed us to increase the coverage in the target group. Averagely 52 targeted nodes were
infected, that is, 0.4 target coverage, which is 0.0115 more than in the first scenario.

4.6. Scenario 3: Four Criteria

In the third scenario, it was decided to focus on seeding information not only to
vertices with high values of female degree (C4) and mid-aged degree (C7), but also to
nodes which are already in the target group, that is, the right sex (C2, female) and age (C5,
mid-aged). The seeds selected for this scenario are presented in Table 4.

Table 4. Seeds selected for Scenario 3, ordered by their rank and CCi score obtained in the applied TOPSIS method.

Rank  Vertex Score Rank  Vertex Score Rank  Vertex Score Rank  Vertex Score Rank  Vertex Score
1 3 0.9069 11 9 0.4120 21 20 0.3750 31 29 0.3197 41 122 0.2782
2 4 0.7842 12 11 0.4023 22 153 0.3561 32 185 0.3197 42 34 0.2731
3 2 0.7191 13 30 0.3985 23 170 0.3535 33 116 0.3148 43 33 0.2717
4 5 0.5821 14 19 0.3950 24 18 0.3534 34 152 0.3125 44 93 0.2679
5 24 0.5291 15 143 0.3862 25 7 0.3412 35 174 0.3067 45 14 0.2660
6 12 0.5248 16 21 0.3810 26 53 0.3326 36 195 0.2934 46 130 0.2577
7 6 0.4782 17 113 0.3775 27 172 0.3315 37 82 0.2846 47 69 0.2566
8 1 0.4508 18 17 0.3774 28 16 0.3279 38 464 0.2822 48 97 0.2543
9 49 0.4236 19 42 0.3774 29 47 0.3278 39 10 0.2788 49 74 0.2474
10 135 0.4198 20 57 0.3757 30 26 0.3197 40 238 0.2788 50 104 0.2474

The analysis of Table 4 shows that the vertex 3 is still the leading one, however its
score is much lower in case of this scenario (0.9069, compared to 0.9975 and 0.9980 in
scenarios 1 and 2 respectively). Some minor changes in ranks can also be observed for the
remaining seeds. Figure 3B visualizes the comparison of ranks between scenarios 1 and 3,
whereas Figure 3C between scenarios 2 and 3. The analysis of these figures allows us to
visually observe that the ranking obtained in scenario 3 is more similar to the one obtained
in scenario 2 than to the one in scenario 1. This can be confirmed, indeed, by comparing
the correlation coefficients between all scenarios (see Table 5).
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Table 5. Correlation matrix between the three scenarios’ ranks (A) and scores (B).

(A) RANKS Scenariol Scenario2 Scenario3 (B) SCORE Scenariol Scenario2  Scenario 3
Scenario 1 X 0.7510 0.7099 Scenario 1 X 0.9022 0.8186
Scenario 2 0.7510 X 0.7308 Scenario 2 0.9022 X 0.8933
Scenario 3 0.7099 0.7308 X Scenario 3 0.8186 0.8933 X

The results of the ten simulations performed for this scenario under the same condi-
tions as used previously, are visually presented in Figure A5 in Appendix A. The average
duration of the simulations was 8.7 iterations, which is slightly longer than in scenario 1
but shorter than that in scenario 2. On average, 435 nodes were infected (0.4350 coverage),
which, similarly, is better than scenario 1 but worse than scenario 2. Finally, averagely 52.7
targeted nodes were infected, that is, 0.4054 targeted coverage, which is 0.0054 better than
in scenario 2 and 0.0169 better than in the traditional approach, mimicked in scenario 1 (see
Tables 6 and 7).

Table 6. Average simulation results for scenarios 1-3.

Scenario Preferences

Avg. Last Iter. Inf. Nodes Coverage Targeted Inf. Nodes Targeted Coverage

1 100-1-1-1-1-1-1-1 8.60 433.60 0.4336 50.50 0.3885
2 1-1-1-100-1-1-100-1 9.10 435.60 0.4356 52.00 0.4000
3 1-100-1-100-100-1-100-1 8.70 435.00 0.4350 52.70 0.4054

Table 7. Comparison of differences between the average simulation results for scenarios 1-3.

Average Last Iteration

Average Coverage Average Targeted Coverage

A S1 S2 S3 A S1 S2 S3 A S1 S2 S3
S1 X -0.5 —0.1 S1 X —0.0020 —0.0014 S1 X —0.0115 —0.0169
S2 0.5 X 0.4 S2 0.0020 X 0.0006 S2 0.0115 X —0.0054
S3 0.1 —0.4 X S3 0.0014 —0.0006 X S3 0.0169 0.0054 X

4.7. Sensitivity Analysis

As it was observed in Sections 4.4-4.6, depending on the preference weights regarding
evaluation criteria, the evaluation score of each vertex varied, resulting in differences in
the obtained rankings and diverse sets of initial seeds for performing the information
propagation campaign. The MCDA methodological foundations of the proposed approach
allow to perform sensitivity analysis of the obtained rankings, and thus recognize how
changes in the criteria preference affect the final rankings and, in turn, the selected seeds.

In this section, a sensitivity analysis for the seed selection problem for the studied
network is presented. For clarity, the subset of analyzed vertices was limited to the
ones which were selected as seeds in any of the scenarios 1-3. This resulted in a subset
comprising of a total of 63 vertices: 1,2, 3,4,5,6,7,9,10,11, 12, 14,16, 17, 18, 19, 20, 21, 24,
26,29, 30, 33, 34, 36, 37, 40, 42, 45, 47, 48, 49, 53, 55, 56, 57, 59, 65, 69, 74, 82, 93, 97, 101, 103,
104, 113, 116, 122, 130, 135, 143, 151, 152, 153, 170, 172, 174, 185, 195, 238, 295, 464.

In order to perform the sensitivity analysis, at first the weights of all criteria were
set to 1. Then, the weight of each criterion was gradually changed to 1, 25, 50, 75 and
100, while the rest of criteria remained at an unchanged level. Afterwards, the level of all
criteria was increased to 25, and each criterion was tested again with the weight of 1, 25,
50, 75 and 100, while the rest of the criteria remained at an unchanged level. The same
was then repeated for the levels of 50 and 75. At each combination of weights, the TOPSIS
method was used to compute a ranking. The score and ranks of each of the 63 studied
vertices was stored, and plotted afterwards. The plots representing the changes of score of
each vertex is presented in Figure 4. The changes of ranks are presented in Figure 5.
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A1l B1 C1 D1

Figure 4. Sensitivity analysis on the subset of 63 network vertices. The charts represent how changes
in a single criterion (1-8) affect the score obtained by the analysed vertices, when the weights of the
other criteria are set to 1 (A), 25 (B), 50 (C) or 75 (D).
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Figure 5. Sensitivity analysis on the subset of 63 network vertices. The charts represent how changes
in a single criterion (1-8) affect the ranks obtained by the analysed vertices, when the weights of the
other criteria are set to 1 (A), 25 (B), 50 (C) or 75 (D).
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The analysis of Figure 4A shows how each of the criteria support or conflict with
individual vertices. It is particularly clear because, while the weight of each criterion is
increased in the range 1-100, the weights of the remaining criteria are locked at the level
of 1. The chart A8 demonstrates that, in some cases, the vertex 3, which was the leading
one in all three exemplary scenarios, in some cases can be outran by other vertices. If the
weight of criterion C8 (elderly degree) was increased to 25, while the weights of the other
criteria remained negligible at the value of 1, the score of vertex 3 would drop below 0.8
and it would be ranked 3rd. However, if the weights of the other criteria were levelled at
25, the vertex would be the leader again, unless the weight of criterion C8 was increased
close to 100. Then the vertex 3 would be ranked second.

Similarly, as can be observed in chart A5, if the weight of criterion C5 (age) was
increasing, yet the other weights remained at 1, the vertex 3 would lose score very fast,
down to a level of approximately 0.2. However, if the weights of the other criteria were
increasing, the downfall of the score would be reduced to 0.8 (B5) or even 0.9 (C5, D5).

An interesting observation can be made looking at charts A1-A8. As was seen in
Table 2 in Section 4.4, many vertices obtained the same score, and therefore their rank
could vary. During the sensitivity analysis, this resulted in plots for multiple vertices being
superimposed one on another. For example, on chart A1, only vertices 3, 4, 2, 12 and 5 can
be located easily, while the remaining vertices are stacked together on the chart.

Because criterion C1 is based on the degree centrality measure, the vertices’ plots
cluster in multiple score-groups, based on a plentiful, yet enumerable set of possible degree
values, in the case of the studied network. On the other hand, due to the fact that the criteria
C7 and C8 are based on the degrees of less numerous social groups (mid-aged and elderly),
the possible values of the degree measure are more limited in this case and, therefore, there
are less possible score values, which can be observed on the charts A7 and A8. In case of
the chart A2, it can be observed that if the vertices are appraised based on the criterion C2
(sex), where only two values are possible, the vertices cluster in two groups. Since both
sexes are distributed in the studied network at a roughly even probability level, it can be
observed on the chart that both groups of vertices’ plots are similar in size. On the other
hand, however, in case of criterion C5, also only two values are possible, so the vertices are
plotted in two groups too. However, because only about a quarter of the studied network
is in the targeted middle-aged group, a clear disproportion between the groups of plots
can be observed on the chart A5.

Whilst in the case of Figure 4, the values on the vertical axis were limited to the range
from 0 to 1, and multiple vertices were allowed to have the same value, in case of Figure 5
each value can be assigned only to a single vertex at a time. As was mentioned earlier,
the set of analyzed vertices is limited to 63 for readability. The charts on Figure 5 are scaled
to show ranks from 1 (best) to the worst one obtained by any of the 63 studied vertices. It is
important to reiterate, that each of the 63 studied nodes was in the group of 50 best vertices
in one of the scenarios described above. Therefore it is very unforeseen to observe that the
chart C1 ends at about rank 120, obtained by the worst vertex 130, and the chart A6 ends
around rank 600 for vertices 104 and 130. These observations emphasize the importance of
proper selection of seeds for information spreading campaigns in social networks.

4.8. Full Range Analysis

The empirical study was concluded by performing a comprehensive set of 65,610
simulations based on the full range of the seed selection preference weights. For each of
the eight decision criteria, the weights of 1, 50 and 100 were assigned. That resulted in 38
possible sets of criteria preference weights and, consequently, 6561 sets of seeds, for each
of which ten simulations under invariable conditions were performed. The results of the
performed 65,610 simulations were then stored and aggregated for further analysis.

For the studied synthetic network, the highest number of infected vertices was reached
for the seeds indicated by rankings based on high weights of the C5 (age) criterion, and neg-
ligible weights of the other criteria. It was equal to 459.7 infected nodes, that is, 0.4597
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coverage. For such scenarios, averagely 61.3 targeted nodes were infected, that is, 0.4715
coverage of the targets.

On the other hand, the highest coverage within the targeted nodes was achieved in the
simulations originating from the rankings produced by the scenarios in which high weight
values were assigned to criteria C2 (sex) and C5 (age). On average 75.8 targeted nodes
were infected in these simulations, that is, 0.5831 targets” coverage. For these scenarios, on
average 458.6 vertices were infected, that is, 0.4586 coverage. This substantial increase in
the count of the infected targets might be caused by the fact, that for this scenario, all seeds
were part of the target group themselves (resulting in on average 25.8 non-seed targets
infected, i.e., 0.1985), whereas in the scenario described in Section 4.6, only 5 of the initial
seeds were from the target group (resulting in, on average, 47.7 non-seed targets infected,
i.e., 0.3669 of the targets).

All in all, the simulation results have shown that the use of a multi-attribute seed
selection approach, proposed in this paper, at the cost of reducing the coverage on the
studied network by 0.0011, allowed us to increase the coverage within the targeted nodes
by 0.1116 compared to the approach oriented on maximizing the global network coverage.

5. Conclusions

Large-scale networks used daily by billions of users [60] create a medium for trans-
mitting information and content. While most influence maximisation methods focus on
increasing coverage, it is also important to reach users interested in content or services to
avoid the distribution of unwanted messages, decrease information overload and habitua-
tion effect and, as a result, increase campaign performance. Earlier research in the area of
information spreading focused mainly on influence maximisation. Only limited number
of studies discussed targeting nodes with specific characteristics with main focus on their
single attributes.

This paper proposes a novel approach to seeding information in multi-attribute social
networks, in order to target multi-attribute groups of nodes. In the proposed approach,
the seeds for initializing the campaign are chosen based on the ranking obtained with
an MCDA method. During information spreading initialization, it is possible to adjust
the weights assigned to each attribute. This, in turn, allows to manipulate the symmetry
between the global coverage and coverage within the targeted group of nodes. Particularly,
the coverage within the targeted multi-attribute nodes’ group can be increased, at the
cost of potentially reducing the global coverage. The experimental research has shown
a superior performance of the proposed approach, compared to traditional approaches
focused on the degree centrality measure.

Although the empirical research has shown that the multi-attribute approach to the
seed selection allowed us to significantly increase the coverage within the targeted group
of nodes, the full-scope study has shown that even higher increase could be obtained
if the higher weights were assigned to the criteria which were not initially selected for
research in the empirical study. Therefore, grasping this experimental domain knowledge,
especially in form of creation of an ontology for selection of criteria for targeting particular
types of targets, is a very promising possible future field of research. Such ontology could
provide guidelines for the marketer, for assigning weights to the multi-attribute seed
rank generation.

Moreover, during the research, finding a multi-attribute model of a real network
proved to be very problematic and it was necessary to perform the empirical study on
networks with attributes superimposed artificially, based on the known distributions of
these attributes in population. This allowed us to study the efficiency of the proposed
approach, but comparing to other similar works in this field was not possible. It would be
beneficial to include in future work the collection of knowledge about a real multi-attribute
social network, in order to allow benchmarking of the proposed approach on a real model.
This, in turn, implies additional methodical challenges, as proper reflecting of the non-
deterministic nature of performance data in complex networks requires proper adjusting
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of the MCDA-based decision models and methods used. In practice, the usage of fuzzy
extensions of MCDA methods (which proved to be powerful tools for dealing with data
uncertainty) seems to be very promising.

Last, but not least, this research focused only on the multiple values of the network
attributes. Future work should include a more profound look into the main aspects of the
multi-attributed complex network itself.
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Appendix A

The final steps of each of the 10 simulations from various scenarios are presented
below. The blue “s” vertices represent the seeds. The green “i” nodes represent the non-
targeted vertices which were infected. The empty vertices with red outline represent the
targets of the campaign. The fully-colored red vertices represent the targets which were
successfully reached in the campaign.

Figure Al presents the target 1, and Figure A2 the target 2 of the real-life usage
example from Section 4.1. Subsequently, Figures A3-A5 present scenarios on the synthetic
network simulations from Sections 4.4—4.6 respectively.

Figure A1. Visual representation of the real-life usage example—target 1.
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Trial no: 1 Trial no: 2 Trial no: 3 Trial no: 4 Trial no: 5
Infected nodes: 39 (27.2727%) Infected nodes: 26 (18.1818%) Infected nodes: 30 (20.979%) Infected nodes: 49 (34.2657%) Infected nodes: 34 (23.7762%)
Infected targets: 10 (41.6667%) Infected targets: 8 (33.3333%) Infected targets: 10 (41.6667%) Infected targets: 8 (33.3333%) Infected targets: 10 (41.6667%)

Trial no: 6 Trial no: 7 Trial no: 8 Trial no: 9 “Trial no: 10
Infected nodes: 54 (37.7622%) Infected nodes: 41 (28.6713%) Infected nodes: 24 (16.7832%) Infected nodes: 32 (22.3776%) Infected nodes: 36 (25.1748%)
Infected targets: 13 (54.1667%) Infected targets: 10 (41.6667%) Infected targets: 8 (33.3333%) Infected targets: 10 (41.6667%) Infected targets: 8 (33.3333%)

Figure A2. Visual representation of the real-life usage example—target 2.

Tialno: 1 Tialno: 2 Tialno: 3 Tialno: 4
Infocted nodes: 415 (41.5%) . Infocted nodes: 426 (42.6%) . Ifoctod nodes: 481 (48.1%) . Infocted nodes: 426 (42.6%) .
Infected targets: 46 (35.9846%) Infected targets: 57 (43.8462%) Infected targets: 50 (38.4615%) Infected targets: 51 (39.2308%)

Tialno: 5 Tial no: 6 v Tialno: 7 Tialno: 8
Infoctod nodes: 441 (44.1%) . Infocted nodes: 438 (43.8%) . Infocted nodes: 401 (40.1%) . Infocted nodes: 410 (41%) v
Infected targets: 49 (37.6923%) Infected targets: 46 (35.8846%) Infected targets: 45 (34.6154%) Infected targets: 54 (41.5385%)

Tialno: 0 Tial no: 10
Infoctod nodes: 453 (45.3%) . Infoctod nodes: 445 (44.5%)
Infected targets: 52 (40%) Infected targes: 55 (42.3077%)

Figure A3. Visual representation of 10 trials for Scenario 1.
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“Tralno: 1 Tialno: 2 Talno: 4
Infoctod nodos: 406 (40.6%) v Infoctod nodos: 425 (625%) Infoctod nodos: 433 (43.3%) .
Infected targets: 50 (38 4615%) Infected targets: 59 (45.3846%) Infected targets: 53 (40.7692%)

Talno: 5 Tialno: 6 2 alno: 7 “Talno: 8
Infoctod nodos: 443 (44.3%) ' foctod nodos: 434 (63.4%) . Infoctod nodos: 414 (41.4%) . Infoctod nodos: 413 (41.3%) .
Infected targets: 48 (36.9231%) Infoctod targts: 45 (34 6154%) Inoctod targts: 49 (37.6923%) Infected targets: 56 (43.0769%)

“Talno: 0
Infected nodes: 455 (45.5%)
Infected targets: 54 (41.5385%)

Infoctod nodes: 406 (40.6%)
Infoctod targots: 50 (38.4615%)

Ileced nodes 475 (47.5%)  + Incto nodes: 40 4%
Inoctd argots: 52 (40%) Inlctod trges: 57 (43.6462%)

Tialno: 5 Tialno: 6 v Tialno: 8
Infecte nodes: 452 (45.2%) . Infoctod nodes: 432 (43.2%) . fected nodes: 406 (40.6%) .
Infoctod targots: 1 (39.2008%) Infoctod targots: 45 (34 6154%) Infoctod targots: 49 (37.6923%) Ifoctod targats: 54 (41.5385%)

o Tialno: 10
Infected nodes: 451 (45.1%) . Infected nodes: 457 (45.7%)
Infocted targets: 54 (41.6385%) Infocted targets: 56 (43.0769%)

Figure A5. Visual representation of 10 trials for Scenario 3.

75



Symmetry 2021, 13, 731

References

1.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Dunbar, R.I. Do online social media cut through the constraints that limit the size of offline social networks? R. Soc. Open Sci.
2016, 3, 150292. [CrossRef] [PubMed]

Vinerean, S. Importance of strategic social media marketing. Expert ]. Mark. 2017, 5. Available online: http://hdl.handle.net/11
159/1381 (accessed on 27 June 2020).

Iribarren, J.L.; Moro, E. Impact of Human Activity Patterns on the Dynamics of Information Diffusion. Phys. Rev. Lett. 2009,
103, 038702. [CrossRef] [PubMed]

Nguyen, H.T,; Dinh, T.N.; Thai, M.T. Cost-aware targeted viral marketing in billion-scale networks. In Proceedings of the IEEE
INFOCOM 2016—The 35th Annual IEEE International Conference on Computer Communications, San Francisco, CA, USA,
10-15 April 2016; pp. 1-9.

Mochalova, A.; Nanopoulos, A. A targeted approach to viral marketing. Electron. Commer. Res. Appl. 2014, 13, 283-294. [CrossRef]
Liu, Q.; Dong, Z; Liu, C; Xie, X.; Chen, E.; Xiong, H. Social marketing meets targeted customers: A typical user selection
and coverage perspective. In Proceedings of the 2014 IEEE International Conference on Data Mining, Shenzhen, China,
14-17 December 2014; pp. 350-359.

Voss, G.; Godfrey, A.; Seiders, K. Do satisfied customers always buy more? The roles of satiation and habituation in customer
repurchase. In Marketing Science Institute Working Paper Series 2010; Marketing Science Institute: Cambridge, MA, USA, 2010;
pp- 10-101.

Luo, C,; Lan, Y.; Wang, C.; Ma, L. The Effect of Information Consistency and Information Aggregation on eWOM Readers’
Perception of Information Overload. In Proceedings of the PACIS 2013, Jeju Island, Korea, 18-22 June 2013; p. 180.

Datta, S.; Majumder, A.; Shrivastava, N. Viral marketing for multiple products. In Proceedings of the 2010 IEEE International
Conference on Data Mining, Sydney, Australia, 13-17 December 2010; pp. 118-127.

Thakur, N.; Han, C.Y. An approach to analyze the social acceptance of virtual assistants by elderly people. In Proceedings of the
8th International Conference on the Internet of Things, Santa Barbara, CA, USA, 15-18 October 2018; pp. 1-6.

Thakur, N.; Han, C.Y. Framework for an intelligent affect aware smart home environment for elderly people. Int. J. Recent Trends
Hum. Comput. Interact. (ITHCI) 2019, 9, 23-43.

Pamucdar, D.S.; Bozani¢, D.; Randelovi¢, A. Multi-criteria decision making: An example of sensitivity analysis. Serbian |. Manag.
2017, 12, 1-27. [CrossRef]

Mukhametzyanov, I.; Pamucar, D. A sensitivity analysis in MCDM problems: A statistical approach. Decis. Mak. Appl. Manag.
Eng. 2018, 1, 51-80. [CrossRef]

Kempe, D.; Kleinberg, ].; Tardos, E. Maximizing the spread of influence through a social network. In Proceedings of the Ninth
ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, Washington, DC, USA, 24-27 August 2003;
pp. 137-146.

Hinz, O.; Skiera, B.; Barrot, C.; Becker, J.U. Seeding strategies for viral marketing: An empirical comparison. J. Mark. 2011,
75,55-71. [CrossRef]

Zareie, A.; Sheikhahmadi, A.; Jalili, M. Identification of influential users in social networks based on users’ interest. Inf. Sci. 2019,
493, 217-231. [CrossRef]

Li, X.; Smith, ].D.; Dinh, T.N.; Thai, M.T. Why approximate when you can get the exact? Optimal targeted viral marketing at scale.
In Proceedings of the IEEE INFOCOM 2017—IEEE Conference on Computer Communications, Atlanta, GA, USA, 1-4 May 2017;
pp- 1-9.

Pasumarthi, R; Narayanam, R.; Ravindran, B. Near optimal strategies for targeted marketing in social networks.
In Proceedings of the 2015 International Conference on Autonomous Agents and Multiagent Systems, Paris, France,
10-15 July 2015; pp. 1679-1680.

Zareie, A.; Sheikhahmadi, A.; Khamforoosh, K. Influence maximization in social networks based on TOPSIS. Expert Syst. Appl.
2018, 108, 96-107. [CrossRef]

Yang, P; Liu, X; Xu, G. A dynamic weighted TOPSIS method for identifying influential nodes in complex networks. Mod. Phys.
Lett. B 2018, 32, 1850216. [CrossRef]

Yang, Y.; Yu, L.; Zhou, Z.; Chen, Y.; Kou, T. Node Importance Ranking in Complex Networks Based on Multicriteria Decision
Making. Math. Probl. Eng. 2019, 2019. [CrossRef]

Liu, Z.; Jiang, C.; Wang, J.; Yu, H. The node importance in actual complex networks based on a multi-attribute ranking method.
Knowl. Based Syst. 2015, 84, 56—66. [CrossRef]

Robles, J.F.; Chica, M.; Cordon, O. Evolutionary Multiobjective Optimization to Target Social Network Influentials in Viral
Marketing. Expert Syst. Appl. 2020, 113183. [CrossRef]

Wang, L.; Yu, Z.; Xiong, F; Yang, D.; Pan, S.; Yan, Z. Influence Spread in Geo-Social Networks: A Multiobjective Optimization
Perspective. IEEE Trans. Cybern. 2019. [CrossRef]

Gandhi, M.; Muruganantham, A. Potential influencers identification using multi-criteria decision making (MCDM) methods.
Procedia Comput. Sci. 2015, 57, 1179-1188. [CrossRef]

76



Symmetry 2021, 13, 731

26.

27.

28.

29.

30.

31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

Muruganantham, A.; Gandhi, G.M. Framework for Social Media Analytics based on Multi-Criteria Decision Making (MCDM)
Model. Multimed. Tools Appl. 2020, 79, 3913-3927. [CrossRef]

Montazerolghaem, M. Effective Factors in Network Marketing Success and Ranking Using Multi-criteria Decision Making
Techniques. Int. J. Appl. Optim. Stud. 2019, 2, 73-89.

Karczmarczyk, A.; Jankowski, J.; Watrébski, J. Multi-criteria decision support for planning and evaluation of performance of
viral marketing campaigns in social networks. PLoS ONE 2018, 13, €0209372. [CrossRef] [PubMed]

Cinelli, M.; Kadzifiski, M.; Gonzalez, M.; Stowinski, R. How to Support the Application of Multiple Criteria Decision Analysis?
Let Us Start with a Comprehensive Taxonomy. Omega 2020, 102261. [CrossRef] [PubMed]

Pamucar, D.S.; Bozani¢, D.I.; Kurtov, D.V. Fuzzification of the Saaty’s scale and a presentation of the hybrid fuzzy AHP-TOPSIS
model: An example of the selection of a brigade artillery group firing position in a defensive operation. Vojnoteh. Glas. 2016,
64, 966-986. [CrossRef]

Chatterjee, P; Stevi¢, Z. A two-phase fuzzy AHP-fuzzy TOPSIS model for supplier evaluation in manufacturing environment.
Oper. Res. Eng. Sci. Theory Appl. 2019, 2, 72-90. [CrossRef]

Watrébski, J.; Jankowski, J.; Ziemba, P.; Karczmarczyk, A.; Ziolo, M. Generalised framework for multi-criteria method selection.
Omega 2019, 86, 107-124. [CrossRef]

Stevié, Z.; Tanackov, L; Vasiljevi¢, M.; Novarli¢, B.; Stoji¢, G. An integrated fuzzy AHP and TOPSIS model for supplier evaluation.
Serbian J. Manag. 2016, 11, 15-27. [CrossRef]

Mardani, A.; Jusoh, A.; Zavadskas, E.K. Fuzzy multiple criteria decision-making techniques and applications—Two decades
review from 1994 to 2014. Expert Syst. Appl. 2015, 42, 4126-4148. [CrossRef]

Freeman, L.C. Centrality in social networks conceptual clarification. Soc. Netw. 1978, 1, 215-239. [CrossRef]

Bonacich, P. Technique for analyzing overlapping memberships. Sociol. Methodol. 1972, 4, 176-185. [CrossRef]

Valente, T.W.; Coronges, K.; Lakon, C.; Costenbader, E. How correlated are network centrality measures? Connections 2008, 28, 16.
Likert, R. A technique for the measurement of attitudes. Arch. Psychol. 1932, 22, 55.

Saaty, T.L.; Vargas, L.G. The legitimacy of rank reversal. Omega 1984, 12, 513-516. [CrossRef]

Sabidussi, G. The centrality index of a graph. Psychometrika 1966, 31, 581-603. [CrossRef]

Freeman, L.C. A set of measures of centrality based on betweenness. Sociometry 1977, 35-41. [CrossRef]

Roy, B.; Vanderpooten, D. The European school of MCDA: Emergence, basic features and current works. J. Multi Criteria
Decis. Anal. 1996, 5, 22-38. [CrossRef]

Roy, B. Paradigms and challenges. In Multiple Criteria Decision Analysis: State of the Art Surveys; Springer: Berlin/Heidelberg,
Germany, 2005; pp. 3-24.

Guitouni, A.; Martel, ].M. Tentative guidelines to help choosing an appropriate MCDA method. Eur. J. Oper. Res. 1998, 109,
501-521. [CrossRef]

Roy, B.; Stowinski, R. Questions guiding the choice of a multicriteria decision aiding method. EURO J. Decis. Process. 2013,
1, 69-97. [CrossRef]

Vansnick, J.C. On the problem of weights in multiple criteria decision making (the noncompensatory approach). Eur. J. Oper. Res.
1986, 24, 288-294. [CrossRef]

Watrébski, J.; Jankowski, J.; Ziemba, P.; Karczmarczyk, A.; Ziolo, M. Generalised framework for multi-criteria method selection:
Rule set database and exemplary decision support system implementation blueprints. Data Brief 2019, 22, 639. [CrossRef]
[PubMed]

Stevi¢, Z.; Alihodzi¢, A.; Bozitkovié, Z.; Vasiljevié, M.; Vasiljevi¢, D. Application of combined AHP-TOPSIS model for decision
making in management. In Proceedings of the 5th International Conference Economics and Management-Based on New
Technologies “EMONT”, Vrnjacka Banja, Serbia, 18-21 June 2015; pp. 33—40.

Behzadian, M.; Otaghsara, S.K.; Yazdani, M.; Ignatius, J. A state-of the-art survey of TOPSIS applications. Expert Syst. Appl. 2012,
39, 13051-13069. [CrossRef]

Chen, S.J.; Hwang, C.L. Fuzzy multiple attribute decision making methods. In Fuzzy Multiple Attribute Decision Making; Springer:
Berlin/Heidelberg, Germany, 1992; pp. 289-486.

Yoon, K.P.; Hwang, C.L. Multiple Attribute Decision Making: An Introduction; Sage Publications: Thousand Oaks, CA, USA, 1995;
Volume 104.

Hwang, C.L.; Yoon, K. Multiple criteria decision making. In Lecture Notes in Economics and Mathematical Systems; Springer:
Berlin/Heidelberg, Germany, 1981; Volume 186, pp. 58-191.

Rossi, R.A.; Ahmed, N.K. The Network Data Repository with Interactive Graph Analytics and Visualization. In Proceedings of the
AAAI 2015, Austin, TX, USA, 25-30 January 2015.

Gus. Ludnos¢. Stan i Struktura Ludnosci Oraz Ruch Naturalny w Przekroju Terytorialnym; Statistics Poland: Warsaw, Poland, 2016.
Barabasi, A.L.; Bonabeau, E. Scale-free networks. Sci. Am. 2003, 288, 60-69. [CrossRef] [PubMed]

Chiasserini, C.F.; Garetto, M.; Leonardi, E. Social network de-anonymization under scale-free user relations. IEEE ACM
Trans. Netw. 2016, 24, 3756-3769. [CrossRef]

Luo, Y.; Ma, J. The influence of positive news on rumor spreading in social networks with scale-free characteristics. Int. J. Mod.
Phys. C 2018, 29, 1850078. [CrossRef]

77



Symmetry 2021, 13, 731

58. Liu, W,; Li, T; Liu, X,; Xu, H. Spreading dynamics of a word-of-mouth model on scale-free networks. IEEE Access 2018,
6, 65563-65572. [CrossRef]

59. Ministerstwo Zdrowia. Program Profilaktyki Raka Piersi (Mammografia); www.gov.pl; Ministerstwo Zdrowia: Warsaw, Poland, 2018.

60. WeAreSocial Digital 2020. Available online: https://wearesocial.com/digital-2020 (accessed on 27 June 2020).

78



symmetry

Article

Cubic M-polar Fuzzy Hybrid Aggregation Operators with
Dombi’s T-norm and T-conorm with Application

Muhammad Riaz ¥, Muhammad Abdullah Khokhar !, Dragan Pamucar >*

check for

updates
Citation: Riaz, M.; Khokhar, M.A.;
Pamucar, D.; Aslam, M. Cubic
M-polar Fuzzy Hybrid Aggregation
Operators with Dombi’s T-norm and
T-conorm with Application. Symmetry
2021, 13, 646. https://doi.org/
10.3390/sym13040646

Academic Editor: José Carlos R.
Alcantud

Received: 24 March 2021
Accepted: 6 April 2021
Published: 11 April 2021

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

and Muhammad Aslam 3

Department of Mathematics, University of the Punjab, Lahore 54590, Pakistan; mriaz.math@pu.edu.pk (M.R.);

mabdullahk1394@gmail.com (M.A.K.)

Department of Logistics, Military Academy, University of Defence in Belgarde, Belgarde 11000, Serbia

3 Department of Mathematics, College of Sciences, King Khalid University, Abha 61413, Saudi Arabia;
muamin@kku.edu.sa

*  Correspondence: dragan.pamucar@va.mod.gov.rs

Abstract: A cubic m-polar fuzzy set (CmPFS) is a new hybrid extension of cubic set (CS) and m-polar
fuzzy set (mPFS). A CS comprises two parts; one part consists of a fuzzy interval (may sometimes
be a fuzzy number) acting as membership grade (MG), and the second part consists of a fuzzy
number acting as non-membership grade (NMG). An mPFS assigns m number of MGs against
each alternative in the universe of discourse. A CmPFS deals with single as well as multi-polar
information in the cubic environment. In this article, we explore some new aspects and consequences
of the CmPFS. We define score and accuracy functions to find the priorities of alternatives/objects
in multi-criteria decision-making (MCDM). For this objective, some new operations, like addition,
scalar/usual multiplication, and power, are defined under Dombi’s t-norm and t-conorm. We develop
several new aggregation operators (AOs) using cubic m-polar fuzzy Dombi’s t-norm and t-conorm.
We present certain properties of suggested operators like monotonicity, commutativity, idempotency,
and boundedness. Additionally, to discuss the application of these AOs, we present an advanced
superiority and inferiority ranking (SIR) technique to deal with the problem of conversion from a
linear economy to a circular economy. Moreover, a comparison analysis of proposed methodology

with some other existing methods is also given.

Keywords: cubic m-polar fuzzy set; Dombi’s operations; cubic m-polar fuzzy aggregation operators

with P-order (R-order); SIR technique; multi-criteria group decision making

1. Introduction

The three core concepts of conventional linear economy (CLE) are assemble, use, and
dispose. This illustrates the acquisition of raw materials and their conversion into products
that are ultimately discarded as waste. By depleting natural resources and adding toxins
to the atmosphere, such waste generation causes environmental degradation. Natural
resource extraction is inextricably linked to the so-called CLE [1-4]. The carcinogenic effects
of human activities on the environment, such as water scarcity, soil depletion, greenhouse
effect, and smog weather, are major global concerns. Climate change is, in reality, the
most pressing problem we face. As a result, the United Nations Environment Programme
(UNEP) has devised a broad definition of sustainable development, which is a concept that
includes not only economic growth and environmental protection, but also social inclusion.
Without a doubt, the CLE has aided humanity, but it has also been a big source of concern
due to the challenges it poses. We are all aware that our common environment is insecure
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and unsustainable. We are aware of its complexities, such as waste generation, natural
resource use, and biodiversity depletion, among others. Aside from these problems, we
want to help our economies and provide opportunities to the world’s growing population.

The ecological effects of CLE, while guaranteeing its benefits for humankind, cannot be
avoided, but can be minimized to some extent. The minimizing effort of the adversities of
CLE is referred as circular economy (CE) [1-4]. A CE is structured to recycle and regenerate
goods, parts, and resources, allowing for a considerable difference between technological
and biological processes at all periods of the recycling process. CE is not a new concept;
rather, it is a modification of CLE, which guarantees a minor net impact on the climate.
CE is intended to restore any harm to the resources while guaranteeing as little waste as
possible during the entire life cycle of a good. A CE is an adjunct to a CLE, where resources
are preserved as long as possible, and the optimum displacement is collected, retained,
and regenerated at the end of each access lifespan. Many biochemical and geochemical
cycles around the motivated the idea of circular economy. For instance, water evaporates
from the earth water bodies, forms rain drops, comes back to the earth and again becomes
a part of the rivers, seas, oceans etc. The idea of CE is being actively encouraged by many
corporations and governments round the world.

Although businesses are agile and well-equipped, many people worldwide have
attended series of conferences on sustainable practices, with discussions how well circular
economy guidelines could be coordinated and applied. If we assume that a lack of creative
business models would interfere with creating a sustainable future, it appears critical to
identify more forward-thinking alternatives. In this regard, we see the circular economy
as a modern way to practice sustainability that stems from the need for companies of all
sizes to retain flexibility in order to meet these challenges. Despite the growing popularity
of CE as a business model, there is still little formal empirical discussion in the literature
on enterprise risk management . Financial/sustainable success is also seen as a priority
over ecological, social, and ethical values in light of the numerous academic debates
on sustainable and environmentally responsible businesses. As a result, the circular
economy is a crucial and timely idea to investigate. The circular economy has captured
the minds of elected officials and business leaders in order to help meet the overwhelming
environmental goals. It is a practical way to improve asset flow efficiency and allocation
of current supply and frameworks through material transfer, recycling, and conservation,
with a focus on improving the effectiveness of existing performance measurement in
businesses. Many scientists have worked tirelessly to develop mathematical models for
solving CE decision problems in unpredictable environments. The readers are referred to
the following papers for ore information [5-9].

1.1. Literature Review

There is an overwhelming amount of uncertain and vague information in a wide
range of real scenarios. While dealing with real-life challenges such as decision-making,
medical diagnosis, pattern recognition, sustainability, and many others, uncertainties
play a significant role, and it is a challenging task for decision-makers to make sensible
decisions while dealing with imperfect, uncertain, or vague data. In fact, the majority of
the ideas we come across in our daily lives are ambiguous. In certain contexts, dealing
with apprehension or confusion is a significant problem. Vagueness or ambiguity can be
evident in a variety of ways, resulting in a wide range of concerns. As a result, there is a
need to deal with the uncertainties.
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This idea was discussed by Zadeh [10] in 1965, who introduced a revolutionary idea
of fuzzy set (FS) as a direct extension of crisp set. Researchers have introduced various
theories and models to cope with the uncertainties in the real-life problems. Atanassov [11]
introduced the intuitionistic fuzzy set (IFS), Molodtsov [12] originated the notion of a soft
set (SS), Zhang [13,14] presented the idea of bipolar fuzzy set (BFS), Smarandache [15,16]
proposed neutrosophic set, Cuong [17] introduced picture fuzzy set (PiFS), Yager [18,19]
proposed Pythagorean fuzzy set (PyFS), and Yager [20] proposed g-rung orthopair fuzzy
set (q-ROFS). These models have strong acceptance for modeling uncertainties in decision-
making problems [21-25]. Dombi aggregation operators for information aggregation in
the environment of different fuzzy sets have been studied by many researchers [26-32].
Chen et al. [33] introduced the idea of m-polar fuzzy sets to express multi-polarity in the
objects/alternatives. Jun et al. [34] introduced cubic sets and their internal and external
behaviors. Riaz and Hashmi [35] developed the notion of cubic m-polar fuzzy sets and
established cubic m-polar fuzzy averaging aggregation operators for agribusiness MAGDM.
Recently, Riaz and Hashmi [36-38] introduced some new extensions of fuzzy sets named as
linear Diophantine fuzzy set (LDFS), soft rough linear Diophantine fuzzy set, and spherical
linear Diophantine sets. Kamaci [39] introduced algebraic structure to LDFS with an
interesting application to coding theory, which is based on LDFS codes.

Innovation of multi-criteria decision-making (MCDM) in fuzzy set theory is still an
important topic at present. MCDM is a branch of decision science theory that is considered
a cognitive based human behavior for choosing the best option under multiple criteria and
has been widely applied across a variety of domains. One of the most difficult issues is to
address uncertainties in MCDM by an efficient fuzzy model. Another objective in MCDM
is to find ranking of feasible objects and then finally the selection of an optimal object.
In actual decision-making, the individual needs to provide the assessment of the choices
made by different types of assessment conditions, such as crisp numbers and intervals.
However, in many situations, it is difficult for a person to opt for the correct option due to
the existence of a variety of data inconsistencies that may occur due to lack of information
or human error. Many aggregation operators (AOs) have been defined for information
fusion [40-43]. Jain et al. [44] greatly contribution to circular economy by giving a DM
solution in green marketing strategy.

1.2. Objectives and Organization of the Paper

The first objective of this paper is to address uncertainties more effectively by using
cubic m-polar fuzzy numbers (CmPFNs). The second objective is to extend Dombi’s op-
erations to CmPFNs and develop various aggregation operators listed as follows. Cubic
m-polar fuzzy Dombi P-averaging operator (CmPFDPAQO).Cubic m-polar fuzzy Dombi
R-averaging operator (CmPFDRAO). Cubic m-polar fuzzy Dombi weighted P-averaging
operator (CmPFDWPAQ). Cubic m-polar fuzzy Dombi weighted R-averaging operator
(CmPFDWRAO). Cubic m-polar fuzzy Dombi ordered weighted P-averaging operator
(CmPFDOWPAOQ). Cubic m-polar fuzzy Dombi ordered weighted R-averaging operator
(CmPFDOWRAO). Cubic m-polar fuzzy Dombi hybrid P-averaging Operator (CmPFDH-
PAO). Cubic m-polar fuzzy Dombi hybrid R-averaging operator (CmPFDHRAOQO). The
third objective is to investigate certain properties of suggested operators like monotonicity,
commutativity, idempotency, and boundedness. Additionally, proposed Dombi’s AOs
are more useful to investigate ranking of objects/alternatives in MCDM with the help of
CmPFNs. The fourth objective to develop an advanced superiority and inferiority ranking
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(SIR) technique to deal with the problem of conversion from the linear economy to the
circular economy.

The remainder of the paper is organized as follows. In Section 2, some basic concepts
like fuzzy sets, m-polar fuzzy sets, and cubic sets are reviewed. In Section 3, we discuss
some results of cubic m-polar fuzzy sets. In Section 4, we present some Dombi’s operations
for cubic m-polar fuzzy environment. In Section 5, some cubic m-polar fuzzy Dombi
aggregation operators with P-order are defined. In Section 5, some cubic m-polar fuzzy
Dombi aggregation operators with R-order are developed. An interesting application to
the circular economy using the proposed operators is given in Section 7. An advanced
superiority and inferiority ranking (SIR) technique to deal with the problem of conversion
from the linear economy to the circular economy is developed in Section 7. Lastly, the
conclusion of this research work is given in Section 8.

2. Preliminaries

In this section, we review some basic concepts of fuzzy sets, m-polar fuzzy sets, and
cubic sets.

Definition 1 ([10]). A fuzzy set in the universe of discourse Q is defined as
F={(hpp(n)):neQ}
where the membership function is up : Q — [0, 1] and the membership degree (MD) of h is pp ().
Definition 2 ([34]). A cubic set C on a universe Q is an object of the form
€ ={(n A(h),B(h)) : h € Q}

where A(h) is a fuzzy interval and B(h) is a fuzzy number assigned to the alternative h representing the
membership and non-membership grades, respectively. For short, the cubic set can be denoted as (A, B).

Definition 3. An m-polar fuzzy set (mPFS) with universe Q is a mapping, Q — [0, 1]™, that
assigns m-independent fuzzy membership grades to each element of Q. An mPFS can be written as

Mp = { {7, (ui(7))iL1) v € Q}

Definition 4 ([35]). A cubic m-polar fuzzy set (CmPFS) in a universe W is an object like
Com = {(x, [y (0), 1uf (O], [y (), g ()], -+ [t (%), 1 ()], i (), i (), -+ pon (%))
x € W}, where [y]f(x),‘u;r(x)] are fuzzy intervals and p;(x) are fuzzy numbers. pj are called

lower fuzzy numbers and y].+ are called upper fuzzy numbers. Briefly, we can write CmPFN as
(7o Loy

Definition 5 ([34]). Given two fuzzy intervals |, = u, , uf) and J, = v, ,v;}], then
T Ja<]y e g <vy andpi <vyf
2 Joz e ug 2v, and pf > vy
3 Ja=Jv e pg = vy and pf = vy

Definition 6 ([35]). Let A = ([y;,;ﬁ],]/tj);”:l and B = ([1/].7,1/]%], Vj);nzl, be the two CmPFNs.
1 (P-Order) A <p B [, /]
2 (R-Order) A <g B [, p]

)
; [1/,_,1/;“] and jj > v;.

]
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3 (Equality) A=B & [y]f,y;r] = [v].*,vjﬂ and pj = v;
forallj=1,2,--- ,m.

2.1. Operations for CmPFNs
In this part we discuss some operations on CmPFNss (see [35]). Let A; = ([yij, ‘u;]f], ‘ul-]-);-":l,
i € O, be the collection of CmPFNs. Then
1 (Complement) AS = ([1 — ‘u;]f, 1=y 1= i)ty
2 (P-Maximum) VpA; = ([supjcq #jj, SUpPicq y;ﬂ,supien Mij)ity
3 (P-Minimum) ApA; = ([infien p;, infien w1, infica pij) Ly
4 (R-Maximum) VpA; = ([sup;cq };j,SUPjcqy y;;],inf,-eg Mij)ity
5

(R-Minimum) ApA; = ([infieq pj;, infica 1], supieq 1if) Ly

3. Some Results on CmPFS

In this section, we give some basic results of CmPFS that will help in the next section
to better understanding of the proposed aggregation operators.

Definition 7. A CmPFS &,, = {(g, ([y;(q),y;r(q)],yj(q));”zl) :q € Q} on a discourse Q is
said to be an Internal Cubic m-Polar Fuzzy Set (ICmPFS) zfy;(q) < pi(g) < ‘u;r(q),for all
geQandj=12,---,m.

Definition 8. A CmPFS ¢, = {(q,([yj_ (q),y;r (@] uj(a))iLy) = q € Q} is referred to as
External Cubic m-Polar Fuzzy Set (ECmPFES) if it is not internal, that is, zfy;(q) £ ui(q) £
y].*(q),forsome geQorj=12,---,m.

Thus, ECmPFS is simply the negation of ICmPFS.

Definition 9. A CmPFS ¢, = {(g, (Aj(q),yj(q));?;l) :q € Q} is characterized as a Null Cubic
m-Polar Fuzzy Set (NCmPFS) if Aj(q) = 0and pj(q) = 1forallg € Qand j =1,2,--- ,m.

Definition 10. If for a CmPFS &, = {(g, (Aj(q),ptj(q))]'.’;) cq € Q}, Aj(q) = 1and
#i(q) = O0forallg € Qandj = 1,2,---,m, it is called an Absolute Cubic m-Polar Fuzzy
Set (ACmPFS).

Theorem 1. The set of all ICmPESs on a discourse Q is closed under the operation of complement;
that is, A is ICmPFS if and only if A® is ICmPFS.

Proof. Consider an Internal Cubic m-Polar Fuzzy Set ¢, = {(g, ([‘u; (q), yﬁ(q)], y]-(q));.”: E
g € Q}. Then yj*(q) <ui(g) < y;r(q), forallg € Qandj=1,2,---,m. This implies that

1—pf(q) <1—pi(q) <1-p; (),

forallg € Qandj=1,2,---,m. This shows that C° = {(g, ([1 — y}*(q),l - y;(q)],l -
1i(@))fLy) : q € Q} is also an ICmPFS. [

Remark 1. Since ECmPFS is the negation of ICmPFS, and a certain CmPFS falls in exactly one of
the two categories (by definition), the above characterization immediately characterizes the closeness
of the set of all ECmPFSs on a certain discourse X.
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Theorem 2. For a collection of ICmPFNs A; = ([y;,y;],yij)?zl, i € Q, P-maximum and
P-minimum are also ICmPFN.

Proof. Since Als are ICmPFNSs, yi;(x) < pij(x) < yj;(x) This implies that

sup 1;; (x) < sup pi(x) < sup p; (x),
i€eQ) i€Q) i€Q)
and

<i < = .
inf py; (x) < Inf py;(x) Ilg(f)u (x),j=12,---,m

This shows that VpA; = ([sup;.q ],tl] ,SUP;c) ;41]] SUP;c Plz]) " and ApA; = ([inficq yl]
inficq y;],infieg .uij)}"ﬂ are also ICmPFS. [

Remark 2. R-minimum and R-maximum of ICmPFNs may not be ICmPEN. Similarly, R-
minimum, R-maximum, P-minimum and P-maximum of ECmPFNs may not be ECmPFN. The
counter examples are easy to compute.

In any decision-making process, ranking is a basic tool. Decision makers are required
to rank the uncertainties on the basis of which the most favorite alternative is filtered.
To help decision makers rank the vagueness in CmPF environment, we define score and
accuracy functions for CmPFNs.

Definition 11. Let A = (S5, p]) be a CmPFEN. The score and accuracy functions are, respec-
tively, defined as
o R S) - gl
S(k) = I——— M

m

and " o
2 (6(S)) + 9)) 2
2m !

where £(S3;) is the length of the fuzzy interval 3;. It is clear that S(A) € [-1,1] and «(A) € [0,1].

w(A) =

Proposition 1. The ranking of CmPFNs with the help of the proposed score and accuracy functions
is observed as follows.
If A and By, are two CmPFNs. Then
o Ap <BnifS(Am) < S(Bw),
e IfS(Am) = S(Bm), then Ay < By if a(Aw) < a(Bw),
e If, however, S(Aw) = S(Bw) and a(Aw) = a(Bw), then Ay = B

Definition 12. Let Aw = ([, i ], [y 13 Lo/ [t i) 1 iz, -+ o) = (7 w7,
Iy ad By — (v 071 [0, 05 ) s ] 1,02, ) = ([0, 0 ) e two
cubic m-polar fuzzy sets.
The distance between the two CmPFSs is defined by
_ 1/m
m —Q—],[ V. —l,-1/‘+ n m
d Am/Bm = [Z L1 - + Z|#]—V]|m1 : 3)
=1 j=1
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4. Extension of Dombi’s T-norm and T-conorm to CmPFSs

In 1982, Dombi [26] proposed some special kinds of t-conorm and t-norm. These no-
tions laid the foundation of various operations in different uncertainty environments.
On the basis of these operations, various kinds of aggregation operators (AOs) were de-
fined, which made the MCDM process very effective. Dombi t-conorm and t-norm are,
respectively, defined as follows:

1

v { () + (55))

{2

Dom*(k,p) =1—

Dom(k, p) =

wheres > 1and k,p € [0,1].

4.1. Dombi P-operations for Cubic M-polar Fuzzy Environment

Owing to Dombi t-conorm and t-norm, we define some basic Dombi P-operations for

CmPFS. Let A = {(x, [y (x), i ()], [y (), p13 ()], -+, [ptn (%), g ()], pa (%), pa (%), - -+,
pm(x)) 1 x € X} and B = {(x, [vy (x),v7 (x)], [vy (x), v ()], -+, v (x), v ()], va (),
va(x), -+, vm(x)) : x € X} be two CmPFSs with underlying set X. Then

. AméBme:{(x,[l— —L 11— = ! 7 ]
1+{(L(>)s+(f7())5}l/s 1+{( ) )s+( = )s}1/s

@) @) ) —v] @)

o ))
R Ay =

1- 1/]()(

— 1 1
* Am ®P Bm - { (x’ |: 7(1‘) 1-v; (x) ’ 1—u (x) . 1—vF (x) ‘ <:|'
1+{( P M I ) (e

# () v (x) () v ()

m
1
1+{(L’“>)s+(1;7¥) J1/s >].1}

e (P-Scalar Multiplication)

m
— _ 1 _ 1 _ l
)\Am B { (x, |:1 1+{A( V;(x) )5}1/5’1 1+{A( ;‘;r(x) )s}l/s:|,1 1+{/\( ) }1/S>]'_]}
17}1;()5) 1-uT (x) /

]

e  (P-Power)

Aﬁ't_{(xr|: 1— 1*( 4 1+ :| l ]/g>. }
LA s 1 (] P
]

'j

where s > 1.

Theorem 3. Let Ay, By and Cy, be the CmPFSs. Then

A ©p B = B &p A

An p Bnw = Bn p An

Ay ©p (Bm @p Cm) = (Am Dp Bm) ®p Cn = A ©p By ®p Crm
Ay ®p (B ®p Crn) = (Am @p Bm) ®p Ciy = Ay Qp By @p Cin
H(AAR) = (pA)Am

/\(Am Dp Bm) = A Dp ABm

AApm ®p Bm) = Ay ®p ABy

NSk =
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8  (Am @pBn)* = A\ ®pBY
9. (Am@pBw)' = A} @p By,
10.  (AA)H = A = Al

Proof. We prove (without any loss) our claim by considering CmPFNs, A, = ([y;, y].*],
1)ty Bm = ([U]f,v].‘*],v]-)}ﬂil and Cy, = ([a}j_, w;“],wj);”zl, corresponding to the alterna-
tive x € X. We only prove the statements for lower fuzzy numbers. The rest of the cases
are similar.

1. 2. The proof follows from definition.

3. (A ©pBu) ©pCrm =1— - 51 — 1 Op a);
1 () (e
17;4]. 171/].
=1- 1 s 1/s
- _ 51 N 1/s
A D)) ]y
1—-p. 1-v. w;
1+ i/ j +< 17>
v sy 1/s ]7“)]'

_ 1 _ 1
- _ s _ s _ sy 1/s
1—p. 1-v.; 1-w:;
] ] 1 ]
=1- 1 s 1/s
1= s — o\ sy 1/s
v w
N 1+ L)+ —L=
}l]- 1—1/] 1—w]
1+ —— | + i
F]' N — (s, 1/s
v w .
1-v 1-w;
1 ] ]
=p; Opl-

_ s _ sy 1/s
v; w;
] ]

= Am ®p (IBm ®p Cm

4. Similar to 3.
5 Mp=1-—1

‘1,4.7
A=) e
K

1
= H(AAm) =1— . 1 s 175
G5
e —
LAy /s
17;1].
= p(AMn) =1 ! (MA)Am

s  1/s

sy 1/s

1
1 s 1
! — o\ Sy 1/s - =
—; —v;
1+ ! -
_ sy 1/s _ s 1/s
],{4 V.
1—p; 1-v;
] ]
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=1- 1 75 Gp 1-— 1

u: s ﬁ
() () )
= AA ®p ABw
7.8.9. Similar to 6.
10. Follows from definition. [

Theorem 4. Let Ay, = ([y]f,y] I, ;4]) " and By = ([v f,vjﬂ,vj);”:l be two ICmPFSs (we are

referring to CmPFNs as CmPFSs wzthout any loss). Then Ay @p By, Am @p Bm, AAy (P-scalar
multiplication) and A7, (P-power) are are also ICmPFS.
Proof. Since Ay, is ICmPFS, so ;7 < p; < y].* = 1—;1/4+ <1-p<l-p = # <
j
- ) * - \° N O\
1 1 Mo W K <(L < (1 )
I=pj = 1-pf = T D = l—p; ) = 1*?’1‘) = \1-n
V. s Vi S 1/7*' s
Similarly for ICmPFS By, <1_/V]) < (1711/]_) < < 1+> .
Adding both inequalities, we have

<fé,»>s+ (;@)S S (ﬁlj):l(i_’,) < (13}): (1%1)5'
AT e T
T

,m. O
Following the same root, it can be easily proved that Ay ®p By, Ay and A\ﬁ1 are
also ICmPFSs.

A

for all j

Remark 3. If Ay, and By, are ECmPFSs, then Ay @p By, Ay ®p By, Ay, and Af; may not
be ECmPFSs. Counter examples are easy to compute.

4.2. Dombi R-operations for Cubic M-polar Fuzzy Sets
Let A, and B, be the CmPFSs as mentioned in Section 2.1. Then

1 1
° Am ®r By = { (x, |:1 — @) ) ,1— T e :|/
] s ] s11/s ] s ] s11/s
(o5 =) () ,j+(x)) }

I j g

m
l ) }
#j(x) 1-v;(x)
1+{(ﬁ)s+( /x) )s}l/s =1

1/](

* AmOrBm= {(x [ 1 : ’ k) ' v (x) }
1+{( " (x )s ( )}]/:’ 1+{(7x))5+(1/'+]7(x>)5}1/5
i i

m ]
(2 (1 =1

V]X

¢ (R-Scalar Multiplication)

o= { (e ] Y )
1+{A(%)5}1/S 1+{/\(ﬁ) /s 1+{/\( )}1/e =1

j j
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e  (R-Power)

I
1+{/\(7() Vs 1pfa(— e )}1/s M o1/ j=1
] /

wheres > 1.

Theorem 5. Let Ay, By, and Cy, be the CmPESs. Then

A DOr B = Bn DR A

An Qg By = B Qg A

Ay @R (B ©R Ci) = (A ©r Bm) ©Rr Cop = Ay Or By @R Ca
An ®r (Bm &R Cm) = (Am QR Bm) RRCim = Ay Qr By Or Ci
H(AAW) = (pA) A

AMApw Or Bm) = Ay O ABn

AMAp g By) = Ay Qr ABn

(Am ©r Bm)* = A}, ©r B,
(Am &R Bm) Afx& @R ]B;I\l
(A

© % N kR b=

ME = Ay = Al

[
S

Proof. Similar to Theorem 3. [

Remark 4. If Ay, and By, are ICmPFNs (or ECmPFNSs), then Ay &g Bm, Am @ Bm, AAn
(R-Scalar Multiplication), and A}, (R-Power) may not be ICmPFNs (or ECmPFNs). Counter
examples can be easily computed.

5. CmPF Dombi Aggregation Operators with P-order

In this section, we develop Dombi P-aggregation operators in cubic m-polar fuzzy
environment and give a brief description with the help of examples. These are cubic
m-polar fuzzy Dombi P-averaging operator (CmPFDPAQO), Cubic m-polar fuzzy Dombi
weighted P-averaging operator (CmPFDWPAO), and cubic m-polar fuzzy Dombi ordered
weighted P-averaging operator (CmPFDOWPAO). We will examine some properties of the
proposed aggregation operators as well.

Definition 13. For the family of CmPFNs A, Am,, - -+, Aw,, the cubic m-polar fuzzy Dombi
P-averaging operator is defined as

CmPFDPAO(Am,, Amy, -+ Am,) = Ay ©p A, Bp -+ Sp A,

Theorem 6. Let Ay, = ([H;/H;],}iij);n:y i=1,2,---,n, be the family of CmPFNs. Then their
aggregated value is again a CmPFN and

CmPFDPAO(Am,, Amy, -+, Am,) =

(R I
1+ {XL 1(1}[;}, )s}1/s 1+{Z (”11 )5}/ 1+ {2 (= 11 )}1/s .

Proof. We can prove it by induction on n.
For n = 2, we have
CmPFDPAO(Aw,, An,) =
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m
1 1 1
( [1 LG G 1 LG 4 s T >/'—1

which is a CmPJFN by def1n1t10n ] J

Suppose n > 2, and our proposed averaging formula is true for CmPFNs numbered
less than n.

Now we see that
CmPFDPAO(Aw,, Ay, -+, Am,) =

m
1

2l ]’1 LHEL <1"” )}US)
#)s}l/s j=1

i

( [1 a 1VT -
1+{Zf':1(#)5}1/5 1+{Z (
ij

1

(- w1 v,
LHEL (- Lii_yoyurs 1+{= 1( L ysyi/s L (o N i

1] 7]
®p ([ 1) 1)
which is a CmPEN by induction hypothesis. O

Remark 5. Theorem 4 implies that the aggregation of ICmPFNs Ay, An,, - -+, A, under
CmPFDPAQO is again an ICmPFN. However, there is no assurance about external aggregation.

Example 1. Let us consider four C3PFNs

A, = ([0.20,0.27],[0.30,0.41], [0.25,0.31],0.25,0.80, 0.25)
= ([0.21,0.29], [0.29, 0.40], [0.21,0.33],0.28,0.77,0.27)
= ([0.19,0.25],[0.32,0.38], [0.23,0.29], 0.26, 0.82, 0.26)
= ([0.22,0.26],[0.28,0.39], [0.24,0.32],0.29,0.81,0.28).

For s = 4, the aggregation under C3PFDPAQ is given by

CmPFDPAO(Am,, Amy, Ay, Am,) =

o)
+
) }1/5

3
<|:1 o l;tf ’1 o 4 1}’] 1/5)
1+{Z;¥:1(#)s}l/s l+{24 1( H{ZE (= ) } j=1

= 1- 1 a1 — ! 1/4] ’
( [ LH{ (122) "+ (:2880) +(128%) + (128} L { (28) "+ (28%) "+ (285) + (23%) "}

[1_ 4 41 4 ol 4 41 4 4 1/4],

1*{(19'8%0) +H(2m) (%) +(%5%) } 1*{(1%&1) +(1%500) +(129%) (1 %0m) }

1

1- ! 73,1 — 1/4] ’

[ 1*{(103525)4+(19‘5.121)4+(19‘323 )4+(19'§é4)4} 1*{(19‘851)4+(19‘3%3)4+(19‘§%9 )4+(19’8%2)4}

1— 1 1 o1
1*{(1 B ) +(1285) +(1%%) "+ (1285 ) 1+{(19'g%o)4+(19'5.777)4+(19'(%2)4*(19'3}31)4}

/1 -
}1/4

1 )
1/4
1+{ (1285 +(:%% ) +(:%5) "+ (1285 )4}
= ([0.27,0.34], [0.35,0.48], [0.30, 0.39], 0.35, 0.85, 0.34).
In the following, we see that CmPFDPAO is commutative.

Theorem 7 (Commutative). Let Ay, = ([,ui;, y;]?], i)ty i =1,2,- -, n, be the assembly of
CmPFNs. Then

CmPFDPAO(Awm,, Am,, -, Am,) = CmPFDPAO(Am,, Amy, - -+, Am,),
where (Aw, ), is a permutation of (Am,)"_,.
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Definition 14. For a collection of CmPFNs A, Ay, - -+, Ay, the cubic m-polar fuzzy Dombi
weighted P-averaging operator is defined as

CmPFDWPAO(A1, Ay, -+, An) = w1 Ay ©p wrAy Gp - - - Bp wy Ay,
where w = (w1, wy, - - -, Wy ) is a weight vector with Z Lwi=1 and w; > 0.

Theorem 8. Let A; = ([yi;,yi?],yij);’;l, i=1,2,---,n, be the collection of CmPFNs. Then
their aggregated value under CmPFDWPAO is again a CmPFN and
CmPFDWPAO(A, Ay, -+, Ay)

m
({1— L 11— 1y+ }1—1 = 1, “/k>
FHEL o (P LHEL (L e L e
ij 11
Proof. We can prove it by induction on n.

For n = 2, we have
CmPFDWPAO(A1, A3)

1- 1 1-— 1
e Ly T v e
Lo (= Y e (= Y L {wn () ()
1j 1j '

1—]42]. 1—;42]

1 m
L (g ben( >k}1/k> =
which is a CmPFN, by definition.
Suppose n > 2, and our proposed averaging formula is true for CmPFNs numbered
less than n.
Now we see that
CmPFDWPAO(A1, Ay, -+, Ay) = w1 Ay @p wpAy @p - - - Bp wyAy

m
o ({1 B ' i - : I }'1 Coi{x w-(1 Hij )k}l/k).
1+{2f’:1wi(1727 JEpI/E 1+{2?:1wi(1fz+_)k}l/k =T ) =1
ij

i

m
:<|:1_ 1}1f /1_ L + :| 1_1 Zn,] ! H] kl/k)
1+{Z;’:_11w,-(#)k}1/k 1= ( i I yky1/k o wi(= ) } j=1
Yy ij
®p wWn ([, poyils tnf)
which is surely a CmPFN by induction hypothesis. O

Theorem 9. Let A; = ([]/ti;, y;'j'], Vij)]m:y i=1,2,---,n be the collection of ICmPFNs with a
weight vector w = (w1, wy, - -+ ,wy). Then CmPFDWPAO(A1, Ay, - -+, Ap) is also an ICmPFN.

Proof. Since Afs are ICmPFNs, so
- . + o+ o - Hij Hij
‘uij S ,uZ] S ,ul] =1 Vl] S 1 Vz] S 1 ‘ul] = 17’15 S 1_%,]. S
_ k
Hij n Hij ) n Vz
= 1 1wl<1_ﬂﬁ> <yie(i) < oho(
1 1

1
=1- k1/k§1_ kl/kgl_ NG L
Wir n ) Hij Hii
wlee() ) ()} ()]
if if

forallj=1,2,---,m. This proves our claim. [

1
17y;

Example 2. Consider the data of Example 1 and let the weights assigned to Als be (0.31,0.42,0.17,
0.10)". The dictation under CuPFDWPAO (fork = 4) is given by
CWIPPDWPAO(Al, Az, A3, A4)
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3
({1_ 1’ a 1+ }1_1 x4 T kl/k)
PHELm(SE P HEL e HEL (5P o
ij
1
2 047(

([1 1 +{031(1%,)*+0.42(1%3

1-— 1 ]
14+{031( 12857 ) +042( 1285 ) *+017( 2 35)4+o.10(19-§gé)4}1/4 ’
1
1/47
1285 )" +0.17(1238%;) " +0.10( 1285 )}

747
019 )4+0.10( 2, )4}

1—
{ 14+{031( %% )" +042(

1
. 1+{o.31<10-3_al>4+o.4z<1°v330>4+o.17<10-3_%8>4+o.w<10-3_%9>4}“4]’
- 1
1 {031( 1255 +042( 122y ) +007(12 ) +010( 1234}
1-— 1 ]
1031 (1235 ) +042( 10355 ) 1017 (1285 ) +010(1235,)*}
1
a 1+{0-31<19‘535>4+o-4z<19-3,828>4+o-17<&5%) +010(1225 )}
1 _
{

80 ) 10.42( 1277, ) +0.17( 128

j

: . %)}
4 j

j

B 1
14+{031( 1285 ) *+042( 1257 ) +0.17( 12355 ) *+0.10( 12355 )* 1/4)
— (]0.21,0.28], [0.30,0.40], [0.23,0.32], 0.27, 0.80,0.26).

The following properties can be easily proved for CmPFDWPAO.

Theorem 10 (Idempotency). Let A; = ([‘ui;,‘u;]f], y,'j);-":l, i=1,2,---,n, be the collection of
equal CmPFNs, say A; = A = ([y;, y].*], yj)Tzl. Then the aggregated value under CnPFDWPAO
is again a CmPFN A. Mathematically, CuPFDWPAO(A1, Ay, - -+ , An) = A.

Proof. CmPFDWPAO(Al,Az, s ,An> = w1A1 ®p wr Ay Pp --- Pp WAy = wW1A Dp
WrA @p - DpwyA

m
:({1— ! 11— L },1 L kl/k)
1+{z 1w(1" Jeyi/k 1+{E§Llwi(%)k}1/k LH{E (12 7N i
]

Hj

= <{1 — 1 ,1— 1 ] 1-— . >
(e L] R
] ]
= ([ wf Iy =4 O

Theorem 11 (Monotonicity). Let A; = ([yi;,y;],yij);’;l and B; = ([1/1.] l]} vl])] 1=
1,2,---,n, be the two collections of CmPFNs such that A; <p B; for all i. Then

CmPFDWPAO(Ay, Ay, - -+, Ap) <p CmPFDWPAO(By, By, - - - , By).

Proof. By our assumption we have
<
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s kN 1/k v kN 1/k
= {1+Z?_1wi(1_”’1“) } < {1+2;1_1w1.<1_lf/“) }
if g
=1- ! k< 1/F 1 — k~ 1k
{1+Z’-1 w'( i ) } {1-0—2?' w'< Wi > }
=10\ 1 =10\ 1y
1 ij

Using similar observations for ‘u;]f < 1/;].r and Hij < Vij, the result follows. O

—_

Theorem 12 (Boundedness). Let A; = ([yi;, yiﬂ, ‘uij);”:l, i=1,2,---,n, be the collection of
CmPFNs. We define VpA; = AT and A\pA; = A~. Then

A~ < CmPFDWPAO(A1, Ay, -+ ,Ay) < AT,
Proof. The proof is straightforward. O

Definition 15. Let A1, Ay, - -+, Ay be the family of CmPFNs; the cubic m-polar fuzzy Dombi
ordered weighted P-averaging operator is defined as

CmPPDOWPAO(Al, Az, cee ,An) = ZU1AU(1) ®p ZUzAg(z) @®p---Dp w,,A(,(n),

where w = (wq,wy, - - ,Wy) is a weight vector with Z;?:lw]- = land w; > 0, and o(i)isa
permutation of (i), dictating Ay1y >p Agp) Zp = 2p Ag(n)-

Theorem 13. Let A; = ([yi;,y;ﬂ,yij);”zl, i=1,2,---,n, be the knot of CuPFNs. Then the
accumulated/aggregated value under CmPFDOWPAQO is a CmPFN and
CmPFDOWPAO(A;, Ay, -+, Ay)
m
= ([1 1%7“ ,1— 1;#.. ,1— - 1%(]_)]_ kl/k) .
l+{2;’:1wi(17”@] YkY1/k 1+{Z;‘:1wi(1 asl’)] Yk 17k 1+{Zi=1wi(m> } j=1

. ) , 70y
The w; and o (i) have usual meanings.

Proof. We can prove it by induction.
For n = 2, we have
CmPFDOWPAO(A1, Ay)

7

- (|:1 - o 1 o ’ 1 B i 1 o
{0y (20 ooy (R Y1/ o (O ey (R 1k

o1 1ty (2)) (1) Ho(2)]

m
1
N To(1)j Fo(2)j 1/k) ,
T
which is a CmPEN, by definition.
We can grip induction hypothesis. Now we see that

CmPFDOWPAO(Al,Az, S ,An) = ’wle.(l) ®p ZU2AU(2) Dp---Dp wnAg(n)

m

- ({1 N lu’ - 1#* ]’1 N 1"¢7<f>1‘ K 1/k>

o o s n . .

TH{E_ w0y (i yiy1/k T+ wy (O ey 1+{Zi:1wz(17%({)/) WE) =1
T gy T g,

o / N\ ’ n— a(@)j
1+{2?;11wi(%)k}1/k 1+{2?;llzui(:;'47&(){>‘)k}l/k l+{zi:11wi(1fyg<j)j YY) i
o(i)j a(1)]
- +
©p wn ( [Vﬂ,ﬂjr Vg(n)j]/ ,”U(n)j)
which is surely a CmPEN by induction basis/hypothesis.

We can prove the following properties for CuPFDOWPAO. [
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Theorem 14. CrmPFDOWPAO ensures its compatibility for ICmPFNs. That is, if A1, Ap, - -+, An
are ICmPFNs, then CmPFDOWPAO(A4, Ay, - - - , Ay) is an ICmPEN.

Proof. The proof is similar to Theorem 9. [

Theorem 15 (Idempotency). Let A; = ([yi;, ]A;}’], Wij)ity, i =1,2,- - ,n, be the assemblage of
CmPFNs such that A; = A = ([yj_,y;“},yj)]’.”:l for all i. Then CuPFDOWPAO(A1, Ay, - - -,
Ay) = A.

Proof. Consider CmPFDOWPAO(A1, Az, -+, An) = w1A,(1) BpWaAg(a) ®p - - Bp WnAg(n)
= w1 APBpwrAPp---Ppw,A

m

— 1— 1 1— 1 1— 1
o " . ol 1H{E" w;( LK}k )
1+{Z?:1wi(717#_7 Ry 1+{2?:1wi(17%_+) 3 =1 gy =1
i i

({1 - - A= + ]’1 - 7 >
1 { (I yeys 1+{(1yj+)k}1/k L ) g

1—
I’]

[ wflou)i, = A,
w = (w;)!_, being the weight vector. [

Theorem 16 (Monotonicity). For the two collections of CmPFNs A; = ([;11.;, y;}], y,']-)}":l and
B, = ([v;,v;},vij)}”:l, i=1,2,--- ,n,with A; <p B; forall i, CuPFDOWPAO(A1, A, -,
A,) <p CmPFDOWPAO(By, By, - - - , By).

Proof. Theorem is the same as Theorem 3. [

Theorem 17 (Boundedness). Let A; = ([yi;, yiﬂ, .uz‘j)}":y i=1,2,---,n, be the collection of
CmPFNs. We define VpA; = A" and A\pA; = A™. Then

A~ <p CuPFDOWPAO(A1, Ay, -+ , Ay) <p AT

Proof. Straightforward. To date, we have discussed CmPFDPAO, CmPFDWPAO, and
CmPFDOWPAO and related properties for CmPFEs. These operators have their own
advantages. However, they have some limitations as well. CmPFDPAO does not work
in a weighted environment, CmPFDWPAO weights only CmPF values, and only ordered
positions are weighted under CmPFDOWPAOQ. To overcome this limitation, we define a
new aggregation operator that is a hybrid of CmPFDWPAO and CmPFDOWPAOQO and will
weight CmPF values as well as their ordered positions. [

Definition 16. A cubic m-polar fuzzy Dombi hybrid P-averaging operator (CmPFDHPAO) is a
function from n-dimensional CmPF space to CmPF space. If we have a collection of CmPFNs A; =
([yi;,y;],yij);”zl, i=1,2,---,n, then the CnPFDHPAO weighted by w = (w1, wy, - -+ ,Wy),
w; > 0, X w; = 1is defined as

CmPFDHPAO(A1, Ay, -+, Ap) = wlAZ,(l) ®p sz;(z) ®p---Op wnA;(n),

where A} = nU;A;; n is balancing factor, 5 = (U;)"_, is weight vector for A}_, with the condition
O; > 0and ¥} U; = 1. Here, o has usual meanings as in Definition 3.

Interestingly, CmPFDHPAO becomes CmPFDWPAO if we take w = (1/n,1/n,---,
1/n), and it becomes CmPFDOWPAO if we take U = (1/n,1/n,---,1/n). Therefore,
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CmPFDHPAQ is the generalized one with CmPFDWPAO and CmPFDOWPAQ as its special

cases.

6. CmPF Dombi Averaging Aggregation Operators with R-order

In this section, we introduce some Dombi R-aggregation operators for CmPF informa-
tion. We will discuss some properties of these AOs.

Definition 17. For a collection of CmPFNs A1, Ay, - -+, Ay, the cubic m-polar fuzzy Dombi
R-averaging operator is defined as

CmPFDRAO(A1, Ay, -+ ,Ap) = A1 DR Ay DR -+ - DR Ay

Theorem 18. Let A; = ([,ui;, y;]f], Wij)ity, 1 =1,2,--,n, be the collection of CmPFNs. Then
the aggregated value under CmPFDRAQ is again a CmPEN and
CmPFDRAO(Aq, Ay, -+, Ay) = <[1 - o 11— L ,
1+{2{’:1(#)"}1”‘ 1+{2?:1(#)"}”k
if

ij

m
} )
LHEL (D
Proof. Proof is the same as Theorem 6. [

Theorem 19 (Commutative). For any collection of CmPFNs A; = ([yi;,yjjf],yij)]’.”:l, i =
1,2,---,n,

CmPFDRAO(Ay, Ay, - -+ ,Ay) = CmPFDRAO(A, Ay, -+, Ay), where (A", is a
permutation of (A;)"_;.

Proof. Follows from definition. O

Definition 18. For a collection of CmPFNs A1, Ay, - - - , Ay, the Cubic m-Polar Fuzzy Dombi
Weighted R-Averaging Operator is defined as

CmPFDWRAO(A1, Ay, -+, An) = w1 A1 OrwrAs R - - - Drwy Ay, wherew = (wy,wo, - - -,
wy ) is a weight vector with Z;?zlw]- =1land w; > 0.

Theorem 20. Let A; = ([‘ui;, ;4;]7], y,»j)]f.”zl, i=1,2,---,n, be the collection of CmPFNs. Then
the aggregated value under CmPFDWRAO is again a CmPFN and

CmPFDWRAO(A1, Ay, - -+, Ay)

m
— 1 1 1
o ([1 B 1 A= n ! 14+{zn w.(l”‘if )k}l/k) ,
HELw ()P () =101 j=1
ij ij

Proof. The following properties can be easily proved for CmPFDWRAO. O

Theorem 21 (Idempotency). Let A; = ([H;/Hﬂzﬂz‘j)}iy i=1,2,---,n, be the assembly of
CmPFNs such that A; = A = ([y]._,y;r],yj)]’.”zl. Then, CnPFDWRAO(A1, Ay, -+, Ay) = A.

Theorem 22 (Monotonicity). Let A; = ([yi;,yjjf],yij);?;l and B; = ([v;,v;},vij);ﬁ:l, i =

1,2,---,n, be the two collections of CmPFNs such that A; <g B; for all i. Then
CmPFDWRAO(A4, Ay, - ,Ay) <g CmPFDWRAO(By,By, - ,By).
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Theorem 23 (Boundedness). Let A; = ([yi;, y;ﬂ, ptij);”zl, i=1,2,---,n, be the collection of
CmPFNs. We define VR A; = AY and AR A; = A™. Then

A~ <gp CmPEDWRAO(A;1, Ay, - -+ , Ay) <g AT

Definition 19. Let Ay, Ay, -+, Ay be the fabrication of CmPFNs, the Cubic m-Polar Fuzzy
Dombi Ordered Weighted R-Averaging Operator is defined as

CmPFDOWRAO(A1, Az, -+, An) = w1 Ag(1) BR W2Ay(2) PR -+ - DR WnAy(y), where w =
(wy,ws, -+, wy) is a weight vector with Z?le]' = land w; > 0, and o(i) is a permutation of
(i)?:l dictating Av(l) >R AO’(Z) >R 2R Acr(n)'

Theorem 24. Let A; = ([yg,y¥],yij)?:1, i=1,2,---,n, be the knot of CmPFNs. Then, the
accumulated value under CmPFDOWRAQ is a CmPFN and
CmPFDOWRAO(A1, Az, -+, Ay)

m

— . 7 . 7 V o e .
1+{Z?:]wl_(:¢7(i)l JE}1/k {0 wy f”(fr)l. ‘)k}l/k 1+{Z w;( T ‘7();)] Yk}1/k j=1

T -

(i) (i)

The w; and o (i) have usual meanings.
We can prove the following properties for CtPFDOWRAO.

Theorem 25 (Idempotency). Let A; = ([yi;, ‘u;]f], .Mij)}ﬂ:y i=1,2,---,n, be the assemblage of
CmPFNs such that A; = A = ([y;, ‘u;r], ptj)}":l, say, for all i. Then, CmPFDOWRAO(A1, Ay,
e, Ap) = A

Theorem 26 (Monotonicity). For any two collections of CmPFNs A; = ([yi;, yjjf], ;41-]-)]’.”:1 and
B, = ([1/17,1/1.;?],1/1‘]-);71:1, i=1,2,---,n,with A; <g B; forall i, CuPFDOWRAO(A1, Ay, -,
Ay) <gx CuPEDOWRAO(By, By, - - - , By).

Theorem 27 (Boundedness). Let A; = ([yi;, y;ﬂ, ‘ui]‘)szl, i=1,2,---,n, be the collection of
CmPFNs. We define VRA; = AT and ARA; = A~. Then,

A~ <gr CmPFDOWRAO(A1, Az, -, Ay) <R AT,

We have discussed CmPFDRAO, CmPFDWRAQO, and CmPFDOWRAO and related
properties for CmPFEs. These operators have some limitations already mentioned in
Section 3. Therefore, hybridization of CmPFDWRAO and CmPFDOWRAOQ is mandatory.

Definition 20. A cubic m-polar fuzzy Dombi hybrid R-averaging operator (CmPFDHRAO) is a
function CmPFDHRAOQO : A" — A. For CmPFNs A; = ([;41,;, y;'j'], yij);.”:], i=12---,n, the
CmPFDHRAO weighted by w = (wy,wp, - -+ ,wy), w; > 0, 2t w; = 1is defined as

CmPFDHRAO(A1, Ay, -+, An) = W1 Ay ) @R W2 A ) BR -+ R Wn Ay,

where A} = nU;A;, n is balancing factor, O = (U;)_, is weight vector for Aj_, with the
condition U; > 0 and ¥} U; = 1. Here, 0 is a permutation on {1,2,--- ,n} which dictates Ags
in descending order. CmPFDWRAO and CmPFDOWRAO can be observed as special cases of

CmPFDHRAO by takingw = (1/n,1/n,---,1/n)and G = (1/n,1/n,--- ,1/n), respectively.
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7. MCDM towards the Circular Economy

In this section, we develop a multi-criteria decision-making (MCDM) technique under

cubic m-polar fuzzy information and its application to circular economy (CE). The circular
economy (CE) is currently a common concept advocated by many white collar countries
and many businesses around the world. However, the science and research fabric of the
CE theory is simplistic and unfocused. CE, no doubt, is the best alternative of the linear
economy, but its applicability is reduced until its complexities are alleviated.
The word “circular economy” has both a descriptive and linguistic sense. In latter sense,
it is opposite to CLE, which is characterized as the conversion of natural resources into
waste through processing. Such waste generation leads to environmental destruction by
depleting natural resources and increasing pollution. The word “linear economy” has
been extensively used since the birth of “circular economy”, which is an economy with a
minor or no net impact on the climate. It is intended to restore any harm to the resources
while guaranteeing little waste during the entire manufacturing period. There are many
biochemical and geochemical cycles on the earth that inspired the idea of CE. For instance,
water evaporates from the earth water bodies, forms rain drops, comes back to the earth
and again becomes a part of the rivers, seas, oceans etc. Similar biogeochemical cycles
can be observed on the earth. Each cycle has its own time perio, e.g., water cycle takes
about 9 to 10 days, carbon dioxide takes 4.5 years, oxygen in the atmosphere takes 3.8
years to complete. Such biogeochemical cycles in nature are the reason of the existence of
humankind on the earth. The water cycle is shown in the Figure 1.

Condensation
Solar energy
Cloud

Précipitation snow and

glaciers

Evaporation

Woatercourse

Figure 1. Water cycle.

The practice of CLE has altered almost every cycle. In order to safeguard the existing
cycles in nature, it is advisable to promote CE. What makes CE implementable are recycling,
repairing, recovering, regenerating etc. The most important and achievable of these is
recycling. Recycling refers to the process of transferring sludge into new materials and
products. This definition also includes energy recovery from waste materials. The ability
of a material to reclaim the properties it had in its pure state determines its renewability.
Recycling can help to reduce waste from genuinely useful products while also lowering
the cost of new raw materials. Recycling is a central facet of current waste diversion and
is the third level of the “Reduce, Reuse, and Recycle” hierarchy. The materials that can
be recycled include glass, cardboard, plastic, paper, tires, textiles, metals, and electronics.
Each of these are recycled in a unique way. For example, if we focus on recycling plastic
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materials, three major processes are frankly useful depending on the type of the plastic

under consideration.

®  Chemical recycling
¢  Heat compression
*  Mechanical recycling

Chemical recycling.

Polymers are a special type of plastic manufactured chemically. These are basically
complex chemical combinations of monomers. A wide range of polymers may be converted
back into monomers. PET, for example, is a well-known polymer. It is converted to dialkyl
terephthalate if treated with alcohol and an appropriate catalyst. The terephthalate diester
is then treated with ethylene glycol, yielding a pure form of a new polymer known as
polyester polymer. As a result, various types of plastics can be effectively recycled using
chemical methods.

Heat compression.

In heat compression, plastics of all sorts are mixed together, compressed, and rolled in
a large heated and rolling tumbler. This is a beneficial way to recycle the plastic. However,
the tumblers involved render this process uneconomical because it again involves the
usage of natural resources like coal, 0il, gas etc. to rotate the tumbler and for compression
purpose. Therefore, this process bears some criticism.

Mechanical recycling.

Some plastics are melted down to shape new objects. For example, PET plastic can
be processed into polyester, which is intended for clothes. A downside of this recycling
method is that the polymer’s molecular mass can alter with each remelt, and the amounts
of fish waste in the plastic can increase.

Plastic recycling process can be categorized into three steps: Collection, Reprocessing,
and Production. The main contribution to these three steps mainly comes from collectors,
suppliers, sorters, and recyclers.

Collection.

Recycling operation starts with the contribution of garbage pickers and dealers. A re-
cycling organization involves a network of formal collectors participating in collecting
and sorting of recyclable plastic materials. Garbage pickers include two categories: those
who work legally with a company and those who are not bound to any specific organi-
zation. The second type of picker is critical to the industry. They work independently,
inconsistently, and they do not bother the liability of the industry. However, the plastic
recycling industry relies on them, to some extent, indirectly. Due to their informal and
erratic work hours, recyclables are not routinely supplied to recyclers, and hence it is not
beneficial to the industry. Therefore, to secure a reliable position in the market, a recycler
must minimize its dependance on critical pickers.

Reprocessing.

After the waste plastic is collected, it is supplied to the recycling plants by the dealers,
where it undergoes one of the above mentioned recycling process followed by resorting.
Resorting is indispensable for the circular economy. Some plastic materials are economically
recycled under heat compression, some using chemical and some mechanical methods
according to their resin type. This categorization is accomplished in reprocessing.
Production.
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When sorted, plastic recyclables are eviscerated for mechanical, chemical, or heated
recycling. The pieces are shredded and treated in order to extract impurities such as paper
annotations. The material is melted or chemically treated to produce other items.

In order to make unanimous, clever and well-suited decisions in cubic m-polar
premises, we propose an extended SIR method that is based on coding superiority in-
dex/flow and inferiority index/flow and that dictates the affirmation of the most de-
sired /ideal option in contrast. We first give an algorithm/technique and then apply it to
deal with the problem of selecting the most effective recycling plant that can help transform
a CLE into a CE in an ideal way. An extended superiority and inferiority ranking (SIR)
technique under CmPFSs is developed in the following Algorithm 1.

Algorithm 1: (SIR method)
Consider a set of alternatives X = {xq,x2,- - -, X }, a group of decision makers
E ={ey, e, -, ¢}, fuzzy weights W = {W;, Wy, - - - , W}, and a set of criterion
C={cy,c2, - ,cn}. Let pfj be the cubic m-polar fuzzy number assigned to i

alternative, with respect to the j criteria, by the k" expert. Construct the cubic
m-polar fuzzy decision matrices P(k) = ( p;‘j)mxn,k =1,2,---,1. Assume that w;‘

is the cubic m-polar fuzzy wight value of the criteria c; given by the expert ¢,
and construct the criteria decision matrix w = (w;‘ )ixn- The most suited
alternative is filtered by the technique proposed below.

Step 1: Determine the relative proximity coefficient by the formula

_ d(wk/ Wi)
6 = AWy, W=) +d(W,, WH)’ @

where W~ and W™ denote, respectively, the P-minimum and P-maximum. It immediately
follows from the formula that if Wy — W™, then ¢ — 1. Similarly, if Wy, — W, then
¢x — 0. Furthermore, 0 < & < 1.

Step 2: If the ¢ are in normal form, that is, if they sum up to unity, name them as (.
Otherwise, normalize them by the formula

_ Gk
Zi:ﬂ:k

Ck @)

In this way, we obtain normalized estimation degrees { = ({1,02,- -+, {}).
Step 3: Obtain the combined cubic m-polar decision matrix p = (f;j)mxn and the weight
vector @ = (wj);ﬂzl using one of the proposed operators, where

pij = CmPFDWPAO(p};, p}, -+ - , pi;) = CmPFDWPAO(p}))i_1, (6)

@; = CmPFDWPAO (w}, w?, - - - ,w}) = CmPFDWPAO(w));_;. ?)

(In the end, we give a comparison analysis of CmPFDWPAQO with the other proposed
operators.)
Step 4: Construct the relative performance relation

®)
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where p = max; jj and p~ = min; j;;. Clearly, if p;; — p~, then fi; — 0 and if p;; — p*,
then f;; — 1. Furthermore, 0 < f;; < 1.

After this, construct superiority matrix S = (Sl-]-)mxn and inferiority matrix I =
(Iij)mxn, where

||
hgE

¢(fij — frj); )

-
I

1

and

H
Ms

o(fi — fii)- (10)

1

-
Il

¢(x) being the threshold function given by

001 O0<x<1
P(x) =
000 x<Qorx>1.

Step 5: The superiority index and inferiority index can be calculated, respectively, as
follows.

¢~ (x;) = CmPFDWPAOs, (@;)j_y = (Sn@1 @p Sp@z ®p -+ &p Sinn),  (11)

and
¢=(x;) = CmPFDWPAO, ())}_y = (In®1 ©p L@ ®p - - - Dp Liy@p). (12)

Step 6: Calculate the score functions of ¢=(x;) and ¢~ (x;), foralli = 1,2, -- - ,m, using the
Formula (1).

Step 7: Find the superiority flow and inferiority flow according to the following rules.
Superiority Flow Rules (SFRs)

o X >xif S(¢7(x;)) > S(¢7 (x1)) and S(¢=(x;)) < S(¢~
* x> xif S(¢7(x;)) > S(¢7 (x1)) and S(@=(x;)) = S(¢=
* x> xif S(¢7(x;)) = S(¢7 (x1)) and S(P=(x;)) < S(¢=(x1)),
Inferiority Flow Rules (SFRs)

* X <xif S(¢7(xi)) < S(¢7(xt)) and S(¢=(x7)) > S(P=(x1)),
o x <xif S(¢7(x;)) < S(@7 (xr)) and S(¢=(x;)) = S(9=(x1)),
o xi <xif S(¢7(xi)) = S(¢7 (x1)) and S(¢=(x;)) > S(¢=(x1))-

Step 8: SF rules coupled with IF rules can filter the optimal alternative.

7.1. Numerical Example

The evidence gained in tandem with the circular recycling curriculum is used for the
purpose of elucidating model implementation in response to mutually beneficial channels
of the program and the towns where it functions and identifies compassionate economic
policies for foragers for recyclable materials. A city mayor plans to initiate the practice of
CE in their city. The first step for this purpose is to install a recycling plant. The mayor
hires three economists e1, €3, e3 and assigns them the credibility weights Wy, Wp, W3 (shown
in Table 1). They chose three companies/recycling plants x1, xo and x3, which are currently
contributing to CE in certain areas. (Note: We are restricting ourselves to three alternatives
and three criteria because our intention is to propose a mathematical model for selecting
an optimal recycling plant. The same model is efficient for a big data). Each of the three
companies claims that it is the best option for recycling plastic materials, rubber wastes,
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glass wastes, etc. These companies recycle the things in three steps “collection, reprocessing
and production”. The main problem is to filter the best plant to be installed in the city.
The efficiency of each plant is observed on the basis of three criteria shown in Table 2. Their
individual assessment turn out to be cubic m-polar fuzzy matrices (shown in Tables 3-5).
Step 1: Find W~ = ([0.10, 0.30], [0.20, 0.70], [0.30,0.80],0.12,0.11,0.50) and

W+ = (]0.80,0.90], [0.83,0.91], [0.85,0.93],0.90,0.81,0.76). Utilize the Formula (3) to calcu-
late

d(Wy, W—) = 0.49852; d(Wp, W) = 0.727081; d(W3, W) = 0.947559;

d(W1, W) = 0.856648; d(W,, W) = 0.847022; d(W3, W) = 0.539338.

Calculate the relative proximity coefficients (using Formula (4))

¢ = (0.3679,0.4619,0.6373).
Step 2: Normalize the estimated proximity degree (using the Formula (5))
¢ = (0.2508,0.3148,0.4344).

Step 3: Aggregate the cubic m-polar fuzzy decision information (for k = 4), provided by
the three economists, to figure out the joint information (given in Table 6). The identified
criterions are given in Table 7.

Furthermore, obtain the unanimous criteria weights using Equation (7),

@, = ([0.28,0.589], [0.32,0.717], [0.329,0.821], 0.346,0.749, 0.208)

@, = ([0.161,0.72], [0.255,0.711], [0.436, 0.47], 0.159, 0.649, 0.325)
ws = ([0.143,0.532], [0.448,0.77], [0.85,0.976],0.13,0.145,0.878).

Step 4: The relative performance matrix (using the Formula (8)) is given by

0.604 0.289 0.300
(fij) = 0311 0615 0.79
0.608 0.456 0.106

Construct the superiority and inferiority decision matrices using the Equations (9)
and (10), respectively.
0.01 0.00 0.01
S=| 0.00 0.02 0.02
0.02 0.01 0.00
and
0.01 0.02 0.01
I=1 002 0.00 0.00
0.00 0.01 0.02

Steps 5, 6: The superiority and inferiority indices of the alternatives and their respective
score functions are given in Tables 8 and 9.
Step 7: The superiority flow is given by

Xp > X1 > X3,
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and the inferiority flow is given by
Xp > X1 > X3.
Step 8: Both the superiority and inferiority flow agree at the optimal alternative xy.

Table 1. Credibility weights.

Economists Weights
e W1 = ([0.20,0.30], [0.50, 0.70], [0.45,0.93],0.61,0.11, 0.50)
e W, = ([0.80,0.90], [0.83,0.91], [0.85,0.80],0.12,0.30, 0.70)
es W3 = ([0.10,0.80], [0.20, 0.75], [0.30, 0.85],0.90, 0.81, 0.76)
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Table 7. Identified criterions.

c1 Global Warming Mitigation
o) Friendly to the environment
3 Low energy consumption

Table 8. CmPF-SI with their scores.

Alternatives Superiority Indices Scores
X1 ([0.11,0.33],[0.209, 0.532], [0.642,0.928],0.144, 0.486, 0.695) 0.216
X2 ([0.075,0.494], [0.235,0.573], [0.681, 0.939], 0.072, 0.410, 0.730) 0.297
x3 ([0.128,0.459], [0.155,0.511], [0.208, 0.633], 0.166, 0.533, 0.137) 0.210

Table 9. CmPF-II with their scores.

Alternatives Superiority Indices Scores
X1 ([0.113,0.496], [0.211, 0.555], [0.642, 0.928], 0.145, 0.502, 0.695) 0.268
X2 ([0.128,0.35], [0.15,0.489], [0.156, 0.633], 0.166, 0.529, 0.09) 0.211
X3 ([0.068,0.453], [0.234, 0.566], [0.681,0.939],0.064, 0.369,0.73) 0.277

7.2. Comparison Analysis

In Table 10, we compare suggested aggregation operators with some existing operators
to examine the harmony of the proposed model with previous existing operators. The
analysis provided therein demonstrates that our proposed model is compatible with
those already in the literature. The proposed operators make a credible and legitimate
contribution to dealing with uncertainties by utilizing cubic m-polar fuzzy information.

Table 10. Comparative analysis of the proposed operators and existing ones.

Method Ranking of Alternatives = The Optimal Alternative
PFDOWA (Jana [30]) Xy = X3 > X4 X
PFDHWA (Jana [30]) Xy > X3 > X1 X7
PFOWA (Garg [24]) Xp > X1 > X3 X
PFHA (Garg [24]) X = X1 > X3 b
CqROFBM (Liu et al. [41]) Xy > X3 > X4 X7
IFEIO (Liu and Wang [42]) Xp > Xg4 > X1 X
CMPFWAO (Riaz and Hashmi [35]) Xy = X1 > X4 X
CMPFOWAO (Riaz and Hashmi [35]) Xp > X1 > X4 X7
CMPFHAO (Riaz and Hashmi [35]) Xp > X1 > X4 X
CmPFDPAO (Proposed) Xp = X1 > Xy X
CmPFDRAO (Proposed) Xy > X1 > X4 X7
CmPFDWRAO (Proposed) X > X1 > X4 b
CmPFDOWPAO (Proposed) Xp > X1 > X4 X
CmPFDOWRAO (Proposed) Xy > X1 > X4 X7
CmPFDHPAO (Proposed) X > X1 > X4 b
CmPFDHRAO (Proposed) Xp = X1 > X4 X

8. Conclusions

A cubic m-polar fuzzy set (CmPFS) is a powerful model for dealing with various
uncertainties in multi-criteria decision making (MCDM) problems. A cubic set (CS) can
express vague information using two components: one is a fuzzy interval and the other
is a fuzzy number. While an m-polar fuzzy set (mPFS) assigns m degrees to each alter-
native in the discourse universe. We focus on CmPFS, which is more efficient to address
uncertainties in the multi polar information with a group of m fuzzy intervals and m fuzzy
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numbers. We investigate some new aspects and consequences of CmPFSs. We define score
and accuracy functions to find the ranking of alternatives/objects in MCDM. Addition-
ally, we introduced some new operations, like addition, scalar/usual multiplication and
power, under Dombi’s t-conorm and t-norm. We developed several new aggregation oper-
ators (AOs) named cubic m-polar fuzzy Dombi P-averaging operator (CmPFDPAO), cubic
m-polar fuzzy Dombi R-averaging operator (CmPFDRAO), cubic m-polar fuzzy Dombi
weighted P-averaging operator (CmPFDWPAO), cubic m-polar fuzzy Dombi weighted
R-averaging operator (CmPFDWRAO), cubic m-polar fuzzy Dombi ordered weighted
P-averaging operator (CmPFDOWPAO), cubic m-polar fuzzy Dombi ordered weighted
R-averaging operator (CmPFDOWRAO), cubic m-polar fuzzy Dombi hybrid P-averaging
Operator (CmPFDHPAO) and cubic m-polar fuzzy Dombi hybrid R-averaging operator
(CmPFDHRAO). Certain properties, like, monotonicity, commutativity, idempotency, and
boundedness are explored. An advanced superiority and inferiority ranking (SIR) tech-
nique is developed to deal with the problem of conversion from linear economy to circular
economy. Lastly, a comparison analysis of proposed methodology with some other existing
methods is also given.
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Abstract: The multi-criteria decision-making (MCDM) problem has a solution whose quality can
be affected by the experts’ inclinations. Under essential conditions, the fuzzy MCDM method can
provide more acceptable and efficient outcomes to select the best alternatives. This work consists of a
consensus-based technique for selecting and evaluating suppliers in an incomplete fuzzy preference
relations (IFPRs) environment utilizing T -transitivity (Lukasiewicz transitivity). The suggested
method is developed based on the criteria of the Analytical Hierarchy Process (AHP) Fframework,
and the decision matrix is construtced using consistent fuzzy preference relations (FPRs). We use
the symmetrical decisional matrix approach. A variety of numerical explanations and an analysis of
quantitative results illustrate the suggested methodology’s logic and effectiveness.

Keywords: multiplicative preference relation (MPR); fuzzy preference relation (FPR); group decision-
making (GDM); incomplete fuzzy preference relation (IFPR); Ty -consistency; AHP

1. Introduction

The supply chain includes divisions responsible for developing new services and
products, acquiring raw substances, transforming them into a finished form and deliver-
ing them to target consumers. The process of evaluating and selecting appropriate vendors
appears to play an important role in the long-term performance and effectiveness of supply
networks throughout business corporations. Consequently, a systematic and efficient
strategy /method for choosing the most appropriate supplier ultimately reduces the risk
of procurement, which tends to increase the number of in-time suppliers available and
enhance manufacturing quality [1-4]. Swaminathan and Tayur [5] identified significant
problems in conventional supply chain management (SCM) and obtained an insight into
the related theoretical frameworks for use during e-business and supply chain sectors.
Subsequently, works can be found involving the selection of an effective and appropriate
approach for evaluating potential suppliers [6-10].

A well-established manufacturing company puts together a team of specialists to
obtain suitable vendors to procure raw materials and important components to manufac-
ture new products. The team of specialists consider a set of factors to evaluate the best
alternatives and may change the criteria and philosophy related to different products and
services. It is critical which criteria are considered to be sufficient to assess vendors in the
context of decision-making problems. A review of the literature regarding the criteria used
to select the best alternatives takes us back to Dickson [11], who analyzed and identified 23
criteria for selecting a supplier in 1966, including price, distribution and success experience
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as the most important considerations, and [12-15] contributed a great deal to strengthening
this area. Different organizations that have different corporate and social histories may
influence the procurement process for suppliers.

Fundamentally, the multi-criteria decision-making (MCDM) problem is associated with
the supplier preference challenge in the group decision-making (GDM) framework [10,16].
The MCDM problem carries a solution whose quality can be affected by the inclinations
of the experts. Under essential conditions, the fuzzy MCDM method can provide more
acceptable and efficient outcomes to select the best alternatives [17,18]. Numerous method-
ologies have been proposed to address fuzzy MCDM [19-25]. All of these methods are
based on comprehensive information on preferences.

Besides this, in some instances [26,27], experts can have only partial recommendation
data for various factors, such as time constraints, a lack of experience or evidence or limited
abilities in the problem area. In [27,28], Gong and Xu presented the least square procedure
and two-goal-programming models based on incomplete fuzzy preference relations (IFPRs)
to evaluate priority weights in GDM. Herrera-Viedma et al. [29] suggested an additive
consistency-based recursive method to assess all unknown elements in IFPR. Then, the
authors adopted a fuzzy consensus-based procedure to choose the best alternative. In [30],
Alonso et al. borrowed the optimization technique given by [29] to propose the framework
for estimating unknown values in various formats, including multiplicative, fuzzy, linguis-
tic and interval valued preference relations. Furthermore, Xu deliberated on GDM with
four templates of flawed pairwise comparisons [31] to produce a reliable vector of priority
weights; first, related optimization techniques to translate various preference formats to
FPRs were constructed by the author, and afterwards, the model parameters were obtained
by addressing the defined optimization technique. The key concern with this approach is
that it does not consider consensus or examine consistency. Encouraged by [29], Lee [32]
developed a new GDM methodology based on additive and order consistencies using
IFPRs. Later on, Chen et al. [33], presented an improved version of this method. In [34],
Rehman et al. proposed a T-transitivity and order consistency-based technique to evaluate
the GDM problem. Kerre et al. [35] proposed the GDM model based on multiplicative
consistency using incomplete reciprocal fuzzy preference relations.

As mentioned above, several procedures to handle MCDM situations have been
proposed in the literature under the condition of complete information. This inspired us
to establish a multi-criteria group decision-making (MCGDM) procedure that uses the
Analytical Hierarchy Process (AHP) model [36,37], which has already provided significant
outcomes in a variety of domains with limited information [38-40]. The use of a consensus-
based method consisting of several consensus stages is the best way to address GDM
problems. Experts agree that several views are exchanged at a reasonable point; however,
an unquestionable or full consensus is not conceivable in reality. The research presented
above on GDM in an incomplete environment did not use the AHP model with consensus
measure. The consensus-based MCGDM approach using the AHP model in an incomplete
environment is the main novelty of this work.

This paper provides a framework for building consensus in MCGDM based on
T} -consistency in the IFPR context. Since consistency has been a crucial problem to be
addressed once information from experts is presented, the developed model will approx-
imate relatively rational and consistent values for IFPRs. Transitivity is synonymous
with consistency, and therefore a variety of useful types of transitivity is proposed in the
FPR literature [41]. T} -transitivity—i.e., rjx > max(rl-]- +rix—1, 0)—is the most suitable and
weakest type of transitivity used for fuzzy ordering [42]. In the first step, the missing IFPRs’
preferences are evaluated using the T -transitivity property. The customized Ty -consistent
relations are constructed and maintain the degree of consistency. The degrees of impor-
tance are allocated to experts based on the weights of consistency. The suggested approach
provides us with a powerful way to achieve consensus in MCGDM using T; -transitivity
with IFPRs.
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This paper is structured as follows. In Section 2, some of the preliminary findings
used during the paper are mentioned. The recommended MCGDM process is detailed in
Section 3. Numerical examples and a comparative analysis are provided in Sections 4 and 5,
respectively, to highlight the rationality and feasibility of the proposed technique. Section 6
presents some conclusions.

2. Preliminaries

In 1965, Zadeh developed the concept of fuzzy set theory [43], which shows how an
entity is more or less linked with a specific group to which we want to adjust.

Definition 1 ([36]). A relation H with a finite set A of alternatives characterized by function
H:AxA — [1/9,9], H(hy,hj) = hyj, satisfying hi; - hj; = 1 fori,j € {1,2,...,m} is
called MPR.

Definition 2 ([44]). A relation R with a finite set A = {ay,az,...,am} of alternatives char-
acterized by mapping R : A x A — [0, 1], satisfying: r;; + r;; = 1 (additive reciprocity) for
1<i<mand1<j<m,ry € [0,1] shows preference degree of alternative a; over ajyba

Remark 1 ([45]). For H = (hij)mxm, a related FPR R = (7;j)mxm is constructed as follows:

rij = f(hij) = %(1 + logg hij) 1

Function (1), as bijective mapping, allows the notions defined for the FPR to be
transferred to the MPR and vice versa.

Definition 3 ([29]). If FPR R = (7;j)mxm carries at least one missing pairwise comparison r;; of
alternative a; over aj, then it is an IFPR.

Definition 4. If r;; > max(ry + rj — 1,0) (Tp-transitivity), i # j # k € {1,2,...,m},
is satisfied; then, R is the Ty -consistent symbolized by R = (’ﬁj)mxm.

Definition 5. The ranking values v(a;) of alternatives a;, i = 1,2, ..,n, for R = (Ej)nxn are

determined as
m

2 ~
U(ai): 1’1(1’1*1) 2 1’1']'

=1,

with Y v(a;) = 1.

m
i=1

3. Proposed Procedure for the MCGDM Problem

The proposed procedure for the MCGDM problem consists of various phases. The prob-
lem is first put to a group of experts E = {Ej, Ey, ..., E;}, with given sets of alternatives
A = {m,ay,...,an} and criteria C = {cy,¢p,...,cn}. The experts measure their own
preferences {R!,R?, ..., R} regarding the criteria and {¢R',c R?,...,c R'} of alternatives
for each criterion using FPRs based on their evaluation of an issue. A few of the values
for preferences in FPRs might be missing, considering the time pressure and lack of infor-
mation. Following this, the Lukasiewicz transitivity property (Tt -transitivity) with max
aggregated operator is used to fill the missing places. Once the FPRs have been completed,
the transitive closure formula plays a significant role in building entirely consistent FPRs.
A consistency study is conducted to compute consistency-based indices of preference ma-
trices to make the final result more trustworthy. The consensus level among the experts is
estimated based on the set preferences: if a sufficient level is reached, the entire decision
process undergoes the selection phase; otherwise, experts will be asked to revise existing
values. Several levels are discussed in detail below.
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3.1. Estimating Missing Values

Here, the subsection includes a method for estimating missed preferences inside an
IFPR to build an FPR with full understanding that relies on Ty -consistency. It should always
be observed that each IFPR can only be completed based on the T} consistency when every
alternative has a comparison among the known values of preferences values, at least once.
Therefore, the system encourages an expert to define a sufficient number of parameters,
where every alternative is evaluated at least once to allow the IFPR to become a complete
FPR. Additionally, the order of measurement of the missing preference values affects the
final result. To evaluate missing values of preferences in R = (rl-j)mxm, the following sets
of known and unknown preference values to identify pairs of alternatives are defined:

K={(j) | rij is known}, ()
U = {(i,j) | r;j is unknown}, ©)]

where 7;; € [0,1] and represents the degree of preference for alternative a; to ;. Based on
the Ty -transitivity r;; > Tp(ri, 74j), the following set can then be established for estimating
a missing value r;; of the preference for alternative a; over a;.

Qij={k#1i,j| (i,k) € K, (k,j) € Kand (i,j) € U}, @)

wherei,j,k € {1,2,...,m}. Therefore, based on the set defined in (4), rij is estimated using

€Q; , ®)
0.5, otherwise

{ max(Ty (rix, 7)), if [Qyjf # 0
Ve =

rji =1—rij, (6)

where |Q;;| shows the number of elements in set Q;;. Now, we present the following newer
sets K" and U’
K'=KU{(i,j)}, and U = U = {(i, ) }. )

Once FPR R = (7ij)mxm has been completed, we can construct a T -consistent FPR
R= (7ij)m=m using the following expression:

7ij = 532?(717, Tr(rik, 1%j)) with 7;; + 75 = 1. ®)

There are many decision-making procedures in the real world that take place in a
multi-person framework, since the increasing difficulty and volatility of the socio-economic
setting makes it less feasible for an individual to understand all the aspects of a decision-
making problem.

3.2. Consistency Measures

In this subsection, some consistency measures are defined: the consistency index of a
pair of alternatives, the consistency index of alternatives and the consistency index of FPRs.
The term consistency index (CI) stands for a consistency degree whose value lies within
the ragne [0, 1].

Let R? be an IFPR given by expert E;, (1 < p < I); then, after evaluating the missing
preferences, (8) helps us to construct T -consistent FPRs RP. It is then possible to estimate
the consistency level for the FPR R” on the basis of its likeness to the correlating relation
R? by measuring their distances [46].

1. The T -consistency Index (T CI) of each pair of alternatives is computed using the
following expression:
TLCI(r}) =1 —d(r},, 7)), ©)
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where d(7};, p Z) =

acceptable ri jis w1th respect to the remaining preference values of g; and aj.

r =T ’ Obviously, the greater the value of Ty CI(7] ) the more

2. T ClI values for the alternatives 4; and 1 < i < n are determined using

1

TLCI(CIZ') = m

Z(TLCI( 1) + TLCI(r] ). (10)
j=1

3. T.CI for an FPR R? is therefore evaluated by calculating the mean of T CI against all
alternatives a;:

T.CI(RP) ZTLCI (11)

4. After evaluating T7 CI in three stages (9)—(11), higher weights are assigned rationally
to the experts with higher consistency degrees. Consistency weights may therefore be
allocated to experts in the sense of the following relation:

w, = _ILCIRY) -
Y T.CI(RF)
p=1

3.3. Consensus Measures

The subsection includes several measures to assess a global consensus of experts to
decide whether the decision process should be moved into the selection phase or not.

When the FPRs carry complete information, it us quite important to calculate the
level of consensus among experts. In this context, the similarity relations S7" = (s?;)mxm
with each pair of experts (Eq, E)),1<g<Il—-1andg+1<r<I need to be established.
A similarity matrix, also known as a distance matrix, helps us to understand how close or
far apart a pair of factors is from the participants’ perspective. Therefore, we define s?jr by

‘V_l_

q
ij —7’

ij il

rl

(13)

The aggregation of all similarity matrices results in a cumulative similarity matrix
S = (sij)mxm as follows:

2 r
Sz’j (l—l Z Z q (14)

q=1r= q-‘rl

The degree of consensus among experts is the result of the following three phases of
the process [46]:

1. First, the degree of consensus for every pair (a;,a ]-) of alternatives, referred to as codl-]-,
is determined:
COdi]' = Sij- (15)

2. Atlevel 2, the degree of consensus among the experts on each alternative a;, referred
toas CoD; for 1 < i < m, is established as

1 m
CoD; = mj:%#i(sij + sji)- (16)

3. The third level includes the global consensus degree, symbolized by CoD, among all
experts on their observations:

m
CoD = lZCOD,‘. (17)
mi3
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Once a global level of consensus has been reached among all experts, it is necessary
to compare this with a threshold degree of consensus #, usually pre-determined based
on the problem at hand. If CoD > y, it indicates that a sufficient degree of consensus is
achieved, and so the decision-making process begins. However, if the degree of consensus
is not secure, experts may be asked to update their priorities. When the consensus is not
sufficiently strong, the input process provides the experts with ample knowledge to adjust
their views and increase the degree of consensus. The following identifier is therefore
defined in order to recognize the preference values that need to be modified:

P = {(1,]) | codj; < CoD and rZ. is known}.

The corresponding experts are then advised to increase the value if it is lower than
the average value of the other experts’ valuations and to reduce it if it is higher than
the average.

For the hierarchical problem on the basis of GDM, consider a set {a1,a,..,4,, } of m
alternatives; a set {cy,¢cp,...,cn} of n criteria and a team {Ey, Ey, ..., E; } of | experts with

/
priority weights A = (A1, A2, A3, ... ,ANT, so that Z)Lp = 1. The MCGDM procedure
p=1
using the AHP structure is described as follows:

3.4. Final Priority Weights of the Experts

The final priority weights of the experts are measured by considering the consistency
weights and predefined weights, respectively, as

Ap X W
IBP — l |4 |4
Y Ap X wp
p=1
where A, and 1 < p < [ are the predetermined priority weights of the experts and

l
2 Bp = 1. In the absence of a predetermined priority weight vector, the consistency
p=1
weights are taken as final weights for the experts.

3.5. Ranking of Criteria

In this subsection, priority weights of criteria are evaluated and ranked according to
their importance under the following steps.
In step 1, the experts E, (p = 1,2,3,...,1) make pairwise comparisons of the criteria

and may provide their evaluations in the form of the following IFPRs, R(P) = [rl{jp >]mxm:

C1 cr . . Cn
1 0(5) rg) .. r%’i;
o | 05 . . o)
R(p) = [rl(jp)}mxm = . . . . .n ’
Cn r,(ﬁ) rr(lg) . . 05

and rl(jp ) e [0,1] shows the degree of preference of criterion ¢; compared to criterion c;,

evaluated by expert Ep, ri(].p) + r](ip) =1,1<4j<nl1<p<L
In step 2, (4)—~(8) allow the estimation of all missing preference degrees for R,

and T} -consistent R(P) = [?fjp )}nxn, 1 < p < lvalues are constructed.
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In step 3, since consistent FPRs have been constructed, the consistency degree for each
FPR of the criteria are calculated using (9)—(11). Usually, an FPR is called consistent to some
extent if the level of consistency is higher than 0.5, while it is fully consistent when that
level is 1. The degree of consensus regarding the criteria by all experts is measured with
the use of (13)—(17).

In step 4, we construct the aggregated relation R as follows:

1
c_ |,¢ _ ~(p)
R" = [rij:|n><n - lzﬁprij ] / (18)
p=1 nxn
wherel <i<n,1<j<nand1<p<L
In step 5, using definition 6, we evaluate the ranking values of criteria as follows:
2 n

v(ci) = nn=1) 1)i:§#j?fj/ (19)

n
for ) v(c;) = 1.
i=1

3.6. Ranking of Alternatives Regarding Each Criterion

In this subsection, priority weights of alternatives regarding each criterion are evalu-
ated to rank them according to their importance in the following steps.

Instep 1, experts E, (p = 1,2,3,...,1) make pairwise comparisons of the alternatives
regarding each criterion g (§ = 1,2,3...,n) and may provide their evaluations in the form

In step 2, (4)—(8) are used to estimate all missing preference degrees for qR(P), and T;-
consistent qﬁ (r) = [q?’%) |mxm values are constructed.

In step 3, since consistent FPRs have been constructed, the consistency degree for
each FPR for each criterion is calculated using (9)-(11). The degree of consensus among all
experts is measured with the use of (13)—(17).

In step 4, we construct the aggregated relation ;R¢ as follows:

1
qRC = [qrfj]mxm = [Zﬁp (lﬁ(ug))] ’ (20)
p=1

mxm

wherel <u<m,1<v<mand1<p<IL
In step 5, using definition 6, we evaluate the ranking values of alternatives regarding
each criterion as follows:

qv(au) = mm—1) _Z (¢7%0), (21)

m
where1 <u <mand }_ (;o(a,)) = 1.
u=1
3.7. Final Ranking of Alternatives

In order to evaluate the final ranking order of alternatives, we have to perform a simple
matrix multiplication of the matrix of the priority scores of alternatives corresponding
to each criterion and the column matrix for the priority weights of criteria. Suppose the
score matrix of alternatives regarding each criterion is symbolized by A and the column
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matrix for the priority weights of criteria is denoted by w,; then, the priority weight vector

wy of alternatives is determined using

Wy = A - w,.

(22)

In order to better understand the proposed technique, we therefore take the following
fuzzy MCDM problem within the IFPR setting.

4. Example

In order to procure important components for new brands, a high-tech manufac-
turing corporation chooses an appropriate material supplier. After the initial selection,
four candidates (a1, a3, a3, a4) proceed to some final analysis. In order to find the most
appropriate supplier, a group including experts (E1, E;, E3) is established, with the priority
weights A = (1/3,1/3,1/3)7. Five benefit criteria are considered: (1) technical abilities
and leadership (c1); (2) social responsibility (cp); (3) competitive pricing (c3); (4) quality and
safety (cs); (5) delivery (cs). The pre-established threshold level # of consensus to the set of

criteria is 0.75.

The hierarchical structure for this decision problem can be seen in Figure 1 below.

Technical abilities
and leadership

Goal

Social responsibility| | Competitive pricing

Quality and safety

Delivery

Figure 1. Hierarchical structure of the decision problem.
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The use of the suggested method results in the cumulative FPR for five criteria and
the corresponding priority weights, as seen in Table 1, whereas the level of consistency and
the degree of consensus for the experts are as follows:

T CI(R') = 1; T.CI(R?) = 0.98; T,CI(R3) = 0.95, and CoD = 0.7933.

Table 1. Accumulated fuzzy preference relation (FPR) of criteria and ranking values.

c1 c2 c3 cy c5 Priority Weights
1 0.50000 0.4358 0.3648 0.5642 0.4658 0.1830
c 0.5642 0.5000 0.3679 0.5017 0.4689 0.1903
c3 0.6352 0.6321 0.5000 0.4317 0.6300 0.2329
cy 0.4358 0.4983 0.5683 0.5000 0.2666 0.1769
cs 0.5342 0.5311 0.3700 0.7334 0.5000 0.2169

The aggregated FPRs for the four suppliers corresponding to the criteria and the prior-
ity scores can be seen in Table 2, and the consistency as well as consensus levels for each
criterion are calculated as follows:

Technical abilities and leadership:

T CI(1R') =1; T;CI(;R?) = 1; T,CI(1R®) =1, and CoD = 0.8189.
Social responsibility:

T CI(,R') = 1; T.CI(3R?) = 1; T.CI(R®) = 1, and CoD = 0.8111.
Competitive pricing:

T CI(3R') = 1; T,.CI(3R?) = 1; T.CI(3R®) = 1, and CoD = 0.8445.
Quality and safety:

TiCI(4RY) = 1; T CI(4R?) = 1; T CI(4R3?) = 1, and CoD = 0.7933.
Delivery:

T CI(sR') = 1; T,CI(5R?) = 1; T.CI(sR®) = 1, and CoD = 0.7877.
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Table 2. Accumulated FPRs for suppliers in relation to each criterion and ranking values.

a1 ar as ag Priority Ratings

1

M 0.5000 0.6667 0.3667 0.4000 0.2389
ap 0.3333 0.5000 0.3667 0.6333 0.2222
as 0.6333 0.6333 0.5000 0.4333 0.2833
ag 0.6000 0.3667 0.5667 0.5000 0.2556
c2

m 0.5000 0.8000 0.3000 0.4000 0.2500
a» 0.2000 0.5000 0.3667 0.5000 0.1778
as 0.7000 0.6333 0.5000 0.4667 0.3000
ay 0.6000 0.5000 0.5333 0.5000 0.2722
c3

m 0.5000 0.4000 0.2667 0.6000 0.2111
a» 0.6000 0.5000 0.1333 0.2000 0.1556
as 0.7333 0.8667 0.5000 0.3333 0.3222
ag 0.4000 0.8000 0.6667 0.5000 0.3111
C4

M 0.5000 0.2333 0.5000 0.4667 0.2000
a» 0.7667 0.5000 0.4000 0.4667 0.2722
as 0.5000 0.6000 0.5000 0.4000 0.2500
N 0.5333 0.5333 0.6000 0.5000 0.2778
Cs5

M 0.5000 0.3333 0.1667 0.3333 0.1389
a» 0.6667 0.5000 0.5000 0.1667 0.2222
as 0.8333 0.5000 0.5000 0.3667 0.2833
ay 0.6667 0.8333 0.6333 0.5000 0.3556

The last column of Table 3 is used to show the final ranking values of the four suppliers,
which are w,, = 0.2060, w,, = 0.2071, w,, = 0.2896 and w,, = 0.2973. As w,, >
Way > Wg, > Wy, ; therefore, the ranking order of the four suppliers ay,a,a3 and ay is
ag > az > dap > aj.

Table 3. Final priority weights of the four suppliers.

c1 o)) c3 cyq c5 Priority Weights
Criteria weights ~ 0.1830 0.1903 0.2329 0.1769 0.2169
m 0.2389 0.2500 0.2111 0.2000 0.1389 0.2060
a» 0.2222 0.1778 0.1556 0.2722 0.2222 0.2071
as 0.2833 0.3000 0.3222 0.2500 0.2833 0.2896
ay 0.2556 0.2722 0.3111 0.2778 0.3556 0.2973

5. Comparison

To validate the productivity of the proposed scheme, we compare the results after
concluding the problem taken from [22] with our proposed technique.

Problem Statement

A funds, and five potential candidates (loan users) are in competition for the remaining
funds. The problem is to rank the applicants and allocate the loan following the principle of
loan allocation until the funds are completely used. A team of five decision makers (DMs)
participate in the ranking: the President of the Fund Council (DM1), a senior advisor to the
Fund (DM2), the fund manager (DM3), an external expert advisor (DM4) and an expert
representative of the Ministry. Three criteria are considered by the team: (1) Service, (2)
Loan History (LOANH) and (3) Insurance. After pairwise comparison, the MPRs provided
by the DMs are given as presented in Tables 4-8.
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Table 4. Comparison matrices provided by President of the Fund Council (DM1) [22].

Criteria Service LOANH Insurance
Service 2 9
LOANH 5
Insurance
Service LOANH Insurance
Uy U U U U U U U U U U U U U Us
u, 3 1/2 8 4 1/9 1/9 1/4 1/6 2 5 1/2 1/6
U, 1/3 7 3 1 3 2 5 1/3 1/8
Uz 9 6 3 2 1/7 1/9
Uy 1/4 1/2 1/3
Us
Table 5. Comparison matrices provided by Senior advisor of the Fund (DM2) [22].
Criteria Service LOANH Insurance
Service 5 9
LOANH 6
Insurance
Service LOANH Insurance
Uy U U Uy U U U Us U U U U U Uy U
98] 4 1/3 6 5 1/6 1/6 1/3 1/3 2 4 1/2 1/4
U, 1/4 5 3 1 2 2 4 1/4 1/6
U3 9 8 2 2 1/8 1/9
Uy 1/3 1/2 1/2
Us
Table 6. Comparison matrices provided by Fund manager (DM3) [22].
Criteria Service LOANH Insurance
Service 1/5 1/3
LOANH 6
Insurance
Service LOANH Insurance
U U U U U U U U U U U U U U Us
9E] 2 1/3 7 6 1/5 1/5 1/2 1/4 3 6 1/2 1/7
U, 1/5 5 3 1 2 2 2 1/4 1/7
U; 9 7 2 2 1/6 1/9
Uy 1/4 1/2 1/5

Us
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Table 7. Comparison matrices provided by External expert advisor (DM4) [22].

Criteria Service LOANH Insurance
Service 3 7
LOANH 5
Insurance
Service LOANH Insurance
u U U U U U U U U U U U U U Us
u, 3 1/3 8 5 1/8 1/8 1/5 1/6 4 6 1/3 1/5
U, 1/4 6 3 1 3 2 2 1/4 1/7
U3 9 5 3 2 1/6 1/9
Uy 1/4 1/3 1/4
Us

Table 8. Comparison matrices provided by Expert representative of the Ministry (DM5) [22].

Criteria Service LOANH Insurance
Service 7 9
LOANH 5
Insurance
Service LOANH Insurance
U U U Uy U U U U Uy Us U U U Uy Us
U 3 1/5 7 5 /9 1/9 1/5 1/7 3 6 1/3 1/5
u, 1/6 6 5 1 7 5 4 1/5 1/7
U3 9 7 7 5 1/7 1/9
Uy 1/3 1/4 1/4
Us

Srdevic et al. [22] determined the ranking oder of five applicants as U3z > Up > U; >
Us > Uy. However, the priority weights of applicants obtained by the proposed model
after transforming the above problem in a fuzzy environment, with the help of Remark 1,
are Uy = 0.17781, U, = 0.23454, Uz = 0.29778, Uy = 0.10693, Us = 0.18294, which lead to a
ranking order of
Us > Uy > Us > U > Uy

The result shows that the ranking positions for applicants U, U3 and Uy are the same
as in [22], while the order of applicants U; and Us are interchanged, but applicant Us
is the first preference in both models to get the desired loan. The similarities of these
two rankings are very high, where the r, and WS coefficients of the both rankings are
equal 0.9167 [47]. There may be two factors that resulted in a different ranking order in
few places: (i) different techniques were used to determine the ranking order, and (ii)
the corresponding parameters regarding different models could have been evaluated in
various ways, and the results may be affected. We think that the proposed model can
equally handle complete and incomplete information and provides better results.

6. Conclusions

This paper provides a clear and effective methodology for selecting and ranking
suppliers based on a consensus-derived and consistent model for MCGDM in an incomplete
AHP environment. The T; -transitivity property plays a main role in evaluating unknown
preference values, as it symbolizes one of the most suitable means to model consistent FPRs.
T1,CI was defined to determine the consistency level of the information provided by each
expert. The proposed method was used in three steps: firstly, we evaluated the priority
weight vector of criteria; secondly, we estimated the priority ratings of each alternative

118



Symmetry 2021, 13, 609

against each criterion; finally, we determined the priority weight vector for alternatives,
which allowed us to obtain the best alternative. At the end of this study, we successfully
applied the proposed procedure to select a suitable supplier in SCM by illustrating a
numerical example to highlight the practicability and efficacy of the method.

In summary, the proposed method has the following major advantages: (i) in this
manuscript, Ty -transitivity was considered to measure the FPRs” unspecified preference
values. Tp-transitivity is more suitable to model consistent FPRs compared with other
consistency-based techniques; (ii) the consistency degrees of experts” opinions were mea-
sured to strengthen the final decision; (iii) after reaching the required level of consensus
among the experts, first, a ranking of the criteria was established, and then alternatives
were prioritized under each criterion based on the consistent information.

To the best of our knowledge, a similar method to deal with MCGDM problems using
the AHP model has not previously been proposed. From our perspective, this procedure is
an efficient and reliable way to gain a greater insight to solve MCGDM problems in the
current environment. This study suffers from limitations that should be addressed in future
work: (i) experts might exhibit a degree of hesitancy while providing their preferences—it
will be interesting to develop procedures to deal with MCGDM in AHP under hesitant
fuzzy preference relations; (ii) the threshold consensus degree 7 has a direct influence on
the consensus round but is typically evaluated in advance—it will be interesting to observe
how this parameter can be estimated based on different factors; (iii) there are some risks
that some experts may provide their information dishonestly or refuse to make changes
with the preferences. Thus, some mechanism may be introduced to handle non-cooperative
activities in consensus-building. We will try to work in the above-mentioned directions to
face future challenges; these will contribute to the acceptance of this research area.
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Abbreviations

The following abbreviations are used in this manuscript:

AHP Analytical Hierarchy Process

FPR Fuzzy preference relation

IFPR Incomplete fuzzy preference relation
MPR Multiplicative preference relation
SCM Supply chain management

GDM Group decision-making

MCDM Multi-criteria decision-making
MCGDM  Multi-criteria group decision-making
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Abstract: This paper analyzes the representation behaviors of a comparison measure between two
compared fuzzy sets. Three types of restrictions on two fuzzy sets are considered in this paper:
two disjoint union fuzzy sets, two disjoint fuzzy sets and two general fuzzy sets. Differences exist
among the numbers of possible representations of a comparison measure for the three types of fuzzy
sets restrictions. The value of comparison measure is constant for two disjoint union fuzzy sets.
There are 49 candidate representations of a comparison measure for two disjoint fuzzy sets, of which
13 candidate representations with one or two terms are obtained. For each candidate representation,
a variant of the general axiomatic definition for a comparison measure is presented. Choosing the
right candidate representation for a given application, we can easily and efficiently calculate and
compare a comparison measure.

Keywords: fuzzy set; comparison measure; representation; disjoint

1. Introduction

The concept of fuzzy sets (FSs), proposed by Zadeh [1], is characterized by a membership
function and has successfully been applied in various fields. This paper deals with the well-known
notions of comparison measures between two compared FSs. A comparison measure calculates
the degree of equality or inequality between two compared FSs. Some related definitions such as
similarity, similitude, proximity or resemblance were proposed for the equality measures [2-18],
as well as some other dual definitions such as dissimilarity, dissimilitude, divergence or distance for
the inequality measures [6,9,13,18-23]. The inequality measures have received much less attention
in the literature. The degree of comparison measure is an important tool for cluster analysis [8],
decision-making [7,14,21,22], e-waste [2,17,20], image processing [10], medical diagnosis [13], pattern
recognition [3,4,9,12] and service quality [11,18]. Recently, many papers [5,9,10,12,15,16,18,20-22] have
been dedicated to the comparison measures, and research on this area is still carried out in the literature.

Couso et al. [6] surveyed a large collection of axiomatic definitions from the literature regarding
the notions of comparison measures between two compared FSs. Three separate lists of properties are
provided: general axioms, axioms for the equality measures and axioms for the inequality measures.
One of the general axioms of a comparison measure is as follows. For two disjoint FSs, A and B,
if both comparison measures between A and empty set and that of B and empty set are less, then the
degree of a comparison measure m(A, B) between A and B is less. More precisely, if ANB = &,
ANB =@, mA ) <m(A, @) and m(B,&) < m(B’',2), then m(A,B) < m(A’,B’), for all FSs
A,B,A’,B’. From this axiomatic definition, we analyze the comparison measure behaviors of two FSs, A
and B, in terms of the other simple comparison measures, especially for the intersection and the union
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of A and B, the empty set and the universal set. This general axiomatic definition has received much less
attention in the literature. Consider a local divergence d(A, B) for two disjoint FSs A and B, proposed
by Montes et al. [19]. Couso et al. [6] showed that d(A, B) = d(A, @) + d(B, @), which satisfies
this general axiomatic definition. This paper adopts the representations of a comparison measure
to generalize this axiomatic definition and to efficiently compare the comparison measure between
two FSs. The representations of a comparison measure between two FSs can not only present the
important components of a comparison measure but also analyze the comparison measure behaviors
of two FSs in terms of other simple comparison measures. The representative equivalence between
two representations indicates that these representations fulfill symmetric property.

To analyze the representation behaviors of a comparison measure between two FSs, three kinds of
two FSs are considered in this paper: two disjoint union FSs, two disjoint FSs and two general FSs.
The two disjoint union FSs is a special case of two disjoint FSs, and the latter is a special case of two
general FSs. Both special cases derive some interesting results, especially for the case of two disjoint
FSs. For two FSs A and B, this paper deals with the representations of a comparison measure for the
case that ANB = @ and AU B = U, the case that AN B = & and the general FSs A and B.

The organization of this paper is as follows. Section 2 briefly reviews the FSs and the comparison
measures between two compared FSs. We present representations of a comparison measure for
two disjoint union FSs in Section 3, two disjoint FSs in Section 4 and two general FSs in Section 5.
Finally, some concluding remarks and future research are presented.

2. Fuzzy Sets and Comparison Measures

We firstly review the basic notations of FSs. Let U be a non-empty universal set or referential set.

Definition 1. A FS A over U is defined as

A={(x, ua(x))|x e )
where the membership function pa(x) : U — [0,1]. We denote by F (U) the set of all FSs over U.

Definition 2. For two FSs A, B € F (U), define the membership functions of AN B, AU B and A\B as follows:

1. pans(x) = minfus (x), up(x)}-
2. pau(x) = max{ps(x), up(x)}-
3. map(x) = minfuy(x), 1 - pp(x)}.

We now recall the definition of comparison measures between two FSs. The following properties
are general axioms that may be required in equality measure and inequality measure between two
FSs [6].

Definition 3. A comparison measure m : F (U)2 — R should satisfy the following properties:

e GI:0<m(AB)<1,VABeFU).

e GI1*:0<m(AB)<1,VA,BeF(U)and there exists two FSs C,D € ¥ (U) such that m(C,D) = 1.

e G2:m(A B)=m(B,A),YABe¥F(U).

e G3: Let p:U— U be a permutation for finite U. Define AP € F (U) with membership function
tae (x) = pa(p(x)) for A € F(U). Then m(A, B) = m(AP,BP).

e G3* For finite set U, there exists a function h:[0,1]x[0,1] > R such that m(A,B) =
xguh(HA(x)r ug(x)), ¥ A,B e F(U).

o  G4: There exists a function f: F(U)> — R such that m(A,B) = f(ANB,A\B,B\A),V A,B € F(U).
o G4* There exists a function F: R® — R and a fuzzy measure M : F(U) — R such that m(A,B) =
F(M(ANB),M(A\B),M(B\A)),VY A,B € F(U).
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e G5 IfANB=g ANB =g m(A ) <m(A, &) and m(B,&) < m(B’,d), then m(A,B) <
m(A’,B'),¥ A,B,A’,B € F(U).

Couso et al. [6] showed that the asterisk will be understood as stronger than. More precisely, if a
comparison measure satisfies Gi*, then it fulfills Gi, fori =1, 3, 4.

Consider a fuzzy measure M : ¥ (U) - R with M(ANB) = ¢, M(A\B) = a and M(B\A) = b,
a, b, c € [0, 1]. Define a comparison measure as follows:

m(A,B) = F(M(A 1 B), M(A\B), M(B\A)) = F(c,a,b) = “T1=352=0
For two disjoint FSs A and B, we have

m(A,B) = F(0,a,b) = 2=4=°

7

N W
|
iy

m(A, @) = F(0, a, 0) =

and
m(B,@) :F(Ol b/ 0) =

N
(eS| w
fayl

it implies that
MABF?%+mmJ@+m@@y

IfANB=g,A'NB =g, m(A &) <m(A’, &) and m(B, o) < m(B’, &), we obtain
2 2 , , Y
m(A,B) = -3 +m(A, @)+ m(B,2) < -3 +m(A’, @)+m(B’,@) =m(A’,B")

which coincides with the result of G5. The representation of m(A, B) can not only present its important
ingredients but also compare m(A, B) in terms of other measures n(A, @) and m(B, @). On the other
hand, we have

mMJDzH%Ql—@zlzh,
m@iﬂzﬂh@l—@zl%%
and 1 1
m(A, B) =1- Em(A, u) - Em(B, u).

The general axiomatic definition G5 can be written as follows.

IfANB=2,A'NB =o,m(A,U)>m(A’,U)and m(B,U) > m(B’,U), thenm(A,B) <m(A’,B’),
VA,BA,B eF(U).

Applying different representations of m(A, B), the alternative expressions of the general axiom
G5 are presented. For two FSs, A and B, the adopted components of a comparison measure are A,
B, the intersection and the union of A and B, the empty set and the universal set. To represent a
comparison measure m(A, B), the adopted comparison measures other than m(A, B) are m(X,Y) for
different FSs, X and Y, (X,Y) # (A, B), X,Y € {2, A, B, AnNB, AUB, U}.

The following sections list the representations of a comparison measure (A, B) for two disjoint
union FSs A and B, two disjoint FSs A and B and two general FSs A and B. More precisely, we consider
the case that ANB = @ and AU B = U for Section 3, AN B = & for Section 4 and the general FSs A
and B for Section 5. Sections 3 and 4 are special cases of Section 5. Some interesting conclusions can be
drawn from these special cases.
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3. Representations of a Comparison Measure for Two Disjoint Union Fuzzy Sets
, B) for two disjoint
0,

This section will present the representations of a comparison measure (A
M(AUB) =1,

union FSs A and B. For ANB = @ and AUB = U, we have that M(ANB) =
M(A\B) =a, M(B\A) =b,a+b=1,a,be [0, 1] and

2-a-b 1
m(A,B) = F(M(ANB), M(A\B), M(B\A)) = F(0,a,b) = > =3

Since ANB = @ and AUB = U, the adopted components of a comparison measure are
{9, A, B, U}. For two different FSs, X and Y, X, Y € {&, A, B, U}, the number of the possible forms of

m(X,Y) is six described as follows:

m(A,B) = F(0,a,b) — %

m(A, @) = (0, a, 0) = 2%”
m(B, &) = F(0, b, 0) = ZT"’
m(A,U) =F(a, 0, 1—a) = 1—;2‘1,

1+2b

m(B,U) = F(b, 0, 1-b) = ——

and ,
m(@,U) = F(0,0,1) = 3

From these six measures m(X,Y), we obtain six equations for the representations of § and six

equations for those of g presented as follows:

2= L(m(A, U)-m(A, B)) =m(B, @) —m(A, B)
= 3(4-m(A, B)-m(B, U)) = % -m(B, U) - m(B, @)
=m(A, U)-m(B, o) =1(1-m(B, U))
and
4= L(m(B, U) -m(A, B)) =m(A, @) —m(A, B)
= 1(4-m(A, B)-m(A,U)) =% -m(A, U)-m(A, @)
=m(B,U) -m(A, @) = 1(1-m(A, U)).
Since the constant value of ,

for ANB = @ and AU B = U, we cannot compare the degree of m(A, B) for two disjoint union FSs A
and B.
4. Representations of a Comparison Measure for Two Disjoint Fuzzy Sets

For two disjoint FSs A and B, ANB = &, we denote M(ANB) = 0, M(A\B) = a, M(B\A) =1,

a, be |0, 1] and
—a-b

m(A,B) = F(M(A N B), M(A\B), M(B\A)) = F(0,a,b) = 2
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The number of total combinations m(X,Y) for two different FSs, X and Y, X,Y €
{9, A, B, AUB, U}, is 10 presented as follows:

2_g—
m(A,B) = F(0,0,b) = == b
2 —
m(A,2) = F(0, 4, 0) = = 4
-b
m(B,@) = F(0, b, 0) = =,
2 _
m(A,AUB) = F(a, 0, b) = ++b
2 —
m(B,AUB) = E(b, 0, a) = _‘;“’,
142
m(A,U) =F(a, 0, 1—a) = 7; a
1+2
m(B,U) = F(b, 0, 1-b) = +Tb’
24—
m(AUB, @) = F(0, a+b, 0) = g b
1+2a+2
m(AUB,U) = F(a+b,0,1-a-b) = +++b
and 1
m(2,U) = F(0,0,1) = 3
To represent m(A, B) = 2%_}’, from above ten measures m(X, Y), we obtain nine equations for the

representations of § and nine equations for those of % described as follows:

LR

(1= §(m(A, AUB) —m(A, B))

[2]= m(B, @) —m(A, B)

3]= (3 -m(A, B)-m(B, AUB))
[4]= 3(3 —2m(A, B) - m(B, U))

[5]= % -m(B, AUB) —m(B, @)

[6]= m(A, AUB) —m(B, ®)

7]= 3(-3 +m(AUB,U) +2m(B, 2))
[8]= 1(1+m(AUB,U)-2m(B, AUB))
[9]= 1(m(AUB,U) -m(B, U))
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and

b

3
[1]= $(m(B, AUB) —m(A, B))
[2]=m(A, @) —m(A, B)
3]= 3(3 -m(A, B)—m(A, AUB)
[4]= 3(3 -2m(4A, B)-m(A, U))
[5]= % —m(A, AUB) —m(A, @)
[6]=m(B, AUB) —m(A, @)
7]= (-3 + m(AUB,U) +2m(A, @))
[8]= 1(1+m(AUB,U)-2m(A, AUB))
[9]= 3(m(AUB,U) —m(A, U)).

The number of the total combinations of forms of § and % to represent a comparison measure
m(A, B) is 9 x9 = 81. We will denote by [i]-[j], the combination of ith form of 5 and jth form of % to
represent m(A, B). We classify these 81 combinations into four types (I, II, III, IV). The first type I is
the candidate representation of a comparison measure m(A, B). For example, the combination [1]-[2],
the 1st form of § and the 2nd form of g are adopted. Applying § = $(m(A, AUB) —m(A, B)) and
% =m(A, @) -m(A, B) tom(A,B) = %, we obtain

m(A,B) = (m(A, AUB) —m(A, B)) - (m(A, @) —m(A, B))= —% +m(A, AUB) +2m(A, ).

WIN
N

Among these 81 combinations, there are 49 candidate representations of m(A, B) for type 1.
The number of terms m(X,Y), X,Y € {&, A, B, AUB, U} of a candidate representation of m(A, B)
is 1, 2, 3 and 4, except for the constant term. There are 1, 12, 27 and 9 candidate representations of
m(A, B) for the number of terms being 1, 2, 3 and 4, respectively. The combination [1]-[8] is the one
term m (X, Y) of a candidate representation of m(A, B) as follows.

[1)-18] : m(A,B) = g— %m(AUB, ).

Using this candidate representation, a variant of general axiom G5 is described as follows.
IfANB=2,A’NB =Zand m(AUB,U) >m(A’ UB’,U), then m(A,B) <m(A’,B"). The two terms
m(X,Y), X,Y € {&, A, B, AUB, U} of candidate representations of n(A, B) are as follows.

[11-2] - m(A, B) = 3 +m(4, AUB) +2m(4, )

21-1] - m(A,B) = =3 +m(B, AUB) + 2m(B, )

21-2] - m(A, B) = =2 +m(4, 2) + m(B,2)
21-3] : m(A,B) = — m(A, AUB) +2m(B, o)
31-2] : m(A, B) = —m(B, AUB) + 2m(A, o)

2-[4] : m(A, B) = = — =m(A,U) + m(B, &)

[4]-[2] : m(A, B) =

m(B,U) +m(A, @)

= OV
NI= N =

[1-4] - m(A, B) = 5 +m(A, AUB) - m(A,U)

[41-0] - m(A,B) = 5 +m(B, AUB) - m(B, )
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[4)-[4] - m(A, B) =1— %m(A, u) - %m(B, u)

B]-[4] : m(A, B) = g —m(B, AUB) —m(A, U)

and
[4]-[3] : m(A,B) = g—m(A, AUB) —m(B, U).

If FSs A and B are interchanged, the representation of combination [1]-[2] becomes
4
m(B,A) = -3 +m(B, AUB) +2m(B, @)

which is equal to the representation of combination [2]-[1]. This symmetric property is also satisfied
for combinations [2]-[3] and [3]-[2], combinations [2]-[4] and [4]-[2], combinations [1]-[4] and [4]-[1],
combinations [3]-[4] and [4]-[3]. While combinations [2]-[2] and [4]-[4] derive the same representation
when FSs A and B are interchanged. Therefore, if combination [i]-[j]: m(A, B) is a candidate
representation, then both combination [i]-[j]: m(B, A) and combination []-[i]: m(A, B) are equal and
are also candidate representations.

The second type II is the relationship between different terms of m(X,Y), X,Y €
{9, A, B, AUB, U} other than m(A, B). For example, the combination [1]-[1], § =
1(m(A, AUB)-m(A, B)) and & = 1(m(B, AUB) —m(A, B)), we get that

m(A,B) = %— %(m(A, AUB) —m(A, B)) - %(m(B, AUB) —m(A, B))
m(A, AUB) +m(B, AUB) = %.

The combinations [1]-[1], [2]-[5], [2]-[6], [2]-[7], [2]-[8], [2]-[9], [3]-[3], [4]-[5], [4]-[6], [4]-[7], [4]-[8],
[4]-[9], [5]-12], [5]-14], [6]-12], [6]-[4], [7]-2], [7]-[4], [8]-[2], [8]-[4] and [9]-[2] are included in type II
Among these 21 combinations, the number of different relationships between different terms of m(X, Y),
X,Y e {2, A, B, AUB, U} other than m(A, B) is 16.

The third type Ill is the identical equation 0=0. For example, for the combination [1]-[3], we obtain

m(A,B) = % - %(m(A, AUB) —m(A, B)) - %(% —m(A, B) —m(A, A UB))
0=0.

The combinations [1]-[3], [3]-[1] and [9]-[4] are listed in the type III.
The fourth type IV is the duplicate representations of a comparison measure m(A, B) which
appear in type L. For example, for the combination [1]-[5], we obtain that

m(A,B) = 2 — X(m(A, AUB) —m(A, B)) - (‘35 ~m(4, AUB) - m(4, 2))

WIiN
N~

4
m(A,B) = -3 +m(A, AUB) +2m(A, @)

which is the same as that of combination [1]-[2]. For simplicity, we adopt the notation [1]-[2] = [1]-[5]
to denote the representative equivalence between [1]-[2] and [1]-[5]. There are eight combinations in
type IV described as follows:
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The largest number of duplicate representations is three with the associated combination [2]-[2]
2
m(A, B) = -3 +m(A, @) +m(B, D).

Therefore, there are 81 combinations of a comparison measure m(A, B) for ANB = @. Among
these 81 combinations, we obtain 49 candidate representations of m(A, B), 8 duplicate representations
of m(A, B), 21 relationships between different terms of m(X,Y), X,Y € {&, A, B, AUB, U} other than
m(A, B) and 3 identical equations. There are one and 12 candidate representations of n(A, B) for one
and two terms m(X,Y), X, Y € {&, A, B, AUB, U}, respectively. These 13 candidate representations
can be used to easily compare m(A, B) withANB = &.

5. Representations of a Comparison Measure for Two General Fuzzy Sets

This section lists the representations of a comparison measure m(A, B) for two general FSs, A and
B.Let M(ANB) =¢, M(A\B) =a, M(B\A) =b,a, b, c€ [0, 1] and

cl-at1-b

m(A,B) = F(M(ANB),M(A\B), M(B\A)) = F(c,a,b) 3

The adopted components of a comparison measure are {&, A, B, ANB, AUB, U}. There are
15 combinations m(X, Y) of different FSs, X and Y, X, Y € {&, A, B, ANB, AUB, U} as follows.

m(A,B) = F(c,a,b) = 2—a+b+c,
m(A, @) = F(0, a+c, 0) — 2_‘31_6,
m(B,@) = F(0, b+c, 0) = 2_;’_6,
m(A,ANB) =F(c, a, 0) = ¥,
m(B,ANB) = F(c, b, 0) = #
m(A, AUB) = Fla+c, 0, b) = ”“T_b“
m(B,AUB) = E(b+c, 0, a) 2‘%1’“
m(A,U) =F(a+c¢, 0,1-a—-c) = %,
m(BU) = E(b+c, 0, 1-b-c) = F2EZ

2_
m(ANB,@) = F(0, ¢, 0) = —= <

m(AUB,@):F(O,a+b+c,O):2_aT_b_c,
m(AmB,AUB):F(c,a—i—b,O):Z_%M,
142
m(ANB,U) = F(c,0,1-c) = gc,
 142a+42b+2c

m(AUB,U)=Fa+b+¢01-a-b-c) = 3
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and 1
One can make several notable observations. Firstly, we have that

Zab—l—c

m(ANB,AUB) = 3

m(A, B).

So, to calculate the degree of a comparison measure m(A, B) is equivalent to calculate that of
m(ANB,AUB).

Secondly, we have 33 different relationships between different terms of m(X,Y), X,Y €
{2, A, B, ANB, AUB, U}. Since m(A,B) = 2_“%”“, from these 33 relationships, we obtain
12 equations for the representations of §, 12 equations for those of % and 3 equations for those
of § presented as follows:

(m(A, AUB) —m(A, B)) = m(B, ANB) —m(A, B) = m(ANB, o) —m(A,2)

—m(A,AmB)— (A, @)):g—m(B AUB) -m(B, @) =m(A, AUB) —m(B, ANB)
=m(B, @) —~m(AUB, @) = }(4 -m(AUB, @)-m(B, AUB)) = }(3 -2m(AUB, @) -m(B, U))

= 3(-3 +m(AUB,U) +2m(B, @)) 1(1+m(AUB,U)-2m(B, AUB)) = }(m(AuB,U) - m(B, U)),

—%( (B, AUB) —m(A, B)) = m(A, ANB) —m(A, B) =m(ANB,2) —m(B,o)
m(B, ANB) — (B,@): —m(A, AUB) —m(A, m(B, AUB) —m(A, ANB)
4
3

= m(A, ) m(AUB, @) = §( B, @) —m(A, AUB) ;(%—Zm(AUB,Q)—m(A, u)
, I

@)
U =
1+m(AUB,U)-2m(A, AUB)) = (m(AUB,U)-m(A, U))
and

c

= 2[ma, AnB)-m(a, @)= (B, AnB)-m(B, 2)| = 5(-5 +m(A, AUB)+m(B, AUB))

The number of total combinations m(A, B) of forms of §, % and § is 12X 12 x 3 = 432. The number
of combinations is large. Detailed representations of a comparison measure m(A, B) are available
from authors.

From & = m(B ANB) -m(A B), % = m(A ANB) - m(A, B) and § =
$im(A, AnB) —m(A, @)), it implies that
m(A,B) = 2 ~m(B, ACB) + m(A, B)~m(A, ANB) +m(A, B) + 1 m(A, ANB)~m(A, &)
2 1 1
m(A,B) = -3 + Em(A’ ANB)+m(B, ANB) + Em(A’ ).

Similarly, we have that
2 1 1
m(A,B) = 3T m(A, ANB) + Em(B’ ANB)+ Em(B’ ),

m(A,B) = %—Zm(A NB, @) + %m(A, ANB)+ %m(A, &)+ m(B, @)

and
2 1 1
m(A,B) = 3™ 2m(ANB, @) + Em(B, ANB)+m(A, @)+ Em(B, ).

If AN B = @, the above four representations of a comparison measure 1 (A, B) reduce to

m(A,B) = —g +m(A, @) +m(B, @)
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which is the representation [2]-[2] of a comparison measure m(A, B) with AN B = & appearing in
Section 4. Therefore, for two disjoint FSs, A and B, the representation of a comparison measure (A, B)
with general FSs can be reduced to that of m(A, B) with ANB = @.

6. Conclusions and Future Research

For two FSs, A and B, this paper presents the representations of a comparison measure (A, B)
for two disjoint union FSs, two disjoint FSs and two general FSs. The numbers of total combinations
m(A, B) are 36, 81 and 432 for two disjoint union FSs, two disjoint FSs and two general FSs, respectively.
The smaller the number of restrictions placed on two FSs, the greater the number of possible
representations of a comparison measure. For two disjoint union FSs, the constant value of m(A, B) = %
implies that we cannot compare the comparison behaviors of two disjoint union FSs A and B.
Among the 81 combinations of two disjoint FSs A and B, there are 49 candidate representations of
m(A, B), 8 duplicate representations of m(A, B), 21 relationships between different m(X,Y), X,Y €
{@, A, B, AUB, U} other than m(A, B) and 3 identical equations. There are one and 12 candidate
representations of m(A, B) for one and two terms m(X,Y), X,Y € {&, A, B, AUB, U}, respectively.
For each candidate representation, if combination [i]-[j]: m(A, B) isa candidate representation, then both
combination [i]-[j]: m(B,A) and combination [j]-[i]]: m(A, B) are also candidate representations.
The representative equivalence between combination [i]-[f]: (B, A) and combination [j]-[i]: m(A, B)
indicates that the candidate representation fulfills symmetric property. Applying these 13 candidate
representations, the alternative expressions of the general axiom G5 are presented. Choosing the right
general axiom G5 for a given application, we can easily and efficiently calculate and compare the
degree of a comparison measure m(A, B) with ANB = &.

In the future, we will analyze the representation behaviors of comparison measures for the
generalization of FSs and the general forms of a comparison measure. In particular, the analysis
can be extended to the intuitionistic fuzzy sets, hesitant fuzzy sets and neutrosophic sets. Thus,
the representation analysis of comparison measures for the intuitionistic fuzzy sets is a subject of
considerable ongoing research.
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Abstract: It is a common practice for enterprises to use outsourcing strategies to reduce operating
costs and improve product competitiveness. Outsourcing providers or operators need to be aware
of environmental protection and make products comply with the restrictions of international
environmental regulations. Therefore, this study proposes a set of multiple criteria decision-making
(MCDM) approaches for systematic green outsourcing evaluation. First, a team of experts is
established to discuss mutually dependent relationships among criteria, and the decision-making
trial and evaluation laboratory (DEMATEL) technique is applied to generate subjective influential
weights. Then, a large amount of data from outsourcing providers is collected, and the criteria
importance through the intercriteria correlation (CRITIC) method is used to obtain the objective
influential weights. Finally, a novel classifiable technique for ordering preference based on similarity
to ideal solutions (classifiable TOPSIS) is proposed to integrate the performance of green outsourcing
providers and classify them into four levels. The classifiable TOPSIS improves the shortcomings of
conventional TOPSIS and establishes a visual rating diagram to help decision-makers to distinguish
the performance of outsourcing providers more clearly. Taking a Taiwanese multinational machine
tool manufacturer as an example, the performance of outsourcing providers related to manufacturing
activities was investigated to demonstrate the effectiveness and applicability of this proposed model.

Keywords: multiple criteria decision-making (MCDM); outsourcing provider; DEMATEL;
CRITIC; TOPSIS

1. Introduction

Outsourcing has become one of the most important strategies in business operations.
Through outsourcing operations, manpower and equipment investment can be greatly reduced,
thereby operating costs can be effectively controlled. The range covered by outsourcing is very
wide, including component production, financial planning, accounting, logistics management,
legal consulting, marketing, after-sales service, etc. [1]. In 2018, the total amount of global companies
signing outsourcing services contracts is estimated to be as high as US $85.6 billion [2]. This phenomenon
shows that outsourcing activities have been widespread in all walks of life. An effective outsourcing
evaluation system can maximize the benefits of outsourcing activities [3,4]. Improper selection of
outsourcing providers can easily lead to the failure of outsourcing strategies, causing a decline in
corporate competitiveness, and even financial risks or corporate failures [5,6].
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The application of outsourcing strategy brings out diversified decision issues. In general,
different business process owners should define not only the most appropriate conditions to gain
a full compliance between in-house processes and outsourcing activities, but also require them
harmonically converge towards the guidelines at the roots of decision-making [1,3]. However, the rise
of environmental awareness has changed the concept of decision-making. It is no longer only
cost-effectiveness as the ultimate consideration, but must be incorporated into green criteria to facilitate
environmental protection [7,8]. The evaluation and selection of green outsourcing providers is an
important task in supply chain management. Especially in the manufacturing industry, for highly
complex products such as machine tools or ships, the number of outsourcers they have is very
considerable. When an enterprise has many outsourcers, it must have a complete and systematic
model to determine the weight of the evaluation criteria and the priority of outsourcing providers,
otherwise the management of providers will appear very messy and difficult. [1,3-6].

Many scholars have made significant contributions to the evaluation and selection of outsourcing
providers. Some studies have pointed out that the selection of outsourcing providers can be categorized
as a multiple criteria decision-making (MCDM) problem [3-5,9-11]. The MCDM method has excellent
evaluation performance under many mutually constrained conditions. Its computing concept is
different from statistics. MCDM can process expert interview data with a small sample, and can
also analyze large sample data from the database. The goal of MCDM is to integrate both objective
quantitative data and subjective expert judgment, and provide effective management suggestions to
support decision-makers in formulating optimal strategies [12-14]. It is suitable to establish a complete
evaluation framework based on the expertise of researchers or experts and the extensive experience of
practitioners [15-17]. The evaluation and selection of MCDM projects can usually be divided into three
execution stages, namely the identification of evaluation criteria, the calculation of criteria weights,
and the performance analysis of alternatives [18].

In the past, research on selecting outsourcing providers has laid the foundation for industry and
academia; however, there are still some research gaps and practical application restrictions.

(i) Some evaluation models do not take into account criteria related to environmental protection.

Many manufacturing activities have caused various environmental pollution and destruction.
Operators need to be aware of environmental protection and make products comply with the
restrictions of international environmental regulations. Therefore, whether outsourcing providers have
environmental awareness and green manufacturing capabilities deserves our consideration [7].

(i) Many weight-setting methods assume that the criteria are independent.

Past studies on outsourcing provider selection have often overlooked the mutually dependent
relationships among criteria. For example, the analytic hierarchy process (AHP) and the best-worst
method (BWM) are used to obtain criteria weights. In fact, the root causes of problems are composed
of many interrelated factors [19-21]. The decision-making trial and evaluation laboratory (DEMATEL)
can overcome the assumption of independence of the criteria and determine the interdependence
among the criteria [6,9].

(iii) Few studies consider both subjectivity and objectivity.

The methods of determining the importance of the criteria can be divided into two categories.
Experts conduct pairwise comparisons of the criteria to evaluate their importance and call them
subjective weights. Common methods are AHP, BWM, analytic network process (ANP), and DEMATEL.
The other type is based on a large amount of data to estimate a set of criteria weights, called objective
weights. Entropy and criteria importance through intercriteria correlation (CRITIC) belong to this
type of method. If both perspectives can be included in the evaluation model, the results will be
comprehensive and complete [22].
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(iv) When an enterprise has a large number of outsourcing providers, the ranking of outsourcing
providers can no longer meet the needs of decision-makers.

For industries with a wide variety and a small amount of production (such as machinery),
there would be a lot of outsourcing providers needed. However, even though the ranking of
outsourcing providers is determined, it is impossible to give each outsourcing provider practical
suggestions for improvement. If all outsourcing providers can be classified into different levels and
given appropriate management suggestions for each level, the management efficiency of the managers
can be improved. Itis a good practice to classify outsourcing providers through the closeness coefficient
of technique for ordering preference based on similarity to ideal solutions (TOPSIS) [8].

Therefore, in order to tackle the aforementioned problems, this study proposes a MCDM model
with a systematic green outsourcing evaluation. First, based on the existing evaluation criteria of
the case company and the documentation, a complete evaluation framework for green outsourcing
providers was established. The proposed framework can be divided into four main dimensions:
capacity of operation, capacity of professional skills, capacity of service, and environment management.
These dimensions can be divided into 15 evaluation criteria. Here, the dimension of environmental
management was added to conform to the development trend of environmental awareness. Next,
the DEMATEL technique was used to explore the mutually dependent relationship among the criteria,
and a set of subjective weights was obtained. The DEMATEL questionnaires were obtained by
interviewing eight senior managers of the case company. Furthermore, the external auditors surveyed
the performance data of 165 outsourcing providers, and applied CRITIC’s algorithm to generate a
set of objective weights. The proposed DEMATEL-CRITIC method can reflect the importance of
mutually dependent relationships among the criteria. Finally, this study develops a classifiable TOPSIS
technique, which not only introduces the concept of aspiration level, but also divides the performance
of outsourcing providers into four levels. Appropriate management suggestions are given for the
four levels to support outsourcing providers in formulating improvement strategies to enhance their
business performance. The DEMATEL, CRITIC, and TOPSIS used in this model are all breakthrough
improvements, which make the analysis ability improved and more in line with the actual needs of
the industry.

To demonstrate the effectiveness of the proposed model, a Taiwanese multinational machine tool
manufacturer is used as an example. Sensitivity analysis and model comparisons are also conducted
in this study to demonstrate the robustness of this methodology. The proposed hybrid model is not
limited to the amount of data in use. The data can be a small sample or a big data. In addition,
when new outsourcing providers join, their performance levels can be quickly classified. Based on
the results obtained, the decision-makers can decide whether to cooperate with a new outsourcing
provider or not. In summary, the advantages and contribution of our study are described below.

(i) Integrating environmental protection criteria in the framework of green outsourcing providers.

(i) Using the DEMATEL-CRITIC method which considers both subjectivity and objectivity. And,
this method can identify the mutual influence of the criteria.

(iii) Proposing a classifiable TOPSIS to classify a large number of green outsourcing providers, and give
appropriate suggestions for improvement according to their levels.

(iv) The effective and robustness of the proposed model being confirmed through the model
comparisons and sensitivity analysis.

The rest of the paper is organized as follows. Section 2 reviews the research on using MCDM
to evaluate outsourcing providers. Section 3 introduces the proposed novel model. Moreover,
we improved the DEMATEL, CRITIC, and TOPSIS methods and introduced the calculation process
and execution steps in detail. Section 4 uses a real case to demonstrate the applicability of the proposed
model. Section 5 discusses management implication issues, sensitivity analysis and model comparisons.
Finally, conclusions and future research directions are given in Section 6.
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2. A Brief Review of the Evaluation of Applying MCDM to Outsourcing Providers

At present, compared with the articles of suppliers, there are relatively few studies on evaluation
and selection of outsourcing providers. With the rapid development of outsourcing strategies, the issue
of evaluation of outsourcing providers has become increasingly important [3,4]. When enterprises
face shortages of technology and manpower, they often increase their operational capabilities through
outsourcing. From the process of finding outsourced objects to the willingness of cooperation between
both parties, many details need to be coordinated and improved.

The success of the outsourcing strategies will create a lot of added values, including saving setup
costs, reducing operational risks, and focusing more on core business. However, outsourcing activities
will produce a certain degree of two-way information exchange and communication, and the success
or failure of cooperation will involve many complicated factors [23]. Therefore, the evaluation
of outsourcing providers is a difficult and complex MCDM problem. Previous studies have
used various MCDM methods to explore this issue. Research based on linear programming,
for example, Li and Wan [24] developed a method of fuzzy linear programming to address the
issue of outsourcing provider selection. This method is implemented in the largest light-emitting diode
(LED) production company in China. The results show that both positive and negative ideal solutions
should be considered when evaluating outsourcing providers, to overcome the shortcoming that the
linear programming technique for multidimensional analysis of preference (LINMAP) can only obtain
local optimal solutions. In the same year, Li and Wan [25] extended Li and Wan [24] research and
applied to a well-known information technology company in Jiangxi, China. The study shows that it is
feasible to determine the weights of attributes through linear programming. In order to consider the
importance of experts, Wan et al. [8] optimized the linear programming method of Li and Wan [25],
combined with intuitionistic fuzzy preference relations (IFPRs) to determine the weights of experts to
effectively integrate the group decision-making judgment.

In addition, Ji et al. [3] proposed a comprehensive MCDM framework to solve the problem of
non-compensatory criteria. The modified multi-attributive border approximation area comparison
(MABAC) method is a novel weight determination method, which can explore the non-compensatory
structure of the criteria. Next, the elimination et choice translating reality (ELECTRE) technique
was used to rank the outsourcing providers. The study used data from Li and Wan [24] to analyze
and compare TOPSIS, weighted bonferrroni mean, and traditional MABAC methods, to explain the
advantages of the proposed method. In recent years, several novel MCDM models have extended
the research on outsourcing providers evaluation. Zarbakhshnia et al. [26] combined fuzzy AHP
(FAHP) and gray multi-objective optimization by ratio analysis (MOORA-G) methods to select the
third-party reverse logistics providers for a car parts manufacturing company. Their research shows
that the combined model can effectively deal with uncertain qualitative data. A hybrid framework
was proposed by Prajapati et al. [27], who integrated fuzzy Delphi, FAHP, and fuzzy additive ratio
assessment (F-ARAS) methods to prioritize alternative outsourcing providers in energy industry.
However, these studies all consider the criteria to be independent, which violates the situation in which
the existing social factors depend on one another.

Taking into account factor-dependent research, for example, Liou and Chuang [9] proposed a
hybrid MCDM model to evaluate more than 50 outsourcing providers of Taiwan Airlines. The study
used DEMATEL and ANP to discuss the influential relationships and influential weights of the criteria,
and applied the visekriterijumska optimizacija i kompromisno resenje (VIKOR) to obtain the gap
between each alternative and the ideal level. Hsu et al. [6] improved the methodology of Liou and
Chuang [9] and integrated DEMATEL-based ANP (DANP) and modified grey relation analysis (GRA),
where the DANP method puts t