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Katarzyna Zatońska, Alicja Basiak-Rasała, Katarzyna Połtyn-Zaradna, Krystian Kinastowski

and Andrzej Szuba

Sleep Duration and Bedtime in the PURE Poland Cohort Study and the Link with
Noncommunicable Diseases
Reprinted from: Int. J. Environ. Res. Public Health 2022, 19, 403, doi:10.3390/ijerph19010403 . . . 27
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Abstract: The aim of the study was the evaluation of the hormonal response of wheelchair rugby
participants under the half-year training cycle. The study sample included 11 members of the Polish
national wheelchair rugby team with spinal cord injury at the cervical level, ranging in age from
21 to 41 years, body weight (72.2 ± 11.53 kg), and body height (182.3 ± 6.11 cm). The disabled
individuals with spinal cord injury subjected to the study constitute a homogeneous group in terms
of age, body height, weight, and injury level. The study was carried out at the beginning and at the
end of a 6-month training period. In the first and second examination, measurements of the peak
oxygen uptake (peakVO2) and blood biochemical analysis were performed (Lactate dehydrogenase
(LDH) activity and concentration of creatinine (Cr), total testosterone (TT), free testosterone (FT),
and cortisol (C)). A significant change was observed in the concentration of C in the Wheelchair
Rugby players’ blood between two research periods (p < 0.05 (ES:0.76)) and a correlation between the
post-training change in FT/C concentration and the change in Cr concentration (r = −0.6014, p < 0.05).
The 6-month training period did not result in overloads within the group of players. However,
due to the significant loss of the capacity of the spinal cord injury (SCI) and the possibility of a
life-threatening trend, the anabolic/catabolic status of the players should be monitored using blood
biochemical indices.

Keywords: spinal cord injury; testosterone; cortisol; creatinine; overtraining

1. Introduction

Spinal cord injury causes impairment, or total loss of the motor and sensory functions
in the areas of thorax, upper and lower limbs, depending on the severity of the damage [1].
The vast majority of such injuries stem from traffic accidents, bullet wounds, falls, jumps
into the water, and sports injuries. For the elderly, the injury factors may be a disc, primary
or metastatic neoplastic lesions, developing inflammatory processes in the area of the
damage, or compression by abnormal blood vessels. The most common injuries occur in
the cervical region or at the border of the thoracolumbar region. However, almost half
are injuries between C4 and C7 [2,3]. Impairment of the skeletal muscle function, as well
as a physiological adaptation to the physical effort, impacts everyday life activities. The
rehabilitation process of such persons, apart from health and compensation components,
aims at the mobilization of the patient to function together with healthy persons. Account-
ing for modern knowledge, it was the right decision to introduce sportsmanship to the
rehabilitation programs of patients with SCI [4]. SCI person activation practices may apply
to several sports disciplines, including wheelchair basketball, tennis, or boccia. One of
the sports dedicated to persons with SCI damage is wheelchair rugby [5,6]. This sport,
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despite the emergence of persons with other impairments, is still dominated by persons
with spinal cord injuries involving the cervical spine (tetraplegia), which is one of the most
severe musculoskeletal disabilities. Similar to other Paralympics disciplines, the problem
of injuries and overloads of the musculoskeletal system in wheelchair rugby is not widely
and thoroughly researched. When identifying damages and overloads in handicapped
sports, it is important not only to account for the sport’s characteristics but also for the type
of disability of the participants. Injuries that occur during wheelchair rugby training and
matches include those associated with falls and wheelchair impacts (wheelchair rugby is a
contact sport and such incidents are acceptable) [5].

Another aspect of damages and overloads is the everyday life in which most of the
participants use wheelchairs. Sports-related damages and overloads can overlap with
overloads from daily wheelchair use.

Martin et al., Burnham et al., and Castro et al. in their research on the persons with
SCI observed the transformation of slow-twitch fibers into fast-twitch fibers, primarily
glycolytic [7–9]. Muscle glycogen stores and muscle aerobic potential are reduced due to
decreased mitochondria and muscle fiber transformation. The abolition of sympathetic
nervous system function is responsible for the rapid development of muscle fatigue in a
person with cervical SCI. Incorrect physiological conditions sympathetic innervation is
responsible for increasing blood flow to working skeletal muscles, therefore intensifying
the cell oxygen supply, and non-muscular energy substrates such as glucose and free fatty
acids. Reduced muscle blood flow in an injured situation, lack of muscle pump function,
impaired cardiovascular reflexes lead to metabolic changes in the muscle and accumulation
of lactate. Increased glycolytic metabolism, with concomitant disturbance of homeostasis,
leads to the rapid development of fatigue in working muscles [8,10].

The disturbance in maintaining proportions between the time of training and biological
rejuvenation results in decreased physical capability of the participant, greater risk of injury,
and decreased body immunity, which is particularly dangerous for this group of patients
during the increase in COVID-19 (SARS-CoV-2) infections [11–13]. Hence, the monitoring
of fatigue levels using physiological or biochemical indicators will allow for sustaining
the participants’ optimal health conditions and life comfort despite numerous physical
conditions affecting them.

Biochemical indicators of muscle breakdown or cell membrane damage include mea-
surement of creatinine (Cr) or creatine kinase (CK; EC 2.7.3.2) lactate dehydrogenase (LDH;
EC 1.1.1.27). Most often the testosterone (T) and cortisol concentrations in the blood are
used for the diagnosis of the overload state. The literature analysis indicates that the
development of anabolic–catabolic balance is not only influenced by the training’s intensity
and duration, but also by the training volume, or atmospheric conditions [14,15]. Cortisol
is considered to be a catabolic hormone because it stimulates glycogenolysis in the liver by
increasing the glucose concentration in blood. It inhibits muscle uptake of amino acids and
limits muscle protein synthesis [15,16]. Testosterone via its anabolic impact on the body
causes the increase in the synthesis of muscle tissue, forming mass and muscle strength. At
rest, only 1% of testosterone circulates in the blood in the free form (FT) and is metabolically
active. The remaining part is linked to the sex hormone-binding globulin (SHBG) and
with albumins [16,17]. Analysis of the testosterone/cortisol T/C ratio is not only a good
indicator of the body’s metabolic balance but is also found in the literature to be an indicator
of peripheral and central fatigue in athletes [18–20]. Low values of the TT/C and FT/C
indicators are proposed to be early biochemical indicators of exercise-induced fatigue [14].
Esspecially in extreme cases, intensified catabolic and limited anabolic processes during
athletes’ training cycle, TT/C and FT/C ratios seem to be appropriate indicators of the
overreaching or overtraining syndrome [20]. The value of these indicators was noticed, for
example, in non-disabled rugby players [21]. For athletes with quadriplegia and limited
active muscle mass, these conditions can occur at even low exercise loads, and the effects
of overtraining are far more dangerous to the athlete’s health and even life. In this group
of persons the katabolic changes increase in muscle even in resting conditions. There is
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evidence that the level of endogenic, anabolic hormones may be decreased. Decreasing the
testosterone and growth hormones concentration and through them insulin-like growth
factor-1 (IGF-1) may intensify unbeneficial body mass composition changes, decreasing
the fatigue tolerance [22–24]. Wang et al. indicated in their research that in the group of
63 patients with spinal cord injury, a comparable number of individuals had both decreased
and increased blood testosterone concentrations at rest [25]. Hence, the analysis of the
concentration of selected hormone levels in the group of elite wheelchair rugby competitors
in different stages of preparatory training for the important sporting event was proposed,
which will allow for the evaluation of the direction and character of changes.

The aim of the study was the analysis of the hormonal response (TT, FT, C, and TT/C,
FT/C ratio) of wheelchair rugby participants under the training.

2. Materials and Methods

The study protocol was approved by the Ethics Committee for Human Research of
the Poznan University of Medical Sciences (Ethics Approval Number: 405/12). The study
was conducted according to the Declaration of Helsinki and the National Statement. All
participants in this study gave their written informed consent.

The study sample included 11 members of the Polish national wheelchair rugby team
with spinal cord injury at the cervical level, ranging in age from 21 to 41 years, body weight
(72.2 ± 11.53 kg), body height (182.3 ± 6.11 cm). The disabled with spinal cord injury
subjected to the study constitute a homogeneous group in terms of age, body height, weight,
and the injury level. All of them were tetraplegics with cervical spinal cord injury at levels
C5–C7. Wheelchair rugby classification system, used to assess the subjects came from the
ISMGF/ISMWSF (International Stoke Mandeville Games Federation/International Stoke
Mandeville Wheelchair Sport Federation) and American Spinal Injury Association (ASIA)
Impairment Scale, medical classification system (Table 1).

Table 1. Classification points, spinal cord injury level, American Spinal Injury Association (ASIA)
Impairment Scale of the subjects with spinal cord injury [11].

No Spinal Cord Injury Level
American Spinal Injury Association

(ASIA) Impairment Scale
Classification

Points

1 C6–C7 A 2
2 C5–C6 A 2
3 C6 A 2
4 C6–C7 A 2
5 C6–C7 A 2.5
6 C5–C6 A 2
7 C6–C7 A 2
8 C6–C7 A 2
9 C5 A 2
10 C5–C6 A 1
11 C6–C7 A 0.5

Training period between research dates was characterized by build-up of general
capability, with a particular focus on the aerobic capacity and improving elements of
game tactics. In the later period, the participants focused their training on the speed.
Research in the 2nd term took place after the beginning in a target competition, near the
immediate start.

2.1. Assessment of Aerobic Fitness (Graded Exercise Test Protocol)

The subjects performed a cardiopulmonary exercise test with increasing intensity on
the Sweedish MONARK REHAB TRAINER 881E manual ergometer, manufactured by
Monark Exercise AB (Vansbro, Sweden) and specially adjusted to functional abilities of
research participants. The initial workload amounted to 10 Watts was successively increased
by 10 Watts every 3 min until the subjects achieved maximum individual workloads or
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refused to continue the effort. Peak oxygen uptake (peakVO2) was measured in absolute
and relative values with a German Jeager Oxycon Mobile gas analyser (Viasys Healthcare,
Höchberg, Germany) [26].

2.2. Methodology of Biochemical Marking

Blood samples were collected before exercise tests (two days after the last intensive
training unit) to exclude the influence of training loads on biochemical variables tested.
Blood samples were taken from the ulnar vein using a S-Monovette syringe tube (Sarstedt,
Nümbrecht, Germany) then placed in tubes containing a clot activator and centrifuged
(1500 g, 4 ◦C, 4 min) in order to separate the serum. The samples were frozen and stored
at −75 ◦C until the time the analyses were performed. Lactate dehydrogenase (LDH)
activity and concentration of creatinine (Cr) was determined with the use of the Accent
200S (Cormay, Poland) biochemical analyser and sets of enzymatic reagents (Cormay,
Poland). The sensitivity of the sets was 6.6 U/L for LDH and creatinine 7.07 (micro) mol/L
(intra-assay coefficient of variation [CV], <10%). Concentrations of total testosterone (TT),
free testosterone (FT), cortisol (C), were measured using the ELISA immune-enzymatic
method (AssayPro LLC, St. Charles, MO). The sensitivity of the ELISA kits was as follows:
0.083 ng/mL ([CV], 3.61%), 0.018 pg/mL ([CV], 5.96%), 2.5 ng/mL ([CV], 5.63%).

The samples were read using a Synergy 2 SIAFRT multi-detection microplate reader
(BioTek, Winusky, VT, USA) at the manufacturer’s recommended wavelength.

2.3. Training Program

The preparation cycle of the Polish Wheelchair Rugby Team in 2012 included 30 weeks
of training (microcycles) in preparation for the start in the target event—the International
Metro Cup Tournament.

• The first stage of preparations, covering the period from March to mid-May 2012
(microcycles 1–12), was focused on building aerobic capacity (raising the level of
fitness of players), strengthening muscle mass and perfecting tactical elements of the
game (raising the tactical level of players, shaping the reaction speed to changing
tactics of the opponent during the game and gathering players from different sports
clubs together).

• The second stage of preparations, covering the period from mid-May to the end of
August 2012 (microcycles 13–26), was focused on maintaining aerobic capacity and
strength endurance (the beginning of the stage) and speed endurance (the end of the
stage), improving elements of game tactics (shaping the habits of observation and
analysis during physical effort, learning team attitudes).

• The third stage of preparation, covering the period of September 2012 (micro-cycles
27–30), (direct starting preparation) is shaping the speed abilities of players and
improving elements of game tactics (evaluation of observation and analysis habits
during physical effort).

• Stage IV, covering September/October 2012 (microcycles 31–32) of the year, was the
start of the target event.

• The fifth stage, covering the period from October to November 2012 (microcycles
33–36), was a transitional period (retrenchment).

The exact training plan realised by the players during the period covered by the
research is shown in Table 2.
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Table 2. Wheelchair rugby players’ weekly training frequency in a macrocycle (training
load description).

Training Goal Week Type of Training Type of Activity
Duration

[min]
Intensity
[% max]

No. of Training
Sessions per Week

Aerobic endurance
(development and

maintenance)

1–12 Constant intensity
aerobic training

Wheelchair push
(indoor, outdoor) 60–100 50–60 3

13–32
Constant and

variable intensity
aerobic training

Wheelchair push
(indoor) 60–100 60–70 2

Speed endurance
(anaerobic) 27–32 Interval training Wheelchair push

(indoor) 15–20 70–90 1

Development of
muscle strength 1–12 Strength training Gym 60–80 60–70 2

Maximum strength 13–26
Strength

training/functional
training

Gym/fitness 40–80 80–90 1

Strength endurance 13–32 Circuit training Gym/fitness 40–80 50–60 1

Power/Capacity 13–32 Speed and strength
training Gym/fitness 40–80 60–70 1

Stabilisation (deep
muscle training) 1–26 Circuit training

(repetition) Fitness room 30 - 1

Tactics/Team play
1–12 Small tactics training

Wheelchair rugby
(key, half

court play)
120–150 50–75 3

13–32 Training of small and
large tactics

Wheelchair rugby
(key, half court play,

regular games)
120–150 50–90 3

2.4. Statistical Analysis

All data are presented as mean, standard deviation (SD). The normality of distribution
was tested with the Shapiro–Wilk test. The differences between paired and normally
distributed variables were analysed using the Wilcoxon test. Spearman’s rank analysis
was used to calculate correlation coefficients. The level of statistical significance was set
at p ≤ 0.05. The obtained results were analysed statistically using the Dell Inc. (2016)
Dell Statistica 13 software (Tulsa, Oklahoma, USA). Effect sizes (ES) were calculated as
the difference between means divided by the pooled standard deviation using Cohen’s
criteria; effect sizes <0.20 and <0.50 were considered small, <0.50 and <0.80 medium,
and <0.80 large [27].

3. Results

Resting testosterone levels in the blood of the FT and TT fractions were within the
physiological limits of this parameter. The blood cortisol concentration was similar. A slight
increase in LDH activity and a decrease in creatinine concentration were found. Values
below the lower limit of the reference values were found in 9 persons (82%) in the first
research period and 8 persons (73%) in the second research period.

Our research showed a significant change in the concentration of cortisol in the
Wheelchair Rugby players’ blood between two research period. (p < 0.05 (ES:0.76)) and
a correlation between the post-training change in FT/C concentration and the change in
creatinine concentration (r = −0.6014, p < 0.05) There was also a post-training insignificant
decrease in peakVO2 (p > 0.05), resulting from the increase in body weight of the subjects
in the second term of the study (Table 3).
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Table 3. Basic characteristics (x ± SD) of physiological and biochemical parameters measured in first
and the second research period.

Parameter First Research Period Second Research Period p-Value

Cr [μMol/L] 57.1 ± 13.53 57.7 ± 12.14 1.0000
LDH [U/L] 310.7 ± 68.09 307.2 ± 49.02 0.8139
TT [ng/mL] 4.2 ± 0.90 4.2 ± 1.53 0.8753
TF [pg/mL] 8.2 ± 2.71 8.2 ± 3.69 0.8139
C [ng/mL] 150.7 ± 60.14 207.1 ± 52.61 0.0342 *

TT/C 0.03 ± 0.01 0.02 ± 0.01 0.0843
TF/C 0.06 ± 0.03 0.04 ± 0.02 0.0994

Body mass [kg] 72.2 ± 11.53 73.5 ± 7.69 0.5939
peakVO2 [mL/kg/min] 16.8 ± 3,49 15.9 ± 3.52 0.1386

Data are presented as mean ± SD, Cr = creatinine, LDH = Lactate dehydrogenase, TT = total testosterone,
FT = free testosterone, C = cortisol, peakVO2 = peak oxygen uptake. * p < 0.05

4. Discussion

The size of exercise loads during training camps varies and is dependent on the
preparatory period of participants. It needs to be stated that weekend training camp
consists of 3 training units lasting 3–4 training hours, and of one theoretical training unit.
In the 1st preparatory stage during the weekend camps, participants cover the biggest
number of training kilometers in comparison with the speed exercises. This ratio changes
with the realization of subsequent training macrocycles.

In our research, the intensive 6-month-long training impacted the selected metabolic
parameters on the verification of the overextension state occurrence. Such a state in healthy
sports-playing participants requires the application of effective biological regeneration
treatments, and decrease of several weeks in the training severity. Healthy persons with
high levels of physical capacity have developed effective mechanisms of post-exercise
rejuvenation; however, among persons with SCI this mechanism is severely limited. The
typical over-exercise symptoms are the loss of physical capacity, loss of muscle mass, the
occurrence of the negative nitrogen balance. Such changes are visible in the nervous system
functioning, and changes to the secretion of the metabolic hormone [28,29].

From the point of view of training, there are many similarities in the physical reactions
to the over-training of healthy and handicapped participants. The hormonal response to
the applied workload may differ. Individuals with acquired disabilities respond differently
to training loads than individuals with disabilities from birth. It has been demonstrated
during the observational studies that persons with acquired disabilities are more motivated
to push through their limitations and have stronger stress reactions to the training stimulus,
therefore they may react with greater cortisol secretion [6].

The amount of the training load of the rugby wheelchair players during training
camps varies and is dependent on the preparation period of the participants. It ought
to be noted that the weekend training camps consist of three practical training units of
3–4 h each, and one theoretical training unit. In the first stage of preparation during the
weekend training camps the participants cover the greatest amount of training kilometers
in comparison with speed training. The proportion changes with the realization of the
training macro-cycles. The first date of participants’ testing was at the beginning of the
preparatory period, during which the general fitness of players was built, especially aerobic
capacity. The second date of testing was on the period immediately after the start of the
target event. In this period, it was expected to record a significant overload of the body,
and damage to the muscular system was expected.

In our research, we concluded that participants with tetraplegia had normal resting
testosterone and cortisol blood levels (Table 3). Castellani et al. found a statistically signifi-
cant (p < 0.05) decrease in this hormone in the wheelchair participants in comparison with
healthy ones. They found a greater increase in exercise-induced testosterone concentration
in wheelchair participants in comparison with healthy ones. They also showed a higher
exercise-induced increase in testosterone concentrations in subjects with disabilities. How-
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ever, there were no differences in cortisol concentrations at rest as well as after exercise [30].
The physical mechanisms leading to an increase in exercise-induced testosterone levels are
a result of both its production, breakdown, and excretion. Exercise-induced changes in
plasma volume can also modulate its concentration in the blood. In the research of Wheeler
et al., it can be concluded that some participants diagnosed with SCI deliberately increase
the catecholamine (CA) output by triggering the autonomic dysreflexia mechanism to
increase their performance. Therefore, it is assumed that high exercise blood testosterone
concentration is a response to catecholamine output or a protective response induced
by cortisol [31,32].

There is little research on the biochemical reaction of wheelchair participants to the
training load. Limiting the search to the rugby participants gives very few publications
useful for the critical analysis of own research results. In the research of Bizzarini et al. on
the impact of a 6-month training regime on the persons diagnosed with SCI (6 persons
with damaged cervical region, 15 with the damaged thoracic and lumbar regions). There
were no significant changes to the testosterone and cortisol levels after the training period.
General ratio TT/C, currently perceived to be the indicator of overtraining, did not decrease
in the presented study. The authors explain this fact by the lack of intensification of
catabolic metabolism in response to physical activity or by the limited ability of the body to
metabolically adapt to the intensity of physical exercise [33].

In the research on healthy participants, Ahtiainen et al. described post-training de-
crease in total testosterone levels, as well as the ratio of TT/C caused by too high training
loads [34]. In our research on the SCI participants, the increase in the above-mentioned
markers was not recorded, which may be indicative of the high physical capability of the
research participants as well as the training load appropriate for their health condition
capabilities. This is also indicated by the lack of a post-workout decrease in the peakVO2,
which determines an athlete’s oxidative capacity level. The importance of cortisol analysis
in the diagnosis of overload conditions in athletes was mentioned by Michailidis in his
study on football players [35]. Cortisol is the stress hormone secreted both as a result of
physical exertion factors as well as stress factors connected to physical activity. In many
research, the post-training increase is dependent on the exercise intensity and acidification
levels [36–38]. Based on the Michailidis results it can be concluded that the lack of changes
in the C concentration during the participant’s preparation cycle is indicative of their good
psychophysical preparation [35]. Barboza et al. indicate that athletes with neurological
damage (SCI), unlike other disabilities (poliomyelitis, amputation), do not respond to
saliva secretion of cortisol in basketball players in wheelchairs [39]. Eventually this can
cause problems with the interpretation of the SCI athletes’ body response to the effects of
training intensity.

Lack of changes in LDH activity or creatinine concentration in our research indicates
the sustained muscle cells stability and no damage to them as a result of the training regime.
The increase in cortisol in the second term of research may be reflective of stress caused by
the matches itself during the target event in the year of the research. A slight increase in
LDH enzyme activity and a decrease in creatinine concentration; values below the lower
limit of reference values were found in more than 80% of the subjects, most likely due to
increased creatinine excretion in urine [40]. Kaji et al. based on the conducted research
proved the decrease in urinary creatinine excretion in a group of patients with SCI based on
their study. The factor limiting the precision of defining the accuracy of the renal clearance
rate in our study was lack of the creatinine concentration in urine measurements [40]. The
long-term research of Elmelund et al. on the creatinine levels in the blood of persons with
SCI prove that the decrease in this metabolite is caused by the loss of muscle mass with age,
which naturally occurs in healthy persons as well. In persons with SCI, this mechanism is
accelerated due to the extensive muscle mass loss due to injury itself [41].

The lack of changes in the creatinine blood concentration in blood in participants
studied in the second term indicates sustaining the stable muscle mass and lack of damage
to the kidneys. We are more interested in the presented findings in terms of the occurrence
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of possible overload changes resulting in a decrease in muscle mass in individuals with
symptoms of overtraining of a peripheral nature. Particularly since, in the case of athletes
with SCI, the source of overload is a matter of everyday life, in which most athletes
use wheelchairs.

Monitoring of the metabolic hormonal state (TT/C) will allow for both trainers and
psychologists treating handicapped patients to fully control the degree of physical partici-
pant’s preparation as well as their psychological state and motivation. It may also serve
as a sensitive biochemical marker of the way to deal with physical limitations accounting
for the SCL type, functional classification, or disability due to impairment (acquired or
congenital) [42,43].

5. Conclusions

The 6-month training period did not overstrain the group of players. However, due
to the significant loss of SCI capacity and the possibility of a life-threatening trend, the
anabolic/catabolic status could be used to diagnose early states of overload.

Limitation of the Study

The study was conducted only on persons physically active with spinal cord injuries.
In order to obtain a complete picture of anabolic/catabolic biochemical changes under the
influence of a 6-month training period, tests would have to be carried out on physically
inactive men with spinal cord injury. Unfortunately, this study did not obtain the right
consent to search for this group of people.
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5. Bauerfeind, J.; Koper, M.; Wieczorek, J.; Urbański, P.; Tasiemski, T. Sports Injuries in Wheelchair Rugby—A Pilot Study. J. Hum.

Kinet. 2015, 48, 123–132. [CrossRef]
6. Samulski, D.M.; Noce, F.; Costa, V.T. Mental preparation. In Handbook of Sports Medicine and Science—The Paralympic Athlete;

Vanlandewijck, Y.C., Thompson, W.R., Eds.; Wiley-Blackwell: Hoboken, NJ, USA, 2011; pp. 198–213.
7. Martin, T.P.; Stein, R.B.; Hoeppner, P.H.; Reid, D.C. Influence of electrical stimulation on the morphological and metabolic

properties of paralyzed muscle. J. Appl. Physiol. 1992, 72, 1401–1406. [CrossRef]

8



IJERPH 2022, 19, 2228

8. Burnham, R.; Martin, T.; Stein, R.; Bell, G.; MacLean, I.; Steadward, R. Skeletal muscle fibre type transformation following spinal
cord injury. Spinal Cord 1997, 35, 86–91. [CrossRef]

9. Castro, M.J.; Apple, D.F., Jr.; Hillegass, E.A.; Dudley, G.A. Influence of complete spinal cord injury on skeletal muscle cross-
sectional area within the first 6 months of injury. Eur. J. Appl. Physiol. Occup. Physiol. 1999, 80, 373–378. [CrossRef]

10. Eggers, L.; Carson, C.; Evans, K.; Swank, A.M.; Adams, K.J.; Barnard, K.L.; Berning, J. Limiting factors for increasing VO2peak for
individuals with spinal cord injury. Clin. Exerc. Physiol. 2001, 1, 10–16.

11. Szymczak, Ł.; Podgórski, T.; Domaszewska, K. Comparison of the levels of hematological parameters at rest and after maximum
exercise between physically active people with spinal cord injury and able-bodied people. Int. J. Environ. Res. Public Health 2021,
18, 12323. [CrossRef]

12. Jin, C.H.; Paik, I.Y.; Kwak, Y.S.; Jee, Y.S.; Kim, J.Y. Exhaustive submaximal endurance and resistance exercises induce temporary
immunosuppression via physical and oxidative stress. J. Exerc. Rehabil. 2015, 11, 198–203. [CrossRef] [PubMed]

13. Gomez-Merino, D.; Drogou, C.; Guezennec, C.Y.; Burnat, P.; Bourrilhon, C.; Tomaszewski, A.; Milhau, S.; Chennaoui, M.
Comparison of systemic cytokine responses after a long distance triathlon and a 100-km run: Relationship to metabolic and
inflammatory processes. Eur. Cytokine Netw. 2006, 17, 117–124. [PubMed]

14. Podgórski, T.; Kryściak, J.; Pluta, B.; Adrian, J.; Marynowicz, J.; Krzykała, M.; Konefał, M.; Chmura, P.; Chmura, J.; Andrzejewski,
M. A practical approach to monitoring biomarkers of inflammation and muscle damage in youth soccer players during a 6-month
training cycle. J. Hum. Kinet. 2021, 80, 185–197. [CrossRef] [PubMed]

15. Brisswalter, J.; Collardeau, M.; Rene, A. Effects of acute physical exercise characteristics on cognitive performance. Sports Med.
2002, 32, 555–566. [CrossRef]

16. Chmura, P.; Podgórski, T.; Konefał, M.; Rokita, A.; Chmura, J.; Andrzejewski, M. Endocrine Responses to Various 1 × 1
Small-Sided Games in Youth Soccer Players. Int. J. Environ. Res. Public Health 2019, 16, 4974. [CrossRef]

17. Fahrner, C.L.; Hackney, A.C. Effects of endurance exercise on free testosterone concentration and the binding affinity of sex
hormone binding globulin (SHBG). Int. J. Sports Med. 1998, 19, 12–15. [CrossRef]

18. Zar, A.; Ahmadi, F.; Krustrup, P.; Fernandes, R.J. Effects of morning and afternoon high-intensity interval training (HIIT) on
testosterone, cortisol and testosterone/cortisol ratio response in active men. Trends Sport Sci. 2021, 28, 179–185. [CrossRef]

19. Urhausen, A.; Kindermann, W. Diagnosis of overtraining: What tools do we have? Sports Med. 2002, 32, 95–102. [CrossRef]
20. Purvis, D.; Gonsalves, S.; Deuster, P.A. Physiological and psychological fatigue in extreme conditions: Overtraining and elite

athletes. PM&R 2010, 2, 442–450. [CrossRef]
21. Twist, C.; Highton, J. Monitoring fatigue and recovery in rugby league players. Int. J. Sports Physiol. Perform. 2013, 8, 467–474.

[CrossRef]
22. Tsitouras, P.D.; Zhong, Y.G.; Spungen, A.M.; Bauman, W.A. Serum testosterone and growth hormone/insulin-like growth factor-1

in adults with spinal cord injury. Horm. Metab. Res. 1995, 27, 287–292. [CrossRef] [PubMed]
23. Andrzejewski, M.; Podgórski, T.; Kryściak, J.; Chmura, P.; Konefał, M.; Chmura, J.; Marynowicz, J.; Adrian, J.; Pluta, B. Anabolic-

catabolic hormonal responses in youth soccer players during a half-season. Res. Sports Med. 2021, 29, 141–154. [CrossRef]
[PubMed]

24. Rowbottom, D.G.; Keast, D.; Goodman, C.; Morton, A.R. The haematological, biochemical and immunological profile of athletes
suffering from the overtraining syndrome. Eur. J. Appl. Physiol. Occup. Physiol. 1995, 70, 502–509. [CrossRef] [PubMed]

25. Wang, Y.H.; Huang, T.S.; Lien, I.N. Hormone changes in men with spinal cord injuries. Am. J. Phys. Med. Rehabil. 1992, 71,
328–332. [CrossRef]

26. Domaszewska, K.; Szymczak, Ł.; Kryściak, J.; Pospieszna, B.; Laurentowska, M. Spirometric and ergospirometric evaluation of
wheelchair rugby players. Trends Sport Sci. 2013, 2, 89–94.

27. Cohen, J. Statistical Power Analysis for the Behavioral Sciences, 2nd ed.; Lawrence Erlbaum Associates: Hillsdale, NJ, USA, 1988.
28. Fry, A.C.; Kraemer, W.J. Resistance exercise overtraining and overreaching. Sports Med. 1997, 23, 106–129. [CrossRef]
29. Lehmann, M.J.; Lormes, W.; Opitz-Gress, A.; Steinacker, J.M.; Netzer, N.; Foster, C.; Gastmann, U. Training and overtraining:

An overview and experimental results in endurance sports. J. Sports Med. Phys. Fit. 1997, 37, 7–17.
30. Castellani, J.W.; Armstrong, L.E.; Kenefick, R.W.; Pasqualicchio, A.A.; Riebe, D.; Gabaree, C.L.; Maresh, C.M. Cortisol and

testosterone concentrations in wheelchair athletes during submaximal wheelchair ergometry. Eur. J. Appl. Physiol. 2001, 84, 42–47.
[CrossRef]

31. Levin, J.; Lloyd, C.W.; Lobotsky, J.; Friedrich, E.H. The effect of epinephrine on testosterone production. Acta Endocrinol. 1967, 55,
184–192. [CrossRef]

32. Wheeler, G.; Cumming, D.; Burnham, R.; Maclean, I.; Sloley, B.D.; Bhambhani, Y.; Steadward, R.D. Testosterone, cortisol and
catecholamine responses to exercise stress and autonomic dysreflexia in elite quadriplegic athletes. Spinal Cord 1994, 32, 292–299.
[CrossRef]

33. Bizzarini, E.; Saccavini, M.; Lipanje, F.; Magrin, P.; Malisan, C.; Zampa, A. Exercise prescription in subjects with spinal cord
injuries. Arch. Phys. Med. Rehabil. 2005, 86, 1170–1175. [CrossRef] [PubMed]

34. Ahtiainen, J.P.; Pakarinen, A.; Kraemer, W.J.; Häkkinen, K. Acute hormonal and neuromuscular responses and recovery to forced
vs. maximum repetitions multiple resistance exercises. Int. J. Sports Med. 2003, 24, 410–418. [CrossRef]

35. Michailidis, Y. Stress hormonal analysis in elite soccer players during a season. J. Sport Health Sci. 2014, 3, 279–283. [CrossRef]

9



IJERPH 2022, 19, 2228

36. Kraemer, W.J.; Ratamess, N.A. Hormonal responses and adaptations to resistance exercise and training. Sports Med. 2005, 35,
339–361. [CrossRef] [PubMed]

37. Banfi, G.; Dolci, A. Free testosterone/cortisol ratio in soccer: Usefulness of a categorization of values. J. Sports Med. Phys. Fit.
2006, 46, 611–616.

38. Anderson, T.; Lane, A.R.; Hackney, A.C. Cortisol and testosterone dynamics following exhaustive endurance exercise. Eur. J.
Appl. Physiol. 2016, 116, 1503–1509. [CrossRef]

39. Barboza, B.; Oliveira, M.; Lambert, E.; Werle, E.; Marta, S.; Greguol, M. Does the type of disability influence salivary cortisol
concentrations of athletes in official wheelchair basketball games? Int. J. Sports Sci. Coach. 2019, 14, 507–513.

40. Kaji, D.; Strauss, I.; Kahn, T. Serum creatinine in patients with spinal cord injury. Mt. Sinai J. Med. 1990, 57, 160–164.
41. Elmelund, M.; Oturai, P.S.; Biering-Sørensen, F. 50 years follow-up on plasma creatinine levels after spinal cord injury. Spinal Cord

2014, 52, 368–372. [CrossRef]
42. Papacosta, E.; Nassis, G.P. Saliva as a tool for monitoring steroid, peptide and immune markers in sport and exercise science. J.

Sci. Med. Sport 2011, 14, 424–434. [CrossRef]
43. Teles, L.J.L.; Aidar, F.J.; de Matos, D.G.; Marçal, A.C.; de Almeida-Neto, P.F.; Neves, E.B.; Moreira, O.C.; Neto, F.R.; Garrido, N.D.;

Vilaça-Alves, J.; et al. Static and dynamic strength indicators in paralympic power-lifters with and without spinal cord injury. Int.
J. Environ. Res. Public Health 2021, 18, 5907. [CrossRef] [PubMed]

10



Citation: Kisiała, W.; Rącka, I.;
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Abstract: The emergency medical services support the primary health care system. Hospital emer-
gency departments (HEDs), which provide medical assistance to all patients in a state of emergency
are of considerable importance to the system. When studying access to HEDs, attention should be
focused on spatial relations resulting from the location of HEDs and the places of residence of the
potential patients. The aim of the paper is to explain the level of spatial accessibility of HEDs and its
changes as a result of organizational and spatial transformations of HEDs’ networks in Poland. The
research was conducted within two time series, comparing the changes in the distribution of HEDs in
2011 and 2021. GIS techniques were used to measure the distances between emergency departments
and places of residence. It was observed that the transformation of the spatial organization of the
hospital emergency department network in 2011–2021 resulted in the overall improvement of the
spatial accessibility of these facilities, reducing the distance between them and places of residence.

Keywords: access to health care; health care services; hospital emergency departments; spatial
analysis; public health management

1. Introduction

One of the most basic social needs of human beings is security, satisfied by, e.g.,
properly designed health protection. Due to the modern lifestyles people lead, the risk
of numerous civilization and social diseases, including those caused by various types of
injuries, increases every year. Therefore, it is necessary to shape the health care system
in such a way that it would give citizens a sense of security, especially with regard to the
pathogenic effects of an accelerating pace of life in the modern world [1,2]. The importance
of this type of activities is indicated and proved by their presence in the third goal of
the sustainable development programme—2030 Agenda for Sustainable Development [3].
Since a person’s life and health in many cases is determined by the speed of medical
actions taken, the problem of spatial organization of emergency medical services is of major
importance [4–7].

Until the end of the 1990s, emergency medicine in Poland was obsolete, and emergency
care was in fact limited to visits of the doctors and medical transport to hospitals. The
emergency rescue system operating in Poland since the post-war years complemented the
inefficient primary health care system, without guaranteeing comprehensive, adequate
to the needs and sufficiently quick medical service in the case of sudden health or life-
threatening events. The need for reforms in the field of emergency medical services, in
addition to widespread social discontent, was also reflected in the mortality rate at the
scene of accidents or deaths from sudden illnesses on the spot or on the way to the hospital,
which significantly exceeded the international standards [8–10].
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The increasingly visible imperfections in the functioning of the Polish emergency
medical services and the positive effects of implementing modern medical systems in
western European countries were incentives to organize similar structures in Poland. The
works undertaken at the turn of the 20th and 21st centuries led to the implementation of
the Act of 8 September 2006 on the Emergency Medical Services (EMS). According to its
regulations, planning and organization of the system takes place mainly at the regional level
(voivodeships), and the authorities responsible for the performance of the system’s tasks
are voivodes (representatives of state government administration in regions). Supervision
over the system is exercised by the Minister of Health.

The task of the voivodes is to prepare regional plans for the operation of the system,
which defines, e.g., the number, location and method of coordinating the activities of
the units. The act distinguishes between two types of units operating within the system:
hospital emergency departments (HED) and emergency medical teams.

An important element of the introduced reforms was the creation of a hospital base of
emergency medical services. Hospital emergency departments (HEDs), as organizational
units of hospitals specializing in emergency care, are the place of first contact for people in
a state of emergency. The main task of HEDs is to admit, perform initial diagnostics and
undertake the treatment necessary to stabilize the vital functions of patients who require
medical assistance as a result of health- or life-threatening accident or illness. The treatment
within hospital emergency departments should contribute to the reduction in mortality
rate, the number and scope of disabilities caused by injuries, the number of deaths to be
avoided, as well as the extent of pain and suffering resulting from accidents and sudden
illnesses [11]. HEDs provide medical assistance to all patients in a state of emergency—both
transported in ambulances and self-reporting, regardless of their age, place of residence,
financial or social status.

In the event of a risk of loss of life or health, patients should be transferred to the
hospital emergency department closest to the scene of the incident. Therefore, the problem
of the distribution and access to emergency departments becomes of key importance. In
this context, an important question seems to be whether the changes in the number and
distribution of emergency departments, that take place after the implementation of the
EMS in individual regions in Poland, result in an improvement in the level of spatial
accessibility of the departments. This issue has not been widely addressed in the literature
so far, although the results of such research could be a valuable hint for other countries
with a similar level of development, reforming health and rescue systems for residents.

The aim of the paper is to explain the spatial accessibility of hospital emergency de-
partments and changes in its level as a result of organizational and spatial transformations
of the emergency department network in Poland. On the basis of the research results, it is
possible to indicate new locations of emergency rooms, the launch of which would improve
the level of spatial accessibility of emergency medical services. The research was conducted
within two time series, comparing the changes in the distribution of HEDs in 2011 and 2021
and the resulting consequences for the level of spatial accessibility of these medical services.
In the research procedure, GIS techniques were used to measure the distances between
emergency departments and places of residence. Although the study was conducted on
a local scale (approximately 2500 communes in Poland), the results were presented on a
regional level.

2. Literature Review

2.1. Spatial Analysis of Emergency Department Accessibility

The emergency medical services is a field where spatial analysis is broadly used.
The crux of the emergency medical system is to save lives by providing a quick re-

sponse to emergencies, thus minimizing the waiting time of the patient for professional
emergency medical assistance, provided both in the pre-hospital stage (ambulance care)
and as part of the hospital emergency care (i.e., in emergency departments). Shortening
the time of ambulance response, patient transfer and rescue operation has clinical impli-
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cations for many conditions. Yet increasing the chances of saving the patient depends in
particular on the proximity to emergency units. Studies confirming this assumption have
been conducted in numerous countries, e.g., Sweden [12], United Kingdom [13], Spain [14],
the USA [15] and Portugal [16]. Their location should be well designed and result from the
distribution and demographic structure of the population, terrain conditions, the socioe-
conomic situation and the existing and developing infrastructure. Geographic research
on emergency medical services using quantitative methods to optimize location of the
institutions focuses mainly on the aspect of spatial organization of the emergency medical
system and its consequences [17,18].

In the case of pre-hospital emergency medical services, spatial analyses are related to
the issues of access and effectiveness, which are closely connected to the distance expressed
in patients’ waiting time for the ambulances to reach the places where accidents and other
emergencies occur. Due to the possibility of relocating mobile emergency medical units,
most of the works concern the determination of the optimal number and distribution of
ambulance stations and the emergency ambulances themselves [19–24].

On the other hand, spatial studies of emergency medical services rendered at hospitals
focus mainly on spatial, organizational and social aspects of the access to emergency
departments. The relationships between the level of their spatial accessibility measured
in travel time units and the level of availability as perceived by the local community are
analyzed [25]. The authors state that time distance has an impact on the perceived level of
availability, and it depends on the individual feelings of potential patients whether, when
and where they will use the emergency department services.

Another important issue addressed in the context of distance to health care facilities is
the changing demand for health care [26–28]. Vaz, Ramos and Santana [16] describe this
phenomenon as “the distance decay effect”, resulting in decreasing demand for health care
as distance to health care institutions increases. Brabyn and Beere [29] use GIS tools to
calculate the closest emergency department in terms of travel time. They observe that after
the hospital network reform in New Zealand, there are significant spatial inequalities in
the accessibility of hospital emergency services, and the number of people living more than
60 min from the emergency department in some areas has increased dramatically. Spatial
differentiation in the access to emergency departments is noticed by Carr et al. [30] and
Hashtarkhani et al. [31]. The authors note a particularly unfavorable situation in rural
areas and point at the need of further studies examining the relationship between the
accessibility to emergency medical services in the context of mortality rate and medical
results of patients in emergency departments.

The access to emergency medical services, taking into account both the ambulance
arrival time to the scene and the time necessary to transport the patient to an emergency
department, was tested by Jones and Bentham [4]. Using regression models to analyze data
concerning rescue services for road accidents, they determined that an increased probability
of death occurred when the accident participant was an elderly person (according to the
model, over 60 years old), a pedestrian, or when it involved a larger number of cars or in
the case of an accident on the road with a high permissible speed limit. Surprisingly, the
study did not prove any relationship between the emergency action duration and the loss
of life or health as a result of a road accident. The authors emphasized, however, that this
could be the result of a limited research area, insufficient number of interventions analyzed,
and difficulties in obtaining complete and reliable data.

The functioning of emergency departments has also been a hotspot of the current
research concerning health care systems during COVID-19 pandemic and much new
cognition about it has been yielded in the past two years. The increasing body of literature
revealed that infrastructure problems, lack of access to medical essentials, and failures
to deliver appropriate technological support were the key issues faced by health care
organizations during this period. Recommendations to improve emergency department
efficacy were made by numerous authors [32,33], while others focused on investigating
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changes in the numbers of visits to emergency departments during the pandemic and the
reasons and results of these changes [34,35].

2.2. The Access to Health Services—Theoretical Background

Access to services has long been the subject of interest in many geographic, sociological
and economic studies. Despite this, no exhaustive and unequivocal definition of the term
has been developed so far, and most authors point out that the definitions available are
vague or contradicting [36,37].

Domański [38] believes that the term access should be understood as “the possibility of
taking advantage of opportunities created by economic, social, cultural and political objects
and institutions”. The author notes that access is influenced by many factors, among which
he distinguishes distance as a determinant of spatial accessibility. Similarly, Taylor [37],
defines it as “opportunities or possibilities allowing the use of various types of activities,
functions, some of which may be classified as services”.

When describing the concept of access, many authors consider, apart from the relations
resulting from the location in space, the road network and the possibilities of transport as
factors significantly determining the level of access [39–41].

A significant amount of attention has been paid to health services in spatial studies
concerning accessibility. It can be stated that access to health services is equal to the
possibility of obtaining advice or a medical procedure in a health care facility appropriate for
the type of illness, with a minimum waiting time and minimum costs incurred. Therefore,
the access to health services depends on the effective use of health care resources and their
rational distribution, taking into account the population density, health condition of the
population and the existing communication infrastructure and means of transport.

Most authors emphasize that access to health care is a complex concept that should be
analyzed in several aspects (dimensions), among which the most important from the point
of view of geographical research are spatial dimension (spatial accessibility) and the socio-
organizational dimension (availability of services) [42–46]. Accessibility is identified as the
relationship between the distribution of health care infrastructure and human resources
and the distribution of the population reporting health needs. In turn, the availability of
services is defined as the relationship between the sizes and types of services and the sizes
and types of consumer needs, or sometimes as the adequate supply of medical services.

As defined above, the spatial accessibility depends on patients’ distance to the treat-
ment site. Therefore, it is associated with transportation that requires devoting a certain
time and incurring certain costs. Thus, spatial accessibility can be identified as the physi-
cal, time and economic distance to the place where medical services are rendered [42,44].
However, reaching a healthcare facility is not equal to getting medical help. There are a
number of additional factors that determine the possibility of using health services. The
utilization of medical services is often limited by such barriers as: organizational, financial,
and, finally, personal [46].

In the case of hospital emergency departments responsible for providing medical
services to every person in a situation of sudden health emergency, the organizational and
socioeconomic dimensions of access seem to be less important than distance in determining
spatial accessibility. On the one hand, there is a legal obligation to provide medical
assistance to all patients admitted to emergency departments (which in principle translates
into the lack of organizational and institutional barriers), and on the other hand, in the
case of sudden and serious health threats, the timing of emergency assistance is of key
importance. According to the so called “golden hour” principle applied in emergency
medicine (the first hour after the onset of out-of-hospital traumatic injury), after the first
60 min of emergency, the patient’s chances of survival dramatically decrease. Therefore, one
of the determinants of the effectiveness of emergency medical services is providing access
to specialized hospital services to people in a state of sudden health emergency within no
more than one hour [47]. Paying additional attention to the notion conceptualized in the
literature, that the distribution of the population is the basic factor determining the spatial
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arrangement of the demand for health care [18,44,48,49], it can be concluded that when
studying access to hospital emergency departments, attention should be focused primarily
on spatial relations resulting from the location of emergency departments and the places of
residence of potential patients.

3. Materials and Methods

The empirical data on the network of hospital emergency departments was obtained
from two sources: (1) regional plans for the operation of the EMS, and (2) information on
contracts concluded by individual Regional Departments of the National Health Fund.
The preparation of the regional plans for the operation of the EMS in Poland is the task of
voivodes (representatives of government administration in regions). They are the basic
documents defining the organization and functioning of the system in the area of each
region, and include, inter alia, information on the number, distribution and method of
coordinating the activities of system units. The action plans of the EMS system served
as a source of addresses of individual hospitals where HEDs operated and places where
the emergency departments were planned to be launched. In turn, the National Health
Fund (NHF), as a medical service payer, finances medical emergency services. The contract
for the provision of services through the NHF is a prerequisite for including the hospital
emergency department among the units of the EMS system. Data on concluded and imple-
mented contracts for the provision of healthcare services in the field of hospital emergency
department were collected from the NHF guide, which allowed for the verification of the
HEDs actually functioning within the system. The remaining data necessary to analyse the
spatial accessibility of hospital emergency departments were obtained using techniques
related to geographic information systems (GIS) using the ArgGIS program. The usefulness
of GIS tools in this type of research is emphasized by various authors [25,29,50–54].

The research procedure started with measuring the distance between each commune
and the nearest hospital emergency department. Due to the nationwide scope of the re-
search, measurements were made using the Euclidean metric (more precisely: orthodrome),
although the authors were aware that the results of such measurements are almost always
understated. Measurement in a straight line does not take into account the terrain con-
ditions resulting from the route of the road network and the difference in altitude [55].
However, as the research of, e.g., Jones et al. [56] proves, the use of the Euclidean distance
in spatial-medical research, despite the lower precision of the obtained measurements in
relation to the so-called urban metric (distance measured along streets) is acceptable and
does not distort the final results of the analyses.

When determining the distance, it was necessary to define points representing the
individual commune. In the case of urban communes (municipalities), it was the mean
centre of the city. In rural communes it was the population mean centre of the commune,
while in urban-rural communes, it was the mean centre of the city being the seat of
the commune.

In the next step, the data were aggregated at the regional level and the weighted aver-
age distances of places of residence to emergency departments were calculated according
to the formula:

dHED =

n
∑

i=1
diPi

n
∑

i=1
Pi

, (1)

where di is the distance to the HED from a given commune, and Pi is the number of people
living in particular communes. In addition, each of the communes was included in one
of the five zones of distance (remoteness) from the HED. The zones were separated on
the basis of previous measurements, setting limit values every 10 km. Then, the number
of people living in individual zones was summed up, both at the country level and in
individual regions, and the results were presented as a percentage.
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The study was conducted in two time series covering 2011 and 2021 (Figure 1). On
this basis, the changes in the level of access resulting from organizational changes within
the hospital emergency system were compared.

Figure 1. Spatial accessibility of hospital emergency departments in the Polish communes: (a) in
2011; (b) in 2021.

4. Results

4.1. The Hospital Emergency Department Network in Poland

There were assumptions regarding the organization of the emergency medical service
system in Poland forecasting the creation of approximately 270 hospital emergency depart-
ments, each of them covering the population from 100,000 to 300,000 with its catchment
area [9,57]. Despite the relevant provisions in the regional action plans for the system,
many Polish hospitals failed to meet the organizational criteria imposed by the legislator to
launch the HED.

In individual regions, the organizers of the EMS system made different assumptions
regarding the number and distribution of the emergency departments. The general rule
was to launch HEDs in the largest population centers. In this way, emergency departments
were established in administrative capitals of the regions and in all the biggest cities in
the country.

Among the cities with over 100,000 residents without HED were Gliwice, Bytom, Ruda
Śląska and Tychy (in 2011 also the city of Zabrze). These were the cities of the Upper
Silesian urban area—the largest urban area in Poland and one of the largest in the European
Union. The services of hospital emergency departments in the conurbation area were
secured in ten other cities. The lack of hospitals with emergency departments was also
noticeable in areas adjacent to large cities (including the surroundings of Rzeszów, Olsztyn,
Szczecin, Bydgoszcz, Toruń). Patients from these areas were sent to HEDs operating in the
central cities.

In some regions efforts were made to ensure that HEDs were located in almost ev-
ery district (poviat) (e.g., in the Małopolskie region), in others the focus was on launch-
ing emergency departments in places of the greatest population concentration (e.g., the
Kujawsko-Pomorskie and Śląskie regions). When planning the location of departments, it
was also important to take into consideration the structure of the national road network
and highways (e.g., the Lubuskie, Dolnośląskie, Wielkopolskie regions) (Figure 2).

16



IJERPH 2022, 19, 1437

Figure 2. Spatial distribution of hospital emergency departments in Poland.

In 2011, out of 256 planned emergency departments, 229 (almost 90%) were in opera-
tion. The plans for the organization of HEDs were fully implemented in several regions:
Kujawsko-Pomorskie, Lubelskie, Lubuskie, Łódzkie, Małopolskie and Opolskie. Slight
differences in relation to the assumptions occurred in the Pomorskie, Podlaskie, Warmińsko-
Mazurskie, Wielkopolskie and Zachodniopomorskie regions (each region did not activate
one of the planned HEDs). The lowest number of emergency departments completed was
observed in the Śląskie region, where by 2011 only 10 out of 23 planned departments (43%)
were established. A relatively low degree of implementation of the adopted assumptions
was also recorded in the Dolnośląskie (81%) and Świętokrzyskie (82%) regions (Table 1).

In the following years, the hospital emergency department network was transformed.
Both the number of HEDs planned by voivodes and the number of departments under
operation changed. In some regions, the emergency medical system planners amended
the assumptions regarding the number and distribution of emergency departments in the
action plans. While shaping the network of emergency departments, on the one hand,
efforts were made to maximize spatial accessibility, and on the other hand, the economic
efficiency of providing emergency and medical services was taken into account.

As a result of the ongoing organizational and spatial transformation up to 2021, a
network of hospital emergency departments included 241 out of the planned 267 venues.
The degree of implementation of the assumptions stipulated in the plan exceeded 90%,
and this value did not differ significantly from that from 10 years ago. Compared to
2011, the number of regions where all emergency departments were launched (the Dol-
nośląskie, Lubuskie, Małopolskie, Opolskie and Wielkopolskie regions) decreased. An
almost complete network of HEDs (only one department less than planned) operated in the
Podkarpackie, Pomorskie, Świętokrzyskie and Warmińsko-Mazurskie regions. As in 2011,
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the lowest effectiveness in launching the planned number of emergency departments could
be observed in the Śląskie region, yet the degree of implementation of the HED network
increased in this voivodeship from 43% to 67%. Some difficulties could also be noted in
the Lubelskie, Łódzkie and Mazowieckie regions, where three emergency departments re-
mained not launched. In the remaining regions, two departments were missing to complete
the plan for the construction of the HED network (Table 1).

Table 1. The network of hospital emergency departments in Polish regions.

Region

No. of HEDs in 2011 No. of HEDs in 2021

Functioning Planned
Level of

Completion
Functioning Planned

Level of
Completion

Dolnośląskie 13 16 81% 16 16 100%
Kujawsko-Pomorskie 12 12 100% 10 12 83%

Lubelskie 19 19 100% 17 20 85%
Lubuskie 8 8 100% 8 8 100%
Łódzkie 17 17 100% 20 23 87%

Małopolskie 22 22 100% 21 21 100%
Mazowieckie 30 32 94% 32 35 91%

Opolskie 6 6 100% 7 7 100%
Podkarpackie 12 14 86% 14 15 93%

Podlaskie 11 12 92% 13 15 87%
Pomorskie 12 13 92% 13 14 93%

Śląskie 10 23 43% 14 21 67%
Świętokrzyskie 9 11 82% 10 11 91%

Warmińsko-Mazurskie 11 12 92% 11 12 92%
Wielkopolskie 26 27 96% 25 27 93%

Zachodniopomorskie 11 12 100% 10 10 100%
POLAND 229 256 89% 241 267 90%

Source: own study based on 16 regional action plans of the Emergency Medical Services and the information on
National Health Fund contracts.

4.2. Spatial Accessibility of Hospital Emergency Departments

The analysis of spatial accessibility of hospital emergency departments in 2011 showed
that over half of the Polish population (52.4%) lived within 10 km from the nearest emer-
gency department. In municipalities included in the further zones, 28.2% of the total
population of the country lived 10–20 km from HEDs, 15.2% had to travel the distance of
20–30 km, 3.5% had to cover the distance of 30–40 km, and only 0.7% of the population
had to travel the distance of more than 40 km to the closest HED (Table 2). The weighted
average distance between emergency departments and places of residence, calculated on
the basis of assumptions made, was 11 km (Table 3). This value indicated a relatively high
spatial accessibility of hospital emergency departments in Poland, especially in a situation
where one of the main factors taken into account in the process of shaping the network of
emergency departments was economic efficiency leading to the concentration of services
and the construction of health facilities mainly in the largest cities.

The conducted analysis showed quite significant regional differentiation in terms of
spatial accessibility of HEDs, measured by the distance separating the potential patients
from the nearest hospital with an emergency department. The shortest distances in 2011
were noted in the regions of Łódzkie (dHED = 8 km) and Małopolskie (dHED = 8.5 km),
where over 60% of the population lived in the communes located within 10 km away
from the HED, and less than 1% of the population had to travel the distance greater than
30 km to reach it. The weighted average distance between emergency departments and
places of residence, apart from the above-mentioned regions, did not exceed 10 km in the
Mazowieckie (9.2 km) and Pomorskie (10 km) regions. The lowest spatial accessibility of
emergency departments was observed in the regions of Opolskie (15.4 km), Warmińsko-
Mazurskie (15.2 km) and Zachodniopomorskie (15.2 km). The first of the distinguished
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zones of remoteness from the HED (up to 10 km) was inhabited by only every third
resident of Opolskie (33.5%) and slightly more than 40% of Warmińsko-Mazurskie. In
turn, as many as 5.7% of the population in the Warmińsko-Mazurskie and over 2% in the
Lubuskie, Lubelskie and Zachodniopomorskie regions lived further than 40 km from the
HED (Tables 2 and 3).

Table 2. Spatial accessibility of the hospital emergency departments in Poland.

Region

Share of Population Living within a Given Distance from the Nearest HED

2011 2021

Up to
10 km

10–
20 km

20–
30 km

30–
40 km

>40 km
up to
10 km

10–
20 km

20–
30 km

30–
40 km

>40 km

Dolnośląskie 45.6 26.0 23.6 4.5 0.2 53.0 29.8 16.5 0.6 0.0
Kujawsko-Pomorskie 53.7 25.9 17.8 2.6 0.0 50.9 24.8 20.0 4.3 0.0

Lubelskie 51.9 24.4 18.1 3.3 2.2 51.4 23.2 20.3 3.1 2.1
Lubuskie 47.6 22.9 23.6 3.5 2.4 48.0 24.0 22.3 3.4 2.3
Łódzkie 60.7 26.8 11.6 0.8 0.0 60.9 28.1 10.1 0.9 0.0

Małopolskie 60.8 33.5 5.1 0.5 0.0 60.4 33.8 5.3 0.5 0.0
Mazowieckie 58.9 26.4 10.0 4.3 0.3 60.5 27.8 8.0 3.5 0.3

Opolskie 33.5 32.6 23.5 10.5 0.0 39.1 35.0 24.1 1.7 0.0
Podkarpackie 45.1 39.1 15.6 0.1 0.1 50.2 40.8 8.8 0.1 0.1

Podlaskie 52.8 22.1 17.1 6.3 1.8 58.7 21.0 13.4 5.2 1.7
Pomorskie 57.6 22.0 15.4 4.0 1.1 58.2 26.0 13.2 1.6 1.0

Śląskie 50.2 35.7 13.3 0.7 0.0 60.7 30.0 9.0 0.3 0.0
Świętokrzyskie 50.2 30.7 12.4 6.2 0.4 49.6 31.4 13.3 5.3 0.4

Warmińsko-
Mazurskie 42.8 17.5 26.3 7.8 5.7 42.0 18.8 26.0 7.6 5.7

Wielkopolskie 52.5 31.3 14.2 2.0 0.0 51.7 32.0 13.5 2.9 0.0
Zachodniopomorskie 46.1 16.7 23.6 11.5 2.1 43.4 19.3 20.5 12.1 4.8

POLAND 52.4 28.2 15.2 3.5 0.7 54.7 28.6 13.2 2.7 0.8

Source: own calculation on the basis of data acquired from Statistics Poland.

Table 3. Weighted average distances to hospital emergency departments.

Region 2011 2021

Dolnośląskie 13.2 10.7
Kujawsko-Pomorskie 10.6 11.6

Lubelskie 11.9 12.4
Lubuskie 12.6 12.5
Łódzkie 8.0 7.9

Małopolskie 8.5 8.9
Mazowieckie 9.2 8.7

Opolskie 15.4 13
Podkarpackie 11.4 10.1

Podlaskie 11.6 10.2
Pomorskie 10.0 9.3

Śląskie 11.1 9.3
Świętokrzyskie 11.1 11.1

Warmińsko-Mazurskie 15.2 15.1
Wielkopolskie 10.2 10.7

Zachodniopomorskie 15.2 16.6
POLAND 11.0 10.4

Source: own calculation on the basis of data acquired from Statistics Poland.

The repeated research procedure regarding 2021 proved that along with the transfor-
mation of the network of hospital emergency departments in Poland, the level of spatial
accessibility of medical services in Poland changed. The progressing spatial reorganization
of emergency departments resulted in an increase in the percentage of the population living
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in the two closest zones away from emergency departments—in the up to 10 km zone by
more than 2 percentage points, and in the 10–20 km zone by 0.4 percentage points. On
the other hand, the share of the population living in the areas farthest from the function-
ing HEDs decreased—in the 20–30 km zone there was a decrease by 2 percentage points,
while in the 30–40 km zone by 0.7 percentage point (Table 2). The study showed that
the weighted average distance between the places of residence and the nearest hospital
emergency department decreased by 0.6 km on the national scale and in 2021 amounted to
10.4 km (Table 3).

The analysis of regional differentiation in terms of spatial accessibility measured by
the average weighted distance to the nearest emergency department showed that in 2021
the lowest values of the indicator were characteristic of the regions: Łódzkie (7.9 km),
Mazowieckie (8.7 km), Małopolskie (8.9 km), Śląskie (9.3 km) and Pomorskie (9.3 km). In
turn, the greatest average distances to hospital emergency departments were identified
in the Zachodniopomorskie (16.6 km), Warmińsko-Mazurskie (15.1 km) and Opolskie
(13 km) regions.

Comparing the results of the analyses carried out on the data from 2011 and 2021, it
can be observed that in most regions changes in the distribution of emergency departments
led to a decrease in the average distance between the places of residence and emergency
departments (Table 3). The greatest reduction in weighted average distance was observed
in the Dolnośląskie and Opolskie regions, where, thanks to the opening of additional
emergency departments, the dHED indicator decreased by over 2 km. To a lesser extent, due
to the changes in the spatial organization of hospital emergency departments, the average
distance to this type of facilities was shortened in the following regions: Śląskie (almost
2 km), Podlaskie (1.4 km), Podkarpackie (1.3 km) and Pomorskie (approx. 0.7 km). In
turn, in Zachodniopomorskie and Kujawsko-Pomorskie the weighted average distance to
the nearest emergency department increased by 1.4 km and 1 km, respectively. In other
regions no significant changes in the level of spatial accessibility of hospital emergency
departments were recorded in 2021 compared to 2011 (changes ranged within +/− 0.5 km).

In the analysed decade, particularly favorable changes took place in the Śląskie and
Dolnośląskie regions, where the share of population living within 10 km from the HED
increased by 10.4 and 7.4 percentage points, respectively. In the Śląskie region, it happened
due to the launch of emergency departments in Cieszyn, Zawiercie and Zabrze, and further
improvement is expected due to the implementation of the next seven HEDs to be launched
(including Racibórz, Jastrzębie-Zdrój, Żywiec and Tychy). In turn, in the Dolnośląskie
region, the improvement in the accessibility of emergency services resulted from fully
implemented plans for the network of emergency departments, which in recent years
were expanded by the departments in Lubin, Głogów and Oława. A different situation
was observed in the Zachodniopomorskie and Kujawsko-Pomorskie regions, where the
liquidation of HEDs decreased the percentage of the population dwelling the in first zone
of remoteness by almost 3 percentage points.

The analysis of the spatial accessibility of HEDs in Poland proved that a decreasing
share of the population lives in further zones of remoteness. There are exceptions to this
rule in two regions—Warmińsko-Mazurskie and Zachodniopomorskie. In these regions,
the network of HEDs is not fully adjusted to the population distribution. In Warmińsko-
Mazurskie, the situation will be improved by launching the planned HED in Szczytno. It
seems that an additional location in Ostróda and Braniewo would be worth considering. In
the Zachodniopomorskie region decision makers should consider locating new HEDs in
Świnoujście, Kołobrzeg and Myślibórz (locations not included in the plan).

Among other locations where the launch of the HED would significantly reduce the
percentage of people living in the farthest zones of remoteness, and thus contribute to the
reduction in the average distance to the emergency department, one should mention Krosno
Odrzańskie in the Lubuskie region (not included in the plan), Grójec in the Mazowieckie
region (planned to be launched), Hrubieszów in the Lubelskie region (planned) and Busko-
Zdrój in the Świętokrzyskie region (planned).
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5. Discussion

The presented changes in the number and distribution of emergency departments
indicate that despite the dozen or so years of operation of the EMS system in Poland,
the network of emergency departments has not yet reached its final state. Generally, it
is difficult to identify any visible regularities in the degree of plan implementation for
the organization of the network of emergency departments in individual regions. Most
often, the failure to open the HED was explained by financial problems and staff shortages.
It stems from the fact that there are a number of structural, space and organizational
requirements necessary for the functioning of the HED. These criteria indicate the minimum
number of staff of emergency departments and stipulate, inter alia, that these departments
are organized in hospitals with anesthesiology and intensive care units, general surgery
with trauma and internal diseases, as well as 24-h laboratory diagnostics and diagnostic
imaging. The hospital should also have access to a helipad for medical helicopters [10].

Initially, a big problem was to adapt the emergency departments to the technical
requirements (proper location of the emergency department in the hospital structure,
appropriate usable floor area, entrance for ambulances, proper patient flow inside the
HED). Currently, a major barrier to the functioning of HEDs is the provision of minimum
human resources, including primarily those relating to doctors in the system [58–61]. At
the same time, it seems that the number of operating HEDs was largely affected by the
determination and effectiveness of the directors of individual hospitals as well as the
support for the idea by decision makers in each of the region [57].

Despite the above-mentioned problems, the transformation of the spatial organization
of hospital emergency department network in 2011–2021 affected the level of accessibility of
these facilities, both in the scale of the entire country and in the system of individual regions.

The applied research procedure proved that the introduced changes resulted in the
overall improvement of the spatial accessibility of the hospital part of the medical emer-
gency system, reducing the weighted average distance between the places of residence and
the nearest HED (on the national scale by 0.6 km, and in some regions even by a few km).
These results allow for a positive assessment of the changes in the distribution of emergency
departments, especially in the context of the view emphasized in the literature that the
distribution of the population is the basic factor determining the spatial arrangement of
the demand for health services [18,44,48,49]. Numerous studies prove that distance has a
negative influence on HED utilization [16,51,62,63], and decreased emergency department
access can be reflected in a substantial increase in the mortality rate [7,64–66].

The relatively small distances between the places of residence and HEDs were the
result of their presence in large cities, where a significant part of the population of indi-
vidual regions lives. It seems that in large cities it was easier to meet the requirements
of both qualified staff and professional technical and infrastructure facilities, necessary
to start the HED. A much greater problem in the largest cities is the availability of HEDs
resulting from their excessive use and the excessive transfer time resulting from transport
congestion [67,68]. On the other hand, in small towns and in rural areas, a greater problem
is the economic efficiency of emergency departments and the shortage of physicians of
EMS and specialist equipment. Yet as numerous studies emphasize, the departments in
these locations are important safety nets for members of the local community [69]. Their
functioning is also of key importance in case of road accident victims [4].

In the context of EMS for accident victims and patients with sudden illnesses in
Poland, other hospital units cooperating with the system should also be mentioned. These
include trauma centers, departments in specialized hospitals, such as invasive cardiology,
neurosurgery, thoracic surgery, maxillary surgery, toxicology and stroke treatment. Some
authors [70] stress that getting to the right specialist center as soon as possible, even if
it is not the nearest HED, increases the patient’s chances of survival. However, due to
the uniqueness of services provided in these centers, they should not be included in the
analysis of the availability of hospital emergency departments [71]. Moreover, trauma
centers and a large number of specialist departments operate in the same hospitals where
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HEDs are located, therefore even including them in the adopted research procedure would
not change the obtained results.

In hospitals where, for various reasons, it was not possible to organize an emergency
department, alternative services are rendered in the admission room [10]. However, as
emphasized by Gaca and Witkowski [57], the scope of these services is different and is not
subject to the provisions of the Act on the EMS.

The presence of an emergency department in a given area that meets the criteria
imposed by the legislator significantly improves the quality and availability of medical
services offered, and thus increases the local residents’ sense of security, by being aware of
the existence of an institution that is constantly in the mode of readiness [11,57].

6. Conclusions

The Polish system of emergency medical services, introduced by the Act on the
Emergency Medical Services of 2006, was characterized by many changes in the number and
arrangement of facilities with hospital emergency departments in the studied period. In the
light of the research results obtained, it was found that despite the still unfinished plans to
build a network of HEDs in Poland, changes in the number and distribution of departments
are aimed at improving the spatial accessibility of these medical services. It is manifested
by the reduction in the weighted average distance separating emergency departments
from the places of residence. A further increase in accessibility should be expected after
launching the planned departments, especially in peripheral cities in several regions.

In order to ensure high quality and access to hospital emergency medical services,
after bringing the network of HEDs to the target state, further research should focus on the
availability of services, with particular emphasis on the degree of services’ utilization in
the departments.

Although the level of spatial accessibility of emergency departments increased on the
country level and in most regions in the analyzed period, there are also regions where
reverse trends were identified. This is due to department closures or failure to complete
the planned network. The situation is particularly unfavorable in the Zachodniopomorskie
region, where the existing HED network proved to be insufficient, and the loss of HED
in the hospital in Świnoujście further reduced the spatial accessibility of the analyzed
medical services.

Although the study of spatial accessibility of hospital emergency departments was
limited only to issues related to the physical distance separating the HEDs from the places
of residence, it should be emphasized that in the case of sudden health threats this distance
significantly determines the overall waiting time for emergency services. Therefore, the
results of the presented research may be the basis for the spatial evaluation of the emergency
department network. Minimizing the average distances to HEDs may be a goal function
when planning the launch of subsequent departments. Such an approach will make it
possible to improve the spatial accessibility of the hospital base of emergency medical
services, thus contributing to better protection of the health needs of residents.
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Abstract: (1) Background: The objective was to investigate the association between sleep duration,
bedtime, and noncommunicable diseases in the PURE Poland cohort study. (2) Methods: The baseline
study was conducted in 2007–2010. The study group comprised 2023 adult inhabitants of urban and
rural areas in Lower Silesia, Poland. The study protocol included questionnaires, blood pressure
measurements, blood draws, and anthropometric measurements. Sleep duration and bedtime were
self-reported. (3) Results: The median sleep duration of women was 30 min longer than men (8 h vs.
7.5 h; p = 0.001). The average time of sleep increased along with the age of the participants. A sleep
duration of >8 h was more common in rural than in urban participants (40.2% vs. 27.1%; respectively;
p < 0.001). The relative risk of diabetes, stroke, hypertension, cardiovascular diseases (CVD), and
obesity was significantly higher in participants who went to bed between 6 p.m. and 10 p.m. in
comparison to those who went to bed between 10 p.m. and 12 a.m. (RR 2.23, 95% CI 1.06–4.67; RR
2.52, 95% CI 1.28 to 4.97; RR 1.12, 95% CI 1.04–1.20; RR 1.36; 95% CI 1.1–1.68; RR 1.38; 95% CI 1.15–1.66,
respectively). The relative risk of respiratory diseases was two-fold higher in those who went to
bed after midnight in comparison to those who went to bed between 10 p.m. and 12 a.m. (RR 2.24;
95% CI 1.19–4.22). (4) Conclusions: In our study, an earlier bedtime was associated with a higher risk
of diabetes, stroke, obesity, hypertension, and CVD.

Keywords: sleep duration; bedtime; noncommunicable diseases; cohort study

1. Introduction

Sufficient sleep is one of the key contributors to proper functioning and wellbeing.
Sleep deprivation affects our immune system, metabolism, and mental health [1]. Accord-
ing to the American Academy of Sleep Medicine (AASM) and the Sleep Research Society
(SRS), adults should sleep approximately 7 h per night, since a shorter duration of sleep
can be associated with adverse health outcomes [2]. The AASM and the SRS guidelines
recognize also that sleep duration exceeding 9 h per night may be beneficial for young
adults, but it is uncertain if a longer duration of sleep is associated with health outcomes in
adults [2]. On the other hand, both short and long sleep durations have been associated
with an increased risk of mortality, type 2 diabetes, cardiovascular diseases (CVD), stroke,
coronary heart disease (CHD), and obesity [3–8]. Short sleep duration in middle age has
been also associated with an increased risk of dementia [9]. A sleep duration of 6–8 h
per day was considered optimal and was associated with the lowest risk of mortality and
CVD events [4]. The risk of short sleep duration and sleep disturbances increases with
increasing age [10]. Older age has been also associated with earlier bedtime and earlier
wake up [11]. Not merely the sleep duration but also the bedtime has been associated with
an increased risk of metabolic disorders. Knutson et al. [12] reported an association between
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later sleep timing and a higher risk of insulin resistance, especially in older participants.
The association between sleep duration or bedtime and CVD events and mortality has
been recently investigated in the global Prospective Urban and Rural Epidemiology Study
(PURE) [4,8].

According to the results of the NHANES study, the average US citizen sleeps approxi-
mately 6.9 h per night [13]. The European average sleep duration equals 7.1 h per night [14].
In general, women tend to sleep longer than men [15,16]. According to the report of the
Public Opinion Research Center (CBOS), 49% of Poles sleep fewer than 6 h per night at
least once a week [17]. A total of 8% of Poles regularly sleep fewer than 6 h per night [17].
Sleeping patterns and the association between bedtime and noncommunicable diseases
(NCDs) are rarely researched in Poland. The literature published so far has focused mainly
on sleep disturbances, obstructive sleep apnea, and bruxism. One of the largest studies
conducted by Kiejna et al. [18,19] presented the results of the National Health Interview
Survey. The study focused mainly on sleep disturbances, including insomnia. According to
the study, one-fourth of the population suffered from insomnia, and the risk of sleep distur-
bances increased with age [19]. The mean duration of sleep was 7.7 h with no difference
between women and men [18]. Self-reported sleep problems were also investigated in a
study focusing on the risk factors for cardiovascular diseases, NATPOL [20]. Sleep dura-
tion, sleep disturbances, and bedtime were investigated in Poland in a sample of pregnant
women [21]. Overweight and obesity have been associated with sleep disturbances in a
study by Lizończyk et al. [22] conducted in a group of adolescents.

Poland is one of the 21 countries enrolled in the PURE study. To our knowledge, our
study is one of the first of this scale in Poland investigating the relationship between the
duration of sleep, bedtime, and the risk of NCDs in adults.

2. Materials and Methods

The baseline data were collected between 2007 and 2010. A Polish cohort was enrolled
into the global Prospective Urban and Rural Epidemiological Study (PURE). All participants
were examined in accordance with the global PURE study protocol [23], which included a
questionnaire study (individual health, household, family, food frequency questionnaire,
and international physical activity questionnaire (IPAQ)), anthropometric measurements,
blood pressure measurement, blood draw, ECG, and spirometry. The study design and
characteristics of the baseline Polish cohort were described in detail elsewhere [24]. The
baseline cohort consisted of 2035 adult participants (1281 women and 754 men) aged
30–85 years (mean: 55 years, SD ± 10). The study group comprised participants from
urban (the city of Wrocław) and rural (villages surrounding Wrocław) areas in Lower
Silesia, Poland.

Sleep duration and bedtime were self-reported by the participants. There were
three questions in the individual health questionnaire, which directly referred to sleeping
habits [23]:

(1) During your longest or nocturnal sleep period, what time do you normally go to bed?
(2) During your longest or nocturnal sleep period, what time do you normally wake up?
(3) Do you usually take naps/siestas?

In the case of (1) and (2), the participants were asked to indicate the approximate hour
of bedtime and wake up (00:00–23:59). If participants reported taking naps in (3), they were
asked to assess the nap duration (in minutes). Total sleep duration per day was defined as
the sum of estimated nocturnal sleep time and self-reported nap duration. Considering
the total duration of sleep, we divided the participants into three groups: (1) <6 h of sleep,
(2) 6–8 h of sleep, and (3) >8 h of sleep. Following the approach presented by Wang et al. [8],
introducing 10:00 p.m. and 00:00 a.m. (midnight) as cut-offs, the participants were divided
into three groups: (1) bedtime before 10 p.m., (2) bedtime between 10 p.m. and midnight,
and (3) bedtime after midnight.

The body mass of the participants was measured with the use of a Tanita Ironman Body
Composition Monitor Model BC-554 with an accuracy of 0.1 kg. The Body Mass Index (BMI)
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was calculated as weight (kg) divided by height (m) squared. Participants were divided into
four BMI categories, according to the WHO guidelines: underweight (BMI < 18.5 kg/m2),
normal weight (BMI 18.5–24.9 kg/m2), overweight (BMI 25.0–29.9 kg/m2), and obese
(BMI ≥ 30.0 kg/m2). Diabetes was ascertained on the basis of self-reported diabetes
and/or self-reported anti-diabetic medication and/or fasting blood glucose measure-
ment ≥ 126 mg/dL [25]. Hypertension was ascertained on the basis of self-reported
hypertension and/or self-reported anti-hypertensive medication and/or an average of
two blood pressure measurements ≥ 140/90 mmHg as previously described [26]. The
occurrence of cardiovascular diseases (CVD) and respiratory diseases was self-reported by
the participants. The category of CVD comprised participants who reported heart failure,
coronary heart disease, and other heart diseases. Respiratory diseases comprised asthma
and chronic obstructive pulmonary disease (COPD). Attitudes toward tobacco smoking
and alcohol consumption were self-reported by the participants. In the case of tobacco
smoking, participants could have chosen one of three possible answers: “formerly used
tobacco products”, “currently use tobacco products”, or “never used tobacco products”.
Similarly, in the case of the question regarding alcohol consumption (“Which best describes
your history of alcohol use?”), participants could have chosen between “formerly used
alcohol products”, “currently use alcohol products”, and “never used alcohol products”.
The study has been reviewed and accepted by the Bioethics Committee of the Wrocław
Medical University and have therefore been performed in accordance with the ethical
standards laid down in an appropriate version of the 1964 Declaration of Helsinki (positive
opinion of The Bioethics Committee of the Wrocław Medical University nr KB-443/2006).

Sleeping patterns in the PURE Poland cohort study were described using basic sta-
tistical parameters. The Kolmogorov–Smirnov test with the Lillefors correction and the
Shapiro–Wilk test were used to assess the normality of the distributions of the analyzed
variables. As empirical distributions significantly deviated from the normal distribution,
non-parametric tests were used to assess the significance of differences in sleep duration
between the studied groups: for two groups, the Mann–Whitney U test was used, and
when there were more groups, the Kruskal–Wallis test was used. The Pearson Chi-square
test was used to assess the independence between the two variables. The relative risk
(RR) with 95% confidence intervals (CI) was calculated to take into account the risk of
the occurrence of the selected NCD in groups of participants differentiated according to
bedtime. The relative risk was calculated directly from the contingency tables (C × R). A
bedtime between 10 p.m. and 12 a.m. was considered a reference value. In all analyses, the
level of statistical significance was set at p ≤ 0.05. Statistical analysis was performed using
the Statistica 13.3 software (TIBCO. Software Inc., Palo Alto, CA, USA).

3. Results

A total of 2023 participants were enrolled in the analysis. Eleven participants were
excluded due to a lack of information on bedtime. Shift workers who declared bedtime
between 4 a.m. and 12 p.m. (5 participants) were also excluded.

3.1. Total Sleep Duration

The characteristics of the total sleep duration in our study are presented in Ta-
ble 1. There was a significant difference in total sleep duration between men and women
(p < 0.001). Women slept an average of 7.9 h ± 1.4, whereas men 7.7 h ± 1.3. The me-
dian sleep duration of women was approximately 30 min longer than men (8 h vs. 7.5 h;
p = 0.001). Among women, 9.1% reported sleep duration < 6 h, 55.5% reported 6–8 h,
and 35.4% reported > 8 h of sleep. Among men, 11.9% reported sleep duration < 6 h,
60.7% reported 6–8 h of sleep, and 27.4% reported > 8 h of sleep. Total sleep duration was
significantly differentiated by sex, age, place of residence, education, professional activity,
bedtime, attitudes toward tobacco smoking and alcohol drinking, level of physical activity,
WHR, and the occurrence of chosen non-communicable diseases. In our study, the total
sleep duration was longer in older participants. The average time of sleep in 30- to 44-
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year-olds was significantly shorter than in 45- to 64-year-olds (7.5 h vs. 7.8 h, respectively;
p = 0.024) and shorter than in participants > 64 years of age (7.5 h vs. 8.5 h; p < 0.001).
Moreover, 45- to 64-year-olds also slept shorter than participants > 64 years of age (7.8 h vs.
8.5 h, respectively; p < 0.001). Every 10 years, the duration of sleep increased, on average,
by 0.3 h. An earlier bedtime was associated with a longer sleep duration. Participants who
declared a bedtime between 6 p.m. and 10 p.m. slept, on average, 8.6 h ± 1.1; participants
who declared bedtime between 10 p.m. and 0 a.m. slept, on average, 7.4 h ± 1.1; and those
who went to bed between midnight and 4 a.m. slept, on average, 6.5 h ± 1.4; p < 0.001.

Table 1. Total sleep duration in the study population.

Variable

Total Sleep Duration (Hours)

<6
n = 205

6–8
n = 1162

>8
n = 656

p-Value **

Age (years), Me (Q1, Q3) 53 (45, 57) 54 (47, 60) 60 (52, 65) <0.001

Sex

Female, n (%) 116 (9.1) 707 (55.5) 451 (35.4)
<0.001

Male, n (%) 89 (11.9) 455 (60.7) 205 (27.4)

Place of residence

Urban, n (%) 145 (12.1) 730 (60.8) 325 (27.1)
<0.001

Rural, n (%) 60 (7.3) 432 (52.5) 331 (40.2)

Marital status

Never married, n (%) 18 (12.3) 92 (63.0) 36 (24.7)
0.057Married/living together, n (%) 152 (10.1) 870 (58.0) 478 (31.9)

Separated/divorced/widowed, n (%) 35 (9.3) 200 (53.1) 142 (37.6)

Education

Primary or unknown, n (%) 13 (4.2) 126 (41.2) 167 (54.6)

<0.001Vocational, n (%) 25 (7.7) 193 (59.6) 106 (32.7)

Secondary, n (%) 97 (12.2) 444 (56.1) 251 (31.7)

Higher, n (%) 70 (11.6) 399 (66.4) 132 (22.0)

Professional activity

Professionally active, n (%) 161 (14.5) 756 (67.9) 196 (17.6)
<0.001Retired, n (%) 35 (5.0) 316 (45.0) 352 (50.0)

Pensioner, n (%) 9 (4.3) 90 (43.5) 108 (52.2)

Bedtime

6 p.m.–10 p.m., n (%) 7 (1.0) 348 (45.4) 411 (53.6)
<0.00110 p.m.–0 a.m., n (%) 147 (12.9) 760 (66.6) 234 (20.5)

0 a.m.–4 a.m., n (%) 51 (43.9) 54 (46.6) 11 (9.5)

Naps

Taking naps, n (%) 74 (11.7) 346 (54.6) 214 (33.7) 0.137

Average nap time (min), M ± SD 47.5 ± 36.4 38.5 ± 24.3 42.9 ± 27.0 0.015

Attitudes toward tobacco smoking

Never smokers, n (%) 89 (9.3) 520 (54.3) 349 (36.4)
<0.001Former smokers, n (%) 59 (9.2) 401 (62.5) 182 (28.3)

Current smokers, n (%) 57 (13.5) 241 (57.0) 125 (29.6)
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Table 1. Cont.

Variable

Total Sleep Duration (Hours)

<6
n = 205

6–8
n = 1162

>8
n = 656

p-Value **

Attitudes toward alcohol consumption

Never drinkers, n (%) 44 (9.7) 240 (53.1) 168 (37.2)
<0.001Former drinkers, n (%) 18 (8.7) 99 (47.6) 91 (43.6)

Current drinkers, n (%) 143 (10.5) 823 (60.4) 397 (29.1)

Physical activity, MET × min/week * N = 190 N = 1063 N = 612

Low (<600), n (%) 3 (4.9) 33 (54.1) 25 (41)
0.157Moderate (600–3000), n (%) 48 (9.4) 281 (54.9) 183 (35.7)

High (>3000), n (%) 139 (10.8) 749 (58.0) 404 (31.3)

Blood pressure

SBP (mm Hg), Mean ± SD 145 ± 19 144 ± 21 147 ± 23 0.015

DBP (mm Hg), Mean ± SD 87 ± 11 86 ± 12 86 ± 11 0.314

HR (bmp), Mean ± SD 74 ± 13 72 ± 10 72 ± 11 0.042

Body Mass Index (BMI)

BMI (kg/m2), Mean ± SD 27.9 ± 4.8 28.0 ± 5.0 28.5 ± 5.2 0.059

Underweight, n (%) 1 (6.6) 7 (46.7) 7 (46.7)

0.271Normal, n (%) 61 (10.7) 336 (58.9) 173 (30.4)

Overweight, n (%) 84 (10.4) 476 (58.9) 248 (30.7)

Obesity, n (%) 59 (9.4) 343 (54.4) 227 (36.2)

Waist-to-hip ratio (WHR)

WHR (-), Mean ± SD 0.884 ± 0.094 0.880 ± 0.094 0.900 ± 0.100 0.005

Normal, n (%) 78 (11.0) 449 (63.3) 182 (25.7)
<0.001

Central obesity, n (%) 127 (9.7) 713 (54.3) 474 (36.1)

Noncommunicable diseases

Diabetes, n (%) 12 (6.0) 86 (43.2) 101 (50.8) <0.001

Hypertension, n (%) 125 (10.3) 664 (54.5) 430 (35.3) 0.002

Cardiovascular diseases, n (%) 41 (9.3) 212 (48.3) 186 (42.4) <0.001

Respiratory diseases, n (%) 14 (12.8) 60 (55.1) 35 (32.1) 0.621

* Physical activity, unlike other variables, was assessed in the group of 1865 participants, the number of participants
in categories differentiated by sleep duration in this analysis has been placed in the same verse; ** statistically
significant p-value has been highlighted in bold. Abbreviations: Me—median, M—mean; SD—standard devi-
ation; SBP—systolic blood pressure; DBP—diastolic blood pressure; HR—heart rate; BMI—Body mass index;
WHR—waist to hip ratio.

Sleep duration has been differentiated by the place of residence and level of education
(p < 0.001). Among urban participants, 12.1% slept <6 h, 60.8% slept 6–8 h, and 27.1% slept
more than 8 h. In comparison, among rural participants, 7.3% slept < 6 h, 52.5% slept 6–8 h,
and 40.2% slept more than 8 h. Considering the level of education, 4.2% of participants
with primary or unknown education slept < 6 h, 41.2% slept 6–8 h, and 54.6% slept more
than 8 h, respectively. The 11.6% of participants with higher education reported fewer than
6 h of sleep, 66.4% reported 6–8 h of sleep, and 22.0% reported more than 8 h of sleep.

Total sleep duration was not significantly differentiated by BMI (p = 0.059). On
the other hand, an average BMI was slightly higher among participants who slept, on
average, > 8 h per night, followed by those who slept 6–8 h (mean 28.5 kg/m2 ± 5.2 and
28.0 kg/m2 ± 5.0, respectively). The mean WHR was the highest among those who slept
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more than 8 h (0.90 ± 0.1; p = 0.005). The mean systolic blood pressure (SBP) was the
highest in participants who slept more than 8 h (147 ± 23; p = 0.015). On the other hand,
heart rate was higher in those who slept < 6 h (74 ± 13; p = 0.042).

3.2. Naps

Taking naps during the day was also more prevalent in men than women (38.7% vs.
27.1%, respectively; p < 0.001). The duration of the naps of those participants who slept
6–8 h was, on average, 9 min shorter than of those who slept < 6 h (38.5 min vs. 47.5 min;
p = 0.015). Patients who took naps were older by 2 years than those who did not take naps
(56.1 min ± 9.7 vs. 53.9 min ± 9.8; p = 0.001). Naps were significantly more common in
older participants.

3.3. Total Sleep Duration and Bedtime According to Chosen Non-Communicable Diseases

A total of 13% of participants went to sleep between 6 p.m. and 10 p.m., 71% went
to sleep between 10 p.m. and 12 a.m., and 17% between 12 a.m. and 4 a.m. The basic
characteristics of bedtime according to chosen non-communicable diseases are presented in
Figure 1. A bedtime between 6 p.m. and 10 p.m. was more common for participants with
diabetes and stroke, whereas a bedtime between 10 p.m. and 12 a.m. was more prevalent
in participants with hypertension, CVD, and respiratory diseases.

 

Figure 1. Bedtime in participants with chosen noncommunicable diseases. In the case of every disease,
there were statistically significant differences between the categories differentiated by bedtime
(p < 0.02). CVD—cardiovascular diseases.

Among participants with diabetes, 50.8% slept > 8 h, 43.2% slept 6–8 h and 6.0%
slept fewer than 6 h, respectively (p < 0.001). The relative risk of diabetes was two-fold
higher and of stroke 2.5-fold higher in participants who went to bed between 6 p.m. and
10 p.m., in comparison to those who went to bed between 10 p.m. and 12 a.m. [RR 2.23;
95% CI 1.06–4.67; RR 2.52; 95% CI 1.28 to 4.97].

Among participants with diabetes, 50.8% slept > 8 h, 43.2% slept 6–8 h, and 6.0%
slept fewer than 6 h, respectively (p < 0.001). The relative risk of diabetes was two-fold
higher and of stroke 2.5-fold higher in participants who went to bed between 6 p.m. and
10 p.m., in comparison to those who went to bed between 10 p.m. and 12 a.m. (RR 2.23;
95% CI 1.06–4.67; RR 2.52; 95% CI 1.28 to 4.97).
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Among participants with hypertension, 35.3% slept > 8 h, 54.5% slept 6–8 h, and 10.3%
slept fewer than 6 h, respectively (p = 0.002). The relative risk of hypertension was signifi-
cantly higher in participants who went to bed between 6 p.m. and 10 p.m., in comparison
to those who went to bed between 10 p.m. and 12 a.m. (RR 1.12; 95% CI 1.04–1.20).

Among participants with CVD, 42.4% slept > 8 h, 48.3% slept 6–8 h, and 9.3% slept
fewer than 6 h, respectively (p < 0.001). Moreover, the relative risk of CVD was also signifi-
cantly higher in those participants who went to bed between 6 p.m. and 10 p.m., in compar-
ison to those who went to bed between 10 p.m. and midnight (RR 1.36; 95% CI 1.1–1.68).

The relative risk of obesity according to BMI was significantly higher in participants,
who went to bed between 6 p.m. and 10 p.m., in comparison to those who went to bed
between 10 p.m. and 12 a.m. (RR 1.38; 95% CI 1.15–1.66).

On the other hand, the relative risk of respiratory diseases was two-fold higher in
those who went to bed after midnight, in comparison to those who went to bed between
10 p.m. and 12 a.m. (RR 2.24; 95% CI 1.19–4.22). Participants with respiratory diseases were
not significantly differentiated by sleep duration. The analysis of relative risk with 95%
confidence intervals of the occurrence of chosen non-communicable diseases in participants
who went to sleep earlier (6 p.m.–10 p.m.) and later (12 a.m.–4 a.m.) in comparison to those
who went to sleep between 10 p.m. and 12 a.m. is presented in Figure 2.

Figure 2. Relative risk with 95% confidence intervals of the occurrence of chosen non-communicable
diseases in participants who went to sleep earlier (6 p.m.–10 p.m., indicated by the red color) and
later (12 a.m.–4 a.m., indicated by the blue color) in comparison to those who went to sleep between
10 p.m. and 12 a.m. (reference value).

4. Discussion

Deprivation and low quality of sleep have been linked to many metabolic diseases,
including obesity and type 2 diabetes. The presented article aimed to characterize sleep
duration and bedtime in the PURE Poland cohort study in the view of sociodemographic
characteristics and chosen NCDs. The PURE Poland study is one of the few longitudinal
cohort studies in Poland. In our cohort, sleep duration was significantly differentiated by
sociodemographic factors (sex, age, place of residence, level of education, professional ac-
tivity status), behavioral factors (bedtime, taking naps, tobacco smoking, alcohol drinking),
anthropometric factors (BMI, WHR), and some NCDs (diabetes, hypertension, stroke, CVD).
The relative risk of diabetes, obesity, hypertension, stroke, and CVDs was significantly
higher in participants who went to bed between 6 p.m. and 10 p.m. in comparison to the
control (bedtime 10 p.m.–12 a.m.).
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In our cohort, the average duration of sleep was significantly longer in women than
in men. On the other hand, more men than women declared taking naps during the day.
Conforming to our results, in the global PURE study analysis, a longer duration of sleep
was more prevalent in women, participants > 50 years old, and in those living in rural
areas [8]. In our cohort, there were more long sleepers among the participants with primary
education.

In our study, a shorter sleep duration was more common in current smokers and
alcohol drinkers. Similarly, in the Whitehall study [27], a shorter sleep duration was more
common in participants consuming alcohol in comparison to never-drinkers.

Too-short and too-long durations of sleep have been previously associated with an
increased risk of type 2 diabetes [28,29]. In a study published by Cappuccio et al. [28],
a long duration of sleep (>8–9 h/night) was associated with a relative risk (RR) of type
2 diabetes of 1.48 [CI 1.13–1.96]. Both short and long durations of sleep have been associated
with increased risk of CHD, stroke, and total CVD [30]. In a prospective study and meta-
analysis by Leng et al. [31], a long duration of sleep has been significantly associated with
an increased risk of stroke. On the other hand, in a meta-analysis of prospective cohort
studies conducted by Li et al. [32], both short and long durations of sleep were associated
with an increased risk of stroke, but a long sleep duration was a significant marker of
stroke mortality. In our cohort, hypertensive participants had a tendency for a longer
duration of sleep, which is consistent with the results from the global PURE study [8].
It is speculated that fatigue or a longer duration of sleep can be a preliminary symptom
of slowly developing health problems, hence the significant association between a long
duration of sleep and mortality or morbidity observed in the studies [8]. Having said
that, we cannot determine the causality at this stage. In our cohort, the duration of sleep
increased along with the increasing age of participants. As a general principle, aging is
associated with disturbed sleep, a decreased ability to maintain sleep, and a shorter sleep
duration [33]. In our study, total sleep duration combined both nocturnal sleep and the sum
of daytime naps, which may have contributed to this association. It has been previously
observed that the frequency of daytime napping increases with age [34]. There were also
studies that indicated that retirement promoted longer sleep duration [35]. In a study
by Basner et al. [36], participants who were unemployed or retired reported longer sleep
duration and were less likely to be short sleepers.

In our study, an earlier bedtime was associated with a higher risk of the chosen NCDs,
including diabetes and hypertension. On the contrary to our results, in a study by Yan
et al. [37], a later bedtime (after midnight) was associated with an increased prevalence of
diabetes (OR 1.446; 95% CI 1.107–1.888]. A U-shaped relationship between the prevalence
of hypertension and bedtime was observed by Jansen et al. [38]. The risk of hypertension
was almost two-fold higher in those participants who went to bed before 9 p.m., as well as
after 11 p.m., in comparison to those, who went to bed between 9 p.m. and 11 p.m. (RR
1.96; 95% CI 1.27–3.01; RR1.87; 95% CI 1.09–2.21, respectively) [38]. Similarly, a U-shaped
relationship between bedtime and health outcomes was observed in the global PURE
study [8]. Both those who went to bed early (before 10 p.m.) and late (after midnight)
had a higher risk of mortality and major CVD events [8]. In our study, the relative risk
of respiratory diseases was two-fold higher in those who went to bed after midnight in
comparison to those who went to bed between 10 p.m. and 12 a.m. The direct association
between bedtime and respiratory diseases has been rarely described in the literature.
However, the diurnal variability of lung function can influence bedtime, the duration
of sleep, and the quality of sleep in asthmatic patients [39,40]. A nocturnal decline in
pulmonary function has been previously associated with later bedtime and shorter sleep
duration [41]. Chronic obstructive pulmonary disease (COPD) has been also associated
with disturbed sleep, insomnia, and delayed initiation of sleep [42], which may partially
explain the association observed in our study.

There are some limitations of our study to discuss. The current analysis focuses solely
on data collected at the baseline. Our study is a cohort study, so the results should be
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treated with caution. Our cohort is characterized by the overrepresentation of women and
elderly participants in comparison to the general Polish population. A lot of participants
have already retired, which influences their sleeping patterns. Sleep disorders, including
insomnia, were not investigated in the PURE study. The use of medication, which may
influence sleeping patterns, was not investigated in this analysis. On the other hand, there
are also several strengths to discuss. Our study is one of the few cohort studies in Poland of
this size. To our knowledge, our study is one of the first of this scale in Poland investigating
the relationship between the duration of sleep, bedtime, and the risk of NCDs in adults. It
is planned that future research will include a longitudinal analysis of bedtime and duration
of sleep in the study population.

5. Conclusions

Sleep duration and bedtime were significantly differentiated by sociodemographic
and behavioral factors. In our study, an earlier bedtime was associated with a higher risk
of diabetes, obesity, hypertension, and CVD.
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Abstract: The aim of the study was to reveal the difference in the hematological reaction to the applied
exercise-induced workload between the able-bodied and physically active people with cervical spinal
cord injury. The study covered 11 males with spinal cord injury and 11 able-bodied persons. An
incremental stress test was carried out until the maximum individual workloads were achieved.
The peak oxygen uptake was measured with the use of the ergospirometric method. Venous blood
test results at rest and after finishing the maximal exercise showed hemoglobin (Hb) concentration,
hematocrit (HCT) value, erythrocytes (RBC), leukocytes (WBC) and platelets (PLT) counts as well as
the relative percentage of granulocytes (GRA), lymphocytes (LYM), and monocytes (MON). RBC,
HCT as well as Hb and PLT among people with the injury were statistically lower (p < 0.001) large
effect size, than in the control group. Statistically significant difference between the test and control
group, subjected to the maximal exercise stress test, was observed in the exercise induced change
of the PLT [p < 0.001, (ES: 2.631)] WBC [p < 0.05, (ES: 1.429)] and the percentage of LYM and GRA
[p < 0.05, (ES: 1.447) for LYM and (ES: 1.332) for GRA] between both groups, subjected to the maximal
cardiac stress test on the manual cycloergometer. The analysis of the obtained results indicates that
people with spinal cord injury are much more vulnerable to the occurrence of microcytic anemia
compared to able-bodied people. The after-exercise percentage shift of selected subpopulations of
leukocytes in both groups indicates a delayed post-exercise recovery among people with spinal
cord injury.

Keywords: spinal cord injury; hematological parameters; peak oxygen uptake

1. Introduction

Hematological disorders, particularly anemia, are a very common complication of
spinal cord injury in the acute phase, i.e., upon the occurrence of the injury, even when
there is no blood loss (gastrointestinal bleeding, hemorrhage). The erythropoiesis rate
is regulated by such factors as hormones, nervous system, and hypoxia. Hormones
regulating red blood cell production rate include erythropoietin, thyroid hormones, growth
hormone, and cortisol [1]. The influence of the nervous system, in turn, is related to
the regulation of adrenaline and noradrenaline secretion by the adrenal medulla. These
hormones work in a similar way and cause a change in the contractility of blood vessels,
thereby reducing blood flow through the kidneys. It leads to hypoxia-induced increase
in the erythropoietin production. Furthermore, among people with spinal cord injury,
a reduction in the concentration of adrenaline circulating in the blood can be observed,
which is caused by the disconnection of the adrenal sympathetic nervous system [2–4].
Understanding the etiology of anemia in this group of patients is a prerequisite to prevent
its consequences. The analysis of hematological parameters of patients with spinal cord
injury indicates the occurrence of different types of normocytic and microcytic anemia. A
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reduced level of red blood cells count does not significantly endanger patients’ life but can
contribute to developing secondary complications related to tissue hypoxia [5,6].

Rehabilitation of people with spinal cord injury is aimed at improving their functional
capacities and increasing their injury induced decreased exercise tolerance level. Regu-
lar physical activity may sharpen their wheelchair skills and allows to maintain muscle
mass. Additionally, it limits the occurrence of adverse circulatory and respiratory changes.
Physical activity is also conducive to the prevention of osteoporosis, diabetes, or neoplastic
diseases. Patients with cervical spinal cord injuries who undertake physical activity are
less likely to suffer from bedsores, muscle contractures, muscle tension disorders, and
orthostatic blood pressure decline. Moreover, regular exercises limit the occurrence of
adverse hematological and biochemical changes in the blood [7–11].

The volume of plasma changes during a physiological reaction to the exercise-induced
workload, which leads to hemoconcentration or hemodilution. Their occurrence depends
on the intensity and duration of the exercise as well as the physical endurance capacity
of the person taking the effort. Hemoconcentration increases blood viscosity and occurs
during short term effort with high intensity. Long term effort leads to an increase of oncotic
blood pressure and its dilution [12,13]. Along with the intensification of the physical activity,
increasing blood lactate concentration and a series of hormones capable of modulation
within leukocytes is released. Exercise-induced leukocytosis is not a consequence of
changes in the volume of plasma but results from the increased cell traffic from bone
marrow to blood, demargination from blood vessel walls, and decreased exit to tissues.
Animal experiments suggest that signals from inflamed tissues are humoral, not nervous.
Some of these humoral factors are adrenaline, noradrenaline, growth hormone (GH), and
cortisol, as well as plasma granulocyte colony-stimulating factor (G-CSF) and interleukin-6
(IL-6). The multiple stage process of leukocytosis is characterised not only by a change in
the total white blood cell count, but also in the percentage of each of their fractions. At
the lymphocytic stage, during moderate effort the lymphocyte count increases to 55% and
neutrophil granulocyte count decreases. The total count of leukocytes in the blood does not
change. Intensification of the effort increases the neutrophil granulocyte count to 78% and
decreases the lymphocyte count below the values at rest. The total leukocytes count may
increase even to 12 × 109 L−1. Very intense effort, though not exceeding the possibilities of
the body, leads to the intoxicative phase. The white blood cell count may increase even to
20 × 109 L−1. Undertaken effort that significantly exceeds one’s performance capacities
leads to leukopenia and a decrease in immune resistance. Most likely, this phenomenon
results from metabolism disorders and insufficient capacity of protein synthesis in the
changed conditions. Hormonal mechanisms responsible for the exercise-induced change in
the leukocyte count also cause exercise-induced thrombocytosis [14–16].

The aim of the study was to answer the question whether there is a difference in the
hematological reaction to the applied exercise-induced workload between the able-bodied
and physically active people with cervical spinal cord injury.

2. Materials and Methods

The study was conducted according to the Declaration of Helsinki and the National
Statement and Human Research Ethics Guidelines and approved by IRB (Institute for
Research in Biomedicine) at the Poznan University of Medical Sciences (5 April 2012; Ethics
Approval Number: 405/12). All participants in this study gave their written informed con-
sent. The research covered 11 members of the Polish national wheelchair rugby team with
spinal cord injury at the cervical level, ranging in age from 21 to 41 years (test group), and
11 able-bodied male students of the Poznan University of Physical Education Department
(control group). These persons had an average level of physical endurance (Table 1) and
had comparable training experience to the study group. The disabled with spinal cord
injury subjected to the study constitute a homogeneous group in terms of age, body height,
weight, and the injury level. All of them were tetraplegics with cervical spinal cord injury at
levels C5–C7. Wheelchair rugby classification system, used to assess the subjects came from
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the ISMGF/ISMWSF (International Stoke Mandeville Games Federation/ International
Stoke Mandeville Wheelchair Sport Federation) and American Spinal Injury Association
(ASIA) Impairment Scale, medical classification system [17]. All the disabled research
participants started training wheelchair rugby relatively early and gained considerable
experience in the sport. The anthropometric characteristics of the groups as well as the
degree of their spinal cord injury and training experience are presented in Tables 2 and 3.

Table 1. Comparison of peak oxygen uptake and oxygen consumption obtained at the ventilatory
threshold level.

Parameter Test Group Control Group p-Value

VO2 VT [mL·min−1] 1046.00 ± 302.860 1740.54 ± 258.058 0.0003
VO2 VT [mL·kg−1·min−1] 14.94 ± 4.519 23.25 ± 3.245 0.0022

peakVO2 [mL·min−1] 1195.16 ± 482.197 2396.36 ± 327.269 0.0000
peakVO2 [mL·kg−1·min−1] 16.82 ± 7.569 32.14 ± 4.995 0.0001

peak Load [Watt] 43.18 ± 15.706 80.00 ± 10.445 0.0000
Exercise duration [min] 13.00 ± 4.632 24.00 ± 3.133 0.0000

Data are presented as mean ± SD, peakVO2 = peak oxygen uptake, VO2 VT = oxygen uptake on VT. Bold indicates the
statistically significant values.

Table 2. The anthropometric characteristics of the groups subjected to the study.

Parameter Test Group Control Group

Age [years] 34.18 ± 4.39 22.64 ± 2.38
Height [m] 1.81 ± 0.055 1.79 ± 0.073

Body mass [kg] 72.91 ± 11.71 75.36 ± 8.71
BMI [kg·m−2] 22.40 ± 4.38 23.25 ± 1.68

Data are expressed as mean ± SD; BMI = body mass index.

Table 3. Classification points, spinal cord injury level, American Spinal Injury Association (ASIA)
Impairment Scale and training experience of the subjects with spinal cord injury.

No
Spinal Cord
Injury Level

American Spinal
Injury

Association
(ASIA)

Impairment Scale

Classification
Points

Time after
the Injury

[Years]

Training
Experience

[Years]

Time between the
Injury and the

Onset of Training
[Years]

1 C6–C7 A 2 13 11 2
2 C5–C6 A 2 2 1 1
3 C6 A 2 6 3 3
4 C6–C7 A 2 5 3 2
5 C6–C7 A 2.5 17 13 4
6 C5–C6 A 2 13 8 5
7 C6–C7 A 2 12 6 6
8 C6–C7 A 2 9 7 2
9 C5 A 2 15 10 5
10 C5–C6 A 1 20 12 8
11 C6–C7 A 0.5 14 13 1

Mean 11.45 7.91 3.55
SD 5.18 4.08 2.15

2.1. Assessment of Aerobic Fitness (Graded Exercise Test Protocol)

The exercise tests were conducted between 8:00 a.m. and noon in an air-conditioned
laboratory, 2 h after consuming a light breakfast (one sandwich with butter and cheese;
approx. 200 kcal). The subjects performed a cardiac stress test with increasing intensity on
the REHAB TRAINER 881E arm cranking manual ergometer, manufactured by Monark
Exercise AB (Vansbro, Sweden) and specially adjusted to functional abilities of research
participants. The initial workload amounted to 10 Watts seconds (60 revolutions per minute
RPM) was successively increased by 10 Watts every 3 min until the subjects achieved
maximum in dividual workloads or refused to continue the effort. Peak oxygen uptake
(peakVO2) and oxygen consumption per minute at the level of ventilatory threshold
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(VO2VT) using the “V-slope” method were measured in absolute and relative values with
the German Jeager Oxycon Mobile gas analyser (Viasys Healthcare, Höchberg, Germany).

2.2. Preparation of Blood Samples for Analysis

Venous blood was taken twice from the ulnar veins, i.e., at rest (fasting blood; 6:00 a.m.)
and 5 min after finishing the exercise using a S-Monovette syringe (Sarstedt, Nümbrecht,
Germany) containing K3EDTA as an anticoagulant. Hemoglobin (Hb) concentration,
hematocrit (HCT) value, total erythrocyte (RBC), leukocyte (WBC) and platelet (PLT)
counts as well as the relative percentage of granulocytes (GRA), lymphocytes (LYM) and
monocytes (MON) were measured immediately after blood collection and the samples
were determined with the use of the MYTHIC 18® hematology analyser (PZ Cormay SA,
Łomianki, Poland).

2.3. Statistical Analysis

All the data are presented as mean (standard deviation). In order to calculate the
significance of changes in the studied parameters, the Wilcoxon sign test of pairs was per-
formed. The importance of differences between the test and control group was calculated
with the Mann–Whitney U test. Correlation between the variables was calculated with the
Spearman’s rank test. The level of statistical significance was set at p < 0.05. All results were
statistically analysed using Dell Inc. (2016), Dell Statistica v.13. (Tulsa, OK, USA). Effect
sizes [ES] were calculated as the difference between means divided by the pooled standard
deviation. Using Cohen’s (1988) criteria, an effect size ≥ 0.20 and <0.50 was considered
small, ≥0.50 and <0.80 medium, and ≥0.80 large [18].

3. Results

Table 4 presents morphological blood parameters as mean and standard deviation,
measured at rest and after exercise in both groups. RBC, HCT as well as Hb and PLT counts
among people with the injury were statistically lower (p < 0.001) large effect size, than in
the control group. The analysis of the Mann–Whitney U test did not reveal any signifi-
cant differences in the exercise-induced change in the red blood cell count, hemoglobin
concentration, hematocrit value and the percentage of monocytes in the blood between able-
bodied and disabled research participants. However, a statistically significant difference
was observed in the exercise-induced change of platelet count [p < 0.001, (ES: 2.631)] white
blood cell count [p < 0.05, (ES: 1.429)] and the percentage of lymphocytes and granulocytes
in the blood [p < 0.05, (ES: 1.447) for lymphocytes and (ES: 1.332) for granulocytes] between
both groups, subjected to the maximal cardiac stress test on the manual cycloergometer.

To assess physical endurance and exercise tolerance, research participants performed
an exercise with increasing intensity on the manual ergometer. Table 1 presents average
values and standard deviations of oxygen consumption (in absolute and relative values)
obtained at peak workload and at the level of ventilatory threshold. The difference in
each aerobic capacity parameter was statistically significant between the groups (p < 0.001).
The subjects with spinal cord injury obtained about 50% lower results both at the level
of threshold and peak workloads, compared to the able-bodied subjects within the same
model of physical exercise workload (Table 1).

We observed, a statistically significant positive correlation between the spinal cord
injury level and the exercise-induced change in the relative percentage of neutrocytes
(r = 0.66, p < 0.05), the training experience and exercise induced increase of the total
leukocyte count (r = −0.61, p < 0.05), the value of peakVO2 and the exercise induced
decrease of the relative percentage of lymphocytes (r = −0.70, p < 0.05) and the change in
the relative percentage of monocytes (r = −0.69; p < 0.05).
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Table 4. Basic characteristics and changeability of hematological parameters measured before and
after the exercise in both groups.

Parameter

Test Group Control Group Test Group Control Group

Before
Exercise

After
Exercise

p-Value
Before

Exercise
After

Exercise
p-Value

Change
After-Before

Change
After-Before

p-Value

RBC [1012 ·L−1]
4.51

±0.220
4.74

±0.273 0.0033 5.58
±0.217

5.77
±0.363 0.0262 0.23

±0.161
0.19

±0.147 1.0000

HCT [%] 40.97
±2.589

43.47
±3.229 0.0033 47.06

±2.226
48.96
±3.128 0.0164 2.50

±1.327
1.90

±0.902 0.4495

Hb [mmol·L−1]
8.69

±0.664
9.12

±0.758 0.0033 10.07
±0.529

10.40
±0.715 0.0185 0.43

±0.266
0.33

±0.186 0.5316

PLT [109 ·L−1]
185.00
±17.378

191.82
±18.059 0.1095 245.54

±43.517
285.82
±57.311 0.0033 6.82

±11.535
40.27

±13.794 0.0005

WBC [109 ·L−1]
5.68

±1.169
6.44

±0.905 0.0505 5.97
±0.851

7.81
±1.221 0.0033 0.76

±1.002
1.84

±0.371 0.0233

LYM [%] 38.31
±7.103

33.72
±5.786 0.0128 36.11

±7.150
37.23
±8.447 0.4498 −4.59

±5.428
1.12

±1.297 0.0104

MON [%] 4.34
±0.835

4.37
±0.921 0.4069 5.55

±0.811
5.14

±0.924 0.0912 0.04
±0.384

−0.42
±0.113 0.0659

GRA[%] 58.38
±7.226

62.58
±7.226 0.0262 58.34

±7.370
57.63
±8.579 0.5937 4.20

±5.061
−0.70
±1.209 0.0488

Data are presented as mean ± SD, GRA = granulocyte, Hb = hemoglobin concentration, HCT = hematocrit value,
LYM = lymphocytes, MON = monocytes, PLT = thrombocyte count, RBC = red blood cell count, WBC = white
blood cell count. Bold indicates the statistically significant values.

4. Discussion

The reduction of aerobic capacity of the people with cervical spinal cord injury is
multifactorial. Due to the paralysis of lower limbs and partial paralysis of upper limbs,
the activity of the muscle pump drops. In consequence, keeping venous blood return to
the heart is insufficient. Reduced values of hemodynamic parameters and their exercise-
induced course, different from the one of the able-bodied people, are caused by the lack
of influence of the sympathetic system on the heart muscle, the state of blood vessels
or secretory actions of endocrine glands. In the case of people with cervical spinal cord
injury, the rest and exercise induced values of circulatory and respiratory parameters as
well as the biochemical blood parameters differ from those of the able-bodied people or
limbless amputees with maintained mechanisms of stimulation of the sympathetic nervous
system [19–23]. Physical activity undertaken by people with spinal cord injury is of
crucial importance in keeping the appropriate state of their physical capability and exercise
tolerance. Hence, the oxygen efficiency parameters of the subjects from the test group were
very high, taking into account the degree of their spinal cord injury. The results obtained
by the disabled research participants in the in-house study of the peakVO2 value averaged
at 16.82 ± 7.569 mL·kg−1·min−1. Moreover, 10 subjects from the test group reached
individual threshold workload at the level of peakVO2 79.93%. The intended threshold
oxygen consumption averaged at 1046.00 ± 302.860 mL·min−1; whereas the relative value
amounted to 14.94 ± 4.519 mL·kg−1·min−1. Average values of this parameter observed in
the in-house study were considerably higher than those obtained by other researchers of
this group of people and 50% lower compared to the able-bodied subjects. This result was
statistically significant (p < 0.001). Dreisinger et al., while studying training tetraplegics,
noted the values of oxygen consumption at the level of 780 mL·min−1, whereas Wicks
et al. at the level of 13.8 mL·kg−1·min−1 [24,25]. Burkett et al. in their quite comprehensive
research concerning both training and non-training people with spinal cord injury, noted
the maximal oxygen consumption for physically inactive tetraplegics oscillating between
5.31–11.89 mL·kg−1·min−1. Undoubtedly, the clinical state after spinal cord injury, as
well as the physical capability level, influence the values of the morphological parameters
at rest and after exercise [26,27]. Huang et al. examined 28 people with cervical spinal
cord injury between C3 and C7 vertebrae and revealed that several weeks after the injury,
hematologic parameters of 9% of the subjects from the test group were lower than reference
values. The changes concerned erythrocytes and reticulocytes counts, hematocrit value,
hemoglobin, and iron concentration in the blood. Huang et al. demonstrated the occurrence
of normocytic anemia among 71% of the people examined by him, whereas 14% of the
subjects had microcytic anemia. These disorders influence the development of other
secondary complications related to tissue hypoxia [5]. Perkash et al. and Davies et al.
demonstrated the occurrence of a mild type of anemia in 52.3% out of 65 male patients with
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spinal cord injury subjected to the study. They did not confirm the correlation between age,
duration of the injury or damage degree and the occurrence and type of anemia [28–30]. The
in-house study demonstrated that people with cervical spinal cord injury had low values
of the examined hematologic blood parameters at rest—below the range of physiological
values (Table 4). RBC, HCT as well as Hb and PLT counts among people with the injury
were statistically lower (p < 0.001) than in the control group. In case of WBC, no significant
difference between the groups was observed. Only the percentage value of monocytes at
rest was statistically higher in the control group (p < 0.05), and the maximal physical exercise
caused the occurrence of poliglobulia phenomenon in each group. The exercise-induced
blood density was higher among people with spinal cord injury, but the difference was
not statistically significant. The exercise-induced thrombocytosis occurred in each of the
tested groups, with lower statistically significant intensity among people with spinal cord
injury (p < 0.001). Most likely, this difference results from the level of physical performance
of the subjects and the degree of homeostatic imbalance of the body. The inflammatory
reaction model described in the literature is a typical physiological reaction of the body
to the workload in the exercise stress test [31]. In case of the people with the injury, the
change of the specific fraction of white blood cells, along with a significant increase of
the total leukocyte count, is the most similar to the model of changes of a neutrophil
character. Furthermore we observed, a statistically significant positive correlation between
the spinal cord injury level and the exercise induced change in the relative percentage
of neutrocytes (r = 0.66, p < 0.05), the training experience and exercise induced increase
of the total leukocyte count (r = −0.61, p < 0.05), the value of peak oxygen consumption
and the exercise induced decrease of the relative percentage of lymphocytes (r = −0.70,
p < 0.05) and the change in the relative percentage of monocytes (r = −0.69; p < 0.05). A
statistically significant higher increase of the WBC count in the blood (p < 0.05) in reaction
to the physical exercise of the group of able-bodied people was noted compared to the
people with spinal cord injury, along with a statistically significant difference in the change
in the percentage of lymphocytes between the groups (p < 0.05). The lack of exercise
induced reduction in the percentage of lymphocytes among the able-bodied people was
probably related to the lower exercise induced secretion of cortisol and growth hormone
during the test effort [32]. One of the reasons responsible for the mechanisms of myogenic
leukocytosis is, among others, a change in the concentration of neurohormonal factors
(cortisol, catecholamines, growth hormone, endorphins, sex-steroids) and cytokines (TNF-
α, IL-1, IL-6). A very similar model of reaction to exertion was described by Kouda et al.,
who revealed that the concentration of IL-6 and blood hematologic elements in plasma
among able-bodied people increased significantly after finishing the exercise. However,
they did not demonstrate that physical exercise causes such significant changes in case
of the people with cervical spinal cord injury. They assumed that these differences might
have been caused by muscular atrophy and sympathetic nervous system disorders among
people with spinal cord injury [33]. The analysis of the obtained results revealed that
people with spinal cord injury, despite high physical activity, run a much greater risk
of microcytic anemias compared to able-bodied people. Furthermore, the after-exercise
percentage shift of specific sub-populations of leukocytes in both groups (lymphocytes and
granulocytes) indicates a later after-exercise regeneration of people with spinal cord injury.

5. Conclusions

The analysis of the obtained results indicates that people with spinal cord injury are
much more vulnerable to the occurrence of microcytic anemia compared to able-bodied
people. The after-exercise percentage shift of selected subpopulations of leukocytes in both
groups indicates a delayed post-exercise recovery among people with spinal cord injury.

Limitation of the Study

The study was conducted on physically active people with spinal cord injuries and
healthy students. For a complete view of hematological changes under the influence
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of exercise, it would be necessary to perform tests on non-physically active males with
damaged spinal cord. Unfortunately, for this study, the appropriate consent to conduct
research on this group of people was not obtained.
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Abstract: This paper presents a comparative assessment of mortality in Poland and Ukraine, in-
cluding due to alcohol consumption, by sex, place of residence, and age groups. Mortality from
alcohol consumption is and remains one of the health problems of the state’s population. The aim
of this study was to establish the difference in mortality, including due to alcohol consumption, in
the two neighboring countries. The analysis was conducted in 2008 and 2018 according to statistical
institutions in Poland and Ukraine. Data from the codes of the International Statistical Classification
of Diseases of the 10th edition: F10, G31.2, G62.1, I42.6, K70, K86.0, and X45 were used to calculate
mortality due to alcohol consumption. The share of mortality caused by alcohol consumption in
Ukraine in 2008 was 3.52%, and 1.83% in 2018. At the same time, in Poland, there is an increase
in this cause of death from 1.72% to 2.36%. Mortality caused by alcohol consumption is the main
share of mortality in the section “Mental and behavioral disorders” in both Ukraine, at 73–74%, and
Poland, at 82–92%. Changes in the mortality rate in the cities and villages of Ukraine and Poland
showed different trends: Poland nated, a significant increase in mortality, while in Ukraine it has
halved on average. Overall and alcohol mortality rates in both countries were higher among the
male population. The analysis of mortality among people of working age showed that the highest
proportion of deaths from alcohol consumption in both countries was among people aged 25–44.
Despite the geographical proximity, and similarity of natural and climatic characteristics and popula-
tion, mortality rates in each country reflect the difference in the medical and demographic situation,
and the effectiveness of state social approaches to public health.

Keywords: mortality; alcohol; working population; Poland; Ukraine

1. Introduction

The medical and demographic situation in Ukraine is negative, and is characterized
by a decrease in the birth rate for the period 2014–2019 by 19.4% and an increase in the
mortality rate by 6.16 per 100 thousand population [1,2]. Against the background of
negative natural growth, there has also been a decrease in the average age of women giving
birth and increased morbidity and perinatal mortality [3].

Stably high mortality rates in Ukraine compared to those in European countries require
constant monitoring and identification of the causes of this phenomenon. In Ukraine, as
in other countries, noncommunicable diseases remain the leading cause of morbidity,
disability, and premature mortality. The most effective way to reduce them is to prevent
the development of non-communicable diseases by addressing the behavioral risk factors
underlying them at the population and individual levels: smoking, alcohol consumption,
excessive salt intake, low physical activity, overweight and obesity, and unhealthy diet [4].
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Alcohol is one of the most important health risk factors and causes of premature
mortality. According to Jürgen Rehm and co-authors, alcohol consumption caused 14.6%
of all premature adult mortality in eight European countries, 17.3% in men and 8.0% in
women [5]. The study of medical and social areas of alcohol consumption is valuable. Thus,
83.54 ± 0.98% of the 1422 students surveyed in Ukraine consume alcoholic beverages,
three-quarters of them choose mostly alcoholic beverages with low alcohol content. The
main motive for drinking low-alcohol beverages is hedonism. The majority of respondents
who consume low-alcohol beverages do not consider the occurrence of alcohol dependence
when consuming alcohol (56.85 ± 1.44%), which indicates an insufficient level of preventive
measures [6].

The issue of the impact of morbidity and mortality on alcohol consumption on the
economic sphere of the state is important. Thus, Błażej Łyszczarz notes that the total
production losses associated with alcohol deaths in the EU in 2016 amounted to 32.1 billion
euros [7]. Expenditure per capita (share of gross domestic product expenditure) was EUR
62.88 (0.215%) for the EU as a whole and ranged from EUR 17.29 (0.062%) in Malta to EUR
192.93 (0.875%) in Lithuania.

Macroeconomic fluctuations can affect alcohol problems in different ways in socio-
demographic groups. The Spanish crisis after 2008 was a turning point for such conclusions:
the annual changes in the percentage of deaths directly from alcohol mortality were 6.9% in
2002–2007 and 3.7% in 2008–2011 among the employed, and −4.3% and −0.4%, respectively,
among the unemployed [8].

Despite the WHO’s emphasis on the importance of restricting alcohol consumption
through fiscal measures, the governments of Lithuania (in 1999), Poland (in 2002), and
Finland (in 2004) reduced the excise tax on alcoholic beverages by, respectively 44%, 30%,
and 44%. These decisions led to immediate and impressive health consequences. In Poland,
the decline in vodka prices wasaccompaniedby a sharp increase in registered alcohol sales
from 7 L per capita in 2002 to almost 10 L per capita in 2008 and an annual increase in
alcohol-related mortality, especially for menaged 45–64 years [9].

Given the geographical proximity of Poland and Ukraine—sharing a common border
of 535 km—similarity of natural and climatic characteristics, similarity of population (as
of 1 January 2019, at 38.4 and 42.3 million people, respectively), different political and
economic situation, and insignificant number of publications in international scientific
journals comparing mortality rates in neighboring countries, including Ukraine, and the
impact of alcohol on the health of the population, the present study examined the mortality
rates of the population of Ukraine and Poland and its level due to alcohol consumption.

2. Objective

This study aims to identify trends and features of changes in the overall mortality rate,
as well as mortality due to alcohol consumption, in two countries with different economic
development, Ukraine and Poland, for a ten-year period—in 2008 and 2018.

3. Materials and Method

Regarding the analytical strategy of the study, we assessed whether there are any basic
differences between the two geographically neighboring countries—Poland and Ukraine,
in terms of overall mortality and alcohol-related mortality.

Data on population mortality were taken from the database of the State Statistics
Service of Ukraine and the Central Statistical Office of the Republic of Poland.

Statistical analysis of the obtained data was performed by measuring the ratio and
interval measurement (2008–2018) with zero data for 2008 in each of the countries, and in
comparison between countries, in the respective year.

To calculate the mortality rate due to alcohol use, data from the codes of the Interna-
tional Statistical Classification of Diseases of the 10th revision were used:

Chapter V Mental and behavioral disorders (F00-F99):
F10Mental and behavioral disorders due to use of alcohol.
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Chapter VI Diseases of the nervous system (G00-G99):
G31.2Degeneration of nervous system due to alcohol;
G62.1Alcoholic polyneuropathy.
Chapter IX Diseases of the circulatory system (I00-I99):
I42.6Alcoholic cardiomyopathy.
Chapter XI Diseases of the digestive system (K00-K93):
K70Alcoholic liver disease;
K86.0Alcohol-induced chronic pancreatitis.
Chapter XX External causes of morbidity and mortality (V01-Y98):
X45Accidental poisoning by and exposure to alcohol.
To be able to compare the obtained data on the mortality rate of the working-age

population, we determined its range of 16–65 years, as according to the Organization for
Economic Cooperation and Development, in 2016, the average normal retirement age was
64.3 years for men and 63.7 years for women in all schemes and countries [10]. In Ukraine,
this age is 60 years.

4. Results

The basis for comparing mortality rates in 2008 and 2018 in Poland and Ukraine was
the geographical proximity of these countries, a common border, the similarity of natural
and climatic characteristics, and similarity of population. At the same time, the political
and economic situation of these countries differs sharply. Poland has been a part of the
European Union since 2004, which played a significant role in the development of the state
and contributed to obtaining significant investments for the economy and social sphere,
including health systems. Its GDP per capita in 2008 was USD 13,996; in 2018 this was
already equal to USD 15,468.4 (according to the World Bank). The growth over these
10 years was 10.5%.

Ukraine, as an independent state, has been taking steps since 1991 to deepen coopera-
tion with European countries in the economic and social spheres. The Government and the
President of Ukraine have set the task of gaining membership in the European Union. This
became especially relevant after the beginning of Russia’s aggression in 2014. Ukraine’s
GDP from 2008 to 2018 decreased by 20.3%, from 3887.2 to 3096.8 USD. In comparison with
the data for 2018, Poland’s GDP was 5 times higher than in Ukraine.

Thus, the overall mortality rate in Ukraine for 10 years decreased by 14.76% (according
to the State Statistics Service of Ukraine) [11]. In Poland, the opposite changes took place—
there was an increase in overall mortality by 8.33% (according to Statistics Poland) [12]. At
the same time, the overall mortality rate in Ukraine was, in 2008 and 2018, higher than that
of Poland.

The overall mortality rate of Ukraine in 2015 was one of the highest (after Moldova,
Kazakhstan, Kyrgyzstan, and Georgia) among the countries that are members of the Word
Health Organization (WHO) Regional Office for Europe [13]. Comparisons of mortality
rates in Ukraine and Poland per 1000 people by main chapters of causes of death are
presented in Table 1.

Alcohol is one of the most important determinants of health and the cause of prema-
ture mortality. We analyzed the mortality rates in Ukraine and Poland according to the
codes specified in the section “Materials and methods of research”. Comparison of the
share of mortality caused by alcohol consumption, in the structure of total mortality in
certain chapters of causes of death by chapters and codes of the International Statistical
Classification of Diseases and changes in mortality in 2008 and 2018, are shown in Table 2.
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Table 1. Mortality rates in Ukraine and Poland per 1000 people by main classes of causes of death.

The Main Classes of Causes of Mortality
Ukraine Poland

Rate 2008 Rate 2018 % Change Rate 2008 Rate 2018 % Change

The overall mortality rate 16.31 13.90 −14.76 9.95 10.78 +8.33

Chapter I. Certain infectious and
parasitic diseases 0.37 0.21 −43.16 0.07 0.05 −32.39

Chapter II. Neoplasms 1.92 1.86 −3.38 2.51 2.85 +13.53

Chapter IV. Endocrine, nutritional, and
metabolic diseases 0.06 0.05 −13.11 0.18 0.25 +36.41

Chapter V: Mental and behavioral disorders 0.06 0.03 −51.61 0.06 0.10 +78.18

Chapter VI. Diseases of the nervous system 0.16 0.11 −29.11 0.13 0.17 +30.77

Chapter IX. Diseases of the
circulatory system 10.38 9.28 −10.64 4.54 4.37 −3.64

Chapter X. Diseases of the
respiratory system 0.50 0.31 −38.77 0.51 0.72 +41.90

Chapter XI. Diseases of the digestive system 0.76 0.58 −23.92 0.45 0.45 +0.67

Chapter XX. External causes of morbidity
and mortality 1.33 0.73 −44.91 0.67 0.52 −21.35

% Change—decrease or increase rate from 2008 to 2018 in percent (of observed values).

Table 2. Change in the proportion of mortality caused by alcohol consumption in certain classes of causes of death.

Mortality Due to Alcohol Consumption

Ukraine Poland

% in a Certain Class
of Causes of Death

Change
2008–2018

% in a Certain Class
of Causes of Death

Change 2008–2018

All causes
2008 3.52

−1.69
1.72

+0.64
2018 1.83 2.36

Chapter V:
F10 Mental and behavioral disorders due to use
of alcohol

2008 72.99
+1.11

91.91
−9.08

2018 74.10 82.83

Chapter VI:
G31.2 Degeneration of nervous system due
to alcohol

2008 22.78
−8.94

1.07
−0.92

2018 13.84 0.15

Chapter VI:
G62.1 Alcoholic polyneuropathy

2008 0.33
−0.22

0.08
−0.05

2018 0.11 0.03

Chapter IX:
I42.6 Alcoholic cardiomyopathy

2008 1.88
−0.88

0.15
−0.08

2018 1.00 0.07

Chapter XI:
K70 Alcoholic liver disease

2008 14.52
−5.81

17.55
+13.57

2018 8.71 31.12

Chapter XI:
K86.0 Alcohol-induced chronic pancreatitis

2008 0.20
−0.10

0.20
+0.16

2018 0.10 0.36

Chapter XX:
X45Accidental poisoning by and exposure
to alcohol

2008 14.00
−4.00

5.07
+0.39

2018 10.00 5.46

Place of residence and analysis of causes of death by sex are important criteria in
analyzing the level of mortality caused by alcohol consumption in a particular chapter of
causes of death (Tables 3 and 4).
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Table 3. Mortality caused by alcohol consumption by certain classes of causes of death depending on the place of residence.

Mortality Rate
Place of

Residence

UKRAINE POLAND % Change*
2008

% Change*
2018Rate 2008 Rate 2018 % Change Rate 2008 Rate 2018 % Change

Overall mortality rate urban 14.75 12.51 −15.21 9.81 11.06 +12.68 −33.50 −11.62

rural 19.83 17.19 −13.29 10.17 10.36 +1.91 −48.71 −39.72

The mortality rate due
to alcohol urban 0.50 0.20 −59.72 0.19 0.27 +41.16 −62.17 +32.57

rural 0.73 0.37 −49.08 0.14 0.23 +64.32 −80.66 −37.60

Chapter V. Mental and
behavioral disorders urban 0.05 0.02 −57.33 0.06 0.10 +70.74 +25.21 +401.07

rural 0.10 0.05 −46.02 0.05 0.10 96.23 −48.50 +87.22

F10 Mental and behavioral
disorders due to use
of alcohol

urban 0.03 0.01 −56.59 0.05 0.08 +47.07 +62.74 +451.39

rural 0.07 0.04 −45.39 0.04 0.08 +90.80 −38.40 115.22

Chapter VI. Diseases of the
nervous system urban 0.15 0.10 −34.54 0.14 0.19 +40.02 −7.98 +96.82

rural 0.18 0.15 −19.20 0.12 0.14 +15.45 −33.71 −5.29

G31.2 Degeneration of
nervous system due
to alcohol

urban 0.032 0.012 −63.82 0.002 0.0003 −83.18 −95.19 −97.76

rural 0.045 0.024 −45.70 0.001 0.0003 −77.25 −97.43 −98.92

G62.1 Alcoholic
polyneuropathy urban 0.0004 0.0001 −70.57 0.0001 0.003 −32.71 −63.28 −16.05

rural 0.0009 0.0002 −82.63 0.0001 0.000 - −92.37 -

Chapter IX. Diseases of the
circulatory system urban 9.14 8.06 −11.81 4.30 4.32 +0.68 −53.01 −46.35

rural 13.15 12.10 −7.92 4.91 4.44 −9.64 −62.62 −63.32

I42.6 Alcoholic
cardiomyopathy urban 0.18 0.08 −56.30 0.01 0.003 −55.14 −96.03 −95.93

rural 0.24 0.13 −45.54 0.01 0.002 −61.74 −97.31 −98.11

Chapter XI. Diseases of the
digestive system urban 0.79 0.57 −27.42 0.50 0.49 −0.59 −36.62 −13.18

rural 0.72 0.61 −15.34 0.37 0.38 +3.79 −48.51 −36.88

K70 Alcoholic liver disease urban 0.10 0.04 −62.40 0.09 0.16 +68.74 −10.01 +303.80

rural 0.13 0.08 −39.33 0.06 0.11 +105.41 −56.02 +48.90

K86.0 Alcohol-induced
chronic pancreatitis urban 0.0014 0.0005 −65.67 0.001 0.002 +61.48 −23.51 +259.80

rural 0.0018 0.0008 −52.23 0.001 0.001 +112.67 −61.84 +69.88

Chapter XX. External
causes of morbidity
and mortality

urban 1.20 0.65 −46.77 0.61 0.48 −20.79 −49.96 −25.54

rural 1.59 0.93 −41.28 0.76 0.59 −22.34 −52.31 −36.93

X45Accidental poisoning
by and exposure to alcohol urban 0.16 0.06 −61.50 0.03 0.03 −19.93 −78.79 −55.88

rural 0.25 0.10 −59.00 0.03 0.03 −8.49 −86.24 −69.29

% Change—decrease or increase rate from 2008 to 2018 in percent (of observed values). % Change*—decrease or increase rate from Ukraine
to Poland in percent (of observed values).

Table 4. Mortality rate of men and women due to alcohol consumption.

Mortality Rate Sex
Ukraine Poland % Change*

2008
% Change*

2018Rate 2008 Rate 2018 %Change Rate 2008 Rate 2018 %Change

Overall mortality rate Men 18.19 14.89 −18.14 10.99 11.49 +4.60 −39.60 −22.83

Women 14.82 13.15 −11.24 8.98 10.11 +12.57 −39.38 −23.12

Overall mortality rate caused
by alcohol consumption Men 0.98 0.44 −54.98 0.29 0.39 +33.91 −69.86 −10.35

Women 0.24 0.10 −58.82 0.06 0.10 +76.50 −75.76 +3.91
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Table 4. Cont.

Mortality Rate Sex
Ukraine Poland % Change*

2008
% Change*

2018Rate 2008 Rate 2018 %Change Rate 2008 Rate 2018 %Change

Chapter V. Mental and
behavioral disorders Men 0.10 0.05 −52.24 0.09 0.16 +66.45 −4.55 +232.65

Women 0.03 0.01 −52.74 0.02 0.04 +148.46 −44.15 +193.61

F10 Mental and behavioral
disorders due to use
of alcohol

Men 0.08 0.04 −51.79 0.09 0.15 +59.66 +10.93 +267.38

Women 0.014 0.006 −51.18 0.01 0.02 +77.16 −14.77 +209.29

Chapter VI. Diseases of the
nervous system Men 0.23 0.15 −34.80 0.13 0.16 +21.48 −43.42 +5.41

Women 0.10 0.08 −18.11 0.13 0.18 +39.59 +34.07 +128.52

G31.2 Degeneration of
nervous system due
to alcohol

Men 0.06 0.03 −55.78 0.0023 0.0004 −83.87 −96.21 −98.62

Women 0.014 0.005 −62.22 0.0005 0.0002 −70.18 −96.45 −97.20

G62.1 Alcoholic
polyneuropathy Men 0.0010 0.0002 −84.44 0.0002 0.0001 −50.47 −78.03 −30.04

Women 0.0001 0.0001 −26.71 0.00 0.00 - - -

Chapter IX. Diseases of the
circulatory system Men 10.04 8.79 −12.39 4.43 4.13 −6.74 −55.88 −53.04

Women 10.75 9.76 −9.18 4.64 4.60 −0.86 −56.85 −52.90

I42.6 Alcoholic
cardiomyopathy Men 0.33 0.16 −51.32 0.013 0.006 −56.95 −96.15 −96.60

Women 0.08 0.03 −56.93 0.001 0.000 −66.87 −98.63 −98.95

Chapter XI. Diseases of the
digestive system Men 1.07 0.78 −26.65 0.54 0.55 +0.92 −49.31 −30.25

Women 0.51 0.41 −19.11 0.36 0.36 −0.02 −28.45 −11.56

K70 Alcoholic liver disease Men 0.16 0.07 −54.91 0.12 0.21 +70.43 −23.98 +187.38

Women 0.07 0.03 −53.37 0.04 0.07 +103.47 −45.78 +136.59

K86.0 Alcohol-induced
chronic pancreatitis Men 0.003 0.001 −52.48 0.002 0.003 +77.63 −39.17 +127.38

Women 0.0006 0.0000 −92.67 0.0003 0.0005 +65.64 −49.60 +1039.08

Chapter XX. External causes
of morbidity and mortality Men 2.29 1.27 −44.74 1.05 0.81 −23.13 −54.17 −36.25

Women 0.51 0.27 −46.32 0.31 0.26 −15.74 −40.33 −6.34

X45Accidental poisoning by
and exposure to alcohol Men 0.33 0.13 −59.32 0.06 0.03 −56.70 −81.50 −80.31

Women 0.06 0.02 −67.25 0.008 0.007 −11.52 −87.09 −65.14

% Change—decrease or increase rate from 2008 to 2018 in percent (of observed values). % Change*—decrease or increase rate from Ukraine
to Poland in percent (of observed values).

The analysis of the causes of death caused by alcohol consumption by sex and among
residents of cities and villages of Ukraine and Poland had a clear difference.

Given the importance of the human factor as the main labor force of the country,
we calculated the total mortality rate of the working-age population (Table 5), as well as
analyzed the mortality rates for three age groups, such as 16–24 years, 25–44 years, and
45–64 years (Tables 6–8).

Table 5. Mortality working age population.

Mortality Rate
Ukraine Poland % Change*

2008
% Change*

2018Rate 2008 Rate 2018 % Change Rate 2008 Rate 2018 % Change

Overall mortality rate 7.97 5.97 −25.10 4.24 3.84 −9.46 −46.81 −35.70

Overall mortality rate caused by
alcohol consumption 0.78 0.35 −55.35 0.22 0.29 +35.70 −72.16 −15.40
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Table 5. Cont.

Mortality Rate
Ukraine Poland % Change*

2008
% Change*

2018Rate 2008 Rate 2018 % Change Rate 2008 Rate 2018 % Change

% of deaths due to alcohol
consumption in the total number
of deaths

9.77 5.82 - 5.11 7.66 - −47.66 +31.57

Chapter V. Mental and
behavioral disorders

Mortality rate 0.07 0.03 −52.19 0.06 0.09 +45.08 −11.05 +169.90

Deaths on mental and behavioral
disorders due to use of alcohol
Mortality due to mental and
behavioral disorders due to
alcohol consumption

0.06 0.03 −51.28 0.06 0.09 +43.94 +3.44 +205.62

% of deaths due to alcohol use in this
class of causes of death 84.22 85.82 - 97.94 97.17 - +16.29 +13.23

Chapter VI. Diseases of the
nervous system

Mortality rate 0.18 0.11 −39.31 0.07 0.06 −2.72 −63.39 −41.31

Mortality due to degeneration of the
nervous system caused by
alcohol consumption

0.048 0.020 −58.32 0.002 0.000 −83.82 −96.50 −98.64

Mortality due to alcohol
field neuropathy 0.0007 0.0002 −75.76 0.0002 0.0000 −73.99 −79.35 −77.85

% of deaths due to alcohol use in this
class of causes of death 27.37 18.68 - 2.81 0.49 - −89.74 −97.37

Chapter IX. Diseases of the
circulatory system

Mortality rate 2.86 2.35 −17.71 1.16 0.88 −23.84 −59.57 −62.58

Mortality due to
alcoholic cardiomyopathy 0.264 0.126 −52.39 0.008 0.003 −60.26 −96.99 −97.49

% of deaths due to alcohol use in this
class of causes of death 9.24 5.35 - 0.69 0.36 - −92.55 −93.28

Chapter XI. Diseases of the
digestive system

Mortality rate 0.85 0.60 −29.29 0.32 0.31 −1.24 −62.66 −47.85

Mortality due to alcoholic
liver disease 0.15 0.07 −54.00 0.10 0.16 +66.35 −34.61 +136.45

Mortality due to chronic
alcoholic pancreatitis 0.002 0.001 −63.93 0.001 0.002 +74.49 −45.88 +161.80

% of deaths due to alcohol use in this
class of causes of death 17.86 11.58 - 31.20 52.58 - +74.69 +353.95

Chapter XX. External causes of
morbidity and mortality

Mortality rate 1.59 0.85 −46.78 0.69 0.49 −28.20 −56.88 −41.82

Mortality due to accidental poisoning
and alcohol exposure 0.25 0.10 −59.52 0.05 0.04 −21.70 −82.16 −65.49

% of deaths due to alcohol use in this
class of causes of death 15.85 12.06 - 6.56 7.15 - −58.62 −40.68

% Change—decrease or increase rate from 2008 to 2018 in percent (of observed values). % Change*—decrease or increase rate from Ukraine
to Poland in percent (of observed values).

Table 6. Mortality of the working age population by age groups.

Age Groups Mortality Rate
Ukraine Poland % Change*

2008
% Change*

2018Rate 2008 Rate 2018 % Change Rate 2008 Rate 2018 % Change

16–24

Mortality in this age group 1.18 0.68 −42.58 0.66 0.53 −19.85 1.80 1.29

Mortality of the
population in this age
group due to
alcohol consumption

0.04 0.01 −79.55 0.01 0.01 5.23 8.80 1.50

Proportion of deaths due
to alcohol consumption in
this age group

3.73 1.39 - 0.83 1.10 - 4.46 1.27
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Table 6. Cont.

Age Groups Mortality Rate
Ukraine Poland % Change*

2008
% Change*

2018Rate 2008 Rate 2018 % Change Rate 2008 Rate 2018 % Change

25–44

Mortality in this age group 4.87 2.89 −40.53 1.49 1.27 −15.14 3.26 2.29

Mortality of the
population in this age
group due to
alcohol consumption

0.63 0.27 −57.10 0.12 0.16 28.04 5.19 1.74

Proportion of deaths due
to alcohol consumption in
this age group

12.89 9.28 - 8.10 12.22 - 1.59 0.76

45–64

Mortality in this age group 15.03 11.18 −25.60 9.04 8.05 −10.85 1.66 1.39

Mortality of the
population in this age
group due to
alcohol consumption

1.34 0.55 −59.00 0.43 0.56 31.11 3.12 0.98

Proportion of deaths due
to alcohol consumption in
this age group

8.91 4.91 - 4.75 6.98 - 1.88 0.70

%Change—decrease or increase rate from 2008 to 2018 in percent (of observed values). %Change*—decrease or increase rate from Ukraine
to Poland (of observed values).

Table 7. Mortality of the working age population in Poland by causes of death and by age groups.

Mortality Rate\Age Groups
16–24 Years 25–44 Years 45–64 Years

Rate 2008 Rate 2018 %Change Rate 2008 Rate 2018 %Change Rate 2008 Rate 2018 %Change

F10–F99. Chapter V. Mental and
behavioral disorders 0.002 0.001 −63.67 0.033 0.043 30.36 0.129 0.185 42.99

F 10. Mortality due to mental and
behavioral disorders due to
alcohol consumption

0.001 0.001 −58.48 0.032 0.041 30.58 0.127 0.180 41.07

Proportion of deaths due to
alcohol consumption in this
age group (%)

58.33 66.67 - 96.67 96.83 - 98.64 97.32 -

G00–G99. Chapter VI. Diseases of
the nervous system 0.023 0.025 8.69 0.034 0.028 −16.10 0.121 0.119 −1.80

G31.2 Mortality due to
degeneration of the nervous
system caused by alcohol
consumption

0.000 0.000 - 0.001 0.000 - 0.003 0.001 −77.72

G62.1 Mortality due to alcohol
field neuropathy 0.000 0.000 - 0.000 0.000 - 0.000 0.000 −74.53

Proportion of deaths due to
alcohol consumption in this age
group (%)

0.00 0.00 - 3.48 0.00 - 2.89 0.67 -

I00-I99. Chapter IX. Diseases of
the circulatory system 0.035 0.018 −49.49 0.249 0.166 −33.15 2.708 2.031 −25.00

I42.6 Mortality due to alcoholic
cardiomyopathy 0.000 0.000 - 0.002 0.001 −67.77 0.018 0.007 −60.57

Proportion of deaths due to
alcohol consumption in this age
group (%)

0.00 0.00 - 0.95 0.46 - 0.67 0.35 -

K00-K93. Chapter XI. Diseases of
the digestive system 0.009 0.008 −7.25 0.150 0.150 0.56 0.659 0.618 −6.29

K70 Mortality due to alcoholic
liver disease 0.002 0.003 117.97 0.050 0.088 73.36 0.199 0.310 55.69

K86.0 Mortality due to chronic
alcoholic pancreatitis 0.000 0.000 - 0.001 0.001 −30.16 0.001 0.004 171.66

Proportion of deaths due to
alcohol consumption in this age
group (%)

17.02 40.00 - 34.73 58.87 - 30.43 50.84 -
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Table 7. Cont.

Mortality Rate\Age Groups
16–24 Years 25–44 Years 45–64 Years

Rate 2008 Rate 2018 %Change Rate 2008 Rate 2018 %Change Rate 2008 Rate 2018 %Change

V01-Y98. Chapter XX. External
causes of morbidity and mortality 0.470 0.336 −28.62 0.549 0.397 −27.69 0.949 0.664 −29.96

X45 Mortality due to accidental
poisoning and alcohol exposure 0.003 0.002 −27.34 0.034 0.024 −28.35 0.079 0.060 −23.66

Proportion of deaths due to
alcohol consumption in this age
group (%)

0.56 0.57 - 6.16 6.11 - 8.34 9.09 -

Table 8. Mortality of the working age population of Ukraine by causes of death and by age groups.

Mortality Rate\Age Groups
16–24 Years 25–44 Years 45–64 Years

Rate 2008 Rate 2018 % Change Rate 2008 Rate 2018 % Change Rate 2008 Rate 2018 % Change

F10–F99. Chapter V. Mental and
behavioral disorders 0.009 0.002 −82.16 0.066 0.027 −59.36 0.111 0.054 −51.97

F 10. Mortality due to mental and
behavioral disorders due to
alcohol consumption

0.005 0.001 −82.16 0.050 0.022 −56.64 0.102 0.048 −53.18

Proportion of deaths due to
alcohol consumption in this age
group (%)

50.00 50.00 - 75.68 80.75 - 91.31 89.01 -

G00–G99. Chapter VI. Diseases of
the nervous system 0.051 0.034 −33.11 0.163 0.085 −48.02 0.264 0.160 −39.37

G31.2 Mortality due to
degeneration of the nervous
system caused by alcohol
consumption

0.002 0.000 −89.22 0.039 0.015 −62.35 0.083 0.033 −60.45

G62.1 Mortality due to alcohol
field neuropathy 0.000 0.000 - 0.000 0.000 −79.54 0.001 0.000 −75.63

Proportion of deaths due to
alcohol consumption in this age
group (%)

5.15 0.78 - 24.25 17.49 - 31.83 20.63 -

I00-I99. Chapter IX. Diseases of
the circulatory system 0.071 0.054 −23.94 0.897 0.652 −27.33 6.519 5.023 −22.94

I42.6 Mortality due to alcoholic
cardiomyopathy 0.006 0.002 −61.68 0.191 0.087 −54.31 0.483 0.210 −56.53

Proportion of deaths due to
alcohol consumption in this age
group (%)

7.86 3.96 - 21.30 13.39 - 7.42 4.18 -

K00-K93. Chapter XI. Diseases of
the digestive system 0.052 0.023 −56.63 0.684 0.401 −41.41 1.468 1.024 −30.28

K70 Mortality due to alcoholic
liver disease 0.010 0.001 −94.35 0.130 0.053 −59.20 0.248 0.110 −55.63

K86.0 Mortality due to chronic
alcoholic pancreatitis 0.000 0.000 - 0.002 0.001 −48.85 0.003 0.001 −79.28

Proportion of deaths due to
alcohol consumption in this age
group (%)

18.26 2.38 - 19.33 13.51 - 17.09 10.80 -

V01-Y98. Chapter XX. External
causes of morbidity and mortality 0.746 0.427 −42.76 1.526 0.784 −48.63 2.122 0.784 −63.07

X45 Mortality due to accidental
poisoning and alcohol exposure 0.022 0.006 −73.95 0.214 0.091 −57.69 0.419 0.106 −74.78

Proportion of deaths due to
alcohol consumption in this age
group (%)

2.90 1.32 - 14.03 11.56 - 19.74 13.48 -

5. Discussion

Comparison of medical and demographic indicators in different countries or regions of
the world is one of the elements of an analytical approach to solving public health problems.
In addition to WHO data, i.e.,Global Health Observatory Data Repository and Framework
for alcohol policy in the WHO European Region, this kind of analysis is presented in
many works, including M. Marmot et al., F. Baum, J. P. Mackenbach, C. Bambra et al.,
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and further Polish researchers [14–20]. Comparison of data from some geographically
close regions of different countries was carried out in the study of J.Grshybowskyj and
co-authors, who found a significant difference in the development processes in terms of
medical and demographic indicators [21].

Our analysis of the data showed that the main causes of death in Ukraine in 2008 and
in 2018 were (in % of all causes of death) (Figure 1):

Diseases of the circulatory system—63.64 and 66.98;
Neoplasms—11.80 and 13.43;
External causes of morbidity and mortality—8.14 and 5.28;
Diseases of the digestive system—4.67 and 4.18;
Diseases of the respiratory system—3.09 and 2.22.

 

Figure 1. The main causes of mortality in Ukraine and Poland in 2008 and 2018 (in %).

It is established that, for these 10 years in Ukraine, there was an increase in the share
of deaths from diseases of the circulatory system (by 3.34%) and tumors (by 1.63%).

In Poland over the years, the main causes of death were the same pathology, but in
contrast in Ukraine, mortality from tumors and respiratory diseases was higher (in %% of
all causes of death):

Diseases of the circulatory system—45.84 and 40.55;
Neoplasms—25.18 and 26.38;
External causes of morbidity and mortality—6.68 and 4.85;
Diseases of the respiratory system—5.09 and 6.65;
Diseases of the digestive system—4.50 and 4.18.

It should also be noted that, in ten years, Poland saw a decrease in the mortality rate
from diseases of the circulatory system and external causes, while the share of deaths due
to respiratory diseases (+1.57%), tumors (+1.21%), endocrine diseases, eating disorders,
and metabolic disorders (+0.48%), mental and behavioral disorders (+0.36%) and diseases
of the nervous system (+0.27%) all increased.

When comparing mortality rates by main classes of causes in Ukraine and Poland
(Table 1), it was found that the total mortality in Ukraine exceeded the figures in Poland,
both in 2008 and in 2018, by 1.64 and 1.29 times, respectively (16.31 and 13.90 in Ukraine
per 1000 people and 9.95 and 10.78 in Poland), including excess mortality observed in
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some infectious and parasitic diseases (5.28 and 4.20 times, respectively), diseases of the
circulatory system (2.29 and 2.12 times), and external causes (1.99 times in 2008). In
contrast, the mortality rate in Poland was higher in endocrine diseases, eating disorders
and metabolic disorders (3 and 5 times, respectively) and neoplasms (1.31 and 1.53 times,
respectively). From 2008 to 2018, there was a significant increase in the difference in
mortality from respiratory diseases—with almost the same figures in 2008 to 2.32 times
more in Poland in 2018.It is necessary to note separately the changes that have occurred
in the mortality rates of mental and behavioral disorders—in 2008, the mortality rate in
Ukraine was slightly higher than in Poland (0.062 in Ukraine against 0.054 in Poland), and
in 2018 the death rate in Poland from mental and behavioral disorders exceeded that in
Ukraine 2.9 times (0.034 in Ukraine and 0.098 in Poland). Similar, but less pronounced
changes were observed in mortality from diseases of the nervous system.

Mortality from pathology caused by alcohol consumption occupies an ambiguous
share in the structure of population mortality [22,23]. In the period we are comparing,
the share of mortality caused by alcohol consumption in Ukraine decreased from 3.52 to
1.83%. At the same time, in Poland, there was an increase in this cause of death from 1.72 to
2.36%. When comparing the share of such causes of death in our selected chapters, it was
found that growth was observed in mental and behavioral disorders due to alcohol use
(in Ukraine), andalcoholic liver disease, accidental poisoning by and exposure to alcohol,
and alcohol-induced chronic pancreatitis (in Poland). Moreover, the increase in mortality
from alcoholic liver disease exceeded 13% and, in Ukraine, there was a decrease in such
indicatorsfrom 14.52% to 8.71%.

It should be noted that the mortality caused by alcohol consumption was the main
share of mortality in the class of mental and behavioral disorders: 73% in Ukraine and 92%
in Poland 2008, and 74% and 83%, respectively, in 2018 (Table 2).

Place of residence is an important criterion in analyzing the level of mortality caused by
alcohol consumption in a particular chapter of causes of death, as it allows for appropriate
organizational and preventive measures for medical care in the area, whether in the city or
in the countryside. Studies of changes in mortality rates in cities and villages of Ukraine
and Poland have shown different trends in mental and behavioral disorders (F10) and
alcoholic liver disease (K70).

In 2008, mortality from mental and behavioral disorders due to alcohol consumption
among peasants was higher in Ukraine than in Poland (0.071 vs. 0.044) (Table 3). However,
in 2018 it became much higherin Poland: among urban residents 5.7 times (0.014 in Ukraine,
0.080 in Poland) and among rural residentsmore than 2 times (0.039 in Ukraine, 0.083 in
Poland). For this reason, mortality in both urban and rural areas in Ukraine has halved
on average, while in Poland the mortality rate has increased by the same amount. The
mortality rate due to alcohol and behavioral disorders due to alcohol consumption in
Ukraine is predominant among rural residents; in Poland it is slightly more common
among urban residents.

Mortality due to alcoholic liver disease among urban residents of Poland from 2008
to 2018 increased from 0.093 to 0.157 per 1000 inhabitants, and in 2018 was 4 times higher
than that among residents of Ukrainian cities (0.104 and 0.039, respectively). The same
dynamics are observed among rural residents.

One of the reasons for this difference in the mortality rates of rural and urban popula-
tions of Ukraine is the problem of unemployment, especially in rural areas, and it acquires
new features [24]. Despite the fact that many unemployed rural residents have their own
farm as a source of livelihood, this way of employment, as well as work in agricultural pro-
duction in general, which is mostly low-paid and uncreative, can provide neither material
wealth nor the need for self-realization in accordance with the demands of modern young
villagers. Therefore, living in the countryside today is characterized not only by physical
overload but often by life’s frustrations and the associated alcoholism, which shortens
life. Therefore, the mortality of the rural population ofworking age is higher than in the
urban [25,26]. Similar problems are observed in other countries [27,28].
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Analysis of the causes of death by sex showed that the overall mortality rate and
mortality caused by alcohol consumption in both Ukraine and Poland was higher among
the male population in 2008 and 2018 (Table 4). The comparison of indicators makes it
possible to state that, against the background of declining mortality in Ukraine and its
growth in Poland, the most pronounced change was the increase in mortality caused by
alcohol consumption among women in Poland, which exceeded that among women in
Ukraine (in 2018,0.097 in Ukraine, 0.101 in Poland).

J. Mackenbach, N. Ryngach, and V. Kruchanytsia [29–31] indicate a high death rate
from alcohol-related causes, especially in men. The effects of alcohol consumption are
largely associated with smoking [32–36].

Among the male population of Ukraine by certain chapters of causes of death due to
alcohol consumption, the highest mortality rate in 2008 and 2018 was observed for alcoholic
cardiomyopathy (0.334 and 0.163 per 1000 cases, respectively) and for accidental poisoning
and alcohol exposure (0.329 and 0.134 per 1000 cases, respectively). In Poland, the highest
mortality rates for men were observed from alcoholic liver disease (0.125 and 0.213 per
1000 cases, respectively, in 2008 and 2018) and from mental and behavioral disorders (0.091
and 0.146, respectively).

However, the mortality of the male population of Ukraine caused by alcohol consump-
tion, in the chapter “Mental and behavioral disorders” was actually the most common, and
there was a tendency to increase the share of mortality in the chapter: 82.79% in 2008 and
83.57% in 2018. In Poland, the same negative dynamics of mortality weredue to alcoholic
liver disease (23.12% in 2008 and 39.05% in 2018), and the highest proportion of deaths
caused by alcohol consumption was in the chapter “Mental and behavioral disorders”
(96.22% in 2008 and 92.29% in 2018). For other chapters of causes of death, the share in the
mortality of the population caused by alcohol consumption was much lower.

Among the female population with a similar ratio of mortality to mortality in the
corresponding chapter in Poland, the highest mortality rate with a tendency to increase is
determined in subchapter K.86.0 “Alcoholic liver disease”: 0.035 per 1000 cases in 2008 and
0.072 in 2018. When comparing these indicators with the data in Ukraine, they were twice
lower in 2008 and already exceeded them in 2018 (0.065 per 1000 cases in 2008 and 0.030
in 2018).

As among the male population, among women in Ukraine and Poland in the chapter
“Mental and behavioral disorders”, the highest percentage of deaths was caused by alcohol
consumption. However, it was twice lower than among men (Ukraine: 45.39% in 2008 and
46.89% in 2018; Poland: 69.28% in 2008 and 49.40% in 2018).

Given the importance of the human factor as the main labor resource of the country,
we calculated the indicators of total mortality and mortality caused by alcohol consumption
in working age (Table 5). It is established that with the overall decrease in the mortality
of the working population from 2008 to 2018 in both Ukraine and Poland, mortality due
to alcohol consumption in Ukraine decreased by 55.35%, and in Poland, it increased by
35.70%. Accordingly, the share of deaths due to alcohol consumption in the total number
of deaths changed: in Ukraine, their share decreased from 9.77% to 5.82%, and in Poland it
increased from 5.11% to 7.66%.

The same trends were observed for the mortality chapter of the working population
due to mental and behavioral disorders: a significant decrease in both total and alcohol-
related mortality in Ukraine (by 52.2% and 51.3%, respectively) and its increase in Poland
(by 45.1% and 43.9%). In general, mortality rates in this chapter of causes in Poland have
become higher than in Ukraine.

Another chapter where the same mortality trends are observed was chapter XI: Dis-
eases of the digestive system. With the prevalence of the overall mortality rate in Ukraine
over the mortality rate in Poland for this chapter of causes of death (2.9 and 1.9 times in
2008 and 2108, respectively), there were significant changes in the mortality rate due to
alcoholic liver disease: a 54% decrease in mortality in Ukraine, and growth in Poland by
66.4%. In general, the share of deaths due to alcohol use in this chapter of causes of death in
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Ukraine decreased from 17.86% to 11.58%, and in Poland increased from 31.20% to 52.58%,
exceeding the mortality rate in Ukraine in 2018.

According to the other classes of causes of death, it is necessary to state a significant
predominance of the mortality rate in Ukraine against that in Poland due to alcoholic car-
diomyopathy and due to degeneration of the nervous system caused by alcohol consumption.

The analysis of mortality rates by three age groups, 16–24 years, 25–44 years, and 45–
64 years, showed that mortality was predominant among people aged 45–64 (Table 6). With
the general decrease in the mortality rate of the working-age population both in Poland and
in Ukraine, it was most pronounced among persons aged 16–24 (19.9% in Poland and 42.6%
in Ukraine). Regarding mortality due to alcohol consumption, its level in all age groups
was higher in Ukraine than in Poland, except in 2018 in the age group 45–64 years, when
the figures were almost the same. The highest share of deaths due to alcohol consumption
in those of working-age was among persons aged 25–44, with tendenciesin Poland to
increase (from 8.10% to 12.22%) and in Ukraine to decrease (from 12.89% to 9.28%).

When comparing the data on mortality rates by age groups, and by the defined
chapters of causes of death, it was found that the main cause of death in the age groups
16–24 and 25–44 years in both countries were external causes of morbidity and mortality.
However, in these groups in Ukraine, the mortality due to alcohol consumption was mainly
due to “Accidental poisoning and exposure to alcohol” (0.022 per 1000 cases in 2008 and
0.006 in 2018). In Poland, this was observed only in 2008 among the working population
aged 16–24 (0.003 per 1000 cases). In 2018, in this age group, and in 2008 and 2018
among residents aged 25–44, the highest mortality due to alcohol consumption was due to
alcoholic liver disease (2008: 25–44 years—0.050 per 1000 cases; 2018: 16–24 years—0.003
and 25–44 years—0.088).

In both countries, in the age group 45–64 years, the main cause of death was “Diseases
of the circulatory system”in 2008 and 2018.

The age group 45–64 years, as a non-mobile productive group of the population,
accounted for a significant share of the population of Poland in 2018—43.8%, which
indicates an aging population [37]. In Ukraine, it was equal to 27.4%. In this group of
the population in Ukraine, the main cause of death in 2008 and 2018 was “Diseases of the
circulatory system”; in Poland this was “Neoplasms”.

In Poland, the main causes of death from alcohol use in this age group were alcoholic
liver disease and mental and behavioral disorders (respectively: 2008: 0.199 and 0.127; 2018:
0.310 and 0.180) (Table 7). When comparing the indicators for 2008 and 2018, there is a
55.69%increase in mortality due to alcoholic liver disease and a41.07% increase in mortality
due to mental and behavioral disorders due to alcohol consumption.

In all age groups, the proportion of deaths due to alcohol use in the total number of
deaths by chapters of causes of death was highest in the chapter “Mental and behavioral
disorders”. This was higher than 95% among people aged 25–44 and 45–64.

In Ukraine, alcohol consumption has become the most common cause of death due to
alcoholic cardiomyopathy (Table 8). In 2018, the mortality rate from alcoholic cardiomy-
opathy decreased by more than 2 times, but continued to be the leading cause of death
due to alcohol consumption, and exceeded this figure among the working population of
Poland by 29.5 times. As in Poland, the share of deaths due to alcohol use in the total
number of deaths by chapters of causes of death was the highest in the chapter “Mental
and behavioral disorders” in all age groups, and reached the maximum among persons
aged 45–64 in 2008—91.3%, and in 2018—89.0%.

6. Conclusions

Despite the geographical proximity, the similarity of natural and climatic characteris-
tics, and similarity of population, mortality rates in each country reflect the difference in
the medical and demographic situation, and the effectiveness of state social approaches to
public health. Alcohol plays and continues to play an important role in the mortality rate:
the share of mortality caused by alcohol consumption in Ukraine in 2008 was 3.52%, and
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1.83% in 2018. At the same time, in Poland, there was an increase in such a cause of death
from 1.72% (2008) to 2.36%. Mortality caused by alcohol consumption is the main share of
mortality in the chapter on mental and behavioral disorders. Changes in the mortality rate
in cities and villages of Ukraine and Poland showed different trends: in Poland, during
the study period there was a significant increase in mortality due to alcohol consumption
to a greater extent among the rural population. At the same time, mortality in Ukraine
has halved on average among both urban and rural residents. The overall mortality and
alcohol-related mortality rates in both Ukraine and Poland were higher among the male
population. Analysis of mortality among people of working age showed that the highest
proportion of deaths due to alcohol consumption in both countries was among people aged
25–44. The main cause of death in this and the group of 16–24 years was due to accidental
poisoning and alcohol exposure. In the age group 45–64 years in Poland, the main causes of
death with a tendency to increase were alcoholic liver disease and mental and behavioral
disorders due to alcohol consumption. In Ukraine, the most common cause of death was
alcoholic cardiomyopathy.
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Abstract: The aim of this study was to analyze selected indicators of oxidative stress. The study
subjects consisted of 42 women with Hashimoto’s disease and a control group of 30 healthy women.
The concentration of zinc (Zn) and copper (Cu) in the serum was determined by Atomic Absorption
Spectrometry (AAS) and the total antioxidative potential by the Ferric Reducing Ability of Plasma
(FRAP) method. In addition, an assessment of concentrations of thiobarbituric acid reactive sub-
stances (TBARS) and total phenolics was carried out. Our research showed a significant difference
in TBARS concentration (p < 0.0001 (ES: 0.92)) without significant differences in Zn, Cu, FRAP and
total phenolics concentrations. Analysis of the correlation of the obtained results of biochemical tests
for both groups showed a highly significant dependence of FRAP and total phenolics concentration
in the blood of the examined women (r = 0.5283, p = 0.0003). The obtained results indicate no
differences in Cu, Zn, and FRAP concentrations in the blood between two analyzed groups and a
significantly higher concentration of TBARS in Hashimoto’s thyroiditis women. The concentration of
total phenolics significantly influences the value of the FRAP.

Keywords: Hashimoto’s disease; oxidative stress; TBARS; zinc; copper

1. Introduction

Reactive oxygen and nitrogen species (RONS) are used by human organisms for
such tasks as signaling, the neutralization of infectious microorganisms, the induction
of apoptosis, the stimulation of antioxidants and repair processes [1]. Additionally, their
excessive accumulation can impair the main molecules, including proteins, lipids and
even nucleic acids, and inhibit their physiological function. In addition, oxidative damage
incubated by RONS may play a role in thyroid disease [2]. There is a balance between the
formation of RONS and their detoxification, known as redox homeostasis (intracellular
reduction–oxidation). The most commonly generated ones are singlet oxygen, superoxide
anion radical, hydroxyl radical, hydrogen peroxide, and nitric oxide [3]. Under physio-
logical conditions, there are numerous enzymatic (superoxide dismutase (SOD), catalase
(CAT), glutathione peroxidase (GPx) and glutathione reductase (GP)) and non-enzymatic
(vitamin C, E, A, glutathione, bilirubin, uric acid, flavonoids, carotenoids, zinc, copper, and
selenium) defense systems of the so-called antioxidants (present in erythrocytes of human
blood serum, as well as in other biological fluids and tissues) aimed at preventing damage
caused by RONS accumulation [3–5].

The inflammatory process within the thyroid, caused by Hashimoto’s disease, is at
the same time the promoter of increasing the amount of RONS and causing disturbances
in the oxidative–antioxidative balance [6]. Imbalance may increase inflammation and cell
damage by stimulating the release of proinflammatory cytokines and changing enzyme
functions [3,4]. Thyroid hormones play a key role in the regulation of oxidative metabolism.
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They increase mitochondrial respiration and produce free radicals. Furthermore, the
presence of antioxidant defense system enzymes has been documented in the thyroid (such
as SOD, GPX, CAT and non-enzymatic antioxidants) [7]. SOD catalyzes the conversion
of superoxide molecules to H2O2 and oxygen. Depending on its form, it contains in the
active center manganese (MnSOD) or copper together with zinc (Cu/Zn SOD) [8]. Thus,
the availability of zinc and copper (SOD) may affect the body’s ability to defend against
RONS [9]. As demonstrated in thyroid diseases, the level of these elements may be lowered
in people with thyroid diseases [10,11]. The total antioxidant status (TAS)—defined as the
total body’s ability to neutralize RONS—according to many authors, is lower in people
with Hashimoto’s disease [12–14]. Polyphenols are other phytochemicals that provide
protection against oxidative stress and free radicals [15]. Many authors suggest a significant
correlation between elevated levels of compounds formed as a result of lipid peroxidation
and thyroid diseases [16–18].

Substances reactive with thiobarbituric acid (TBARS) are formed as bioproducts of the
oxidation of primarily polyunsaturated fatty acids, which are an integral component of bio-
logical membranes. Peroxidation reactions intensify during infection, inflammation, aging,
and neurodegenerative and cancer diseases [19–22]. TBARS (including malondialdehyde
(MDA)) can be an indicator of the body’s exposure to free radicals, and so a measure of
oxidative stress.

This study is aimed at evaluating selected indicators of oxidative stress and the
concentration of zinc and copper in women with Hashimoto’s thyroiditis in comparison to
a healthy group.

2. Materials and Methods

2.1. Study Population

The study was conducted according to the Declaration of Helsinki and the National
Statement and Human Research Ethics Guidelines and approved by IRB (Institute for
Research in Biomedicine) at the Poznan University of Medical Sciences (10 May 2013;
Ethics Approval Number: 302/13). All subjects gave their prior consent to take part in
it. Participation in the research was voluntary, explained by full and reliable information
about the nature, purpose and course of the study, as well as benefits and risks associated
with participation.

Hashimoto’s disease is one of the most common causes of hypothyroidism, mainly
among women aged 45–60 [23]. This is why the study subjects consisted of 42 women with
Hashimoto’s disease (based on medical examinations, elevated antibody titers). The control
group of 30 was selected from among healthy women (selected in terms of sex, age and
body weight). Patient exclusion criteria (presence of at least one of the factors listed below):
obesity, staying on a vegetarian or any other alternative diet, patients with active or post
cancerous disease (ongoing radiation and/or chemotherapy treatment), patients with liver
diseases (alanine transaminase (ALT) > 3x border line) except for patients with fatty liver
disease, chronic kidney disease eGFR < 30 mL/1.73 m2/min, acute inflammation c-reactive
protein (CRP) > 5 mg/dL, unstable ischemic heart disease, patients after an ischemic
or hemorrhagic stroke (<6 months), post STEMI (ST Elevation Myocardial Infarction)
patients with a drug-eluting stent implantation, nSTEMI (No ST Elevation Myocardial
Infarction) below 12 months, inherited metabolic disorders: phenylketonuria, galactosemia,
autoimmune diseases (acute thyroiditis, celiac disease, systemic connective tissue disease,
hemolytic anemia, vitiligo, Addison’s disease, hyperbilirubinemia), non-specific enteritis
(Crohn’s disease, ulcerative colitis), pregnancy, psychological disorders, eating disorders
such as anorexia and bulimia, antibiotic therapy, steroid therapy (ongoing), drug or alcohol
addiction (a daily consumption of more than 1 portion of alcohol). All of the patients
were asked not to take minerals (especially zinc and copper) or diet supplements, which
could affect the measured biochemical blood parameters in the period before and during
the study.
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The baseline characteristics of both groups are shown in Table 1. Hashimoto’s disease
was diagnosed based on value >35 U/L for anti-thyroid peroxidase (anti-TPO) antibodies
and >20 U/L for thyroglobulin (anti-TG) antibodies [23,24]. In the group of women with
Hashimoto’s disease, 45.2% managed to balance the level of hormones regulating thyroid
function. A total of 76% of patients took synthetic thyroxine. After substitution treatment,
the elevated level of thyroid-stimulating hormone (TSH) was still present in 11.9% of cases
(normal range for TSH: 0.35–2.80 mIU/L), elevated anti-TPO titer in 50% and elevated
anti-TG titer in 37.5%.

Table 1. Anthropometric characteristics and comparison of zinc and copper levels and antioxidant
potential in women’s serum.

Median (Interquartile Range).

Parameters
Study Group

(n = 42)
Control Group

(n = 30)
p Value

Age (years) 40.0 ± 32.0–49.0 41.0 ± 34.0–35.0 0.3391
Body weight (kg) 61.0 ± 55.0–70.0 64.5 ± 58.0–72.0 0.1914
Body height (cm) 168.5 ± 163.0–172.0 168.0 ± 163.0–170.0 0.9905

BMI (kg/m2) 23.2 ± 19.3–24.7 22.1 ± 20.4–26.3 0.2881
Zn (μg/dL) 88.0 ± 82.0–95.0 86.5 ± 76.0–104.0 0.7217
Cu (μg/dL) 110.5 ± 100.0–122.0 110.0 ± 99.0–136.0 0.6908

FRAP (μmol/L) 694.1 ± 559.5–835.2 733.6 ± 617.4–855.4 0.4949
TBARS (μmol/L) 26.3 ± 20.1–35.6 3.2 ± 2.6–4.4 0.0000

Total phenolics (g GAE/L) 2.9 ± 2.6–3.2 3.1 ± 2.8–3.2 0.1857
Abbreviations: FRAP = Ferric Reducing Ability of Plasma, TBARS = thiobarbituric acid reactive substances,
GAE = gallic acid.

The average length of the illness is 7.7 years, and 19% are people diagnosed with the
disease in less than one year.

The most frequently recorded health problems among women with Hashimoto’s dis-
ease are: weakness, fatigue, drowsiness, concentration disorders, mood swings, insomnia,
lower libido, dry skin, headaches, problems with getting pregnant, intestinal problems.

2.2. Preparation of Blood Samples for Analysis

The subjects were asked to stop supplementation that could potentially affect the
result. In the day before the examination, they were asked not to perform physical activity.
Blood samples were taken from the ulnar vein using a S-Monovette syringe (Sarstedt,
Nümbrecht, Germany), then placed in tubes containing a clot activator and centrifuged
(1500× g, 4 ◦C, 4 min) to separate the serum (Universal 320R; Hettich Lab Technology,
Tuttlingen, Germany). Samples were frozen and stored at −80 ◦C until analysis (U410,
Ultra Low Temperature Freezer, New Brunswick Scientific, Enfield, CT, USA).

2.3. Determination of Copper and Zinc

The concentration of zinc and copper in the serum was determined by atomic absorp-
tion spectrometry (Atomic Absorption Spectrometry, AAS).

For this purpose, a Perkin-Elmer, Model 3030 Zeeman flameless absorption spectrom-
eter equipped with a HGA-600 graphite furnace and an AS-40 (Perkin-Elmer, Norwalk, CT,
USA) automated sample dispenser was used.

Determination of copper and zinc was made in accordance with generally accepted
standards: at the wavelength for zinc (213.9 nm), and for copper (324.8 nm). The accuracy of
the method was determined in relation to material certified for Seron Trace Elements Serum
(Nycomed Pharma As, Oslo, Norway) and for a measurement error of 3–5%. The measure-
ment was repeated three times. The volume of the sample fed into the graphite cuvette of
the sample was 20 μL. Reference values: zinc 70–120 μg/dL, copper 85–155 μg/dL [25].
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2.4. Determination of Antioxidant Status

In order to determine the concentrations of total antioxidative capacity of plasma,
the following methods were used: colorimetry (ability to reduce plasma iron concentra-
tion, FRAP, reference values: 600–1600 μmol/L) [26], concentration of reactive substances
with thiobarbituric acid (TBARS, reference values: 1–6 μmol/L) [27] and total phenolic
compounds (reference values: 2.8–4.0 (g GAE, gallic acid/L)) [28]. The samples were read
using a multi-detection microplate reader (Synergy 2 SIAFRT BioTek, Winooski, VT, USA).

2.5. Statistical Analysis

All data are presented as median (interquartile range). Distribution was tested with
the Shapiro–Wilk test for normality. Differences between variables were examined using
the Mann–Whitney test. The relationship between the variables was tested while using
Spearman’s rank correlation. The significance level for all statistical analysis was set
at p ≤ 0.05. All results were statistically analyzed using Dell Inc. (2016), Dell Statistica
v.13.—soft-ware.dell.com (Statistica 13, Statsoft, Dell, Tulsa, OK, USA). Effect sizes (ES)
were calculated as the difference between means divided by the pooled standard deviation.
Using Cohen’s (1988) criteria, an effect size ≥0.20 and <0.50 was considered small, ≥0.50
and <0.80 medium, and ≥0.80 large [29].

3. Results

Table 1 presents the anthropometric characteristics of the studied women, the average
concentrations of the examined microelements and the concentration of indicators of
reductive–oxidative status in women’s serum.

Comparative analysis of the level of biochemical markers determined in the blood at
rest between two groups showed a significant difference in TBARS concentration (Mann–
Whitney U-test, p < 0.0001, (ES: 0.92)), with no significant differences in Zn, Cu, FRAP
and total phenolics concentrations. The TBARS level was significantly higher for women
with Hashimoto’s disease (26.3 μmol/L compared to 3.2 μmol/L among healthy women).
Analysis of the correlation of the obtained results of biochemical tests for both groups
showed a highly significant dependence (positive correlation) of FRAP and total phenolics
concentration in the blood of the examined persons (r = 0.5283, p = 0.0003). Additionally, a
significant correlation was demonstrated between TBARS concentration and the presence
of anti-TG in the studied group (r = 0.03312, p = 0.0321). There was no relationship
between Zn and Cu concentration and oxidative stress indicators and serum anti-TPO and
anti-TG levels.

4. Discussion

In our study, the most significant differences between people with Hashimoto’s dis-
ease and healthy people were related to the level of substances reactive with thiobarbituric
acid, i.e., those resulting from lipid peroxidation (damage). We showed statistically sig-
nificant differences in the TBARS level in both groups. For women with Hashimoto’s
disease, the level of compounds formed as a result of lipid damage was significantly higher.
Malondialdehyde (MDA) is the most significant among TBARS. In tissues, an increase in
MDA concentration is observed depending on the increased production of RONS, and the
resulting aldehyde has cytotoxic, mutagenic and carcinogenic effects [8]. Chakrabarti et al.
also used MDA concentration assessment as a marker of oxidative stress [17]. These authors
found that MDA levels were higher in patients with hypothyroidism prior to levothyroxine
treatment and/or selenium supplementation than in the control group. MDA concentration
has also been found to decrease after treatment and/or supplementation in patients with
hypothyroidism. In addition, they obtained a significant positive correlation between the
MDA level and baseline TSH values [17]. Other authors also obtained results indicating a
higher level of MDA in patients with hypothyroidism [16,18].

In our study, serum zinc and copper levels were lower in women with Hashimoto’s
disease compared to the control group, but the differences were not statistically significant.
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Borawska et al. suggest that in people with Hashimoto’s thyroiditis, the level of zinc in
blood serum is reduced and it may be related to the ongoing inflammation of the thyroid
gland and may result from insufficient intake of this element with the diet. In addition, they
pointed out that the increase in anti-TPO titers was inversely correlated with the level of
zinc in the blood serum of the studied women [30]. Therefore, with the decrease in serum
zinc concentration, the titer of antithyroid antibodies increases, which may confirm the
role of zinc in the functioning of the body’s immune defense [30,31]. Free triiodothyronine
(FT3) and thyroxine (FT4) need zinc to fulfill their biological activity (as selenium and
iodine), and a deficiency of this element negatively affects the metabolic activity of these
hormones [32]. It is also possible that changes in the pool of stored elements, such as zinc,
selenium and iodine, in the thyroid gland may affect the function of this gland depending
on the secretion of TSH by the pituitary gland, responsible for the regulation of T3 and
T4 hormones [33]. The studies showed that high levels of copper were associated with
higher levels of both thyroid hormones—T3 and T4 [34]. Kucharzewski et al. proved that
persons with thyroid disease (thyroid cancer, Graves-Basedow disease and nodular goiter)
have significantly higher levels of copper in the blood compared to healthy people [35].
Sinha et al. obtained results that also indicate an elevated level of copper in people
with hyperthyroidism [36]. Rasic-Milutinovic et al. showed that the concentration of
copper in people with Hashimoto’s disease was significantly higher compared to healthy
people. At the same time, they suggest that the ratio of copper and selenium may affect
the level of thyroid hormones, and a higher selenium level and reduced copper may
promote a reduction in L-thyroxine or cause euthyreosis at lower FT4 values [11]. Mittag
et al. concluded that the association between copper and selenium in the blood serum
may be a marker of thyroid hormone resistance (RTH) in adults [37]. Al-Juboori et al.,
however, did not find differences in the level of copper in the blood between patients
with hypothyroidism and healthy people. They suggest that more research is required to
determine whether the level of copper can affect the level of thyroid hormones [38,39].

At the same time, there is no coherence in the results of studies assessing the level
of oxidative stress and the concentration of thyroid hormones in the blood [40]. Indi-
cators of oxidative stress in hypothyroidism may be increased [41–44], reduced [45] or
unchanged [46], whereas in subclinical hypothyroidism (defined as a high level of TSH
at the normal values of FT3 and FT4, which is usually the initial stage of Hashimoto’s
disease), the knowledge of oxidative stress is limited [2].

The FRAP assay includes many possible antioxidants present in blood: albumin, uric
acid, bilirubin, vitamins C and E and phenolics. We observed correlation between FRAP
and total phenolics for both groups. Reddy et al. found that FRAP was significantly
reduced in patients with overt and subclinical hypothyroidism [47]. It was found that
both hyperthyroidism and hypothyroidism are associated with increased oxidative stress,
increased production of free radicals and oxidants has been shown [40,42,48–50], and
at the same time, reduced resistance to oxidation has also been shown [42,48,51]. The
most important effects of oxidative stress are: damage to mitochondria, a decrease in ATP
(adenosine triphosphate) and glutathione, the breakdown of red blood cells, intracellular
calcium homeostasis, the inactivation of some proteins, increased adenine nucleotide
catabolism, an increase in the lipid peroxidation rate, depolarization, an increase in cell
membrane permeability, DNA damage, the acceleration of cell apoptosis and changes in
their functioning [8].

Recent research presented by Ruggeri et al. shows that in people with Hashimoto’s
disease the biological antioxidant potential is lowered and the level of reactive oxygen
metabolites is elevated compared to healthy people. They proved that the oxidative stress
index (estimated as the ratio of the total amount of oxidants and antioxidants) in people
with Hashimoto’s disease was statistically higher compared to the control group [12]. The
results from 2019 confirm those obtained by the above-mentioned authors three years
earlier [13], which suggests a clear imbalance between the endogenous production of free
radicals and antioxidant defense, or the occurrence of oxidative stress in patients with
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thyroid disease, especially autoimmune inflammation of this gland [12]. An increased
amount of RONS in the system of people with Hashimoto’s disease may be due to a
decrease in the synthesis of enzymes with antioxidant activity (superoxide dismutase and
glutathione), which is the result of lowering thyroid hormone levels. Furthermore, it is
also known that hyperlipidemia, which develops with decreasing thyroid hormone levels,
leads to an increase in RONS [14]. Total antioxidant status (TAS) and total oxidant status
(TOS) reflect the general state of redox balance in the system [14]. Ates et al. compared
the levels of TAS, TOS and the oxidative stress index (OSI) in the group of people with
Hashimoto’s disease with overt and subclinical hypothyroidism, with euthyroidism and
in healthy people. They obtained results in which TOS and OSI increased significantly in
each phase of the disease and TAS decreased. In addition, there was a negative correlation
between the level of antithyroid antibodies and the overall oxidative level [14,52,53]. The
authors suggest that this is the first study that assesses oxidative stress at various levels
of Hashimoto’s disease [14]. Similar results were obtained by other researchers. Baser
et al. concluded that people with Hashimoto’s euthyroid disease had lower TAS and
higher levels of TOS compared to healthy subjects, suggesting the role of oxidative stress
in thyroid autoimmunity [51]. In the Wang et al. study, designed to determine the level
of oxidative stress in patients with thyroid cancer, Graves’ disease, Hashimoto’s disease
and the control group, TAS was lower, while TOS and OSI were higher in hypothyroidism
than in a healthy control group [54]. Researchers suggest that the role of inflammation in
oxidative stress can be explained in two ways: first, inflammation directly increases the
level of hydrogen peroxide in thyroid epithelial cells, and second, it activates enzymes from
the NADPH oxidase family in T and B lymphocytes that increase RONS production [54].
Another possible cause is that hypothyroidism is associated with a lower production of
hormones secreted by this gland, and it is known that these hormones affect the synthesis
and biological activity of antioxidative enzymes [55,56]. Increased levels of hormones as a
result of a synthetic levothyroxine may reduce oxidative stress [55]. In a mentioned study
conducted by Reddy et al., antioxidant defense in subclinical and overt hypothyroidism
was evaluated and the reduction in antioxidant defense in overt hypothyroidism was found
to be due to both reduced antioxidative enzyme synthesis and the low activity of these
enzymes [47]. Thus, the possibility of preventing the development of overt hypothyroidism
among people with Hashimoto’s disease by providing exogenous antioxidants should
be considered. Additionally, future research projects in this direction should be carried
out [14]. It is also required to investigate whether oxidative stress is the cause or the result
of Hashimoto’s disease. Research results suggested that a lower value of TBARS is not
dependent on a decrease in Zn and Cu values.

5. Conclusions

The results from this study indicate that:

1. There are no differences in the concentration of Cu and Zn in the blood of people with
Hashimoto’s disease compared to the control group.

2. In the blood of patients with Hashimoto’s disease, a significantly higher TBARS
concentration was found, with no difference in FRAP concentration.

3. The concentration of total phenolics has a significant positive effect on the value of
the FRAP indicator.

6. Limitation of the Study

The study was performed on a small group of women. The study compared selected
markers of oxidative stress in people with Hashimoto’s disease and healthy people; how-
ever, the relationship between the level of thyroid hormones and the assessed parameters
was not analyzed in the study group. Future research is required to assess whether specific
thyroid hormone values may modulate the level of the studied parameters and how this
substitution affects treatment.
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Abstract: The effect of blue light filters on the anomaloscopic examination was analyzed. Thirty
subjects (18–43 y, 20 female, 10 male) without color vision disorders were examined in 4 filter
conditions: no filter (F-0), Blue Control Hoya (F-BC), Med-1 JZO (F-Med1) and 450 Eschenbach (F-450).
Both Rayleigh test (red–green axis) and Moreland test (blue–green axis) were performed. Application
of F-BC filter shows negligible effect on color vision perception in both tests. Contrary to this, the
application of strong F-450 filter causes significant shift in Moreland test towards tritanopy and the
decrease in correlations of Moreland parameters with Rayleigh test parameters. The application
of medium strong F-Med1 filter causes the slight shift in Moreland test towards the center of
the Moreland scale and increases the Spearman correlations between Moreland and Rayleigh test
parameters. This observation suggests that the about 15–40% reduction of blue diode intensity in
the Moreland test may be beneficial in detecting mild changes in color vision perception in the
blue-green axis and may improve its usefulness in evaluating the color vision perception disorders
accompanying different illnesses, such as diabetes, glaucoma, neuritis optica, or cataract. The
discussion concerning the modifications of Moreland test construction is also presented.

Keywords: color vision; anomaloscope; Moreland; Rayleigh

1. Introduction

Color vision disorders occur among the symptoms of numerous diseases of the human
eye, including glaucoma [1,2], cataract [3,4], optic neuritis [5], and certain systemic diseases,
such as diabetes mellitus [6,7]. Changes in color perception may affect the areas of red,
green, and blue related to three types of cones (L, M, and S) in the retina, which are
responsible for perception of three primary colors. Although color vision disorders are
observed in the above diseases, they are not used to assess their severity. Such approach
may be explained by several reasons. The first and the most important one is the scarcity
of scientific research describing color vision deficits in particular diseases in a quantitative
manner, the second is the scarcity of standardized diagnostic methods that would quantify
color vision deficits, in particular in the green/blue range. Another issue is the inter-
subject variability of color perception, which makes defining norms for healthy individuals
ambiguous in certain cases.

Such variability might be related to:

(a) variability of primary structure of receptor proteins and minor peak shifts or other
changes in their absorption spectra [8],
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(b) variable number of cones of each type in the retina and the macula [9],
(c) differences in the structure or functioning of the retina’s neuronal network, which

codes information concerning the activity of each cone type and transfers the color
information to the central nervous system [10],

(d) differences in color perception at the brain cortex level.

Particularly, aspects (c) and (d) above have not been well-researched so far in the
literature.

Despite these limitations, developing a methodology for quantifying color perception
and analyzing changes in color perception in individual diseases is an important direction
of research. In the studies carried out to date in our laboratory, the researchers have
assessed the anomaloscopic test, which enables quantitative assessment of color perception
in the red/green (Rayleigh test) and green/blue (Moreland test) [11] axes. The Rayleigh test
is well standardized and the results are comparable. This test is primarily used to quantify
deficiencies of red–green perception. In contrast, the Moreland test has been poorly studied
and is practically not used for diagnostic purposes in clinical practice. The Rayleigh test
is based on a comparison of a subjective impression of the color yellow (produced by
mixing green and red) with a standardized yellow color. As a result of the measurement
procedure, border values of light intensity ratio are defined for the red and the green diodes
(R1 and R2). The R value can range between 0 (100% green diode) and 73 (100% red diode)
anomaloscope units [12]. The diodes allow the subject to perceive the test color as being
identical to the reference color. An additional parameter is the brightness of the yellow
reference color at the color adjustment borders (Y1, Y2). Similarly, the Moreland test is
based on comparing the subjective impression of the cyan in the test field (resulting from
mixing the light emitted by green and blue diodes) with the standard cyan diode. The
resulting measurement values are the border values of intensity for the blue and the green
diode, which give make the subject perceive the test color as being identical to the standard
cyan color (M1 and M2). Another test outcome is the brightness of the reference cyan color
at the time of shade equalization (C1, C2). The M value can range between 0 (100% green
diode) and 100 (100% blue diode) anomaloscope units.

Recently, Zabel et al. [11] presented the results of anomaloscopic measurements of
Polish subjects aged below 45 years without color vision disorders, as determined by the
HRR method. The subjects were free from eye diseases that might affect changes in color
perception. The Rayleigh test results obtained by the research team, as compared to the
standards recommended by the anomaloscope manufacturer, were slightly shifted towards
protanomaly. The recommended standard according to the anomaloscope user’s manual
is 34–46 units [12], while the results obtained in the study (±2 std) were 35.4–51.3 for
females and 36.8–54.8 for males. Additionally, it was observed that the distribution of
the R2 parameter was characterized by two maxima with a minimum between the peaks
located around the value of 50. Values above 50 were observed mainly in male subjects.
Based on the above observations, it was suggested that approximately 20% of males should
be classified as a subtle protanomaly group. The result may be related to the fact that
opsin (protein) is encoded on the X chromosome and men have only one copy of this
gene. However, such an assumption poses a problem in determining a norm for the male
population. The norms suggested above, however, include 2 std around the mean (95% of
the population) and therefore the majority of the subtle protanomaly peak is included in
the norm.

The results obtained for the Moreland test differed significantly from the norm pro-
posed by the anomaloscope manufacturer. It was observed that the fitting range was
significantly wider (MC = M2 − M1) and considerable inter-subject variability for the bor-
der parameters M1 and M2 was also noticeable. In particular, such variability was observed
in case of the M1 parameter. For this reason, the Moreland test in its current version seems
to have little value for quantification of color vision disorders in the green/blue axis.

In the majority of subjects, the impression of blue was dominant in a wide range of the
proportion of green and blue diode intensities. Thus, one of the possible explanations of the
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large variability of the Moreland test results obtained in this study was too high intensity
of the blue diode, which dominated over the green. In order to investigate this hypothesis
in the present work, the Rayleigh and Moreland test were administered using additional
lenses which partially filtered blue light. Among the available filters, the researchers
selected three: Blue Control (F-BC) by Hoya, Med. 1 filter (F-Med1) manufactured by
JZO and F-450 by Eschenbach. The results obtained using each of the three filters were
compared against test results without any filter (F-0). It was expected that reducing the
intensity of the blue diode should result in a reduction of the extremely high value of the
M2 parameter and a reduction of the variability of M1 values. Consequently, a reduced
width of the matching range (MC) could contribute to a greater diagnostic value of the test
with the use of a specific filter.

Anomaloscopic examination enables the assessment of three aspects of color vision:

1. The first aspect is the assessment of the relative subjective brightness of the tested
primary colors red, green, and blue, which correspond to the maxima of absorption
spectra of subsequent cones L, M, and S.

2. The second one is the ability to perceive changes in the different shades and tones,
i.e., neighboring RGB colors may be perceived either as the same or slightly different
in quality.

3. The third aspect is quite similar to the first one but, nevertheless, it seems reasonable
to distinguish between them. It is the general ability to perceive the given color being
understood as the sensitivity of the given retinal cones to the given wavelength.

The assessment of relative subjective brightness may be assessed based on the Y = fn(R)
relation in the Rayleigh test and the C = fn(M) relation in the Moreland test, where Y is the
luminance of the yellow reference diode as a function of R (the proportion of red to green),
and C is the luminance of the cyan reference diode as a function of M (the proportion of
blue to green). In the case of the Moreland test, the sensitivity to blue light is generally
lower than sensitivity to green light and therefore the slope (aM = (C2 − C1)/(M2 − M1) is
positive and approximately equal to 1. For example, if the evaluated individual perceives
436 nm blue light as relatively darker than it is perceived by others, then the aM slope for
the C = fn(M) relation is higher. As the M setting is increased (i.e., more green is added
and blue is reduced), the perceived brightness increases more rapidly. In the Rayleigh test,
red is perceived as a relatively darker color than green, therefore, aR is negative. If a given
subject perceives red as being darker (in comparison to other individuals’ perception), then,
as the proportion of red is increased, the perceived brightness decreases at a higher rate
and the aR ratio becomes more negative.

The assessment of the ability to perceive subjective changes in the color tones between
blue and green (sea color/cyan/aquamarine/turquoise/olive) may be defined as the width
of the matching range (MW = M2 − M1, RW = R2 − R1). The more narrow the color
matching range, the more efficiently the adjacent shades and tones are perceived.

As for the third aspect, i.e., the overall ability to perceive colors, a reduced ability
to perceive a particular primary color does not necessarily mean that the color will be
perceived as darker. For example, a reduced ability to perceive red will be manifested as
a shift of the RC = R1+R2

2 parameter to the right. It means that a more red diode must be
added for the resulting color (i.e., red mixed with green) to be perceived as identical to the
reference yellow.

However, this does not necessarily mean that exemplary red will be perceived by
the subject as darker (a higher slope in the Y = fn(R) relation). The overall ability to
perceive a particular color will be manifested mainly when it is mixed with one of other
primary colors. The differentiation between the perceived color brightness and the ability
to perceive a given color has not been well researched to date and has not been discussed in
the literature. In general, it is more complex to analyze than the two previously mentioned
aspects.

It should be emphasized that if anomaloscope is to be used to detect subtle changes in
color perception (due to disease processes) rather than to detect major deficits (related to
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genetic defects), the three aspects must be understood and analyzed separately. In addition,
a perception disorder related to a particular disease may affect only one of the above
aspects. So far, anomaloscopic examinations have been mainly based on the Rayleigh test
administered in order to assess vision of the red color, i.e., the need to increase the amount
of red light during the test in order to achieve an impression of yellow in the test field
that matches the color in the reference field. It is manifested by a shift of R2 and RC to the
right and widening of the matching range (RW). The Y parameter of the Y = fn(R) function
has not been used to date to assess color vision disorders resulting from particular disease
processes.

In this article, apart from the assessment of blue light filters usability, an analytical
proposal for the application of the above parameters is described. The analyzed parameters
may be obtained from anomaloscopic examinations using Rayleigh and Moreland tests.

2. Methods

2.1. Group

Inclusion criteria were: no general or ocular diseases, and no regular medication
used, normal visual acuity (VA 0.8 or better, 0.1 logMAR or better), normal color vision
as determined by HRR test. The subjects were first screened by ophthalmologists, who
checked their VA, ocular health (anterior and posterior segments), and then subsequently
evaluated during optometric examination, including eye dominance test and confirmation
of normal color vision using the HRR test.

Thirty subjects were selected to the experiment, aged 18–43 years, including 20 females
and 10 males. HMC MR Oculus type 47700 anomaloscope was used for measurement of
color perception with filters. This part of the research was conducted in a dimly lit room and
each subject adapted to the test conditions for at least 10 min prior to the assessment. The
test was performed in the dominant eye and the order of using the filters was randomized.
The Rayleigh and Moreland tests were conducted in the manual mode. The detailed
algorithm of the study is presented in Appendix A.

All tests were administered in the ‘Zabel sc.’ Ophthalmology Consultation Center
(Poradnia Okulistyczna Zabel sc.) in Piła, Poland. The study was carried out in accordance
with the Helsinki Declaration following approval from the UMP bioethics committee at the
Karol Marcinkowski Medical University of Poznan.

2.2. Procedure

Each of the subjects underwent the Rayleigh and Moreland tests four times, i.e., using
three types of filters (F-BC, F-Med1, F-450) plus no filter (F-0). The border matching values
have been recorded (R1, R2, M1, M2) together with the corresponding brightness levels of
the reference field (Y1, Y2, C1, and C2). Based on the above values, the following parameters
were calculated:

RC =
R1 + R2

2
RW = R2 − R1

aR =
Y2 − Y1

R2 − R1

MC =
M1 + M2

2
MW = M2 − M1

aM =
C2 − C1

M2 − M1

Initially, it was investigated which of the above parameters changed significantly
following the application of a particular type of filter. The vast majority of the analyzed
variables distributions were not normal in the Shapiro–Wilk test and, therefore, statis-
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tical analyses were performed using the Wilcoxon test and the Spearman’s rank-order
correlation.

Subsequently, the correlations between the Rayleigh and Moreland test results were
examined in order to research the impact of red color perception on the ability to perceive
colors in the green–blue axis and to assess the impact of blue perception on color perception
in the red–green axis.

The first of the filters used in the current study was Hoya’s Blue Control which
reduces the 436 nm wavelength by 4%, 480 nm by 3% and 490 nm by 3% (Table 1, Figure 1).
It is dedicated to users of digital devices in order to provide protection against adverse
consequences of excessive blue light exposure. The filter provides a relatively low reduction
of blue light and does not significantly modify color perception.

Table 1. Transmittance of filters used in the study in relation to wavelengths emitted by anomalo-
scope diodes.

Filter’s Light
Transmittance

436 nm
(Blue Diode)

480 nm
(Cyan Diode)

490 nm
(Green Diode,

Moreland)

546 nm
(Green Diode,

Rayleigh)

F-BC 96% 97% 97% 99.7%
F-Med1 16% 56% 64% 84%

F-450 0.3% 29% 47% 87%

 
Figure 1. Characteristics of the filters used in this study: F-450 (Eschenbach), F-BC Blue Control (Hoya) and F-Med1 (JZO).

The second filter (Figure 1) was JZO’s Med. 1 which reduces the 436 nm wavelength
by 84%. The filter’s characteristics are presented in Table 1. Its transmittance for 480 nm
and 490 nm wavelengths is 56% and 64%, respectively.

The last filter (Figure 1) used was Eschenbach’s F-450 edge filter which virtually
eliminates the 436 nm wavelength and simulates the symptoms of severe tritanopia during
the test.

Comparison of transmittance levels for each filter type, as per individual light wave-
lengths, is presented in Table 1.
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3. Results

3.1. Basic Results of the Moreland Test

As expected, reduced intensity of blue light (436 nm) decreased the values of M1 and
M2 matching parameters (see Figure 2). The efficacy of the Blue Control filter was too
low to induce any statistically significant changes. The F-Med1 filter, which reduced the
amount of 436 nm light down to 16%, caused a decrease in M1 (from 30 to 13) and M2
(from 85 to 62). The MC parameter has also decreased accordingly. MW, which describes
the width of the matching range, was significantly reduced only following the application
of the F-450 filter, which almost completely stops blue light (see Table 2).

Figure 2. The results for M1, MC and M2 in the Moreland test for each type of applied filters (mean/mean standard error).
The anomaloscope units refer to the blue–green diode proportion in the test field: 0 au: 100% blue and 0% green; 100 au:
100% blue and 0% green. The Blue Control filter did not significantly affect the results due to its minimum absorption of
blue light. Application of the F-Med1 filter significantly decreased M1 and M2 but did not considerably reduce the width of
the matching range. The oscillation range of the M1 variable was reduced but, conversely, the variability of M2 increased.
The use of the F-450 filter reduced M1 and M2 values to very low levels. Matching the test field color to the reference field
color was possible only provided that a high intensity of blue diode light was set. Thus, the test results were as expected for
patients with tritanopia. All the differences between the filter types were statistically significant for M1, M2 and MC, except
for the F-0 vs. F-BC comparison.
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Table 2. The results for the analyzed parameters (mean ± standard deviation) and statistical significance of the differences
in the Wilcoxon test as compared to the results in the preceding columns; no—no significance, +—p < 0.05, *—p < 0.01,
**—p < 0.001.

Parameter
No Filter

(F-0)
F-BC
(F-0)

F-Med1
(F-0, F-BC)

F-450
(F-0, F-BC, F-Med1)

R1 41.3 ± 2.3 41.6 ± 2.6 (no) 40.1 ± 2.7 (+, **) 40.9 ± 2.4 (no, +, +)
R2 47.7 ± 2.5 47.6 ± 2.4 (no) 46.8 ± 3.4 (no, +) 46.6 ± 2.8 (*, *, no)
RW 6.5 ± 3.3 5.9 ± 3.5 (no) 6.7 ± 4.3 (no, no) 5.7 ± 3.5 (no, no, no)
RC 44.5 ± 1.8 44.6 ± 1.8 (no) 43.5 ± 2.1 (*, *) 43.8 ± 1.9 (+, *, no)
aR −0.12 ± 0.79 −0.38 ± 0.34 (no) −0.37 ± 0.38 (no. no) −0.39 ± 0.51 (no. no. no)
M1 30.7 ± 22.6 31.6 ± 25.5 (no) 13.3 ± 14.1 (*, *) 3.9 ± 1.2 (*, *, *)
M2 84.7 ± 12.5 83.4 ± 11.0 (no) 62.2 ± 23.3 (*, **) 20.1 ± 19.9 (*, *, **)
MW 54.0 ± 30 51.8 ± 29.6 (no) 48.9 ± 28.6 (no, no) 16.2 ± 20.1 (*, *, **)
MC 57.7 ± 10.4 57.5 ± 12.9 (no) 37.7 ± 13.0 (*, **) 12.0 ± 9.8 (*, *, **)
aM 0.88 ± 0.23 0.89 ± 0.34 (no) 1.1 ± 0.17 (*, **) 1.39 ± 0.22 (*, *, **)

3.2. Color Matching C = fn(M) Slope

The slope (aM) of the C = fn(M) color matching function reflects the relative difference
of brightness between blue and green. The steeper the slope of the above relationship (i.e.,
the higher the value of aM), the more the green color will be perceived as relatively brighter,
as compared to blue. When the green to blue proportion is increased, the perception of
brightness will increase more rapidly, which is manifested as an increase of luminance of
the cyan field being matched (480 nm) to the reference field. The obtained aM values for
each of the filter types are presented in Figure 3.

 
Figure 3. Values of the slope (aM) for C = fn(M) matching (mean/mean standard error). As the
amount of blue light is reduced by a filter, the value of the slope ratio increases. This reflects the
reduced impression of perceived brightness of blue when a filter is introduced. Except for the F-0 vs.
F-BC comparison, other differences had high statistical significance (p < 0.001) in the Wilcoxon test.

Subsequently, the correlations between the perceived brightness (aM, aspect 1, see
Introduction) and other parameters of the Moreland test were studied. The main goal of
the research team was to identify to what extent the parameter was correlated to the values
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of M1, M2, and MC (i.e., the ability to perceive blue and green, aspect 3). The results are
presented collectively in Table 3.

Table 3. Comparison of Spearman’s rank correlation coefficient (r) for aM vs. other Moreland test
parameters. The correlations were weak or none, which means that the aspect of perceived color
brightness is essentially different from the general ability to perceive the blue and green colors.
*—p < 0.05.

Moreland Test
Parameter

Filter-0 F-BC F-Med. 1 F-450

M1 r = 0.244 r = 0.071 r = 0.171 r = −0.013
MC r = 0.089 r = −0.012 r = −0.187 r = 0.049
M2 r = −0.374 * r = −0.292 r = −0.369 * r = 0.054
MW r = −0.315 r = −0.112 r = −0.406 * r = 0.042

In the F-0 test, there was a weak negative correlation for M2 and MW. This means that
the individuals who perceive blue as being relatively darker (high aM) exhibit slightly lower
values of MW and M2, which also means that the general perception of blue is relatively
poorer as compared to green. However, the correlation is poor, which indicates that the
relative perception of blue as being darker may only partially be explained by its lower
perception. Similar results were obtained for the F-BC and F-Med1 filters, whereas the
F-Med1 filter improved statistical significance of the correlation for MW. Introduction of the
F-Med1 filter shifted the Moreland test results closer to the central area of the test range (see
Figure 2). Thus, the results reflect the differences between green and blue color perception
somewhat better, which might have been the reason for a slightly stronger correlation
between MW and aM. Meanwhile, the F-450 filter cut out so much light coming from the
blue diode that the comparison of blue perception vs. green became problematic and all
correlations in this regard disappeared.

3.3. The Impact of Filters on the Rayleigh Test Results

The use of the tested blue light filters could have had a minor impact on the obtained
values of the Rayleigh test parameters due to the slight reduction of the 546 nm green light
used in the Rayleigh test (see Table 1). However, the effect of filtering is also possible due to
the fact that the L (red) and M (green) cones are also, to some extent, sensitive to blue light.

The results obtained by the researchers are presented in Figure 4. Table 4 presents the
statistical significances of the differences between the various filters for parameters R1 and
R2. A slight decrease in the values of the R1 and R2 parameters can be observed when using
the F-Med1 and F-450 filters. The obtained results indicate a slightly weaker perception
of green, which is consistent with the characteristics of the filters used as they slightly
absorb green light (546 nm) used in the Rayleigh test. Interestingly, the use filters did not
significantly affect the values of the RW and aR parameters. Cutting out a small portion
of the green light used in the Rayleigh test did not affect the quality of distinguishing
similar color tones in the lemon-yellow–orange area. Regarding the aR parameter, there is
a noticeable tendency for aR to decrease (i.e., become more negative) with all filter types
when compared to the test without any filter (NF). This is consistent with the fact that
green light intensity is slightly lower. When analyzing the aR parameter, it should be noted
that the width of the color matching area (RW) is narrower in the Rayleigh test than in the
Moreland test. Therefore, the accuracy of estimating the values of R1, Y1, R2, and Y2 may
significantly affect the accuracy of calculating the value of aR.
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Figure 4. The impact of filters on the Rayleigh test results. The anomaloscope units refer to the
red-green diode proportion in the test field: 0 au: 100% red and 0% green; 73 au: 100% red and
0% green. A certain reduction in R1 and R2 values is noticeable following the application of the
F-Med1 and the F-450 filters. Statistical significance of the differences observed in the Wilcoxon test is
presented in Table 4. R1 results are presented top-right while R2 results are to be found bottom-left.

Table 4. Statistical significance of the differences in the Wilcoxon test for R1 and R2, as per filter
types (see Table 2 and Figure 4). R1 results are presented top-right while R2 results are to be found
bottom-left. The effect of filtering on both parameters is noticeable, while there is no impact on RW

(i.e., the ability to perceive color tones between lemon and orange).

R1 (Top/Right)
R2 (Bottom/Left)

F-0 F-BC F-Med1 F-450

F-0 — p = 0.304 p = 0.010 ** p = 0.242
F-BC p = 0.590 — p < 0.001 *** p = 0.012 *

F-Med. 1 p = 0.062 p = 0.044 * — p = 0.038 *
F-450 p = 0.007 ** p = 0.004 ** p = 0.959 —

*—p < 0.05, **—p < 0.01, ***—p < 0.001.

3.4. Correlations between the Rayleigh and the Moreland Tests

Perception of colors, their tones and shades by the human eye and the central nervous
system is a complex process involving a number of aspects which have not been thoroughly
researched to date. Perception of the entire scale of color tones depends on the relative
proportion of activity of only three types of cones. Therefore, it seems justified to claim
that perception of various color tones and differentiation of shades depends on the mutual
proportion of the extent to which all three cone types are stimulated. Therefore, it may
be expected that there is a certain correlation between the results of the Rayleigh and
Moreland tests. For that reason, the results of both tests were compared and Spearman’s
correlation factors were defined for the four blue light filtering scenarios. The results are
presented collectively in Table 5.
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Table 5. Spearman’s rank correlations between the parameters of the Rayleigh and Moreland tests. It
should particularly be noted that there is a strong correlation between RW and most of the Moreland
test parameters for each of the filter types. A narrow matching range (RW), i.e., good perception of
shades in the lemon–orange range, was correlated to high M1, low M2 and low MW, which means that
efficient perception of color shades in both tests was correlated. The strongest correlations (|r| > 0.5)
were observed in case of the F-Med1 filter and were presented in detail in Figure 5. *—p < 0.05,
**—p < 0.01 (marked with bold).

F-0

r R1 R2 RC RW aR
M1 0.458 * −0.099 0.14 −0.459 * 0.109
M2 −0.094 0.134 0.108 0.246 0.125
MC 0.415 * −0.096 0.146 −0.404 * 0.133
MW −0.355 0.12 −0.05 0.420 * 0.071
aM 0.121 0.205 0.229 0.134 0.125

F-BC
r R1 R2 RC RW aR

M1 0.149 −0.261 −0.001 −0.406 * −0.116
M2 −0.057 0.460 * 0.205 0.445 * 0.252
MC 0.162 −0.068 0.099 −0.266 −0.044
MW −0.156 0.359 0.064 0.480 * 0.113
aM 0.039 −0.344 −0.111 −0.285 −0.077

F-Med. 1
r R1 R2 RC RW aR

M1 0.347 −0.34 −0.069 −0.477 * −0.264
M2 −0.255 0.583 ** 0.295 0.712 ** 0.294
MC −0.11 0.24 0.117 0.3 0.125
MW −0.303 0.640 ** 0.294 0.793 ** 0.338
aM −0.271 −0.431 * −0.480 * −0.261 −0.184

F-450
r R1 R2 RC RW aR

M1 0.105 −0.348 −0.131 −0.363 * −0.103
M2 −0.183 0.29 0.093 0.468 * 0.032
MC −0.165 0.255 0.11 0.437 * −0.013
MW −0.173 0.307 0.091 0.480 * 0.066
aM 0.102 0.0147 −0.02 −0.152 −0.147

4. Discussion

The data presented in Table 5 and in Figure 5 indicates that the results of the Moreland
test are significantly correlated mainly with the values of RW and, to a lesser extent, with R1
and R2. RW is related to the ability to distinguish color tones in the lemon-yellow-orange
axis. It is noticeable that a good ability to differentiate color tones in the Rayleigh test also
allowed the subjects to better differentiate between color tones in the green–blue axis. In
the case of F-0 tests, such effect was noticeable primarily as an increase in M1 values i.e.,
the parameter, which shows significant inter-subject variability. M1 was also correlated
to R1, which leads to the conclusion that the correlation mainly depends on the quality
of green perception. Efficient perception of green (i.e., high R1 value) causes statistically
higher values of M1 and more narrow matching ranges (MC) in the Moreland test.
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Figure 5. Selected correlations between the Moreland and the Rayleigh tests for the F-Med1 filter.
Detailed correlations are listed in Table 5. Notice the particularly strong correlation between RW

and M1 (negative), as well as M2 and MW (positive). Efficient perception of color shades in the
lemon-orange range in the Rayleigh test was strongly correlated with efficient perception of shades
in the blue-cyan-green axis. Such effect is best visible following the reduction of the amount of blue
light with the F-Med1 filter (down to approx. 16%).

When blue filters were applied, the relation was somewhat different. The correlation
between RW and other Moreland test parameters was still observable while the relationship
with R1/R2 was altered. The correlation to R1 diminished in case of the F-BC filter, a strong
correlation to R2 occurred for the F-Med1 filter, while the correlations both to R1 and R2
were no longer noticeable in case of the F-450 filter.

It should be noted that, in case of the F-Med1 filter, the correlations reached values
between 0.6 and 0.8, which makes the results of both tests significantly aligned.

Since R2 is mainly related to the quality of red perception, it is reasonable to conclude
that a reduction of blue light and, to a lesser extent, the amount of green light, when the F-
Med1 filter is applied, increases and emphasizes the role of L cones and the L-M information
in the perception of blue and green light as well as color tones in the green-cyan-blue axis.
Proficiency in differentiating color tones in the lemon-yellow–orange axis increases the
competence in differentiating between the color tones in the blue-cyan-green axis.

In case of F-Med1, there is also a clear negative correlation of aM to R2 and to RC. This
means that low values of R2 and RC (i.e., better red perception) is associated with higher
aM values (i.e., blue is relatively darker or green is brighter). It can be carefully concluded
that higher individual number of red cones in the retina is correlated with lower number
of blue cones rather than with the green ones and blue light reduction magnifies this effect.

It is arguable that a decrease in luminance of the blue diode in the Moreland test
enhances the correlations between the tests in terms of green perception which is common
for both test types. Such result is another indication that the intensity of light emitted by
the blue diode in the Moreland test is too high and reducing it by 15–40% percent may
be beneficial in the context of detecting certain abnormalities. This may be applicable
especially in case of decreased green perception ability.
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An important observation was also that the correlations between RC and MC were
low while the correlations between R1, R2, M1, and M2 were high, which indicates that
the limit parameters (R1, R2, M1, and M2) should be considered independently from one
another and that calculation of mean values makes the related information less convincing.
RC and MC are significant in cases of more pronounced color vision deficits but they are
less meaningful when more subtle differences are considered.

The results discussed above indicate that there is a significant and unused potential
of anomaloscopic examination in terms of quantitative analysis of subtle inter-subject
differences in terms of color perception. The same is also true for this examination in the
context of quantitative assessment of deterioration in the perception of certain colors in
the course of various disease processes affecting the visual and nervous systems. The
application of blue light filters presented herein suggests that there is a significant potential
for further analyses and new evaluation parameters in cases of color vison disorders due
to an underlying disease process.

One of the main difficulties, which hinders the acquisition of valuable results related to
disease severity in the context of color vision, is inter-subject variability. The application of
filters, including those with different parameters such as those reducing red or green light,
may provide additional parameters which may be less related to the inter-subject variability
and may serve as better indicators of the characteristics of certain disease processes. Further
analyses may also shed some light on the theory of opposing colors, the characteristics of
color coding in the retina as well as color perception by the central nervous system.

It also seems justified to modify the Moreland test so that the difference between the
wavelengths of the green diode (490 nm) and the cyan reference diode (480 nm) becomes
more significant. Thus, the color matching area in the Moreland test could be narrowed
down, which may facilitate more precise analysis. However, this shall require redesigning
of the anomaloscope and a revision of the reference ranges for a new set of diodes used
in the green–blue axis test. It might also be interesting to design a test able to compare
blue directly to red by means of comparison of the red–blue color mix in the test field
with a reference violet diode. Valuable results may also be expected from the application
of a filter characterized by significantly different transmittance for 480 nm and 490 nm
wavelengths, as this would allow test subjects to better differentiate between the green and
cyan diodes (with the design of anomaloscope remaining as is). The filter suggested here
could possibly have transmittance levels of 15–40% for 436 nm, 50–80% for 480 nm, and
95–100% for 490 nm. Application of such filter might significantly reduce the excessive
width of the matching range (MC) in the Moreland test and could facilitate more efficient
diagnosis of blue color vision deficits.

5. Conclusions

Reduction of blue diode intensity in the Moreland anomaloscope test by about 15–40%
may be beneficial in detecting mild changes in color vision perception in the blue-green
axis and may improve its usefulness in evaluating the color vision perception disorders
accompanying different illnesses.
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Abbreviations

R1/RC/R2—left border/center/right border of the fitting range in the Rayleigh anomaloscope
test (red–green axis); RW = R2 − R1—width of the fitting range in the Rayleigh anomaloscope test;
M1/MC/M2—left border/center/right border of the fitting range in the Moreland anomaloscope
test (blue–green axis); MW = M2 − M1—width of the fitting range in the Moreland anomaloscope
test; aR—the slope of the relation Yellow Brightness vs. Red–Green proportion in the Rayleigh test;
aM—the slope of the relation Cyan Brightness vs. Blue–Green proportion in the Moreland test.

Appendix A

HRR test: The HRR test was performed monocularly in the room with intensive
artificial light. If the person had problem at anyone level of the test, he/she was excluded
from the further experiment. Next, the subject who fulfilled correctly HRR test, was send
for optometric examination (visual acuity and refractive error measurements).

Anomaloscope test: This test was performed after the HRR and optometric examina-
tions. HMC Anomaloscope MR type 47700 (Oculus) was used. The non-tested eye was
covered with black patch. The order of eyes was counterbalanced. The ilumination in the
room was low. The persons were adopted to the room ilumination by 10 min. Before the
main test, the demo test was performed in order to explain the measurement procedure.

Both Rayleigh and Moreland tests were performed manually. Firstly, the Rayleigh test
was carried out. The upper and lower limit has been found using the staircase method.
The initial value of the reference field was 40 units. The measurement of higher limit (R2)
preceeded lower limit test (R1). For R2, the reference field was increased by 5 up to reaching
the lack of possibility of adjusting the reference and test field. Next, the actual range for
R2 was divided by half in order to tighten the range of R2. This procedure was repeated
up to reaching the measurement limit of the device equal to 0.5. Next, R1 was measured
in simiar way. The R1 and R2 values were measured with precision 0.5. After the first
eye examination, 2–3 min break was performed and the second eye was measured with
Rayleigh test.

After the next 2–3 min break, the Moreland test started. The initial reference value was
50 units. The measurement of M2 preceeded M1. For M2, the reference value increased by
10 up to reaching the lack of possibility of adjusting the reference and test field. Next, the
actual range for M2 was divided by half in order to tighten its range. The procedure was
repeated up to reaching the precision of M2 equal to 1 unit. After one eye was measured,
2–3 min break was performed and the second eye was measured.
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Abstract: Women’s empowerment has a great influence on health, nutrition, education, and the
overall well-being of societies as well as of the children and households. This study investigates the
effect of women’s empowerment on poverty reduction and focuses on household deprivation, in
terms of education, health, and standard of living. Primary data was collected from 914 married
women from rural areas of Bangladesh using a well-structured questionnaire and a random sampling
technique. Descriptive statistics, logistic regression, and ordinary least squares models were used in
this study. The results indicate that increased women’s access to education, asset ownership, decision-
making power on children’s health and education, and access to medical facilities, have caused a
significant decline in income poverty and multidimensional poverty. However, gender violence,
taking resources against women’s will, and preventing women from working outside, have caused a
considerable decline in per capita income and an increase in income poverty and multidimensional
poverty. Overall, it is found that women’s empowerment has a great impact on the reduction of
income poverty and multidimensional poverty in society. The findings of the study can assist and
guide policymakers to initiate appropriate strategies for women’s empowerment to reducing poverty
in Bangladesh while making progress towards other social and developmental goals.

Keywords: Bangladesh; gender violence; multidimensional poverty; poverty reduction; women’s
empowerment

1. Introduction

Achieving gender equality is regarded as one of the key goals of the 2030 Agenda for
Sustainable Development, as women and girls continue to suffer serious discrimination
problems in every part of the world [1]. The vital aspect of the goal of women’s em-
powerment is connected to improving health and nutrition status, ensuring food security,
eliminating hunger, and reducing poverty [2,3]. “Poverty is a pronounced deprivation
of well-being”, whereas well-being is measured by education, assets, housing, health,
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nutrition, and certain human rights in society [4]. Empowering women and enhancing
women’s status can play a significant role in the achievement of many development pro-
grams and help to bring positive societal transformation [5]. Globally, women constitute
about 43% of the total agricultural labor force [6] and also contribute to 50% of the total
food production [7]. It has been found that when more power is given to women to use
household income, the proportion of money spent on healthy food increases because
women favor spending more money on nutritive and high-quality foods than on unhealthy
foods, recreation, and alcohol [8,9]. Women’s empowerment is frequently cited as a goal of
rural development aimed primarily at reducing household vulnerability to poverty and
food insecurity [10,11]. Empowering women is also a vital instrument in the fight against
poverty [12,13].

Bangladesh has been struggling to reduce the prevalence of poverty and to improve
the socio-economic conditions of poor citizens. In the early 1970s, the percentage of people
living below the poverty line was 80%, and in 2016, this percentage decreased by 24.3%.
Moreover, the employment and literacy rates of women have increased from 36% and 57.8%
in 2011 to 88.5% and 69.5% in 2016, respectively [14]. The changes and transformations
in women’s lives are broadly seen as the cause and consequence of considerable human
development over the past 25 years in Bangladesh [15]. Although women constitute
about half of the Bangladeshi population, their social status, especially in rural areas,
remains very low. Rural women are among the most disadvantaged members of society,
suffering from social oppression and economic inequality; the vast majority of them are
impoverished [16], and their empowerment, therefore, is critical to bringing about a positive
change in their lives.

A great number of empirical studies have investigated the impact of women’s empow-
erment on education, child health, food security, and nutrition [17–20]. However, our study
specifically evaluated the impact of women’s empowerment on household income poverty
and multidimensional poverty, by focusing on the rural areas of Bangladesh. This study
extends previous work by providing new empirical evidence on the impact of women’s
empowerment on their overall livelihood status. This study is a contribution not solely
to descriptive literature on the present condition of women in Bangladesh, but also offers
critical insights into the effects of women’s empowerment on their households.

2. Background of the Study

Considerable diversity exists in the foci, agenda, and terminologies used to define
women’s empowerment [21]. The terms, “women’s empowerment”, “gender equality”,
“female autonomy”, or “women’s status”, are widely used in literature, and all these terms
focus on women’s power and control in making life choices [21]. Women’s empowerment
is the process whereby women learn knowledge and skills, overcome difficulties, and
benefit from useful resources [22]. It is not only an outcome but also an intermediate
variable to further observe other developmental outcomes, especially poverty [23]. The
idea of empowerment is often linked to the notion of power relations, which specifically
refers to gaining either more or less power among actors [24,25]. However, women’s
empowerment is different from the empowerment of other disadvantaged groups due
to intra-household dynamics [26,27]. Women’s empowerment and gender equality are
often considered two sides of the same coin: progress toward gender equality requires
women’s empowerment, on the other hand, women’s empowerment contributes to in-
creasing gender equality. In the case of gender inequality or discrimination, it is generally
believed that women are excluded or disadvantaged in terms of decision-making and
access to economic and social resources [28]. All definitions of women’s empowerment
make some reference to women’s ability in certain areas, specifically in controlling their
own lives, having the freedom to make decisions, and having the input to change life
choices [27]. Women’s empowerment is typically conflated with the status that women
have, which is often represented by the acquisition of and control over resources [29],
which not only include material and financial resources, but also the social and human
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resources that can increase a woman’s ability to exercise her choices [30]. Examples of such
resources include age, education, employment, social capital, networking, and ownership
of property. Sharaunga et al. [31] reported that empowerment is multidimensional, and
women empowered in one dimension do not necessarily empower in another. It has also
been established that women require both resources and a sense of agency to achieve their
live outcomes on their own. The multidimensional concept of the agency includes different
domains, namely, decision-making authority, control over finances, and freedom of move-
ment. Having the authority over making decisions and overusing money, is a more apt and
precise description of women’s power. Although there is no single definition of women’s
empowerment in the literature, it is variously conceptualized as a process or outcome, an
end state or a means to an end, a capacity [32–36], a matter of gaining power, and as a mat-
ter of agency. Given the broad scope of concerns surrounding empowerment, scholars have
examined many topics across a wide range of contexts [33]. Studies have examined many
topics, including educational attainment [37], political participation [38], gender-based
domestic violence [39], resource control [40–42], entrepreneurialism [43], well-being [44],
household decision-making [45–47], time poverty [48], and health [49,50]. While women’s
empowerment is intrinsically important, studies in developing countries have shown
that empowering women can also improve children’s health and education [51], decrease
child mortality [52], improve the organizational effectiveness of businesses [53], increase
agricultural productivity [54], and increase economic growth and reduce poverty [55]. The
empowerment of women and poverty reduction are intertwined under the framework of
empowerment. A growing amount of evidence has shown that empowerment is instru-
mental toward reducing income and consumption poverty [34]. Empowering woman as a
member of a poor household, in turn, contribute to empower the whole household and
thus the issue is a vigorous researchable area in a developing country such as Bangladesh.

3. Research Design

3.1. The Survey Area, Selection of Participants, and Data Collection

The quantitative research method was used for the present study. Survey data were
collected from the northern part of Bangladesh, as the poverty rate was reported the
highest in this part of the country [56]. In the first stage, four divisions out of nine
divisions of Bangladesh were selected purposively, i.e., Rajshahi, Rangpur, Mymensingh,
and Sylhet divisions. Then, from each division, three districts were randomly selected.
After that from each district, one Upazila was selected. In the next stage, two villages were
randomly selected from each Upazila from the complete list of villages as recorded by
Upazila authorities. Finally, from each village, forty households were selected based on
the random sampling technique where women were the respondent for the study. The
aggregate sample was 960 women. However, some observations were excluded from the
analysis, owing to missing data. For this reason, the analysis comprised 914 samples for
which complete information was available. Face-to-face interviews of respondents were
conducted from May to August 2019 with the help of a peer review and a well-structured
interview schedule. We restricted our investigation to married women only as conventional
indicators and measures of empowerment characteristically focus on the circumstances of
marriage [30], and empowerment within marriage is resulting in the economic wellbeing
and health safety of women and their families [57].

3.2. Indicators of Women’s Empowerment

Indicators of women’s empowerment were identified based on extensive literature
reviews (see Table S1) as follows: household decision-making power, gender attitude, and
beliefs, physical mobility, control over resources, and relative freedom from domination by
the family.
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3.2.1. Household Decision-Making Power

To assess women’s decision-making power within a household, a set of questions were
asked relating to (1) large household purchases; (2) purchases for daily needs; (3) visits
to family, friends, and relatives; (4) decisions on spending husband’s earnings, and (5)
decision-making on their own health care. For each question, if women by themselves
or jointly (together with their husband) participate in the decision-making process, the
responses were coded as one. If women do not participate in the decision-making process,
the responses were coded as zero.

3.2.2. Gender Attitude and Beliefs

Women were asked whether or not a husband is justified to physically abuse his wife
under the following circumstances: (1) wife goes out without her husband’s permission;
(2) wife argues with her husband; (3) wife refuses to have sexual relations with her husband;
(4) the food is burnt when the wife is cooking, and (5) wife neglects the children. For each
question, the responses were reverse-coded. If women responded negatively, it was scored
one; and otherwise, zero.

3.2.3. Physical Mobility

The physical mobility of respondents was derived by asking the respondents about
their going out alone to the following five places: (1) market; (2) friends’ and relatives’
houses; (3) children’s school; (4) health care center or hospital; and (5) outside of the village.
If a respondent answered positively, her response was coded as one; and otherwise, as zero.

3.2.4. Control over Resources

Control over resources by women was measured by questioning them about the
following conditions: (1) ownership of land and house; (2) ownership of assets; (3) decision-
making on the sale or purchase of land, house, and assets; (4) having access to loans,
microcredit, and insurance; and (5) being engaged in paid work. If a respondent answered
positively, her response was coded as one; and otherwise, as zero.

3.2.5. Relative Freedom from Domination by the Family

To assess relative freedom from domination by the family, the following questions
were asked relating to (1) money is taken from them against their will; (2) land or jewelry
or livestock is taken from them against their will, and (3) they are prevented from working
outside their home. If the women responded that none of the above situations has happened
in their lives, they scored one; and otherwise, zero.

3.3. Measuring the Poverty Status of Households

This part of the study focused on the poverty level of surveyed women and their
households with the help of (1) the classical income poverty approach; and (2) the multi-
dimensional poverty index (MPI). The MPI contains only non-monetary indicators of the
three dimensions of poverty, i.e., education, health, and living standards.

3.3.1. Measuring Income Poverty

We examined the impact of women’s empowerment on the income poverty of women
and their households, anchored in the poverty line approach, using Foster, Greer, and Thor-
becke’s poverty indicators [58]. We converted per capita income in Bangladesh currency
(Taka) into US dollars using purchasing power parity. In 2019, the purchasing power parity
exchange rate was 1US dollar = 79.12 Taka [56]. If the household’s income was positioned
above the poverty line of USD1.90 per day, income poverty was scored zero, and otherwise,
one. We evaluated the income poverty gap using the following Equation (1):

xi =
p − vi

p
(1)
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The poverty line is denoted as p in the above equation, and the per capita income
of household i is denoted as vi. Households with income above the poverty line are
automatically assigned a value of zero. The income poverty gap is a continuous value,
ranging from zero to one [59].

3.3.2. Measuring Multidimensional Poverty

To investigate the households’ deprivation in the poverty dimensions and their ability
to meet basic needs, the MPI approach was employed. In association with the United
Nations Development Programme, Alkire and Santos [60] developed MPI approach [61].
Among different procedures of multidimensional poverty measurement, namely cluster
analysis, factor analysis, weighting procedure, and ordinal approaches [60,62,63], this
study used the weighting procedure proposed by Alkire and Santos [60]. The weighting
procedure of multidimensional poverty identifies a household’s level of deprivation and
the people who face poverty in a community. Finally, the MPI provides absolute poverty
levels (in intensity terms) that allow measuring poverty across different settings.

Detailed information about all the included indicators of the poverty dimensions
and weighted deprivation as illustrated by Alkire and Santos [60] are presented in Table 1.
The MPI includes 10 indicators in three dimensions, which are connected to global stan-
dards [64]. For the education dimension, we included two indicators, i.e., school attendance
of school-aged children and completion of five years of schooling of all household members.
For the health dimension, we used nutrition and child mortality as indicators. Nutrition
included the Body Mass Index (ratio of weight in kilograms and square of height in meters)
for adults and weight-for-age for children. If any child under the age of five had died
in a household, it was treated as a child mortality indicator. The standard of living was
measured by focusing on electricity, sanitation facilities, drinking water sources, floor type,
cooking fuel, and asset ownership [60].

Table 1. Dimensions, indicators, deprivation cut-off, and weights of the multidimensional poverty index.

Dimension Indicator Description and Deprivation Cut-Off Relative Weight

Education
Years of schooling No household member has completed five years of

schooling 1/6

Child’s school attendance Any school-aged child is not attending school in years
1 to 8 1/6

Health
Mortality Any child who has died in the family 1/6

Nutrition Any adult to child for whom there is nutritional
information is malnourished * 1/6

Living standard

Electricity The household has no electricity 1/18

Sanitation
The household’s sanitation facility is not improved

(according to MDG guidelines), or it is improved but
shared with another household **

1/18

Drinking water

The household does not have access to safe drinking
water (according to MDG guidelines) or safe drinking

water is more than a 30-min walk from home
(round-trip) ***

1/18

Floor The household has dirt, sand, or dung floor 1/18
Cooking fuel The household cooks with dung, wood, or carbon 1/18

Asset ownership
The household does not own one of the following

assets: radio, TV, telephone, bicycle, motorbike,
refrigerator, and does not own a car or truck.

1/18

* Adults are considered malnourished if their BMI is below 18.5. Children are considered malnourished if their z-score of weight-for-age is
below minus two standard deviations from the median of the reference population. This was estimated following the algorithm provided
by the WHO Child Growth Standards (WHO, 2006). http://www.who.int/childgrowth/software/en/ (accessed on 27 January 2020). ** A
household is considered to have access to improved sanitation if it has some type of flush toilet or latrine, or ventilated improved pit or
composting toilet, provided that they are not shared. *** A household has access to safe drinking water if the water source is any of the
following types: piped water, public tap, borehole or pump, protected well, protected spring or rainwater, and it is within a distance of a
30-min walk (round-trip).
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The weighting procedure of MPI normally requires an equal-weighted dimension and
assures an equal-weighted indicator across different dimensions. The poverty cut-off con-
fines the poor by selecting a lower level of deprivation cut-off of 33.33% (1/3). This poverty
cut-off reveals a minimum value of weighted indicators to capture multidimensional poor
whose deprivation score is equal to or greater than 33.33% [60].

In this study, we calculated different MPI measures for each sample household using
one and zero values for each of the 10 indicators. First, we measured the “total deprivation
score of each household” by the summation of weighted values for each of the 10 indicators,
using weights ranging from zero to one (presented in Table 1). Second, we constructed a
“multidimensional poverty dummy,” taking a value of one of the total deprivation score of
a household is equal to or greater than a definite threshold of 0.33, and zero otherwise [60].
Finally, we created "multidimensional poverty intensity", equal to the deprivation score
if the sample household is multidimensionally poor (MPI dummy equals 1), and zero,
otherwise. The interpretation of the multidimensional poverty intensity is similar to the
poverty gap [59].

3.4. Estimation Strategy

Data was assembled, coded, tabulated, and analyzed using the STATA 13.1 statistical
package to justify the objectives of the study. Descriptive statistics included mean, per-
centage distribution, and standard deviation for MPI and empowerment indicators. To
estimate the impact of women’s empowerment on income poverty and multidimensional
poverty, we used the following regression Equation (2):

yi = ß0 + ß1Ei + ß2Xi + e
i (2)

In the above equation, yi is the income and poverty status for the respondent’s house-
hold i, Ei is the total empowerment score, Xi is the control variables, and e

i is the random
error term. We evaluated separate models for each poverty indicator by controlling rele-
vant household and socioeconomic characteristics that may influence poverty. Ordinary
least squares (OLS) estimators were used for continuous dependent variables, including
income, poverty gap, and multidimensional poverty intensity. Logit estimators were used
for binary dependent variables, including income poverty dummy and MPI dummy.

The key coefficient of interest is ß1, which captures the effect of women’s empower-
ment on household income and poverty. We expected a positive coefficient or income-
increasing empowerment effect when we used household income as the dependent variable
and a negative coefficient or poverty-reducing empowerment effect when using poverty
indicators. For these analyses, we utilized the SVY command of STATA 13.1 to adjust the
village effects.

4. Results

4.1. Socio-Demographic Analysis

A total of 914 married women participated in this study. The dominant (45.3%) age
group was 39–46 years of age, followed by the age group of 29–38 years (38.9%) and
18–28 years (15.8%) (Table 2). As for education level, the women and their husbands were
categorized into six groups: (a) illiterate (6.3 and 0.1%, respectively); (b) primary (28.0 and
3.8%, respectively); (c) secondary (37.7 and 7.2%, respectively); (d) higher secondary (13.7
and 32.7%, respectively); (e) graduate (10.6 and 42.7%, respectively); and (f) postgradu-
ate (3.6 and 13.5%, respectively). The average education level was relatively higher for
husbands than for women. The majority of the respondents are engaged in paid work
(52.4%). On average, four members live in a household and only one member earns money
(Table 2).
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Table 2. Socio-demographic analysis.

Variables Percentage Mean Standard Deviation

Age
18–28 15.8 2.295 0.724
29–38 38.9
39–46 45.3

Education

Illiterate 6.3 3.05 1.191
Primary 28

Secondary 37.7
Higher secondary 13.7

Graduate 10.6
Postgraduate 3.6

Husband’s
education

Illiterate 0.1 4.54 0.952
Primary 3.8

Secondary 7.2
Higher secondary 32.7

Graduate 42.7
Postgraduate 13.5

Employment status Engaged in paid work 52.4 0.524 0.499
Unpaid work 47.6

Household size 914 3.906 0.859
Earning member 914 1.41 0.492

4.2. Evidence of Women’s Empowerment

In this study, we used descriptive statistics to express the respondents’ empowerment
status, which also provides an outline of the empowerment variables that are shown in
Table 3. In terms of household decision-making, women exhibited impressive evidence of
empowerment in their abilities to take decisions solely or jointly with their husband to visit
people (80%), to purchase large household products (62%) and daily needs (77%), to spend
their husband’s earnings (75%), and their own health care (43%). When a wife disagrees
with her husband, physical abuse occurs at a rate of 5%, according to gender attitude and
beliefs. Our respondents are less likely to justify physical abuse if women go out without
their husbands’ permission (1%), burn food (2%), neglect children (3%), and refuse sex (4%).
Our findings are also consistent with a previous study [65], indicating that intimate partner
violence has begun to decline in Bangladesh. In terms of freedom of physical mobility, the
respondents exhibited substantial empowerment in their abilities to visit hospitals alone
(96%), visit relatives (70%), go outside of the village (66%), visit their children’s school
(64%), and go to the market (59%). Concerning control over resources, 88% of women
have assets, either solely or jointly with their husband and/or others, whereas 28% have
access to loans, micro-credit, and insurance facilities. With regards to freedom from family
domination, 68% of the respondents do not have permission to work outside.

4.3. Evidence of Multidimensional Poverty

Our results show that the majority of households are non-deprived in terms of MPI
indicators, such as years of schooling, child’s school attendance, child mortality, nutrition,
sanitation, drinking water, and floor, with the exception of cooking fuel facilities. Depriva-
tion scores of households based on the multidimensional poverty index are presented in
Table 4.
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Table 3. Descriptive statistics of women’s empowerment.

Indicators of Women’s Empowerment Yes (%) Mean Standard Deviation

Women’s participation in household decision-making
Making decisions on large household purchases 62.0 0.623 0.485
Making decisions on purchases for daily needs 77.0 0.774 0.419
Making decisions on visits to family, relatives, or friends 80.0 0.799 0.401
Making decisions on spending husband’s earnings 75.0 0.753 0.432
Making decisions on own health care 43.0 0.434 0.496
Attitude towards wife-beating 8.0 0.923 0.266
Wife beating is justified if she goes out without telling her husband 1.0 0.987 0.114
Wife beating is justified if she argues with husband 5.0 0.950 0.219
Wife beating is justified if she refuses to have sex with her husband 4.0 0.964 0.187
Wife beating is justified if she neglects the children 3.0 0.967 0.178
Wife beating is justified if she burns the food 2.0 0.983 0.131
Physical mobility
Going alone to the market 59.0 0.591 0.492
Going alone to visit friends, family, and relatives 70.0 0.697 0.460
Going alone to visit a health care center or hospital 96.0 0.956 0.204
Going alone outside of the village 66.0 0.656 0.475
Going alone to visit children school 64.0 0.635 0.482
Control over resources
Ownership of land 53.0 0.526 0.500
Ownership of assets 88.0 0.875 0.331
Decision on sale and purchase of house, land, and assets 57.0 0.567 0.496
Have access to loans, micro-credit, and insurance 28.0 0.277 0.448
Engaged in paid work 52.0 0.524 0.500
Relative freedom from domination by the family
Money and jewelry taken against her will 2.0 0.984 0.127
Land taken against her will 2.0 0.976 0.153
Prevented from working outside the home 68.0 0.323 0.468

Notes: Answer "Yes" means positive outcome for indicators of women’s participation in making household decisions, indicators of physical
mobility, and indicators of control of resources; while answer "Yes" means negative outcome for indicators of attitude towards wife-beating
and relative freedom from domination by the family.

Table 4. Descriptive statistics of MPI elements.

MPI Indicator Deprived (%) Non-Deprived (%) Mean Standard Deviation

Years of schooling 21.0 79.0 0.208 0.406
Child school attendance 22.0 78.0 0.218 0.413

Mortality 5.0 95.0 0.046 0.209
Nutrition 30.0 70.0 0.299 0.458
Electricity 0.0 100.0 0.000 0.000
Sanitation 10.0 90.0 0.103 0.304

Drinking water 4.0 96.0 0.036 0.187
Floor 34.0 66.0 0.342 0.475

Cooking fuel 59.0 41.0 0.589 0.492
Asset ownership 0.0 100.0 0.000 0.000

Surprisingly, no household is deprived of electricity and asset ownership. In line
with our findings, DHS [66] reported that 91% of households have access to electricity,
and nearly every household owns a single set of assets. Concerning education, 21% of
households are deprived of both years of schooling and a child’s school attendance. In
terms of the health dimension, only 5% of households are deprived of child mortality
indicators. However, the nutrition indicator is quite high (29%). For living conditions,
results show that less than 5% of households are deprived in terms of drinking water.
There are various sources of drinking water, such as tube well water, pump water, public
taps, and so on, and most of the participants are aware of the importance of drinking clean
water. Most respondents are accustomed to hygienic sanitation as a result of increased
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awareness through newspaper reading, media exposure, and promotion of worthwhile
and low maintenance cost of hygienic sanitation by government departments. For cooking
fuel indicators, more than half of all households (60%) are considered deprived. Because of
the availability of local resources, agricultural residue, and animal excreta in Bangladesh,
most rural people use these resources for fuel, which makes many rural households to be
deprived of cooking fuel indicators.

4.4. Impact Assessment on Poverty

Table 5 represents the effects of women’s empowerment on the per capita income of
households and estimates of log-transformation of per capita income using the OLS model.

Table 5. Effect of women’s empowerment on per capita income.

Variables
Per Capita Income Log of per Capita Income

OLS OLS

Empowerment score 1.483 *
(0.786)

0.008 **
(0.003)

Education of respondents (years) 5.840 ***
(2.011)

0.032 ***
(0.009)

Education of husband (years) 6.046 ***
(2.245)

0.038 ***
(0.010)

Asset ownership of women (dummy) 2.321
(6.809)

0.002
(0.029)

Engaged in paid work (dummy) −0.493
(3.920)

0.002
(0.017)

Experiencing gender violence (dummy) −13.330
(15.099)

−0.121 *
(0.065)

Political knowledge (dummy) 10.759
(10.415)

0.058
(0.045)

Control over use of household income (dummy) 12.168
(7.740)

0.058 *
(0.033)

Prevented from working outside (dummy) −12.303 **
(4.797)

−0.044 **
(0.021)

Money and jewelry taken against their will (dummy) −14.761
(14.024)

−0.044
(0.060)

Access to loans, micro-credit, and insurance (dummy) 1.105
(4.692)

−0.002
(0.020)

Decision on children’s health and education (dummy) 2.612
(4.338)

0.039 **
(0.019)

Access to healthcare facilities (dummy) 5.948 ***
(2.169)

0.020 **
(0.009)

Child mortality (dummy) 2.559
(8.270)

−0.014
(0.035)

Number of dependent persons in the household (number) −7.764 *
(4.565)

−0.033 *
(0.020)

Constant 9.912
(19.247)

1.422 ***
(0.082)

(Pseudo) R-squared 0.090 0.151
Observations 914 914

Notes: Coefficient estimates are reported. Standard errors are shown in parentheses. * Significant at 10% level; ** Significant at 5% level;
*** Significant at 1% level.

Results are shown as coefficients and their 90% confidence intervals for the variables.
Women’s empowerment score has a significantly synergistic (positive) effect on household
income. Table 5 reports that a 0.1 increase (10 percentage points) in women’s empowerment
would raise per capita income by 14%. Moreover, women’s education, husband’s education,
and access to healthcare facilities have significant synergistic effects on both per capita
income and log of per capita income. However, preventing women from going outside to
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work and the number of dependent people in the household has significantly antagonistic
(negative) effects on both per capita income and log of per capita income.

Table 6 represents that women’s empowerment score, women’s education, husband’s
education, and decision on children’s health and education, all have significantly an-
tagonistic effects on both income poverty and income poverty gap; while experiencing
gender violence has a significant synergistic effect on both income poverty and the income
poverty gap.

Table 6. Effect of women’s empowerment on income poverty.

Variables
Income Poverty (Dummy) Income Poverty Gap (0–1)

Logit OLS

Empowerment score −0.099 ***
(0.037)

−0.005 **
(0.002)

Education of respondents (years) −0.465 ***
(0.107)

−0.015 ***
(0.005)

Education of husband (years) −0.617 ***
(0.111)

−0.027 ***
(0.006)

Asset ownership of women (dummy) −0.169
(0.301)

0.014
(0.018)

Engaged in paid work (dummy) −0.342 *
(0.195)

−0.016
(0.010)

Experiencing gender violence (dummy) 1.791 **
(0.858)

0.105 ***
(0.040)

Political knowledge (dummy) −0.344
(0.591)

−0.023
(0.027)

Control over use of household income (dummy) 0.022
(0.331)

−0.041**
(0.020)

Prevented from working outside (dummy) −0.031
(0.243)

0.007
(0.013)

Money and jewelry taken against their will (dummy) 0.146
(0.624)

−0.011
(0.037)

Access to loans, micro-credit, and insurance (dummy) 0.050
(0.233)

0.005
(0.012)

Decision on children’s health and education (dummy) −0.818 ***
(0.205)

−0.054 ***
(0.011)

Access to healthcare facilities (dummy) −0.246 **
(0.104)

−0.002
(0.006)

Child mortality (dummy) 0.609
(0.383)

0.043 **
(0.022)

Number of dependent persons in household (number) 0.506 **
(0.228)

0.020
(0.012)

Constant 5.402 ***
(0.910)

0.377 ***
(0.051)

(Pseudo) R-squared 0.212 0.188
Observations 914 914

Notes: Coefficient estimates are reported. Standard errors are shown in parentheses. * Significant at 10% level; ** Significant at 5% level; ***
Significant at 1% level.

Table 7 represents that empowerment score, women’s education, husbands’ educa-
tion, women’s asset ownership, engaged in paid work, decision on children’s health and
education, and access to healthcare facilities, have significantly antagonistic effects on
both multidimensional poverty and multidimensional poverty intensity. However, experi-
encing gender violence and child mortality have significantly synergistic effects on both
multidimensional poverty and multidimensional poverty intensity.
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Table 7. Effect of women’s empowerment on multidimensional poverty.

Variables

Multidimensional Poverty
(Dummy)

Multidimensional Poverty
Intensity (0–1)

Logit OLS

Empowerment score −0.101 **
(0.046)

−0.567 **
(0.224)

Education of respondents (years) −0.306 **
(0.124)

−2.019 ***
(0.574)

Education of husband (years) −0.481 ***
(0.133)

−2.136 ***
(0.640)

Asset ownership of women (dummy) −0.809 **
(0.365)

−6.764 ***
(1.943)

Engaged in paid work (dummy) −0.543 **
(0.244)

−2.148 *
(1.119)

Experiencing gender violence (dummy) 2.511 ***
(0.818)

15.683 ***
(4.309)

Political knowledge (dummy) −0.861
(0.866)

−2.339
(2.972)

Control over use of household income (dummy) −0.295
(0.404)

0.166
(2.209)

Prevented from working outside (dummy) −0.382
(0.321)

0.267
(1.369)

Money and jewelry taken against their will (dummy) 0.822
(0.713)

7.634 *
(4.003)

Access to loans, micro-credit, and insurance (dummy) 0.323
(0.294)

1.499
(1.339)

Decision on children’s health and education (dummy) −2.703 ***
(0.240)

−21.482 **
(1.238)

Access to healthcare facilities (dummy) −0.376 ***
(0.128)

−1.591 **
(0.619)

Child mortality (dummy) 2.709 ***
(0.418)

23.409 ***
(2.360)

Number of dependent persons in the household (number) 0.270
(0.298)

1.329
(1.303)

Constant 5.516 ***
(1.089)

51.766 ***
(5.493)

(Pseudo) R-squared 0.344 0.426
Observations 914 914

Notes: Coefficient estimates are reported. Standard errors are shown in parentheses. * Significant at 10% level; ** Significant at 5% level; ***
Significant at 1% level.

5. Discussion

This study has examined the impact of women’s empowerment on poverty reduction
in the rural areas of Bangladesh. Different indicators that were used to measure the
empowerment status of women are given in Table 3. Our findings show that a 10% increase
in women’s empowerment scores will increases per capita income by 14%, while also
lowering the prevalence of income poverty by 0.99% and multidimensional poverty by
1.01%, as shown in Tables 5–7. It is also found that the education of women and their
husbands has a significantly positive relationship with the increase of per capita income and
decrease of poverty. The level of education improves people’s participation in the capital
and labor markets and is widely recognized as an authentic tool for eliminating poverty and
improving the well-being of people [67]. Moreover, qualified women employ themselves
in different kinds of prestigious jobs [68], hence reducing their economic dependence and
household poverty [69,70]. Generally, highly educated women have more economic and
decision-making power and also social freedom, which ultimately reduce their physical,
sexual, and emotional vulnerability within the household [71]. Highly educated women
can make their own healthcare decisions, ensure better health status for their children,
spend their husband’s earnings well, and reject views of physical abuse [72,73]. In addition
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to this, highly educated household members know a better way to tackle the effect of
poverty and chronic poverty [74,75]. The education of women and their husbands acts as
a significant catalyst to reduce income poverty, and households with educated couples
have a lower risk of being poor [76]. On the other hand, households with a higher number
of dependents are multidimensionally poorer than households with a lower number of
dependents [60]. Overall, our analysis demonstrates that women and their husbands’
education have a significant effect on reducing income poverty and multidimensional
poverty in households. Similar to our study, Sell and Minot [77] stated that education
empowers women to hold a better position within the household and to reduce their
household poverty.

The measure of household resources (such as the value of a household’s assets) is
a long-run measure of economic status rather than a measure of income [78]. Assets,
such as mobile phones, televisions, refrigerators, fans, air conditioners, motorcycles, etc.,
could improve an individual’s health, peace of mind, and mental development, as well
as make life more comfortable after a day’s work. Women’s having business equipment
(like sewing and embroidery machines, electric irons, incubators, etc.) and skills could
improve their income and living conditions as well as decrease household poverty [18]. In
line with this result, our study also found that with the increase of assets in the household,
multidimensional poverty declines by 0.809%, as shown in Table 7. Our findings support
DHS [66], who reported that asset ownership has increased dramatically in both urban and
rural areas of Bangladesh, with nearly every household owning a number of assets.

Education is found to be a very important determinant of women’s favorable attitude
towards gender equality. The majority of educated women in rural areas work as teachers,
are engaged in trade or moneylending, do small businesses, or do sewing and embroidery.
We can observe from Tables 6 and 7 that women engaged in paid work, have a negative
correlation with income poverty and multidimensional poverty. Khatun and Kabir [79]
studied women’s empowerment in Bangladesh through entrepreneurship and found that
women who are not permitted to go outside for work but earn income through running a
business such as tailoring, making cakes, gardening, etc. Furthermore, rural women earn
income by rearing livestock, money saved from their husband’s family, money received
from their natal family, or microcredit from various non-government organizations (NGOs)
ultimately increase their economic empowerment [68]. These kinds of income-generating
activities empower women not only within the household but also to contribute to reducing
income poverty and multidimensional poverty [80].

Intimate partner violence is a crime encompassing physical, sexual, psychological,
and emotional abuse by a husband or partner [81]. Frequent abuse is the main cause of
deterioration in mental health and happiness [82]. Gender-based violence violates women’s
fundamental rights, laws, and regulations, and also limits the potential sources of women’s
empowerment. The environment in which women are victims of violence can weaken
women’s empowerment [5]. The experience of poverty exacerbates the risk of violence
for women [83,84]. However, when men rely on their wives’ financial contributions and
maintain a certain standard of living, violence against women decreases [68]. Economic
advancements in rural areas have reduced poverty, and households with more assets have
a lower rate of domestic violence [78].

Women’s economic independence is an important factor for improving their empower-
ment. Women have gained freedom of mobility, decision-making power, awareness of their
rights as women, and self-confidence from earning and managing their own income [85].
Women in Bangladesh do household work that is not paid work, like working on their
husband’s farm and caring for their children. This makes them financially dependent on
their husbands and other male relatives [86]. However, it has been found that women’s
income significantly increases overall household income and the income of the husband
and wife is pooled as family income [17]. Empowered women contribute not only by
providing their personal income, but also by assisting their husbands with various income-
generating activities, such as working in farms and shops, giving advice, taking loans
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from various NGOs, and supervising family resources [68]. World Vision Ghana states
that if women have the opportunity to get credit for employment, their contribution to the
well-being of their family would help to reduce family poverty and women’s economic
dependence on their husbands [80]. As a result, when restrictions are imposed on women
from working outside the home, the overall income is significantly reduced. Our study has
similar findings that prohibiting women from working outside significantly reduces per
capita income, as shown in Table 5.

Women’s capability to participate in and make household decisions is one of the
key elements of empowerment. Women have the power to make decisions on household
expenses (groceries, clothes, and expenditure on children’s health and school fees) in
Indonesia, Myanmar, the Philippines, and Thailand, while men occasionally participate
in major expenditure decisions [17]. Moreover, credit decisions are also made by mu-
tual agreement of women and men in all the mentioned countries [17]. The results of
Wouterse [9] show that when more power is given to women over household expenditure,
income spent on food quality increases as opposed to income spent on unhealthy food,
recreation, and alcohol. In this study, we find that women’s participation in household
decision-making and control over resources, considerably increases per capita income,
while at the same time, significantly decreases income poverty and multidimensional
poverty, as presented in Tables 5–7. Similar findings have been reported by previous
studies that women play a significant role in household food security, children’s education,
and the healthy lives of household members [17,68]. However, contradictory trends are
observed in poor Ghanaian communities, where men have very strong domination over
women within the household [80].

In this study, we also observe a significant relationship between child mortality and
income poverty and multidimensional poverty in the rural areas of Bangladesh. Women’s
relative unequal access to education, employment, finance, decision-making power, basic
health care facilities, and other productive resources, is considered as the prime reason
for their ill-health and that of their children. Relatively economically poor and less em-
powered women are less likely to receive proper health care facilities than wealthy and
empowered women [87]. According to Lachaud [88], in rural areas, lower living standards
of households, in terms of assets, are associated with high child mortality. Furthermore, it
has been discovered that living below or slightly above the national poverty line, as well as
a lack of insurance coverage, are risk factors for children’s health.

A wealth of research has reported that access to loans and micro-credit has played
a remarkable role in reducing poverty [80,89,90]. However, in this study, we find no
significant relationship between women’s access to loans and microcredit and per capita
income or reducing income poverty, which can be verified from Tables 5 and 6. Freedom of
mobility indicator determines not only the extent to which women can go outside the home
but also their personal autonomy in terms of not having to seek permission from their
husbands or any other household member [91]. In Bangladesh, women who do not have
any freedom to go outside on their own, are possibly deprived of empowerment programs,
such as microfinance, and therefore, microfinance oftentimes does not reach the poor [92].
This is a common scenario in rural areas compared to urban areas because, in rural areas of
Bangladesh, the purdah practice confines women to the home and compound; they mostly
have to obtain permission either from their husband or any other responsible person or at
least, tell them when they are going outside. Mahmud et al. [93] reported that women who
work outside the home do not usually ask for permission when they go outside for work,
but do so when they go out for other purposes.

The different selected indicators considerably influence women’s empowerment sta-
tus, showing an increment in per capita income and a decrease in different poverty indices.
Educated women have more opportunities to participate in income-generating activities,
household decision-making, and resource control, which help to empower them. Empow-
ered women are more conscious of their own rights as well as of the wellbeing of their
children and family members, which eventually can reduce household income poverty
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and multidimensional poverty. If women become conscious about their rights and sup-
portive policies that empower women socioeconomically are in place, that would generate
a righteous succession of women’s overall empowerment in both their household and
societal spheres.

6. Conclusions

Women’s empowerment is a critical human rights issue with implications for the
well-being of women, their families, and society as well as socio-economic development
and poverty reduction, especially in developing countries like Bangladesh. In this paper,
we have examined the impact of women’s empowerment on income, income poverty, and
multidimensional poverty in the rural area of Bangladesh. Data were collected from 914 re-
spondents. To measure women’s empowerment, this study used different indicators which
were selected based on an extensive literature review. The results reveal that women’s
empowerment score contributes to increase per capita income and decrease income poverty
and multidimensional poverty. Women’s education significantly reduces multidimensional
poverty and income poverty. Whereas gender violence, taking resources against women’s
will and preventing women from working outside, caused a considerable decline in per
capita income and, increase in income poverty and multidimensional poverty. Working
women who earn cash have high household autonomy, high freedom of movement, no
gender preference and they face lower levels of domestic violence. Violence against women
remains one of the most widespread and persistent human rights abuses in the world,
stemming from deep-rooted notions of women’s unequal status. It is a major obstacle to the
fulfillment of women’s and girls’ human rights and the achievement of the 2030 Agenda
for Sustainable Development. Violence against women is no longer viewed as an inevitable
part of family life, of social relations, of the workplace, or war; indeed, violence against
women cannot be justified under any circumstances. However, the disempowerment of
women in Bangladesh is not solely linked to gender, because working women who earn
cash have high household autonomy, high freedom of movement, no gender preference and
they do not rationalize domestic violence, all of which indicate that women’s empowerment
is positively associated with lower levels of domestic violence.

The concept of empowerment is closely related to agency and thereby to human
development. Any policy aiming at human development needs to be informed about
the factors that enhance agency and contribute to empowerment as both agency and
empowerment are not only intrinsically valuable but also instrumentally important for
poverty reduction. The government and non-government organizations’ programs directed
to repositioning family planning services should be geared up and centered around various
dimensions of women’s empowerment, especially focusing on their economic existence
in society and decision-making power. Educational programs should prioritize achieving
gender equity in schooling outcomes. Although this study examines a number of indicators
accompanied by women’s empowerment, such as asset ownership, employment status,
household decision-making power, educational status, physical mobility, and so on. Future
research could add other different indicators, like assets brought to the marriage, proximity
to other family members, characteristics of the respondent’s parents and upbringing, and
the influence of community norms, which could explain empowered women’s roles in
household poverty reduction. The findings may be useful as a policy tool for planners,
administrators, and development workers to initiate appropriate strategies for women’s
empowerment to reduce poverty in the rural areas of Bangladesh, which can also be applied
in other similar contexts.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/ijerph18136909/s1, Table S1: Indicators of women’s empowerment in previous studies.
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Abstract: Physical activity increases human health potential and has an impact on achieving a higher
quality of life in society. The aim of our research was to determine the relationship between a
physically active lifestyle and the quality of life of female students in the context of demographic and
social factors (major, age, marital status, professional activity). The research was conducted among a
group of 285 women studying physical culture and social sciences in Poznań and Szczecin (Poland).
Average age: 22.7 ± 4.90. The standardized World Health Organization Quality of Life—BREF
(WHQOL-BREF) questionnaire was used to assess the quality of life of female students, and the
original survey technique was used to study the lifestyle of people undertaking physical activity
in the context of socio-demographic factors. Nonparametric statistics were applied in the analyses
of the results. The effect size was calculated for each test: E2R for the Kruskal–Wallis H test, Glass
rank biserial correlation (rg) for the Mann–Whitney U test, and Cramér′s V for the χ2 test. The value
of p ≤ 0.05 was assumed to be a significant difference. In the study, it was shown that a higher
overall quality of life and health satisfaction, as well as better results in the physical, psychological,
and environmental domains, were achieved by female students who assessed their lifestyle as
physically active in comparison to those physically inactive. Higher scores of overall quality of life
and satisfaction with health were found among female students of physical education and people
participating in physical recreation, who also achieved better results in the environmental domain.
Female students aged 23–25 had a higher quality of life in the physical, psychological, and social
domains. Having a partner or spouse had a positive effect on the quality of life of female students
defined by the social domain. A higher overall quality of life and satisfaction with health were
characteristic of people who were employed. In the search of factors positively influencing the quality
of life of society, it seems necessary to promote a physically active lifestyle among students. The
observed differences in the quality of life and health satisfaction of female students of selected majors
require targeted programs and interventions that improve the quality of their lives at various stages
of their studies. Such activities increase the health potential of the individual and society, not only in
the biological, but also psychosocial dimension.

Keywords: physical activity; quality of life; health training; women; WHOQOL-BREF questionnaire

1. Introduction

The World Health Organization (WHO, Geneva, Switzerland) defines quality of life
as an individual′s perception of their position in life in the context of the culture and
value systems in which they live and in relation to their goals, expectations, standards,
and concerns (The World Health Organization Quality of Life–WHOQOL) [1]. Quality
of life is perceived in the context of self-assessment on many levels (including physical,
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psychological, social, and spiritual), which is related to the individual level of health,
satisfaction with life and health, and in relation to the physical, psychological, social, and
environmental domains [2–4]. Quality of life has an effect on the wellbeing of an individual
and his/her satisfaction with life [5]. The sense of quality of life and the factors influencing
it evolve over the course of human life. Analyses conducted on the basis of the Social
Diagnosis in Poland prove that the best predictors of the overall quality of life of Poles were
the level of education, marriage, being an entrepreneur, or working in the public sector [6].

The quality of human life is related to the preferred lifestyle, which is also subject to
constant changes. It includes everyday behavior, the characteristic ways of living of an
individual or a social group. A feature that characterizes lifestyle is the possibility to make
choices in certain spheres of life (e.g., education, work, family life, leisure time) above the
breadline [7].

The health and physical activity of society are treated as a condition of basic profes-
sional and social competences, as well as the possibility of achieving a better quality of life.
Physical activity is especially perceived as one of the most desirable forms of recreation and
ways of spending leisure time due to its fundamental importance for health and the preven-
tion of diseases of affluence. The use of leisure time by young people and representatives
of various social groups, especially taking up its active forms (recreation, sport, tourism), is
an important research subject. The diagnosis of real participation in these forms and the
assessment of the general level of physical activity in society may constitute a measure of
the consumption of leisure time as an essential element of modern human life [8].

Physical activity falls into the category of leisure time, which should be considered in
the context of family and professional life, as well as in relation to the age of the respon-
dents. Regular physical activity (recreational, sport) undertaken by women is a specific
distinguishing featureof the lifestyle of an individual, as well as of a specific social group—a
certain category of women. In the category of a physically active lifestyle, we observe the
phenomenon of the interpenetration of a conscious choice of this behavior, leisure time,
and life circumstances [9]. On the one hand, physical activity satisfies biological needs, and
on the other, it supports social development [10]. It is also a tool for the health education
of society; it shapes a physically active/sport lifestyle that is often associated with the
choice of other pro-health behaviors (proper nutrition, avoiding smoking and consuming
alcoholic beverages, systematic monitoring of one′s health) [11].

Lifestyle covers all behaviors of an individual or population, depending on his/her
own interests, worldview, and hierarchy of values, as well as demographic factors [12].
A survey conducted at the beginning of 2019 on a representative random sample of 1858
Poles aged 15 and over showed that 64% of them declared physical activity at least once a
month. This means that over one third of Poles did not undertake any physical activity, not
even once a month. The most active were representatives of the young generation aged
15 to 24 (80%), persons in education (90%) or with higher education (78%), as well as Poles
whose monthly income exceeded PLN 5000 (83%), above the national average [13].

Scientific research has repeatedly indicated the positive relationship between physical
activity and people′s quality of life, health, and wellbeing [14]. The inhabitants of Wrocław
aged 18–64 whose level of activity was assessed as high (at least 1500 METs/min/week)
had a higher overall quality of life, as well as a higher perception of health and quality of
life in the physical, psychological, social, and environmental domains. These relationships
were weaker in the case of low physical activity. The chances of having a high overall
perceived quality of life increase with growing levels of physical activity.

Quality of life and lifestyle (including physical activity) are determined by demo-
graphic, social, and economic factors. Some works emphasize the combined influence of
many factors [15]. The research among Brazilian medical students indicates positive (male
sex, self-efficacy, psychological and physical factors, including physical activity in leisure
time, satisfaction with one′s body) and negative (female sex, economic status, place of
residence, year of studies, chronic diseases, BMI, sleep problems, headaches) predictors of
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quality of life [16]. Similar results were also found among medical students in Pakistan
and Chile [17,18].

The influence of peer groups, social norms, and environmental factors on the choice of
specific behaviors is confirmed by research conducted in South Asia [19]. The level of phys-
ical activity, sleep intensity, and interpersonal, peer, and family relationships determined
low scores of the quality of life of Chinese medical students [20]. High levels of anxiety
and depression determined low scores of quality of life among Malay students of medical
faculties [21]. Due to the unsatisfactory quality of life and health problems of students, it
seems necessary to pay attention to their lifestyle and quality of life by applying a broad
spectrum of research on health-promoting behaviors (including physical activity) of this
social group. University students who are not related to physical culture and health show
little interest in physical activity. There are concerns that groups of young, educated people
not related to physical and health culture may avoid physical activity in the future and
choose a physically inactive lifestyle that may be perceived as a role model, consequently
lowering the quality of life of society. Universities of physical education, sport, tourism
and recreation, and public health should intensify their efforts to ensure health for the
individual and society. In the future, male and female students should promote a modern,
physically active lifestyle that can contribute to improving the quality of life in society. In
order to optimize our existence, it becomes necessary to monitor and diagnose conscious
choices regarding physically active life in the context of quality of life, especially by women
who undertake physical activity less frequently [17,18,22,23]. The aim of this work was to
determine the relationship between a physically active lifestyle (assessment of lifestyle,
physical activity, doing sports) and the quality of life of female students of selected majors
in the context of demographic and social factors. A hypothesis regarding the relationship
between a physically active lifestyle and the quality of life of female students was adopted.
It was also assumed that major, age, marital status, and professional activity of the female
respondents may modify this relationship.

2. Participants and Ethical Considerations

The research was conducted in the 2018/2019 academic year (October–December)
among a group of 285 women studying physical education sciences (tourism and recreation–
T&R, physical education–PE, public health–PH) and social sciences–SS in Poznań and
Szczecin (Poland). Female first-cycle students accounted for 59.7%, and second-cycle
students40.3%. According to research, 35.8% studied SS, 25.3% PH, 20.7% PE, and 18.2%
T&R. The largest number of female students were aged 20–22 (48.1%), while the lowest
number was aged ≥26 (11.6%). Most of the respondents were employed (62.5%).The female
respondents most often lived in cities (68.1%).More than half (56.5%) had partners, and 7.7%
were married. The female students declared having a physically active lifestyle and being
rather physically active (75.4%). According to the study, 11.6% of the respondents practiced
competitive sports at that time, and 68.4% of the women participated in physical recreation.

The inclusion criteria for the study group were as follows: age 18–35 years; female
students of Polish universities; and fields of studies: physical education, public health,
tourism and recreation, and social sciences. The criteria for exclusion from the study group
were: age over 35, male gender, and women who were non-students or studying any
other field of study than physical education, public health, tourism and recreation, and
social sciences.

This study is a fragment of a largerstudy conducted as part of a research project on
the health and quality of life of female students of universities in Poland. The first stage of
the study (presented in the article) was carried out in two cities in Poland: Szczecin and
Poznań. The authors of the study obtained the appropriate approvals to conduct research at
the University of Szczecin and the Academy of Physical Education in Poznań, departments
of physical education, public health, tourism and recreation, and social sciences (Bioethics
Committee at the District Chamber of Physicians in Szczecin, Poland No. 15/KB/V/2015).
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All authors of the article were involved in collecting the data, while the data analysis was
carried out by two authors of this paper.

The analyzed study programs envisage the implementation of classes in the field of
physical activity, varying in terms of content and hours. First-cycle PE (physical education)
students had 460 movement classes, while second-cycle students had 200 such classes.
These included, among others, team sports games, gymnastics, athletics, and swimming.
The T&R program included 200 h of classes during first-cycle studies and 60 h during
second-cycle studies (including movement games, animation forms, activity in the aquatic
environment, and health training). The PH study program included 60 h during first-cycle
studies and 120 h during second-cycle studies (30 h are spent on physical education, and
the rest for recreation in public health and dance classes). Female SS students completed
30 h of physical education during their first-cycle studies. There were no physical activities
for them during second-cycle studies.

The research was approved by the Bioethics Committee at the District Chamber of
Physicians in Szczecin No. 15/KB/V/2015.The research was conducted in accordance with
the Helsinki Declaration of 1975. Written informed consent was obtained from each subject
included in the study.

3. Data Collection

The standardized WHOQOL-BREF (World Health Organization Quality of Life—
BREF) questionnaire was used to assess the quality of life of female students. The shortened
version, adapted to Polish conditions in terms of language, culture, and psychometry,
contained 26 questions [4]. The first two questions about the degree of life satisfaction
and health were analyzed separately. The remaining questions covered four areas of
quality of life: physical (pain and discomfort, drug and treatment dependence, energy
and fatigue, mobility, rest and sleep, everyday tasks, ability to work);psychological (joy
of life, meaning in life, concentration, body image, self-esteem, feeling of sadness);social
(personal relationships, sexual activity, social support); and environmental elements (safety,
neighborhood, financial resources, access to information, recreation and leisure time,
housing, access to medical care, transport). Scoring for the areas was determined by taking
the arithmetic mean for each of them. It reflects the individual perception of the quality of
life in individual domains. The higher the number of points, the better the quality of life.

In order to demonstrate the relationship between a physically active lifestyle and
quality of life in the context of socio-demographic variables, the diagnostic poll method
was used. The original survey technique was applied to study the lifestyle of people
undertaking physical activity (assessment of their lifestyle as being physically active,
confirmed by participation in physical recreation and/or doing sports). The information
was confirmed with an analysis of the study programs, especially in terms of planned and
ongoing physical activities. For characteristics of the respondents and their assessment of
their quality of life, socio-demographic variables (major, age, marital status, professional
activity) were used.

4. Data Analysis

Before selecting the methods of statistical inference, the distribution normality of the
variables was examined. In all cases, an abnormal distribution was found, and therefore,
non-parametric statistics were used. Nonparametric statistics were applied in the analyses
of the results. The Kruskal–Wallis test (H) was used to compare several independent sam-
ples. In the case of determining the statistical significance of differences for the comparison
of two independent samples, the Mann–Whitney (U) test was employed. In qualitative
analyses, the trait frequency and the independence chi-squared test were used.

The effect size was calculated for each test: E2
R for the Kruskal–Wallis H test, Glass

rank biserial correlation (rg) for the Mann–Whitney U test, and Cramér′s V for the χ2 test.
The value of p ≤0.05 was assumed to be significantly different. Statistical calculations were
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made with Statistica 13.1 for Windows (StatSoft Sp. zo.o., Krakow, Poland) and Microsoft
Office Excel 2007 (Microsoft Sp. z o.o., Warsaw, Poland).

5. Results

According to the research, 285 women (mean age: 22.7 ± 4.90) participated in the study.
Most female students were in the age group of 20–22 (48.1%). The greatest number of people
aged ≤19 were female students of physical education (40.7%). The oldest (≥26 years) were
female students of social sciences (24.5%) (p < 0.001 for the χ2 test, p = 0.3 for Cramér′s V).
Female first-cycle students accounted for 59.7% (p < 0.001 for the χ2 test, p = 0.3 for Cramér′s
V). Most of the respondents were employed (62.5%), lived in cities (68.1%), and achieved
secondary education (66%) (p < 0.05 for the χ2 test, p = 0.2 for Cramér′s V). More than half of
the surveyed women had partners without being in formal relationships (56.5%). Only 7.7%
declared being married (p < 0.001 for the χ2 test, p = 0.2 for Cramér′s V) (Table 1).

Table 1. Socio-demographic characteristics of students (independence χ2 test and Cramér′s V.

Variables

Major Total (285)

p for χ2 Cramér’s VT&R
(n = 52)

PE
(n = 59)

PH
(n = 72)

SS
(n = 102)

n %

Age

p < 0.001 0.3
≤19 11.6 40.7 15.3 1.0 42 14.7

20–22 44.2 44.1 52.8 49.0 137 48.1
23–25 42.3 13.6 22.2 25.5 73 25.6
≥26 1.9 1.7 9.7 24.5 33 11.6

Degree of Study
p < 0.001 0.3First-cycle 55.8 84.8 65.3 43.1 170 59.7

Second-cycle 44.2 15.2 34.7 56.9 115 40.3

Gainful Employment

n.s. -Yes 61.5 64.4 54.2 67.7 178 62.5
No 38.5 35.6 45.8 32.2 107 37.5

Place of Residence

n.s. -
City <100 thousand 17.7 34.5 20.8 28.7 73 25.9
City >100 thousand 58.8 41.4 45.8 31.7 119 42.2

Village 23.5 24.1 33.4 39.6 90 31.9

Marital Status

p < 0.001 0.2
I am not in a
relationship 50.0 39.0 41.7 22.6 102 35.8

I have a partner 48.1 55.9 55.7 61.8 161 56.5
Married 1.9 5.1 2.8 15.7 22 7.7

* n.s., not significant; T&R, tourism and recreation; PE, physical education; PH, public health; SS, social sciences.

The majority of female students declared having a physically active lifestyle and
being rather physically active (75.4%) (Table 2). Female PE students most often assessed
their lifestyle as physically active (66.1%), while SS students were the least likely to do so
(14.7%). According to the study, 11.6% of the respondents practiced competitive sports
at that time, most often studying PE (30.5%). Research analysis showed that 68.4% of
women participated in physical recreation; most often, they werePE students (88.1%), and
least often were SS students (52.0%). All female students who assessed their lifestyle as
physically active or rather physically active undertook physical activity at a similar level
(participation in physical recreation and doing sports—in total 80.0%). Female PE students
more often participated in recreation and practiced competitive sports, as well as more
often assessed their lifestyle as physically active (p < 0.001 for the χ2 test), but the effect
size for these relationships was average (p = 0.3 for Cramér′s V).
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Table 2. Physically active lifestyle as assessed by the female respondents, participation in physical recreation, and doing
sports by major (independence χ2 test and Cramér′s V).

Variables

Major Total (285)

p for χ2 Cramér’s VT&R *
(n =52)

PE *
(n =59)

PH *
(n =72)

SS *
(n =102)

n %

Assessment of One’s Lifestyle

p < 0.001 0.3As physical active 25.0 66.1 20.8 14.7 82 28.8
As rather physically active 53.9 30.5 52.8 49.0 134 47.0

As not physically active 21.1 3.4 26.4 36.3 69 24.2

Competitive Sport
p < 0.001 0.3Yes 9.6 30.5 4.2 6.9 33 11.6

No 90.4 69.5 95.8 93.1 252 88.4

Participation in Physical Recreation
p < 0.001 0.3Yes 80.8 88.1 66.7 52.0 195 68.4

No 19.2 11.9 33.3 48.0 90 31.6

* T&R, tourism and recreation; PE, physical education; PH, public health; SS, social sciences.

General diversity was found between satisfaction with life and health and the assess-
ment of one′s lifestyle (p < 0.001, E2

R = 0.06; p < 0.001, E2
R = 0.07, respectively) (Table 3).

People who evaluated their lifestyle as physically active or rather physically active assessed
their satisfaction with life and satisfaction with health more highly than those evaluating
theirlifestyle as inactive (p < 0.001; p < 0.01 for the U test; p < 0.001; p < 0.05 for the U
test, respectively). These differences were confirmed by the above-average effect strength
(rg = 0.4). Moreover, female students who evaluated their lifestyle as physically active as-
sessed their satisfaction with life and health more highly compared to those who evaluated
their lifestyle as rather physically active (effect strength below average). Overall diversity
was observed in the physical, psychological, and environmental domains. In the physical
domain, higher scores were achieved by female students who assessed their lifestyle as
rather physically active compared to perceiving it as inactive (p < 0.05 for the U test). In the
psychological domain, female students who perceived their lifestyle as physically or rather
physically active achieved higher scores compared to inactive ones (p < 0.01 for the U test
U, rg = 0.3; p < 0.01 for the U test, respectively). In the environmental domain, the lowest
results were achieved by female students who perceived their lifestyle as inactivecompared
to physically active and rather active (p < 0.01; p < 0.01 for the U test, respectively). There
was no such diversity in the social domain.
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Table 3. Satisfaction with life, health, and particular domains of quality of life (WHOQOL-REF) of female students by a
physically active or not physically active lifestyle (U test, rg).

Specification Assessment of One’s Lifestyle

Value of p for U Statistics
Glass Rank Biserial

Correlation (rg)

Rank Means
As Rather
Physically

Active

As Not
Physically

Active

As Rather
Physically

Active

As Not
Physically

Active

Satisfaction with LifeH(2279) = 17.15E2
R =

0.06
p < 0.001

As Physically Active 0.034 0.001 0.2 0.4 161.94
As Rather Physically Active 0.006 0.2 140.93

As Not Physically Active 111.96

Satisfaction with HealthH(2279) = 20.81
E2

R = 0.07
p < 0.001

As Physically Active 0.002 0.000 0.2 0.4 167.30
As Rather Physically Active 0.022 0.2 137.28

As not Physically Active 112.76

Physical DomainH(2285) = 5.75
E2

R = 0.02
p < 0.05

As Physically Active 0.714 0.059 −0.1 0.2 147.13
As Rather Physically Active 0.021 0.2 150.99

As Not Physically Active 122.57

Psychological Domain
H(2285) = 11.0

E2
R = 0.03

p < 0.001

As Physically Active 0.397 0.002 0.1 0.3 157.38
As Rather Physically Active 0.004 0.2 148.49

As Not Physically Active 115.25

Social Domain
H(2285) = 0.34

E2
R = 0.01
n.s.

As Physically Active 0.567 0.874 −0.1 −0.1 139.40
As Rather Physically Active 0.733 0.1 145.89

As Not Physically Active 141.67

Environmental DomainH(2285) = 9.29
E2

R = 0.01
p < 0.05

As Physically Active 0.869 0.010 0.1 0.2 152.21
As Rather Physically Active 0.004 0.2 150.86

As Not Physically Active 116.78

The female respondents participating in physical recreation had a higher assessment
of quality of life and health, and better results in the environmental domain compared
to physically passive women (p < 0.01; p < 0.05; p < 0.05 for the U test, respectively).
Similarly, women who declared doing sports had higher satisfaction with their health
compared to those not doing sports (p < 0.05 for the U test), but the effect strength was
small (rg = 0.1–0.2) (Table 4).

Table 4. Satisfaction with life, health, and particular domains of quality of life (WHOQOL-BREF) of female students by
participation in physical recreation and sports (U test, rg).

Specification Answers
Value of

p for U Statistics
Glass Rank

Biserial Correlation (rg)
Rank Means

Physical Activity

Satisfaction with life
Yes 0.010 0.2 147.44
No 123.83

Satisfaction with health
Yes 0.028 0.1 146.49
No 125.90

Environmental domain
Yes 0.025 0.2 150.36
No 127.03

Doing Competitive Sport Satisfaction with health Yes 0.016 0.2 168.96

There was no general difference in the assessment of overall quality of life between
female students of selected majors. These differences were observed between the assess-
ment of quality of life by female PE and SS students (p < 0.01 for the U test; rg = 0.4) (Table
5). Female PE students rated their quality of life higher (the strength of the effect was
above average). A general differentiation was found in the assessment of satisfaction with
health by the respondents (p < 0.05 for the H test). Female PE students were also more
satisfied with health than female SS students (p<0.01 for the U test). This was confirmed
by the high strength of the effect (rg = 0.5). The general differentiation between women of
selected majors in the physical domain was confirmed (p < 0.05 for the H test). Differences
were observed between women studying PH and PE and PH and SS (p < 0.05, p < 0.05
for the U test; rg = 0.4, respectively). Female PH students, compared to female PE and SS
students, achieved higher results in the physical domain (above average effect strength).
Pairwise comparisons indicated differences in the physical domain between female T&R
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and SS students (p < 0.05 for the U test; rg = 0.4). Female T&R students achieved higher
scores in the environmental domain. There were no differences in the psychological and
social domains.

Table 5. Satisfaction with life, health, and particular domains of quality of life (WHOQOL-BREF) of female students by
major (H test, E2

R, U test, rg).

Specification Majors
PH * PE * SS * PH * PE * SS *

Rank Means
Value of p for U Statistics Glass Rank Biserial Correlation (rg)

Satisfaction with Life H(3279)
= 6.65

E2
R = 0.02

n.s.

T&R 0.890 0.134 0.356 0.1 −0.4 0.2 140.37
PH 0.086 0.399 −0.3 0.1 138.57
PE 0.011 0.4 160.29
SS 129.04

Satisfaction with Health H(3,
279) = 9.61
E2

R = 0.03
p < 0.05

T&R 0.860 0.228 0.107 0.1 −0.3 0.3 144.42
PH 0.141 0.114 −0.3 0.2 142.12
PE 0.002 0.5 160.75
SS 124.2

Physical
Domain

H(3285) = 8.61
E2

R = 0.03
p < 0.05

T&R 0.657 0.105 0.067 −0.1 0.4 0.3 155.74
PH 0.035 0.014 0.4 0.4 161.52
PE 0.780 0.1 132.05
SS 129.75

Environmental Domain
H(3, 285) = 6.45

E2
R = 0.02

n.s.

T&R 0.580 0.216 0.016 0.2 0.3 0.4 161.10
PH 0.539 0.092 0.1 0.3 150.95
PE 0.258 0.2 142.67
SS 128.33

* T&R, tourism and recreation; PE, physical education; PH, public health; SS, social sciences.

The overall quality of life and health satisfaction of the female students were not
related to their age; however, the general differentiation in the physical, psychological,
and social domains was confirmed (p<0.001; p<0.01; p<0.05 for the H-test, respectively)
(Table 6). Women aged 23–25 years had better results in the physical domain compared to
those aged ≤19, 20–22, and ≥26 (p<0.001, p<0.01, p<0.05 for the U test, respectively). In
the psychological domain, women aged 23–25 had higher scores compared to the group
of ≤19 year olds (p<0.001 for the U test; rg =−0.4) and 20–22 year olds (p<0.01 for the U
test; rg = −0.2). Female students aged 23–25 achieved higher results compared to female
respondents aged ≤19 in the social domain (p<0.01 for the U test; rg = −0.3).

Table 6. Satisfaction with life, health, and particular domains of quality of life (WHOQOL-BREF) of female students by age
(H test, E2

R, U test, rg).

Specification Age
20–22 23–25 ≥26 20–22 23–25 ≥26 Rank Means

Value of p for U Statistics Glass Rank Biserial Correlation (rg)

Physical Domain
H(3285) = 16.3432

E2
R = 0.06

p < 0.001

≤19 0.068 0.000 0.499 −0.2 −0.4 −0.1 112.58
20–22 0.008 0.416 −0.2 0.1 140.39
23–25 0.013 0.3 172.30
≥26 127.69

Psychological
Domain H(3, 285)

= 13.91
E2

R = 0.05
p < 0.001

≤19 0.108 0.000 0.154 −0.2 −0.4 −0.2 113.98
20–22 0.005 0.789 −0.2 −0.1 137.54
23–25 0.119 0.2 170.28
≥26 142.22

Social Domain H(3,
285) = 7.95
E2

R = 0.03
p < 0.05

≤19 0.161 0.009 0.605 −0.1 −0.3 −0.1 121.59
20–22 0.080 0.496 −0.2 0.1 141.93
23–25 0.053 0.2 162.85
≥26 130.75
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There was a general differentiation between the social domain of quality of life of
female students by marital status (p<0.001 for the H test; E2

R=0.2). Unmarried female
students achieved lower results compared to married women and women with partners
(p<0.001 for the U test, rg = −0.5; p<0.01 for the U test, rg =−0.4) (Table 7). These differences
were confirmed by the effect strength.

Table 7. Satisfaction with life, health, and particular domains of quality of life (WHOQOL-BREF) of female students by
marital status (H test, E2

R, U test, rg).

Specification Marital Status

Married Woman Having a Partner Married Woman Having a Partner
Rank Means

Value of p for U Statistics Glass Rank Biserial Correlation (rg)

Social Domain H(3, 285)
= 49.31E2

R=0.2
p<0.001

Single 0.000 0.005 −0.5 −0.4 97.82
Married Woman 0.430 0.1 170.13
Having a Partner 153.88

Female students undertaking work had higher scores of overall quality of life and
health satisfaction compared to those non-working (p<0.05; p<0.001 for the U test, respec-
tively), however, the effect size was small (Table 8). In terms of individual areas of quality
of life, these differences were not found.

Table 8. Satisfaction with life, health, and particular domains of quality of life (WHOQOL-BREF) of female students by
gainful employment/professional activity (H test, E2

R, U test, rg).

Specification Gainful Employment
No No

Rank Means

Value of p for U Statistics
Glass Rank Biserial

Correlation (rg)

Satisfaction with Life
Yes 0.025 0.1 147.71
No 127.59

Satisfaction with Health
Yes 0.000 0.2 151.72
No 121.15

6. Discussion

When undertaking the study, ahypothesis regarding the relationship between a phys-
ically active lifestyle and the quality of life of female students was adopted. It was also
assumed that major, age, marital status, and professional activity of the female respondents
may modify this relationship. Relationships between the assessment of one′s lifestyle and
the quality of life of female students of selected majors (physical education, tourism and
recreation, public health, social sciences) was observed. The assessment by female students
of their lifestyle as physically active or rather physically active was correlated with a better
overall quality of life in particular domains (except for the social domain) and greater satis-
faction with health. There were no differences in terms of personal relationships, sexual
activity, and social support (social domain). The majority of female students assessing
their lifestyle as physically active participated in physical recreation, and over 1/10 of
them practiced competitive sports. Earlier studies of physical activity of female students
of tourism and recreation and physical education confirmed greater physical activity and
more frequent practicing of sports by female students of physical education [24].

In nationwide diagnostic studies, it was found that people who undertook any kind
of physical activity achieved higher health scores [6]. It was also noticed that students
who regularly practiced aerobic exercise and strength training had a higher quality of
life than those physically inactive. It was also demonstrated that a significant modifier of
quality of life is high self-esteem resulting from physical activity [25–27]. Studies among
female students of various majors (including social sciences) indicated that a healthy
lifestyle (including activity and physical fitness) had an effect on a higher evaluation of
quality of life [28]. Students who were engaged in physical activity more typical for their
lifestyle experienced greater satisfaction with life [29]. A high level of quality of life was
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observed among students of various majors from Lviv who had a higher level of physical
activity [30]. Studies among Croatian youth show a higher level of physical activity among
physiotherapy students and their higher quality of life (in the physical and social fields)
compared to social sciences students who had lower levels of physical activity, but better
results in terms of the mentality domain [26]. At the same time, there are studies regarding
students of physiotherapy that do not confirm the relationship between a very high level
of physical activity of respondents and their self-esteem and quality of life, regardless of
gender [31]. However, a significant positive correlation between high levels of physical
activity and quality of life (in all domains) was found among Brazilian medical students
(both sexes). For students with low levels of physical activity, the correlation was only
significant in the case of the physical and social domains [32].

Differences in the quality of life of female students of selected majors were observed.
Physical education female students had a higher overall evaluation of quality of life and
expressed greater satisfaction with health compared to those studying social sciences.
Public health female students achieved higher results in the physical domain than those
studying physical education and social sciences. In the environmental domain, female
T&R students scored higher than female students in social sciences. Female social science
students had the lowest evaluation for overall quality of life, as well as in the physical
and environmental domains, and were the least satisfied with their health. Higher results
of public health female students in the physical domain (pain and discomfort, drug and
treatment dependency, energy and fatigue, mobility, rest and sleep, everyday activities,
ability to work) may result from better coping with various situations by these female
students, who, as a result of their preparation, are more aware of how their bodies work
and are more prone to pro-health behavioral choices. Similarly, higher scores of female T&R
students in the environmental domain (safety, neighborhood, financial resources, access
to information, recreation and leisure time, housing, access to medical care, transport) are
probably the result of studies in this field.

Comparisons of students of physical education and other faculties of the T.C.Hitit Uni-
versity (Corum, Turkey) showed that quality of life, along with the physical, mental, social,
and environmental domains, was higher among people studying physical education [33].
It has also been shown that the probability of a high level of perceived overall quality of life
rises with the increase in the level of physical activity of people aged 18–64 [14]. Physical
activity and sleep duration had a positive effect on the quality of life of Chinese medical
students [34]. Studies of Polish students of various majors (public health, physiotherapy,
tourism and recreation, psychology, pedagogy, and theology) indicated that only some
types of physical activity show a positive relationship with quality of life. Physical activity
in the household was most positively and significantly correlated with quality of life [35].
It should be noted that women are more active in housework, and men are more active
in their leisure time [36]. Housework comprises activities that result from daily duties.
Despite the physical exertion associated with them, this activity cannot be classified as a
lifestyle, the essence of which is having a choice. Despite some inconsistencies of the results
of various studies resulting from the comparison of female students of many majorsin
different periods of time, often using different methods, there is a relationship between the
choices regarding a physically active lifestyle and quality of life.

It was confirmed that socio-demographic factors (age, marital status, and professional
activity) modify the relationship between the choice of a physically active lifestyle and
quality of life of female students of selected majors. In the study, it was observed that
women aged 23–25 assessed their quality of life the highest in the physical, psychological,
and social domains, while the youngest students aged ≤19 assessed them the lowest.
Additionally, a tendency towards lower quality of life scores among women aged ≤26 was
noticed. These results have been partially confirmed by other studies [5]. Senior students
perceived quality of life in the physical and environmental domains as lower. The results
in the physical domain were significantly higher for the fourth year respondents compared
to the first year (younger) ones. International studies of nursing students (Chile, Egypt,
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Greece, Hong Kong, India, Kenya, Oman, Saudi Arabia, and the USA) showed that they
achieved the highest level of quality of life in the physical domain and the lowest in the
social domain. The main determinants of quality of life include, among others, age [37].

It was observed that the quality of life of female students in the social domain increased
with being in a formal or informal relationship. A study of dentistry students in the United
States showed that single students (especially men) perceived quality of life lower than
married students [5].The quality of life of medical students improved among married
people [38]. Research conducted among Chinese medical students (without a gender
breakdown) shows that, among others, family satisfaction had an effect on quality of
life [20].

It was noticed that female students undertaking paid work were characterized by a
higher quality of life and health satisfaction. However, there were no differences between
working and non-working women in the particular domains of quality of life. Research
has shown that increasing working hours has a negative impact on academic performance.
Students who work full-time while studying are less likely to complete their studies than
those who work part-time ordo not work at all [39].

The obtained research results show the importance of physical activity for the quality
of life of the respondents. The study confirmed other studies conducted by researchers
in various countries around the world, as outlined above. However, a comparison of the
obtained results with the research conducted in the United States, among others, deserves
attention. The results of a study conducted at US universities showed that women taking up
sports (regardless of the chosen field of study) displayed higher health-related satisfaction.
Particular attention was paid to the consistency of undertaken physical exercises and the
choice of various forms of physical activity [40]. Research conducted in France also proved
the impact of various forms of physical activity on overall quality of life, as well as on health
satisfaction [41]. The impact of physical activity on health is a widely studied topic among
Chinese students. Our study confirmed that socio-demographic factors have a significant
impact on quality of life. The research carried out by Chinese researchers showed (and
confirmed the results of this study) that female students who were not in a relationship
and did not take up paid work were characterized by a lower quality of life [42].

In search of factors positively influencing the quality of life of society, it seems nec-
essary to promote a physically active lifestyle (regular physical activity, participation in
physical recreation, doing sports) not only among students of physical culture sciences
and public health, but also other majors. The observed differences in the quality of life and
satisfaction with health of female students of particular majors require targeted programs
improving the quality of life of female students at various stages of their studies. Such ac-
tivities increase the health potential of the individual and society, not only in the biological,
but also psychosocial dimension.

The use of standardized questionnaires in further research will allow for a wider
observation of the quality of life of women. In addition, increasing the number of respon-
dents would help in further determining the quality of life of the respondents, as well
as in assessing the impact of an active lifestyle on quality of life, which the respondents
considered crucial for strengthening and improving health. After extensive research in the
group of university students, more constructive conclusions can be drawn that would allow
specific preventive measures to be taken from an early age in order to change incorrect
health behaviors (especially increasing physical activity), and thus improve the health and
quality of women’s lives.

7. Conclusions

A higher overall quality of life and satisfaction with health of female students evaluat-
ing their lifestyle as physically active compared to those who were inactive was indicated
in the research. Better results in the physical, psychological, and environmental domains of
women with a physically active lifestyle were also confirmed. Higher scores for overall

115



IJERPH 2021, 18, 5194

quality of life and in the environmental domain, as well as greater satisfaction with health,
were characteristic of female students participating in physical recreation.

The impact of the selected descriptive variables on overall quality of life was observed.
Higher scores for overall quality of life and health satisfaction were seen among female
PE students. PH students scored better in the physical sphere, while T&R students were
better in the environmental sphere. Students aged 23–25 performed better in physical,
psychological, and social domains. The influence of respondents’ marital status on quality
of life was also observed: having a partner or a spouse had a positive effect on the quality
of life of female students, defined by the social domain. Students who took up gainful
employment were characterized by a high overall quality of life and health satisfaction.
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Abstract: The achievement of high performance levels in a complex structured sport such as karate
is determined by the competitor’s physical fitness, fighting technique, tactics and mental state.
This study aimed to identify the most important determinants of top-level performance in karate.
Methods: The participants were 32 karate competitors (12 women and 20 men) aged 18–25 years. A
series of tests measuring 11 anthropometric features was undertaken twice during a year, separated
by a 6-week interval during a training camp at the Olympic Preparation Center in Walcz, Poland.
Motor skills were measured with strength, speed, endurance, flexibility and reaction time tests.
Special motor fitness was assessed with tests of karate technical skills. The results were subject to
statistical analysis using multiple stepwise regression of the Polish Karate Federation ranking points
as the dependent variable. Results: The multiple regression analysis revealed two main determinants
of high scores in female and male karate competitors. In women, these were thigh circumference and
the speed of the mawashi-geri-kick roundhouse technique (i.e., the maximum number of delivered
kicks in 30 s), whilst for men they were the extent of the sideway leg swing to the highest possible
height (yoko-geri) and general endurance assessed with the bent arm hang test. Conclusion: Karate
training should account for the determinants of high-level competitive karate performance identified
in this study. Strengthening the lower limbs, exercises increasing hip joint mobility, low position
movements, performing leg techniques in various planes and applying external loads undoubtedly
increase a karate athlete’s strength and lead to the development of a more extensive repertoire of
karate leg techniques, especially at the highest-scoring head level (jodan).

Keywords: special motor fitness; speed; flexibility; endurance

1. Introduction

The martial art of karate requires highly developed technical skills, which, amongst
others, include control of static and dynamic movements. Karate is a highly dynamic
tournament sport. Both kumite and kata are karate techniques performed in an extremely
dynamic, precise and coordinated fashion. Karate has a complex structure, and the com-
petitors’ physical fitness, technique, tactics and mental state all affect successful perfor-
mance [1,2]. During a kumite fight, attacks need to be executed at maximum speed to
ensure that the attacker’s hand or the foot reaches its target without the opponent being
able to respond [3]. Such fights are highly dynamic and intense [4]. Karate competitors’
actions are based on acyclic movements, and numerous muscle groups and all four limbs
are engaged during combat. Karate fighters need to possess a great deal of strength to
ensure that rapid movements are deployed with high precision. Attacking actions are
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often executed at very high speeds in karate training and competition, during which the
fighters must strike before their opponents have any chance to defend themselves from an
attack or counterattack. During combat, a karate contestant’s effectiveness is determined
by multiple factors, such as on their adopted technique, tactics and motor skills [5,6].
Achieving championship-level performance requires undertaking long-term training to
ensure the body is properly, morphologically and physiologically, conditioned. Successful
performance in karate is known to depend on many factors, such as the competitor’s
somatic build, fitness, level of technical preparation and mental state [4,7,8].

Becoming a sport champion is a long-term process that begins with the involvement
of children and adolescents in sport. The first stage of a sports career is a functional com-
ponent of competitive sport and it always lays the foundations for future championships.
Maintaining an appropriate training system is key in championship building. Training
should be optimized for achieving the best results and aimed at rationalizing the improve-
ment of a contestant’s functions and skills at every stage of their biological and sporting
development. Solutions are still being sought to develop the best selection criteria and to
overcome limitations. Performance outcomes have always constituted such criteria, whilst
limitations have been the principal determinants of the body’s biological development and
functional capabilities. High-level sport performance can be only achieved by contestants
in the right conditions. Selecting the appropriate morphological criteria for a given sport is
vital because the body’s somatic structure is strongly determined by genetics, which can be
modified by training only to a limited extent [9–11].

The long-term process of rationally targeted athlete training is determined by a model
use of specific requirements for any given sport defined as target characteristics. Obviously,
such requirements vary from sport to sport, including the rate at which a contestant is
prepared, and are set against the functional capabilities of the developing body. From
a holistic perspective, the optimal development of physical fitness is required for any
athlete [12,13].

The correct assessment of the effects of movement stimulation depends on carrying
out accurate and reliable diagnoses of an individual’s physical and psychomotor devel-
opment at various stages of ontogenesis and training. Such diagnostic outcomes allow
the development of optimal programming of various elements of sports training and the
coordination of athlete’s motor skills, according to the goals set for each stage of sports
advancement.

The methods of assessment of physical fitness have been developed for broadly
understood karate and other combat sports. The most comprehensive approach is Specific
Physical Fitness Tests (SPFT), consisting of the hip speed test, “jodan-tsuki” punch test,
“chudan-tsuki”, “mawashi-geri” flexibility test, “mawashi-geri” kick test for the “jodan”
level and flexibility test [14]. The SPFT was subsequently modified by Sterkowicz and
Franchini [15], and Adamczyk et al. [14] proposed a modification of Story’s speed rating
by assessing the strength measured with the bench press test in various body positions and
endurance based on the number of circular kicks at the chest level in 90 s per punching
bag. Koropanovski et al. [16] used the Sideward Leg Splits Test (SdLS) [17] for flexibility,
acceleration and speed; the strength Countermovement Jump (CMJ), also used in judo;
Standing Triple Jump (STJ); as well as the shuttle run for aerobic capacity assessment [18].
The same battery of tests was used by Koropanovski et al. [19] in their assessment of
advanced athletes. The treadmill has also been used to assess aerobic capacity in trials
following R.A. Bruce’s modified protocol. Anaerobic capacity has been assessed with the
Wingate cycloergometer test [20]. Simple Reaction Time (SRT), Choice Reaction Time (CRT)
and Decision Time (DT) ratings are also included in the test pool [21].

The aim of the present study was to determine the morphological and motor determi-
nants of successful Shotokan karate performance in male and female practitioners.
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2. Materials and Methods

The initial study pool consisted of 35 karate competitors; however, 3 were excluded
due to injury. The number and classification of karate competitors are determined at the
beginning of each year by the Board of the Polish Karate Federation. The participants
were members of the World Karate Federation, who took part in major international
competitions, e.g., the World Championships, European Championships and Olympic
Games.

The study group comprised 32 karate competitors (12 women and 20 men) aged
18–25 years ranked from 1 kyu to 3 Dan. A series of tests was performed twice (i.e., at
two stages) during one year, at an interval of 6 weeks during training camp events at
the Olympic Preparation Center in Walcz, Poland. Eleven anthropometric features were
measured describing the basic characteristics of the contestants’ somatic build. Physical
fitness was measured with the use of 16 motor skills tests of strength, speed, endurance,
flexibility and reaction time. Special motor fitness was assessed with 5 tests of karate-
specific technical skills, measuring special speed, endurance, and flexibility. The study was
conducted in accordance with the Declaration of Helsinki and the National Statement of
Intent as well as the Human Research Ethics Guidelines, and was approved by the Institute
for Research in Biomedicine of the Poznan University of Medical Sciences (2008-11-13;
Ethics Approval Number: 1101/08). All participants provided their written consent to take
part in the tests after familiarizing themselves with the study protocol.

The study was conducted during the first 3 days of the athletes’ stay at the Olympic
Preparation Centre, in the same sequence, on each study day. On the first day, anthropomet-
ric characteristics of athletes’ somatic build were measured, including the times of simple
and complex reaction to optical and acoustic stimuli. On the second day, the remaining
tests of physical fitness were carried out, with the exception of the athletes’ endurance
assessment. On the third day, karate-specific tests of special motor fitness, special speed,
special endurance and special flexibility were performed. The Beep-Test was carried out as
the last measurement. On each day, the tests were performed 2 h after a standard breakfast.

2.1. Anthropometrics

Body mass and body height were measured with the WPT 60/150 OW medical scales
(Radwag®, Radom, Poland) to the nearest 100 g. The first author of the study carried the
anthropometric measurements of the circumferences of the arm, forearm, thigh and lower
leg as well as the length of the upper and lower limbs using a tape measure graduated in
0.1 cm increments, following the procedure in Norton [22]. The thickness of three skinfolds
was also measured at the right side of the body using a Harpenden Skinfold Caliper to
the nearest 0.1 mm (graduation 0.2 mm, range 80 mm) at the following sites: suprailiac
(immediately superior to the iliac crest in midaxillary line), subscapular (the undermost tip
of the inferior angle of the scapula) and the calf (a vertical pinch parallel to the long axis of
the leg). The observed differences between the three measurements of body weight, body
height, and limb length were <1%. The differences in skinfold measurements amounted
to <5%.

2.2. Physical Fitness

The karate athletes’ physical fitness was assessed with tests measuring the main
motor skills, such as strength, speed, endurance, flexibility and reaction time. There
were nine assessments of strength (static, dynamic, functional and maximal) as well as
a hand movement speed test, flexibility test (torso forward), endurance test (Beep-Test)
and criterion-related 20-m shuttle run test for estimating cardio-respiratory fitness [23].
There were also five tests measuring the time of simple and complex reactions of the limbs
(responses to optical and acoustic stimuli). Sixteen tests assessing all round fitness were
carried out in total. An in-house time counter with an electronic auxiliary MC-2 device
(VOLTCRAFT®, Lindenweg, Hirschau/Germany) as well as an electronic device with an
auxiliary MCZR/ATB 1.0 light (INFO-ELEKTRO, Ruda Śląska, Poland) set were used. Both
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devices were designed at the Research and Teaching Aid Department of the University of
Physical Education in Poznan. For tests involving more than 1 repetition, each successive
trial was performed in resting conditions, i.e., after the heart rate returned to baseline, so
that each trial was performed under the same conditions.

2.2.1. Simple Reaction Time of the Feet (Optical Stimulation)

Each participant had to react as quickly as possible to 10 consecutive light impulses
by pressing a foot against the pedal attached to a special platform on the ground. The
arithmetic mean of the times was used for analysis after cutting off the three top and the
three bottom times [21].

2.2.2. Simple Reaction Time of the Hands (Optical Stimulation)

The measurements were performed to the nearest 0.001 s. Each participant had to
react as quickly as possible to 10 consecutive light impulses by pressing a button on a
special hand-held handle with a thumb. The arithmetic mean of the times was used for
analysis after cutting off the three top and three bottom times [21].

2.2.3. Complex Reaction Time of the Upper Limbs (Optical Stimulation)

The measurements were performed with an accuracy of 0.01 s. Each participant had
to react as quickly as possible to 15 consecutive light impulses by pressing the buttons on
hand-held handles with the thumbs. Each hand corresponded to a respective color. If an
orange bulb was lit, no reaction was to be produced. The arithmetic mean of the times was
used for analysis after cutting off the three top and the three bottom times [21].

2.2.4. Complex Reaction Time of the Upper and Lower Limbs (Visual and
Acoustic Stimulation)

The measurements were performed with an accuracy of 0.01 s. Each participant had
to react as quickly as possible to 10 consecutive light and sound impulses, pressing the
thumbs on the buttons on hand-held handles, and the feet on the pedals mounted on
a special platform on the ground. Each limb was assigned only one type of pulse. The
arithmetic mean of the times was used for analysis after cutting off the three top and three
bottom times [21].

2.2.5. Hand Movement Speed (Disc Tapping)

Each participant was to touch alternately two spaced disks with the more efficient
hand as fast as possible. A participant, standing in front of the table, put his or her less
efficient hand on a rectangle in the middle between the disks. At the command “Start” he
or she made 25 movements back and forth (a total of 50 touches). Every touch was loudly
counted, and the command “Stop” ended the test. The test was performed twice and the
better score was recorded. The results were measured to the nearest 0.1 s.

2.2.6. Strength Measurement

Participants performed a forward throw with a swing of a 2 kg medicine ball while
standing in front of a line. The ball was held behind the head with both hands. If, after the
throw, the participant crossed the throwing line, the test was not scored. Each participant
was allowed three attempts and the measurements were taken with an accuracy of 0.1 m.
The better result was used for analysis.

2.2.7. Grip Strength

Hand grip strength was measured using a manual dynamometer (Lafayette 78010,
Lafayette Instrument Company, Lafayette, IN, USA). Each participant took an upright
posture with the arms at the sides, not touching the body, slightly bent at the elbows during
the measurement [24]. The test was repeated three times with a 1-min break between the
attempts to avoid the effects of muscle fatigue. Both the right and the left hands were tested,
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and the highest score by the hand declared as dominant was used for further analysis. The
accuracy of the measurement was 0.01 kg.

2.2.8. Long Jump

Participants performed a standing broad jump on a mattress. Standing with their legs
astride in front of the starting line each participants bent their knees and swung their arms
backwards. After take-off, each participant attempted to make the longest possible jump
possible and land on both feet. The test was performed 3 times and the best result was
used for analysis.

2.2.9. Bent Arm Hang

With the examiner’s assistance, each participant performed a pull up on a 2.5 mm
diameter bar, with the arms bent in such a way that the chin was at the level of the bar. In
this position, each participant tried to hold on the bar as long as possible. The test was
completed when the participant’s eyes were at the same level as the bar. The hang time
was measured to the nearest 0.1 s.

2.2.10. One Repetition Maximum Bench Press Test (1 RM Test (One Repetition Maximum
Bench Press Test))

The athletes lay down on a horizontal bench with their legs bent at a right angle and
the feet resting on the ground. Each participant gripped the barbell placed at a distance of
shoulder width using both hands. Next he or she lifted the barbell from the rack, lowered
it on the chest, and lifted it up with the upper limbs fully extended. After the test the
participant put the barbell back on the rack, with assistance if necessary. The starting
weight was determined individually by each athlete, and the progression of the barbell
load was 2.5 kg. Two failed attempts excluded the athlete from the test.

2.2.11. Attainable flexure

With the hands clasped together at the nape of the neck, in a supine position on the
mattress, the participant touched the mat with their back and then returned to the supine
position, with their elbows touching the knees. The feet rested on the mat and the test
consisted of a maximum number of repetitions in 30 s.

2.2.12. High Jump

Each participant stood on a box equipped with a centimeter scale on one of its walls,
embracing the box edge with the toes. The standing surface level was marked as 0. With
the legs straightened in the knee joints and arms straightened down, the participants
performed a maximum downward bend. The score was marked on the front wall of the
box when the lowest position was reached. If the fingers of both hands were not on the
same line, the mean distance for both hands was considered for analysis. The test was
performed 3 times and the best result was used for analysis.

2.2.13. Endurance Testing: Beep Test

The test took place in a sports hall. The participants completed a number of 20 m runs
from one line to another. The test started on a sound signal, and the running pace was
determined by time intervals defined by successive sound signals. After each beep, the
runner had to cover a distance of 20 m. The starting pace was very slow but kept increasing
with the changing attempt levels. The runner had to maintain the pace, and the test ended
when the participants exceeded the time limit necessary to complete the given distance
twice [23].

2.3. Special Motor Fitness

The test aimed to assess the participants’ karate-specific skills. Each participant
delivered punches that were counted by the instructor and recorded with a video camera
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placed on a fixed tripod at the participant’s side at a right angle. Special speed was
measured with the choku-tsuki test (maximum number of straight hand punches performed
in 10 s); special endurance test with the maximum number of uraken-uchi + gyaku-zuki
combined attacks executed in 30 s and the mawashi-geri test (maximum series of kicks
performed in 30 s); and special flexibility with the yoko-geri test (a side kick up to a
maximum height, so-called ‘Turkish twine’). In total, 5 tests were used to assess the karate
competitors’ special motor fitness [25–27].

2.4. Statistical Analysis

Summary statistics consisted of means and standard deviations (with 95% confidence
limits). The Shapiro–Wilk test was used to test for normality of the distribution. Data were
subjected to multiple stepwise regression analysis in which the best set of independent
variables was selected and the coefficients of determination (R squared) were estimated
for the variables in the model. Lambda ridge regression was also performed, which is a
more stringent test that takes into account the variance around the coordinates’ origin. It
often allows those model determinants present in excess to be eliminated as well as any
variables of minimal significance. All in all, the set of independent variables thus contained
33 items. The dependent variable was the number of ranking points awarded to each karate
competitor by the Polish Karate Federation (PKF) according to official regulations. The
PKF introduced a ranking points system in 2006. The points are used to determine the best
athletes in particular competitions and weight categories and are the basis for appointing
competitors to the national karate team. All karate athletes participating in the tests took
part in the same competitions. It should be noted that the Poland national team members
are obliged to participate in competitions in which ranking points are awarded, except for
cases when a competitor is injured.

The degrees of correlation were set according to the following ranges: <0.10 trivial,
0.10 to 0.30 small, 0.30 to 0.50 moderate, 0.50 to 0.70 large, 0.70 to 0.90 very large and 0.90
to 1.00 almost perfect [28]. The level of statistical significance was set at p < 0.05 in all
cases. The obtained results were analyzed statistically using the Dell Statistica data analysis
software system (version 13, software.dell.com, Dell Inc., Round Rock, TX, USA).

3. Results

Table 1 presents the anthropometric and physical fitness characteristics and special
motor fitness test results of the karate competitors under study.

Table 1. Mean values of the anthropometric and physical fitness characteristics and special motor fitness test results of male
and female karate competitors.

Variable
n (20) Men n (12) Women

M ± SD 95% CI M ± SD 95% CI

Age (years) 20.40 ± 4.16 (18.45–22.35) 20.92 ± 3.00 (19.01–22.82)
Height (cm) 176.25 ± 6.31 (173.30–179.20) 165.08 ± 6.11 (161.20–168.97)
Weight (kg) 70.35 ± 8.14 (66.54–74.16) 58.58 ± 5.52 (55.08–62.09)

Lower limb length (cm) 91.75 ± 4.14 (89.81–93.69) 87.00 ± 3.28 (84.92–89.08)
Upper limb length (cm) 77.30 ± 3.73 (75.55–79.05) 73.08 ± 3.23 (71.03–75.14)

Thigh circumference (cm) 53.85 ± 4.33 (51.82–55.88) 55.58 ± 3.42 (53.41–57.76)
Shin circumference (cm) 38.15 ± 2.68 (36.90–39.40) 36.33 ± 1.92 (35.11–37.55)
Arm circumference (cm) 32.15 ± 4.06 (30.25–34.05) 28.33 ± 2.39 (26.83–29.85)

Forearm circumference (cm) 28.40 ± 2.90 (27.38–29.42) 25.00 ± 1.60 (23.99–26.01)
Shoulder skinfold (mm) 11.36 ± 2.64 (10.12–12.59) 11.52 ± 1.63 (10.48–12.55)
Stomach skinfold (mm) 10.07 ± 1.72 (9.27–10.87) 10.52 ± 2.04 (9.22–11.82)

Shin skinfold (mm) 8.54 ± 1.31 (7.93–9.15) 8.83 ± 1.04 (8.17–9.50)
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Table 1. Cont.

Variable
n (20) Men n (12) Women

M ± SD 95% CI M ± SD 95% CI

Simple reaction time: right leg (optical
stimulation) (s) 0.28 ± 0.04 (0.26–0.29) 0.29 ± 0.03 (0.27–0.31)

Simple reaction time: left leg (optical
stimulation) (s) 0.27 ± 0.02 (0.25–0.28) 0.28 ± 0.03 (0.26–0.30)

Simple reaction time: hands (optical
stimulation) (s) 0.23 ± 0.01 (0.22–0.23) 0.23 ± 0.02 (0.22–0.24)

Simple reaction time: hands (acoustic
stimulation) (s) 0.15 ± 0.02 (0.14–0.16) 0.16 ± 0.02 (0.14–0.17)

Complex reaction time: hands (s) 0.31 ± 0.04 (0.29–0.33) 0.30 ± 0.03 (0.28–0.32)
Complex reaction time: hands + legs (s) 0.39 ± 0.05 (0.37–0.42) 0.41 ± 0.09 (0.35–0.47)

Disk tapping (number) 93.30 ± 6.22 (90.39–96.21) 95.00 ± 11.78 (87.52–102.48)
Medicine ball throw (cm) 1147.00 ± 201.50 (1052.70–1241.30) 845.00 ± 115.17 (771.83–918.17)

Grip strength (kg) 44.30 ± 9.55 (39.83–48.77) 29.00 ± 3.62 (26.70–31.30)
Long jump (cm) 254.85 ± 20.18 (245.40–264.30) 215.08 ± 15.01 (205.55–224.62)

Bent arm hang (s) 46.60 ± 9.35 (42.22–50.98) 30.42 ± 14.43 (21.25–39.58)
Bench press 1 RM test (kg) 65.50 ± 15.89 (58.07–72.93) 40.00 ±10.66 (33.23–46.77)

Flexure to sit down (amount) 41.70 ± 4.86 (39.43–43.97) 37.83 ± 6.04 (33.99–41.67)
Attainable flexure (cm) 21.20 ± 4.80 (18.95–23.45) 17.08 ± 6.47 (12.97–21.20)

High jump (cm) 55.75 ± 8.83 (51.62–59.88) 42.17 ± 6.39 (38.10–46.23)
Beep Test 57.28 ± 6.25 (54.36–60.20) 49.90 ± 9.53 (43.85–55.95)

Straight punch-choku-zuki (number of
punches) 77.10 ± 10.15 (72.35–81.85) 71.00 ± 12.55 (63.03–78.97)

Hand punching combinations: uraken-uchi +
gyaku-zuki, i.e., reverse fist +reverse punch

(number of punches)
74.60 ± 8.95 (70.41–78.79) 64.00 ± 9.15 (58.19–69.81)

Mawashi-geri, i.e., spin kick (number of kicks) 55.90 ± 5.26 (53.44–58.36) 46.25 ± 7.14 (41.72–50.78)
Leg upswing (side kick) (cm) 175.52 ± 11.50 (170.52–181.28) 159.17 ± 12.45 (151.25–167.09)

Cross-sectional stride (cm) 22.60 ± 11.45 (17.24–24.00) 13.92 ± 7.59 (9.10–18.74)

Results expressed as M = mean, SD = standard deviation (confidence intervals 95%).

The independent variables comprised the determinants of sport performance that
generally described the contestants’ morphological features, physical fitness and special
motor fitness.

Most of the variables considered ‘independent’ were, in fact, logically speaking,
dependent on many factors; however, this is beyond the scope of this paper. The multi-
stepwise regression allowed the best set of independent variables to be chosen and to
precisely establish the sets of factors responsible for sporting outcomes in karate as well
as their relative importance as determinants. In addition, a similarly acting lambda ridge
regression was performed, which is, however, a more stringent procedure, which explained
the variance around the coordinates’ origin. It also allowed for rejecting those determinants
that excessively or insignificantly contributed to the general model.

Six features were found to fit the model in the first part of the study for female
participants, using stepwise multiple regression that, jointly in effect, determined the
dependent variable at 100%. Each subsequent variable added was decreasingly less and less
significant, but when taken together they practically accounted for the dependent variable
in its entirety. Thigh circumference was found to be the most significant variable at 76%
(R-squared), followed by the foot kicking rate (mawashi-geri) at 19% (R-squared change);
the remaining independent variables taken together accounted for only 4% (Table 2).
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Table 2. Summary regression details from the 1st study stage for female participants; dependent
variable = ranking points.

Determinant/Feature
Ensuing

Stage

Multiple
Correlation

Cumulative
Coefficient of

Determina-
tion

Partial
Coefficient of

Determina-
tion

p

R R- Squared R- Squared

Thigh circumference (cm) 1 0.8746 0.7649 0.7649 0.1416
Mawashi-geri, i.e., spin kicks
(maximum number)

2 0.9802 0.9609 0.1960 0.1254

Choku-zuki, i.e., straight
punches (maximum number)

3 0.9907 0.9815 0.0206 0.2811

Long jump (cm) 4 0.9981 0.9962 0.0147 0.1800
Flexure to sit down (number) 5 0.9998 0.9996 0.0033 0.1377
Bench press 1 RM test (kg) 6 1 1 0.0003 0.0189

Likewise, the model also included six features in the second part of the study that
when taken together practically determined the dependent variable in its entirety (100%).
It was found that three features fit the model in both the first and second stages of the
study (i.e., thigh circumference, mawashi-geri and long jump), while the other three did
not (Tables 3 and 4).

Table 3. Summary regression details from the 2nd study stage for female participants; dependent
variable = ranking points.

Determinant/Feature
Ensuing

Stage

Multiple
Correlation

Cumulative
Correlation

Partial
Correlation

R R- Squared R- Squared p

Thigh circumference (cm) 1 0.8705 0.7579 0.7579 0.1443
Mawashi-geri, i.e., spin kicks
(maximum number) 2 0.9713 0.9435 0.1856 0.1538

Long jump (cm) 3 0.9853 0.9709 0.0273 0.3025
Leg upswing (cm) 4 0.9950 0.9901 0.0192 0.2489
Shoulder skinfold (mm) 5 0.9990 0.9980 0.0078 0.2133
High jump (cm) 6 1 1 0.0019 0.0073

Table 4. Summary details of lambda ridge regression from the 1st study stage for female participants;
dependent variable = ranking points.

L = 0.10000, R = 0.94747702, R2 = 0.89771271
F(2.5) = 21.941 p < 0.00335, Estimated Standard Error: 106.04

Standardized
Regression
Coefficient

Standard
Error

Unstandardized
Regression
Coefficient

Standard
Error

BETA BETA B B p

Free W 1760.59 843.884 0.0913
Thigh circumference (cm) −0.6100 0.1485 −47.7082 11.615 0.0092
Mawashi-geri, i.e., spin
kicks (number of kicks) 0.4670 0.1485 23.4520 7.4577 0.0255

As expected, the ridge regression left two determining variables in the model. The
multiple regression analysis and the consistency of outcomes from the first and second
parts of the study on female karate competitors revealed two basic variables with a decisive
influence on high karate performance: thigh circumference and mawashi-geri (i.e., the
maximum number of kicks performed in 30 s) (Table 5).
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Table 5. Summary details of lambda ridge regression from the 2nd study stage for female participants;
dependent variable = ranking points.

L = 0.10000, R = 0.96733337, R2 = 0.93573385
F(4.3) = 10.920 p < 0.03916, Estimated Standard Error: 108.51

Standardized
Regression
Coefficient

Standard
Error

Unstandardized
Regression
Coefficient

Standard
Error

BETA BETA B B p

Free W. 1984.509 914.2573 0.1183
Thigh circumference (cm) −0.5172 0.1888 −41.352 15.0940 0.0713
Mawashi-geri, i.e., spin kicks
(maximum number) 0.3119 0.1754 13.2209 7.4355 0.1734

Hand punching
combinations; uraken-uchi +
gyaku-zuki, i.e., reverse fist +
reverse punch (number of
punches)

0.3215 0.2011 9.7345 6.0887 0.2081

Forearm circumference (cm) −0.2041 0.1692 −32.274 26.7466 0.3140

Table 6 presents determinants of karate performance as defined by the number of
ranking points. The model includes 10 characteristics that together determine the depen-
dent variable as a whole (100%). Table 7 lists the determinants of karate performance in the
order in which the variables enter the multiple regression model in consecutive “steps”.
The most significant determinant was yoko-geri, which explained the dependent variable
in 64% (R-square), followed by lower limb length at 13% (R-square change) and lower leg
circumference at 20%. The remaining independent variables collectively accounted for
about 2% of the determining factors; thus, like in the case of female karate competitors, they
can be ignored. Table 8 presents the results of the multiple stepwise regression analysis
of the second series test results determining karate performance. The model includes 9
characteristics determining the dependent variable in almost 100%. Three variables in
the model were the same as for the first series tests (yoko-geri, bent arm hang and arm
circumference).

The multiple regression analysis results and the consistency of the results of the first
and second series of tests revealed two variables with a decisive impact on the sport
performance of male karate competitors: yoko-geri (side kicks up to the highest possible
height) and bent arm hang determining overall endurance (Table 9). It can be concluded
that male karate competitors with significantly high endurance levels, i.e., ability to fight
without fatigue and accurately hit the opponent in upper body areas (head and neck), will
have a greater chance of achieving top results in karate.

Table 6. Summary regression details from the 1st study stage for male participants; dependent
variable = ranking points.

Determinant/Feature
Ensuing

Stage

Multiple
Correlation

Cumulative
Coefficient of

Determina-
tion

Partial
Coefficient of

Determina-
tion

R R- Squared R- Squared p

Leg upswing (cm) 1 0.7997 0.6395 0.6395 0.1483
Lower limb length (cm) 2 0.8787 0.7721 0.1326 0.2622
Shin circumference (cm) 3 0.9874 0.9750 0.2028 0.0785
Flexure to sit down (number) 4 0.9931 0.9864 0.0113 0.2492
Bench press 1 RM test (kg) 5 0.9966 0.9932 0.0068 0.2462
Shinfold thickness (mm) 6 0.9979 0.9959 0.0027 0.3169
Complex reaction time:
hands (s) 7 0.9994 0.9989 0.0029 0.1863

Forward flexure (cm) 8 0.9999 0.9998 0.0009 0.1348
Bent arm hang (s) 9 0.9999 0.9999 0.0001 0.1009
Arm circumference (cm) 10 1 1 6.38 × 10-6 0.0058
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Table 7. Summary regression details from the 2nd study stage for male participants; dependent
variable = ranking points.

Determinant/Feature
Ensuing

stage

Multiple
Correlation

Cumulative
Coefficient of

Determina-
tion

Partial
Coefficient of

Determina-
tion

R R- Squared R- Squared p

Leg upswing (cm) 1 0.7387 0.5457 0.5457 0.1879
Complex reaction time hands
+ legs (s) 2 0.8680 0.7534 0.2077 0.2340

Bent arm hang (s) 3 0.9276 0.8605 0.1071 0.2591
Arm circumference (cm) 4 0.9609 0.9233 0.0628 0.2696
Forearm circumference (cm) 5 0.9873 0.9748 0.0514 0.1927
Simple reaction time (optical
stimulation): right leg (s) 6 0.9978 0.9956 0.0207 0.1437

Straight punch-choku-zuki
(number) 7 0.9999 0.9999 0.004 0.0556

Cross-sectional stride (cm) 8 0.9999 0.9999 9.19 × 10-5 0.1207
Forward flexure (cm) 9 1 1 6.67× 10-6 0.0795

Table 8. Summary details of lambda ridge regression from the 1st study stage for male participants;
dependent variable = ranking points.

L = 0.10000, R = 0.92555474, R2 = 0.85665159
F(3.8) = 15.936 p < 0.00098, Estimated Standard Error: 29.385

Standardized
Regression
Coefficient

Standard
Error

Unstandardized
Regression
Coefficient

Standard
Error

BETA BETA B B p

Free W −907.794 291.4988 0.0143
Leg upswing (cm) 0.8274 0.1384 7.7734 1.3006 0.0003
Shin circumference (cm) 0.4158 0.1312 10.8388 3.4223 0.0132
Lower limb length (cm) −0.4059 0.1409 −8.8995 3.0902 0.0205

Table 9. Summary details of the lambda ridge regression from the 2nd study stage for male partici-
pants; dependent variable = ranking points.

L = 0.10000, R = 0.95387189, R2 = 0.90987158
F(6.4) = 0.7302 p < 0.04308, Estimated Standard Error: 32.695

Standardized
Regression
Coefficient

Standard
Error

Unstandardized
Regression
Coefficient

Standard
Error

BETA BETA B B p

Free W −475.884 302.5304 0.1908
Leg upswing (cm) 0.3450 0.2251 3.3022 2.1549 0.2002
Complex reaction time:
hands (s) −0.3622 0.1589 −397.151 174.3357 0.0849

Bent arm hang (s) −0.2708 0.1482 −2.0694 1.1325 0.1416
Bench press 1 RM test (kg) −0.2183 0.1508 −1.4598 1.0085 0.2213
Hand punching
combinations; uraken-uchi +
gyaku-zuki, i.e., reverse fist +
reverse punch (s)

0.3144 0.1990 2.5406 1.6078 0.1892

Simple reaction time (acoustic
stimulation): hand (s) 0.2116 0.1924 585.9133 532.7161 0.3331

4. Discussion

The aim of the study was to identify and assess the morphological and motor fitness
determinants of successful performance in karate. Most combat sports require a combina-
tion of technique, strength, aerobic fitness, power, and speed. In general, no single trait
dominates in combat sports.
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The multiple regression analysis revealed that two variables had the greatest impact
on the karate performance of male and female competitors. For women, these were thigh
circumference and the speed of the mawashi-geri-kick roundhouse technique (i.e., the
maximum number of delivered kicks in 30 s), whilst for men they were the extent of the
sideway swing to the highest possible height (yoko-geri) and overall endurance assessed
with the bent arm hang test.

Because the actions of the upper limbs are more precise and faster than the actions of
the lower limbs during karate tournament fights, the advantages of the former are clear, as
observed by Chaabene et al. [5]. Nevertheless, the high-level-jodan foot techniques were
scored the highest as having the greatest assigned levels of difficulty [29,30]. Chaabene
et al. also pointed out that multivariate studies are needed in modern sport to assess the
impact of various factors on karate performance; they are also extremely important in
furthering the knowledge of the interrelationships between these methods [5].

The results of studies assessing simple or choice reaction times between successful and
less successful karate athletes are also inconclusive. Fontani et al. [31] found that athletes
with 3rd and 4th Dan black belts had shorter reaction times to a stimulus than athletes
with 1st and 2nd Dan black belts. In contrast, Mori et al. [32] in their study four years
earlier showed no significant difference in simple reaction time between athletes of varying
levels of proficiency. In the present study, reaction time was not a significant determinant
of high-level performance. Modern karate performance requires high levels of physical
fitness, particularly flexibility, which involve a high degree of joint movement and ensures
that the fighting technique is properly executed.

There are different determinants of ranking positions in women and men practicing
karate [33]; however, the literature on karate performance determinants in female athletes
is rather limited. Women’s success in karate is strongly determined by morphological
traits (i.e., strong thighs) together with the rapidity and strength of the kicks; whereas for
men, it is endurance in combat and execution of accurate hits on the opponent’s body in
high-scoring areas. Our results demonstrate that sports training is indeed mainly focused
on those important variables. Combining variables allows a broader consideration of
determinants in Shotokan karate. Undoubtedly, the most significant determinant factor
of successful karate performance for both sexes appears to be ideally developed strength
based on the morphology of the limbs. These elements are strongly related to each other
and are commonly termed the as ‘the arm and leg strength factor’. This is essentially the
one and only determinant of karate success in women, whilst for men it is one of the main
determinants, followed by the range of mobility in the joints of the upper and lower limbs
when correlated with the complex responses of the limbs. A study by Katić on karate
learners showed that successful karate performance was mainly achieved thanks to their
level of knowledge and ability to efficiently execute karate technique(s) as conditioned
by general and specific motor skills [34,35]. The present study also identified a group of
morphological, positive and negative, determinants of effective karate performance in
senior contestants in reference to the used karate techniques [36]. Other authors examined
the effect of cardiorespiratory performance and maximal power output (Wingate test)
on the performance level. Both factors did not significantly differentiate between karate
athletes at the international and national levels, despite the fact that VO2max plays an
important role in preventing fatigue during training and accelerates recovery between
combats.

Many studies have confirmed that high-level karate performance is generally related
to the explosive strength of the muscles. Furthermore, highly competitive karate athletes
require both rapid acceleration and deceleration of body segments and muscular explosive
power training [37–39]. Koropanovski et al. [16] in their study of morpho-functional
differences between kata and kumite athletes also showed that a higher explosive power
could be beneficial for kumite, while both smaller stature and higher flexibility (particularly
of the lower extremity) could be important for the exceptionally low postures of the kata
competitors.
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Highly developed strength determines the successful performance in Shotokan karate
based on the morphological properties of the limbs. Indeed, in women, this constitutes
the basic and only determinant of success in karate, whereas in men it is one of a number
of leading factors, closely followed by the range of mobility in the joints of the upper and
lower extremities. Women’s success in karate depends largely on their thigh strength as
well as the speed and strength of strikes/blows inflicted with the lower limbs, albeit in
men, successful karate performance is largely determined by their endurance in combat
and accurate hits to the opponent’s high-scoring body areas. Karate training should thus
focus mainly on these factors to enable novice athletes to achieve success in competition.
Undoubtedly, strength can be increased by the strengthening of the lower limbs, hip
joint mobility exercises, low position movements, execution of leg techniques in various
planes, and the use of external loads. All this will thereby permit a wider repertoire of leg
techniques to be acquired, especially at the highest-scoring jodan-head level.

It can be concluded that these dimorphic differences in determinants of successful
performance in Shotokan karate may have their evolutionary foundations. Strength is
an evolutionary motor trait assigned to the male sex, and flexibility (or greater mobility
in the joints) to the female sex. Karate as a sport paradoxically combines both these
elements. Thus, each sex during karate training refines these evolutionarily unassigned
properties, and their development guarantees an advantage in one’s gender category and
thus competitive success. A strong woman is likely to win over a weaker woman while
both are naturally flexible; a more “flexible” man will win against a “stiffer” man, while
both are naturally equally strong.

Limitation of the study: The limitation of this study was the unequal number of
female and male participants. It was also impossible to carry out physiological tests such
as VO2max or Wingate test to assess participants’ anaerobic capacity. Blood indicators of
the body’s response to the applied training loads were not analyzed either.

5. Conclusions

Systematic analysis of the athlete’s motor level during training affects the individual-
ization and optimization of the training process. Multiple regression analyses have shown
that, in the case of both men and women, two significant variables determine high-level
Shotokan karate performance to the greatest extent. In the studied group of women, they
were the thigh circumference and the speed of the mawashi-geri. In men, they were the
yoko-geri range and overall endurance measured with the bent arm hang test. In the case
of women, successful karate performance has a strong morphological basis (strong thighs)
and depends on the speed and strength of the kicks. In the studied group of men, it was
endurance in combat and the precision of hitting the opponent in the highest-scoring body
areas. The study results indicate that it is beneficial to focus on the above determinants in
the process of training of karate athletes. These results can be directly used in the selection
of athletes with appropriate motor skills, predispositions, or anthropometric features. This
will allow the proper qualification of young athletes to the respective training groups and
guide their sport development towards the attainment of the championship level.

The research is cross-sectional. We realize that not all variables can be controlled
in our study. It seems logical to think that people with more practice time had more
opportunities to be exposed to the competitive environment. In fact, practice is directly
related to performance and learning. Williams and Elliot [40] showed that expert martial
artists have greater anticipation skills, suggesting that perceptual skill in karate depends
on task-specific knowledge structures acquired through experience.
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Abstract: Introduction: The basic determinant of healthy behaviour—among other human behaviours
—is the fact that it consistently affects health. Nowadays, health behaviour studies are considered to be an
important method of measuring the health of a population. Objective: To assess the health behaviours
and value-based health analysis of people aged 50+ who were hospitalized due to cardiovascular disease,
depending on the selected descriptive variables. Materials and methods: The study was conducted between
April 2018 and December 2018 among 411 subjects aged 50+ who were hospitalized due to cardiovascular
disease at the Independent Public Health Care Unit in Sanok (Podkarpackie voivodship in Poland). The
method used in the study was a diagnostic survey. The study used the authors’ survey questionnaire
and two standardized tests: Inventory of Health-Related Behaviour (IHB) and List of Health Criteria
(LHC). A statistical analysis was carried out in the R program, version 3.5.1. The obtained results were
subjected to thorough statistical analysis using the following tests: Student’s t, Mann–Whitney U, ANOVA,
Kruskal–Wallis, Fisher’s Least Significant Difference (LSD), Pearson, and Spearman. Results: The strongest
correlation between health status and health behaviours (according to the IHB questionnaire) was in the
area of ‘health practices’, while the lowest correlation was found in the areas of ‘correct eating habits’ and
‘preventive behaviours’. Based on the LHC questionnaire, the most important health criteria according to
the subjects were ‘not feeling any physical ailments’; ‘having all body parts functional’; ‘feeling well’; ‘eating
properly’; and ‘infrequent need of going to the doctor’. A positive correlation was found in the group
of respondents where the ‘preventive health behaviours’ were more intense; herein, the more important
criterion for the respondents was ‘eating properly’. Conclusions: Respondents aged 50+ and hospitalized
for cardiovascular diseases indicated (based on the IHB questionnaire) that health behaviours in the area of
‘health practices’ had the strongest correlation with their health, while the lowest correlation was found in
the areas of ‘correct eating habits’ and ‘preventive behaviours’. According to the respondents, the most
important criteria determining health (according to the LHC questionnaire) included ’not feeling any
physical ailments’; ‘having all body parts functional’; ‘feeling well’; ‘eating properly’; and ‘infrequent need
of going to the doctor’. Based on the information collected from the respondents, it was found that the
most important criteria determining health depended on selected descriptive variables, such as age, gender,
place of residence, education, and marital status.

Keywords: health; pro-health behaviours; anti-health behaviour; prevention; patient; 50+ population;
chronic diseases
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1. Introduction

Due to the development of the demographic situation in Poland, the issues of reducing
morbidity and mortality due to cardiovascular diseases occupy an important place in
scientific publications. Cardiovascular diseases have been the greatest threat to the lives of
Poles for over 50 years, although the share of these diseases in the total number of deaths
has decreased by over 7% over the last 20 years. Undoubtedly, the observed changes have
been influenced primarily by the change in health behaviours, especially eating habits and
regular preventive examinations [1–3].

However, despite the improvement in the epidemiological situation, in the last two
decades the mortality rate due to cardiovascular diseases, especially the mortality rate (in
people aged below 60), still has been high in Poland. Given the current disease trends and
the pace of ageing of the Polish population, it is estimated that the number of deaths due
to cardiovascular diseases in 2022 will exceed 200,000 [4–6].

The abovementioned epidemiological data justify the need to conduct research on the
health behaviours of people of different ages in terms of assessing their health behaviours,
and subsequently to take appropriate steps to eliminate incorrect health behaviours that
may lead to, among others, cardiovascular diseases.

Nowadays, health behaviour studies are considered to be an important method of
measuring the health of a population [1–6]. The choice of specific behaviours depends
on the importance of health in one’s system of values [1–5,7]. It should be emphasized,
however, that the health status is conditioned by many factors, such as behavioural factors,
genetic conditions, and health care [4].

Health behaviours are defined as activities aimed at maintaining or regaining health.
Health behaviours are a form of a person’s activity aimed at achieving health goals. The
aim of the activities undertaken by healthy people is to maintain or increase health re-
sources, while in patients it is to improve their health [2,3,8,9]. These behaviours include
behaviours aimed at maintaining well-being; behaviours protecting health; behaviours
reducing the risk of losing health; activities of those who noticed disease symptoms in
themselves—in order to accurately assess their own health condition and take preventive
measures; and activities of a person describing themselves as sick—to improve their state
of health and to improve their state of health through a treatment process [8–10]. Health
behaviours are reactions to all health-related situations, as well as habits and deliberate
activities. Each person permanently, intentionally, consciously, and independently makes
choices about behaviours that have a positive or negative impact on health. An important
determinant of the decisions made is life experience and knowledge in the field of health
and disease [1–5,8]. Determinants of choosing health behaviours include age, gender,
life goals, social situation (education, social roles, origin, material situation, and place of
residence), and cultural situation (world view, family and national traditions, and cus-
toms) [1–3]. Health behaviours that positively influence human health—apart from one’s
self-control, responsibility for one’s own health, and a positive attitude—are mainly a
healthy diet, regular physical activity, and an adequate amount of sleep per day. Disease
risk factors and thus negative health behaviours include smoking, incorrect diet, low or
no physical activity, and alcohol abuse [4,5,11–13]. The unsatisfactory health situation of
the Polish population, with a tendency to deteriorate in some spheres, requires specific
health and preventive measures. The study and analysis of health behaviours create an
opportunity to diagnose the areas of ignorance in the field of health care, to determine the
risks and harmfulness, as well as to determine the scale of the problem in order to prevent
irregularities or pathologies [4,12].

It should be noted that the contemporary society is ageing [10–14]. Life expectancy
in Poland increases but it remains significantly shorter than the average in the European
Union (EU) by approximately 4 years. The development of civilization and an increasing
life expectancy have become the main factors that contribute to the unsatisfactory health
condition of the society, especially in the 50+ group [2,15].

134



IJERPH 2021, 18, 4221

The ageing period is characterized by the intensification of physical changes, which
are manifested mainly by burdensome ailments and multiple diseases. The biggest threat
to life related to incorrect health behaviours are cardiovascular diseases, which are a serious
problem in terms of medicine, social life, and economy. Cardiovascular diseases have an
epidemiological nature and are therefore referred to as ‘civilization diseases’. They are
the most common causes of death in Poland, Europe, and worldwide. They often cause
physical and mental disability and require huge financial funding, both in terms of public
finances and individual patient spending [16–22].

Hence, strengthening the correct and changing the incorrect actions that condition
one’s health has a significant impact on the increased quality of life, despite the unstoppable
changes in the physical functioning of the ageing people [23–26]. Assessment of the level
and the quality of health behaviours allows for undertaking educational activities, care,
and treatment towards the senior population [24–26]

However, it should be emphasized that the key to maintaining and improving health
is prevention.

Incorrect lifestyle is a factor underlying many chronic diseases. A study by Italian
researchers has shown that more than half of the Italian population does not meet the WHO
thresholds for at least moderate physical activity. The study assessed the impact on health
and healthcare expenditure of seven public health policies aimed at promoting exercise
and physical activity against a normal business scenario. The assessed policies included
promotion of active transport, interventions at sedentary workplaces, investments in
sports and recreation, mass-media campaigns, prescription of physical activity in primary
care, school-based interventions, and mobile apps. The researchers concluded that public
policies promoting physical activity could improve the health of the population and save
healthcare expenditure, which would help avoid hundreds of cases of cardiovascular
disease and diabetes per year, and dozens of cancer cases [27].

A similar situation in terms of a low level of physical activity can be observed in other
countries, e.g., in Poland, Germany, the UK, and Belgium. Hence, appropriate steps should
be taken to change the incorrect lifestyle of the society and thus prevent the occurrence of
many dangerous chronic diseases in the future [28]

The aim of this study is to assess the health behaviours and value-based health analysis
of people aged 50+ who were hospitalized due to cardiovascular disease, depending
on the selected descriptive variables. The main hypothesis is as follows: Among the
variables of the Inventory of Health-Related Behaviour (IHB), health practices had the
strongest correlation with health, while understanding health, according to the List of
Health Criteria (LHC), significantly affected the health behaviours of people aged 50+ who
were hospitalized for cardiovascular diseases.

2. Materials and Methods

2.1. Study Design

This publication is another analysis of the results of studies conducted within a
research project carried out on the territory of Poland and concerning the quality of life
and health behaviours of people aged over 50 years old who were hospitalized due to
cardiovascular diseases in Poland.

This study was triggered by the deteriorating health situation of people aged 50+
in Poland in the last two decades. The highest percentage of morbidity and mortality is
caused by cardiovascular diseases. The risk factors for cardiovascular diseases include,
among others, age, gender, genetic predisposition, as well as incorrect health behaviour,
which became a starting point of this study. Standardized questionnaires—the Inventory of
Health-Related Behaviour (IHB) and List of Health Criteria (LHC)—were used in the study;
they are designed to study the health situation of people of different ages. These tools offer
a detailed picture of health behaviours and an analysis of the respondents’ health.
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2.2. Studied Population

The study was conducted between April 2018 and December 2018 among 411 subjects
aged 50+ who were hospitalized due to cardiovascular disease at the Independent Public
Health Care Unit in Sanok (Podkarpackie voivodship in Poland).

The simple random selection method was used, and the study was carried out using 3
survey questionnaires, while the remaining data were obtained from the so-called patients’
‘health cards’. The research tools allowed the authors to analyse the health situation of the
respondents in the last 10 years.

Based on those records, the authors verified the existing cardiovascular diseases and
obtained the necessary data for the calculation of indicators such as BMI. The (anony-
mous) questionnaires, along with patients’ informed consent to participate in the study,
were completed by the patients in accordance with the study instructions presented to
them earlier.

The criteria for the study group were the following: age—50+; and gender—women
and men diagnosed with cardiovascular disease and who were hospitalized due to the
diseases in the Independent Public Health Care Unit in Sanok, Podkarpackie voivodship,
Poland. The criteria for exclusion from the study group were age under 50, no diagnosed
cardiovascular diseases, and gender—not hospitalized men and women.

2.2.1. Description of Research Tools

The method used in the study was a diagnostic survey. The study employed 3 research tools:

1. Authors’ 3-part survey questionnaire. The first part focused on social information;
the second part—health of the subjects; and the third part—their lifestyle.

2. The second tool was the standardized questionnaire ‘List of Health Criteria’ (LHC) by
Zygmunt Juczyński. LHC contained 24 statements describing the positive elements
of three dimensions of health: physical, mental, and social; its results help determine
respondents’ preferences in terms of health determinants, discover what the respon-
dents understand by the concept of health, what it means for a given individual to
‘be healthy’, and discover the extent to which health is equated to state, process, or
property. The respondents reported their preferences, indicating which of the given
statements were important in their health assessment, and which among the selected
statements were the most crucial. It resulted in a ranking of all 24 health criteria
which characterized the study group. To interpret the results, one needed to consider
the distribution of the number of ranks of the individual health criteria. LHC may
be useful in activities aimed at modifying health behaviours, as well as in therapy
and rehabilitation.

3. The third research tool was the standardized ‘Inventory of Health-Related Behaviour’
(IHB) developed by Zygmunt Juczyński. It consists of 25 statements describing
various types of health-related behaviours. It enabled an overall assessment of the
intensity of healthy behaviours, as well as 4 categories of health behaviours, namely,
correct eating habits, preventive behaviour, positive mental attitude, and health
practices. The value of the general indicator of health behaviours ranged from 24 to
120 points. The higher the indicator, the greater the intensity of the declared healthy
behaviours. After conversion into standardized units, the indicator was subjected
to interpretation as sten scores. Scores 1–4 were considered low, 5–6 average, and
7–10 high. For this scale, normative values for various age and social groups as well as
for the healthy and the ill were determined. The author of the questionnaire provided
sufficient reliability for the overall score of the IHB (α = 0.85) and for the individual
scales (Cronbach’s alpha index ranged from 0.60 to 0.65) [29].

2.2.2. Consent of the Bioethical Committee to Conduct the Study

The study was approved by the Bioethics Committee of the Medical University of
Lodz, under number RNN/156/18/KE.
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2.2.3. Statistical Analysis

A statistical analysis was carried out in the R program, version 3.5.1. (The R Consor-
tium, Vienna, Austria).

The analysis of the quantitative variables (i.e., expressed in numbers) was performed
by calculating the mean, standard deviation, median, quartiles, minimum, and maximum
values. The analysis of the qualitative variables (i.e., not expressed in numbers) was con-
ducted by calculating the number and percentage of occurrences of each value. ‘0’ means
zero points, i.e., a situation in which a given criteria was not selected by the respondent.

The comparison of the values of quantitative variables in two groups was made
using Student’s t-test (when the variable had a normal distribution in these groups) or the
Mann–Whitney U test (for a non-normal distribution).

A comparison of the values of the quantitative variables in three or more groups was
made using ANOVA analysis (when the variable had a normal distribution in these groups)
or the Kruskal–Wallis test (for a non-normal distribution). After detecting statistically
significant differences, post-hoc analysis was carried out with Fisher’s Least Significant
Difference (LSD) test (normal distribution) or Dunn’s test (non-normal distribution) to
identify the statistically significant differences between groups.

Correlations between the quantitative variables were analysed using the Pearson
correlation coefficient (when both variables had a normal distribution) or Spearman corre-
lation coefficient (otherwise). The strength of the correlation was interpreted according to
the following scheme:

|r| ≥ 0.9—very strong correlation
0.7 ≤ |r| < 0.9—strong correlation
0.5 ≤ |r| < 0.7—medium correlation
0.3 ≤ |r| < 0.5—weak correlation
|r| < 0.3—very week correlation (negligible).
Interpretation based on Hinkle D.E., Wiersma W., Jurs S.G. Applied Statistics for the

Behavioural Sciences. 5th ed. Boston: Houghton Mifflin, 2003 [30].
The normality of the variable distribution was tested using the Shapiro–Wilk test. The

analysis adopted the significance level of 0.05 (thus, all p values below 0.05 were interpreted
as significant correlations) [31].

3. Results

The characteristics of the study group are presented in Table 1. The group was
dominated by men—there were 223 men (54.26%) and 186 women (45.26%). The age
structure of the study group: the average age of the subjects was 69.2 (SD = 9.45 and ranged
from 50 to 93); the median was 69.

Table 1. Characteristics of the respondents.

Characteristics of the Respondents N %

Gender

Women 186 45.53

Men 223 54.47

No answer 2 0.49

Age (in years)

N—411 - -

Mean—69.2 - -

SD—9.45 - -

Median—69 - -

Min—50 - -

Max—93 - -

Q1—62 - -

Q3—76 - -
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Table 1. Cont.

Characteristics of the Respondents N %

BMI

Underweight [17–18.5] 2 0.49

Correct weight [18.5–25] 100 24.33

Overweight [25–30] 157 38.20

Obesity [30–35] 125 30.41

Class 2 obesity [35–40] 15 3.65

Class 3 obesity [>40] 8 1.95

No data available (weight and/or height) 4 0.97

Place of residence

City < 100,000 inhabitants 223 54.26

City > 100,000 inhabitants 3 0.73

Rural area 183 44.53

No answer 2 0.49

Education

Primary 50 12.17

Vocational 191 46.47

Secondary 145 35.28

Higher 22 5.35

No answer 3 0.73

Professional activity

Professionally active 84 20.44

Professionally inactive 313 76.16

No answer 14 3.41

Marital status

Single 12 2.92

Married 311 75.67

In separation 2 0.49

Divorced 7 1.70

Widow/widower 73 17.76

In a partnership 5 1.22

No answer 1 0.24

Treatment of
cardiovascular disease

Hypertension 162 39.42

Atherosclerosis 240 58.39

Ischemic heart disease 262 63.75

Rhythm and cardiac conduction disorders 105 25.55

Heart defects (congenital and acquired) 29 7.06

Varicose veins of the lower extremities 109 26.52

Venous thrombosis 28 6.81

Other diseases 43 10.46
N—number of respondents; %—percentage of respondents; SD—average age of respondents; Q—quartile.

Body weight of the subject group: 157 subjects (38.20%) were overweight and 125
(30.41%) suffered from class 1 obesity.

Place of residence of the study group: the most numerous group was the inhabitants
of cities below 100,000—223 people (54.26%)—while there were 183 people in rural areas
(44.53%).

Education of study group: the proportion of people with vocational education was the
highest—191 people (46.47%)—while 145 people (35.28%) reported secondary education.

In the study group, the majority, i.e., 313 people (76.16%), were professionally inactive,
while 84 people (20.44%) were still active.

The structure of marital status: the largest group were married people—311 subjects
(75.67%)—followed by widows and widowers—73 individuals (17.76%).
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Analysing the incidence of cardiovascular diseases amongst subjects, it was found that
262 people (63.75%) had coronary heart disease, which was followed by atherosclerosis,
240 people (58.39%), and hypertension, 162 people (39.42%) (Table 1).

Analysis of the health behaviour results according to the Inventory of Health-Related
Behaviour (IHB) and the analysis of health assessment criteria according to the List of
Health Criteria (LHC) showed that people aged 50+ who were hospitalized due to cardio-
vascular diseases indicated the following as the important health criteria:

• not feeling any physical ailments;
• having all body parts functional;
• feeling well;
• eating properly;
• infrequent need of going to the doctor (Table 2).

Table 2. List of Health Criteria of the studied group.

Criterion N Mean SD Median Min Max Q1 Q3

reaching very old age 411 0.01 0.12 0 0 1 0 0

feeling happy most of the time 411 0.17 0.75 0 0 5 0 0

getting along well with other people 411 0.55 1.09 0 0 5 0 1

knowing how to solve one’s own problems 411 0.45 1.08 0 0 5 0 0

eating properly 411 1.08 1.31 0 0 5 0 2

adequate amount of rest, sleep 411 0.62 0.91 0 0 4 0 1

drinking little or no alcohol 411 0.22 0.75 0 0 5 0 0

not smoking tobacco 411 0.88 1.16 1 0 5 0 1

having a correct body weight 411 0.09 0.48 0 0 4 0 0

taking medication rarely 411 0.27 0.84 0 0 4 0 0

having a good mood 411 0.24 0.85 0 0 5 0 0

not feeling any physical ailments 411 3.11 1.77 4 0 5 2 4

ability to work without tension and stress 411 0.25 0.93 0 0 5 0 0

not getting sick, at most with flu, indigestion (rarely) 411 0.25 0.87 0 0 5 0 0

having healthy eyes, hair and skin 411 0.03 0.29 0 0 4 0 0

ability to adapt to life changes 411 0.48 1.23 0 0 5 0 0

ability to enjoy life 411 0.18 0.77 0 0 5 0 0

being responsible 411 0.05 0.37 0 0 4 0 0

ability to control one’s own feelings and desires 411 0.02 0.19 0 0 3 0 0

having all body parts functional 411 2.45 2.34 3 0 6 0 5

accepting oneself, knowing one’s possibilities and limitations 411 0.4 1.12 0 0 5 0 0

having a job, various interests 411 0.13 0.6 0 0 5 0 0

feeling well 411 1.7 2.01 0 0 6 0 4

infrequent need of going to the doctor 411 1 1.69 0 0 5 0 2

N—number of respondents; SD—average age of respondents; Q—quartile.

As a result of the comparison of the most important statements regarding health,
taking into account the age of the respondents, it was found that age significantly and
positively correlated with the following criteria (p < 0.05):

• drinking little or no alcohol;
• not getting sick, at most with flu, indigestion (rarely);
• having healthy eyes, hair, and skin.

It should be noted that the abovementioned health criteria were more important for
the elderly respondents.
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On the other hand, age correlated significantly and negatively with the following
criterion (p < 0.05):

• ability to work without tension and stress.

For elderly patients, this criterion was less important than for the rest of the study
group (Table 3).

Table 3. Correlations of health statements with the age of the respondents.

Criterion
Correlation with Age

Correlation Coefficient p * Correlation Direction Correlation Strength

reaching very old age −0.021 p = 0.673 — —

feeling happy most of the time 0.051 p = 0.304 — —

getting along well with other people 0.059 p = 0.234 — —

knowing how to solve one’s own problems −0.067 p = 0.174 — —

eating properly 0.009 p = 0.858 — —

adequate amount of rest, sleep −0.032 p = 0.523 — —

drinking little or no alcohol 0.115 p = 0.02 positive very weak

not smoking tobacco 0.026 p = 0.593 — —

having a correct body weight −0.037 p = 0.457 — —

taking medication rarely −0.002 p = 0.976 — —

having a good mood −0.038 p = 0.442 — —

not feeling any physical ailments 0.021 p = 0.671 — —

ability to work without tension and stress −0.174 p < 0.001 negative very weak

not getting sick, at most with flu, indigestion
(rarely) 0.159 p = 0.001 positive very weak

having healthy eyes, hair and skin 0.1 p = 0.044 positive very weak

ability to adapt to life changes −0.054 p = 0.271 — —

ability to enjoy life −0.064 p = 0.198 — —

being responsible −0.055 p = 0.268 — —

ability to control one’s own feelings and desires −0.068 p = 0.166 — —

having all body parts functional 0.001 p = 0.978 — —

accepting oneself, knowing one’s possibilities and
limitations −0.069 p = 0.163 — —

having a job, various interests −0.019 p = 0.703 — —

feeling well 0.09 p = 0.067 — —

infrequent need of going to the doctor 0.037 p = 0.46 — —

* p = Non-normal distribution of both correlated variables, Pearson correlation coefficient; NP = Non-normal distribution of at least one of
the correlated variables, Spearman’s correlation coefficient.

After analysing the most important statements in the respondents’ opinion, it was
found that the perception of 9 out of 24 health criteria significantly depended on gender
(p < 0.05).

The studied group of women perceived the following health criteria as more important
than men:

• feeling happy most of the time;
• eating properly;
• drinking little or no alcohol;
• not smoking tobacco;
• ability to work without tension and stress.

Less important criteria for the studied group of women were:

• not feeling any physical ailments;
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• not getting sick, at most with flu, indigestion (rarely);
• having all body parts functional;
• infrequent need of going to the doctor (Table 4).

Table 4. Correlations of health statements with the gender of the respondents.

Criterion Women Men p *

reaching very old age
Median 0 0 0.806

Quartile 0–0 0–0

feeling happy most of the time
Median 0 0 0.048

Quartile 0–0 0–0

getting along well with other people
Median 0 0 0.325

Quartile 0–1 0–0

knowing how to solve one’s own problems
Median 0 0 0.537

Quartile 0–0 0–0

eating properly
Median 0.5 0 0.012

Quartile 0–3 0–2

adequate amount of rest, sleep
Median 0 0 0.581

Quartile 0–1 0–1

drinking little or no alcohol
Median 0 0 0.002

Quartile 0–0 0–0

not smoking tobacco
Median 1 0 0.001

Quartile 0–1 0–1

having a correct body weight
Median 0 0 0.76

Quartile 0–0 0–0

taking medication rarely
Median 0 0 0.065

Quartile 0–0 0–0

having a good mood
Median 0 0 0.995

Quartile 0–0 0–0

not feeling any physical ailments
Median 4 4 0.002

Quartile 0–4 3–5

ability to work without tension and stress
Median 0 0 0.01

Quartile 0–0 0–0

not getting sick, at most with flu, indigestion (rarely)
Median 0 0 0.028

Quartile 0–0 0–0

having healthy eyes, hair and skin
Median 0 0 0.857

Quartile 0–0 0–0

ability to adapt to life changes
Median 0 0 0.14

Quartile 0–0 0–0

ability to enjoy life
Median 0 0 0.261

Quartile 0–0 0–0

being responsible
Median 0 0 0.322

Quartile 0–0 0–0

ability to control one’s own feelings and desires
Median 0 0 0.855

Quartile 0–0 0–0

having all body parts functional
Median 0 4 0.023

Quartile 0–5 0–5
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Table 4. Cont.

Criterion Women Men p *

accepting oneself, knowing one’s possibilities and
limitations

Median 0 0 0.301

Quartile 0–0 0–0

having a job, various interests
Median 0 0 0.37

Quartile 0–0 0–0

feeling well
Median 0 0 0.283

Quartile 0–4 0–4

infrequent need of going to the doctor
Median 0 0 0.001

Quartile 0–0 0–3
* p = Normal distribution in groups, Student’s t-test; NP = Non-normal distribution in groups, Mann–Whitney
U test.

After analysing the study results, it was found that the perception of 3 out of 24 health
criteria significantly depended on BMI (p < 0.05). A post-hoc analysis was performed,
which helped discover significant relationships. The analysis showed that:

• obese people perceived the criterion ‘eating properly’ as less important than other
respondents and obese people perceived the criterion ‘having all body parts functional’
as more important than those with underweight and regular body weight. (Table 5).

Table 5. Correlations of health statements with the BMI of the respondents.

Criterion Underweight, Correct Weight Overweight Obesity p *

reaching very old age
Median 0 0 0 0.249

Quartile 0–0 0–0 0–0

feeling happy most of the time
Median 0 0 0 0.203

Quartile 0–0 0–0 0–0

getting along well with other people
Median 0 0 0 0.116

Quartile 0–1 0–1 0–0

knowing how to solve one’s own
problems

Median 0 0 0 0.221

Quartile 0–0 0–0 0–0

eating properly
Median 0 1 0 0.025

Quartile 0–2.75 0–2 0–2 Under.Corr.Over > O

adequate amount of rest, sleep
Median 0 0 0 0.845

Quartile 0–1 0–1 0–1

drinking little or no alcohol
Median 0 0 0 0.248

Quartile 0–0 0–0 0–0

not smoking tobacco
Median 1 1 0.5 0.544

Quartile 0–2 0–1 0–1

having a correct body weight
Median 0 0 0 0.652

Quartile 0–0 0–0 0–0

taking medication rarely
Median 0 0 0 0.565

Quartile 0–0 0–0 0–0

having a good mood
Median 0 0 0 0.349

Quartile 0–0 0–0 0–0

not feeling any physical ailments
Median 4 4 4 0.129

Quartile 0–4 3–4 2–4

ability to work without tension and stress
Median 0 0 0 0.236

Quartile 0–0 0–0 0–0
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Table 5. Cont.

Criterion Underweight, Correct Weight Overweight Obesity p *

not getting sick, at most with flu,
indigestion (rarely)

Median 0 0 0 0.769

Quartile 0–0 0–0 0–0

having healthy eyes, hair and skin
Median 0 0 0 0.272

Quartile 0–0 0–0 0–0

ability to adapt to life changes
Median 0 0 0 0.504

Quartile 0–0 0–0 0–0

ability to enjoy life
Median 0 0 0 0.835

Quartile 0–0 0–0 0–0

being responsible
Median 0 0 0 0.564

Quartile 0–0 0–0 0–0

ability to control one’s own feelings and
desires

Median 0 0 0 0.239

Quartile 0–0 0–0 0–0

having all body parts functional
Median 0 3 4 0.038

Quartile 0–5 0–5 0–5 O > Under-Corr

accepting oneself, knowing one’s
possibilities and limitations

Median 0 0 0 0.795

Quartile 0–0 0–0 0–0

having a job, various interests
Median 0 0 0 0.053

Quartile 0–0 0–0 0–0

feeling well
Median 1 0 0 0.235

Quartile 0–4 0–3 0–4

infrequent need of going to the doctor
Median 0 0 0 0.01

Quartile 0–0.75 0–0 0–3 O > Under-Corr.Over

* p = Normal distribution in groups, ANOVA + results of post-hoc analysis (Fisher’s LSD test); NP = Non-normal distribution in groups,
Kruskal–Wallis test + post-hoc analysis results (Dunn’s test).

After analysing the study results, it was found that the perception of 9 out of 24 health
criteria significantly depended on place of residence (p < 0.05).

The respondents who lived in cities perceived the following criteria as more important
than those living in a rural environment:

• eating properly and adequate amount of rest, sleep.

On the other hand, the respondents who lived in cities perceived the following criteria
as less important: drinking little or no alcohol and not getting sick, at most with flu,
indigestion (rarely) (Table 6).

The statistical analysis showed that the perception of 16 out of 24 health criteria
significantly depended on education (p < 0.05). A post-hoc analysis was performed,
which helped discover that people with vocational and secondary education perceived
the criterion ‘getting along well with other people’ as less important than people with
primary and higher education and people with higher education perceived the criteria of
‘knowing how to solve one’s problems’, ‘ability to work without tension and stress’, ‘ability
to adapt to life changes’, ‘ability to control one’s own feelings and desires’, ‘accepting
oneself, knowing one’s possibilities and limitations’, and ‘having a job, various interests’ as
more important than other respondents. (Table 7).
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Table 6. Correlations of health statements with the place of residence of the respondents.

Criterion Urban Rural p *

reaching very old age
Median 0 0 0.796

Quartile 0–0 0–0

feeling happy most of the time
Median 0 0 0.316

Quartile 0–0 0–0

getting along well with other people
Median 0 0 0.229

Quartile 0–0 0–1

knowing how to solve one’s own problems
Median 0 0 0.49

Quartile 0–0 0–0

eating properly
Median 1 0 0.003

Quartile 0–2 0–2

adequate amount of rest, sleep
Median 0 0 0.011

Quartile 0–2 0–1

drinking little or no alcohol
Median 0 0 0.01

Quartile 0–0 0–0

not smoking tobacco
Median 1 0 0.551

Quartile 0–1 0–1

having a correct body weight
Median 0 0 0.019

Quartile 0–0 0–0

taking medication rarely
Median 0 0 0.428

Quartile 0–0 0–0

having a good mood
Median 0 0 0.543

Quartile 0–0 0–0

not feeling any physical ailments
Median 4 4 0.832

Quartile 2.25–4 2–4

ability to work without tension and stress
Median 0 0 0.014

Quartile 0–0 0–0

not getting sick, at most with flu, indigestion
(rarely)

Median 0 0 0.002

Quartile 0–0 0–0

having healthy eyes, hair and skin
Median 0 0 0.223

Quartile 0–0 0–0

ability to adapt to life changes
Median 0 0 0.323

Quartile 0–0 0–0

ability to enjoy life
Median 0 0 0.591

Quartile 0–0 0–0

being responsible
Median 0 0 0.764

Quartile 0–0 0–0

ability to control one’s own feelings and desires
Median 0 0 0.071

Quartile 0–0 0–0

having all body parts functional
Median 3 3 0.369

Quartile 0–5 0–5

accepting oneself, knowing one’s possibilities
and limitations

Median 0 0 0.006

Quartile 0–0 0–0

having a job, various interests
Median 0 0 0.869

Quartile 0–0 0–0

feeling well
Median 0 2 0.01

Quartile 0–3 0–4

infrequent need of going to the doctor
Median 0 0 0.001

Quartile 0–0 0–3

* p = Normal distribution in groups, Student’s t-test; NP = Non-normal distribution in groups, Mann–Whitney
U test.
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Table 7. Correlations of health statements with the education of the respondents.

Criterion Primary Vocational Secondary Higher p *

reaching very old age
Median 0 0 0 0 0.23

Quartile 0–0 0–0 0–0 0–0

feeling happy most of the time
Median 0 0 0 0 0.147

Quartile 0–0 0–0 0–0 0–0

getting along well with other
people

Median 1 0 0 1 0.001

Quartile 0–2 0–0 0–1 0–2 H,P > S,V

knowing how to solve one’s
own problems

Median 0 0 0 0 0.001

Quartile 0–1 0–0 0–0 0–2 H > P,V,S

eating properly
Median 0 1 1 0 0.001

Quartile 0–0 0–2 0–3 0–2 S,V,H > P

adequate amount of rest, sleep
Median 0 0 0 0 0.001

Quartile 0–0 0–1 0–2 0–0 S,V > H,P

drinking little or no alcohol
Median 0 0 0 0 0.001

Quartile 0–1 0–0 0–0 0–0 P > S,V,H

not smoking tobacco
Median 0 1 1 0 0.689

Quartile 0–2 0–1 0–1 0–1.75

having a correct body weight
Median 0 0 0 0 0.007

Quartile 0–0 0–0 0–0 0–0 S > V,P,H

taking medication rarely
Median 0 0 0 0 0.334

Quartile 0–0 0–0 0–0 0–0

having a good mood
Median 0 0 0 0 0.178

Quartile 0–0 0–0 0–0 0–0

not feeling any physical
ailments

Median 4.5 4 4 0 0.001

Quartile 3–5 3–4 2–4 0–2.5 P > V,S,H V,S > H

ability to work without
tension and stress

Median 0 0 0 2.5 0.001

Quartile 0–0 0–0 0–0 0–4 H > S,V,P

not getting sick, at most with
flu, indigestion (rarely)

Median 0 0 0 0 0.001

Quartile 0–0.75 0–0 0–0 0–0 P > V,S,H V > S, H

having healthy eyes, hair and
skin

Median 0 0 0 0 0.146

Quartile 0–0 0–0 0–0 0–0

ability to adapt to life changes
Median 0 0 0 2 0.001

Quartile 0–0 0–0 0–0 0–3.75 H >P, S,V

ability to enjoy life
Median 0 0 0 0 0.084

Quartile 0–0 0–0 0–0 0–0

being responsible
Median 0 0 0 0 0.747

Quartile 0–0 0–0 0–0 0–0

ability to control one’s own
feelings and desires

Median 0 0 0 0 0.001

Quartile 0–0 0–0 0–0 0–0 H > S,P,V

having all body parts
functional

Median 0 5 3 0 0.001

Quartile 0–2 0–5 0–5 0–0 V > S,P,H S > P,H

accepting oneself, knowing
one’s possibilities and

limitations

Median 0 0 0 0 0.012

Quartile 0–0 0–0 0–0 0–0 H,S,V > P

having a job, various interests
Median 0 0 0 0 0.047

Quartile 0–0 0–0 0–0 0–0 H > S,V,P

feeling well
Median 2 0 0 0 0.042

Quartile 0–4 0–3.5 0–4 0–2.75 P > V,H

infrequent need of going to
the doctor

Median 1 0 0 0 0.001

Quartile 0–2 0–3 0–0 0–0 P > S,H V,S > H

* p = Normal distribution in groups, ANOVA + results of post-hoc analysis (Fisher’s LSD test); NP = Non-normal
distribution in groups, Kruskal–Wallis test + post-hoc analysis results (Dunn’s test).
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After analysing the study results, it was found that the perception of 3 out of 24 health
criteria significantly depended on the professional activity (p < 0.05).

The respondents who were professionally active perceived the following criterion as
more important than inactive ones: ability to work without tension and stress.

Meanwhile, the criteria perceived by the professionally active respondents as less
important were:

• getting along well with other people;
• not getting sick, at most with flu, indigestion (rarely) (Table 8).

Table 8. Correlations of health statements with the professional activity of the respondents.

Criterion Professionally Active Professionally Inactive p *

reaching very old age
Median 0 0 0.464

Quartile 0–0 0–0

feeling happy most of the time
Median 0 0 0.389

Quartile 0–0 0–0

getting along well with other people
Median 0 0 0.041

Quartile 0–0 0–1

knowing how to solve one’s own problems
Median 0 0 0.589

Quartile 0–0 0–0

eating properly
Median 1 0 0.052

Quartile 0–2.25 0–2

adequate amount of rest, sleep
Median 0 0 0.245

Quartile 0–1.25 0–1

drinking little or no alcohol
Median 0 0 0.258

Quartile 0–0 0–0

not smoking tobacco
Median 1 0 0.566

Quartile 0–1 0–1

having a correct body weight
Median 0 0 0.491

Quartile 0–0 0–0

taking medication rarely
Median 0 0 0.879

Quartile 0–0 0–0

having a good mood
Median 0 0 0.812

Quartile 0–0 0–0

not feeling any physical ailments
Median 4 4 0.571

Quartile 2–4 2–4

ability to work without tension and stress
Median 0 0 0.012

Quartile 0–0 0–0

not getting sick, at most with flu, indigestion
(rarely)

Median 0 0 0.001

Quartile 0–0 0–0

having healthy eyes, hair and skin
Median 0 0 0.3

Quartile 0–0 0–0

ability to adapt to life changes
Median 0 0 0.914

Quartile 0–0 0–0

ability to enjoy life
Median 0 0 0.65

Quartile 0–0 0–0

being responsible
Median 0 0 0.14

Quartile 0–0 0–0
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Table 8. Cont.

Criterion Professionally Active Professionally Inactive p *

ability to control one’s own feelings and desires
Median 0 0 0.156

Quartile 0–0 0–0

having all body parts functional
Median 3.5 3 0.372

Quartile 0–5 0–5

accepting oneself, knowing one’s possibilities
and limitations

Median 0 0 0.153

Quartile 0–0 0–0

having a job, various interests
Median 0 0 0.435

Quartile 0–0 0–0

feeling well
Median 0 0 0.105

Quartile 0–3 0–4

infrequent need of going to the doctor
Median 0 0 0.109

Quartile 0–0 0–2

* p = Normal distribution in groups, Student’s t-test; NP = Non-normal distribution in groups, Mann–Whitney U test.

The analysis of the comparison of health statements with the marital status of the re-
spondents showed that the perception of 12 out of 24 health criteria significantly depended
on marital status (p < 0.05).

Married respondents perceived the following criteria as more important than other
respondents: eating properly; adequate amount of rest, sleep; and not smoking tobacco.
(Table 9).

Table 9. Correlations of health statements with the marital status of the respondents.

Criterion Married Other p *

reaching very old age
Median 0 0 0.668

Quartile 0–0 0–0

feeling happy most of the time
Median 0 0 0.024

Quartile 0–0 0–0

getting along well with other people
Median 0 0 0.007

Quartile 0–0 0–1

knowing how to solve one’s own problems
Median 0 0 0.776

Quartile 0–0 0–0

eating properly
Median 1 0 0.001

Quartile 0–2 0–1

adequate amount of rest, sleep
Median 0 0 0.002

Quartile 0–1 0–0

drinking little or no alcohol
Median 0 0 0.006

Quartile 0–0 0–0

not smoking tobacco
Median 1 0 0.027

Quartile 0–1 0–1

having a correct body weight
Median 0 0 0.326

Quartile 0–0 0–0

taking medication rarely
Median 0 0 0.856

Quartile 0–0 0–0
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Table 9. Cont.

Criterion Married Other p *

having a good mood
Median 0 0 0.787

Quartile 0–0 0–0

not feeling any physical ailments
Median 4 3 0.036

Quartile 2.5–4 0–4

ability to work without tension and stress
Median 0 0 0.036

Quartile 0–0 0–0

not getting sick, at most with flu,
indigestion (rarely)

Median 0 0 0.036

Quartile 0–0 0–0

having healthy eyes, hair and skin
Median 0 0 0.226

Quartile 0–0 0–0

ability to adapt to life changes
Median 0 0 0.167

Quartile 0–0 0–0

ability to enjoy life
Median 0 0 0.611

Quartile 0–0 0–0

being responsible
Median 0 0 0.769

Quartile 0–0 0–0

ability to control one’s own feelings and
desires

Median 0 0 0.259

Quartile 0–0 0–0

having all body parts functional
Median 4 0 0.002

Quartile 0–5 0–4

accepting oneself, knowing one’s
possibilities and limitations

Median 0 0 0.044

Quartile 0–0 0–0

having a job, various interests
Median 0 0 0.326

Quartile 0–0 0–0

feeling well
Median 0 2 0.001

Quartile 0–3 0–4

infrequent need of going to the doctor
Median 0 0 0.25

Quartile 0–1 0–2
* p = Normal distribution in groups, Student’s t-test; NP = Non-normal distribution in groups, Mann–Whitney
U test.

The analysis of the study results based on the IHB questionnaire showed that the most
common health behaviours were related to ‘health practices’, slightly less common in the
area of ‘positive mental attitude’, and the least common in the area of ‘proper eating habits’
and ‘preventive behaviours’ (Table 10).

By correlating the level of health behaviours according to the IHB with individual
categories from the LHC, a total of 59 statistically significant relationships were observed
(p < 0.05). A list of these dependencies, sorted from the strongest to the weakest, is pre-
sented in the table below (Table 11).

Table 10. Degree of intensity of specific categories of health behaviours according to the Inventory of Health-Related
Behaviour (IHB) amongst respondents.

IHB Sub-Scales N Mean SD Median Min Max Q1 Q3

Correct eating habits 411 3.28 0.75 3.17 1 5 2.83 4

Preventive behaviours 411 3 0.62 3 1.17 4.5 2.67 3.67

Positive mental attitude 411 3.59 0.52 3.83 1.33 4.67 3.33 4

Health practices 411 3.61 0.53 3.67 1.67 4.83 3.33 4

148



IJERPH 2021, 18, 4221

Table 11. The level of health behaviours according to the Inventory of Health-Related Behaviour (IHB) versus number of
selections of individual categories of the List of Health Criteria (LHC).

LHC IHB Correlation Coefficient p Correlation Direction Correlation Strength

Eating properly Preventive behaviours 0.521 p < 0.001 positive Average

Eating properly Overall IHB result 0.492 p < 0.001 positive Weak

Eating properly Correct eating habits 0.414 p < 0.001 positive Weak

Eating properly Positive mental attitude 0.414 p < 0.001 positive Weak

Adequate amount of rest, sleep Preventive behaviours 0.407 p < 0.001 positive Weak

Infrequent need of going to the doctor Correct eating habits −0.392 p < 0.001 negative Weak

Infrequent need of going to the doctor Overall IHB result −0.354 p < 0.001 negative Weak

Adequate amount of rest, sleep Overall IHB result 0.332 p < 0.001 positive Weak

Not smoking tobacco Positive mental attitude 0.315 p < 0.001 positive Weak

Adequate amount of rest, sleep Positive mental attitude 0.313 p < 0.001 positive Weak

Not smoking tobacco Overall IHB result 0.302 p < 0.001 positive Weak

Eating properly Health practices 0.296 p < 0.001 positive very weak

Feeling well Preventive behaviours −0.295 p < 0.001 negative very weak

Feeling well Overall IHB result −0.291 p < 0.001 negative very weak

Infrequent need of going to the doctor Preventive behaviours −0.285 p < 0.001 negative very weak

Not getting sick, at most with flu,
indigestion (rarely) Overall IHB result −0.279 p < 0.001 negative very weak

Feeling well Positive mental attitude −0.276 p < 0.001 negative very weak

Infrequent need of going to the doctor Health practices −0.274 p < 0.001 negative very weak

Not smoking tobacco Preventive behaviours 0.266 p < 0.001 positive very weak

Not getting sick, at most with flu,
indigestion (rarely) Preventive behaviours −0.263 p < 0.001 negative very weak

Having all body parts functional Preventive behaviours 0.263 p < 0.001 positive very weak

Not getting sick, at most with flu,
indigestion (rarely) Correct eating habits −0.262 p < 0.001 negative very weak

Feeling well Correct eating habits −0.262 p < 0.001 negative very weak

Adequate amount of rest, sleep Correct eating habits 0.251 p < 0.001 positive very weak

Not getting sick, at most with flu,
indigestion (rarely) Positive mental attitude −0.239 p < 0.001 negative very weak

Infrequent need of going to the doctor Positive mental attitude −0.238 p < 0.001 negative very weak

Knowing how to solve one’s own
problems Positive mental attitude −0.232 p < 0.001 negative very weak

Not smoking tobacco Health practices 0.229 p < 0.001 positive very weak

Getting along well with other people Preventive behaviours −0.224 p < 0.001 negative very weak

Having all body parts functional Positive mental attitude 0.22 p < 0.001 positive very weak

Not smoking tobacco Correct eating habits 0.217 p < 0.001 positive very weak

Ability to adapt to life changes Positive mental attitude −0.196 p < 0.001 negative very weak

Having all body parts functional Overall IHB result 0.186 p < 0.001 positive very weak

Knowing how to solve one’s own
problems Preventive behaviours −0.181 p < 0.001 negative very weak

Not getting sick, at most with flu,
indigestion (rarely) Health practices −0.167 p = 0.001 negative very weak

Taking medication rarely Correct eating habits −0.158 p = 0.001 negative very weak

Taking medication rarely Health practices −0.157 p = 0.001 negative very weak

Getting along well with other people Positive mental attitude −0.148 p = 0.003 negative very weak

Ability to work without tension and
stress Correct eating habits 0.142 p = 0.004 positive very weak

Ability to adapt to life changes Preventive behaviours −0.139 p = 0.005 negative very weak

Taking medication rarely Overall IHB result −0.136 p = 0.006 negative very weak

Feeling well Health practices −0.133 p = 0.007 negative very weak

Ability to enjoy life Positive mental attitude 0.13 p = 0.008 positive very weak
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Table 11. Cont.

LHC IHB Correlation Coefficient p Correlation Direction Correlation Strength

Being responsible Overall IHB result −0.129 p = 0.009 negative very weak

Taking medication rarely Preventive behaviours −0.123 p = 0.013 negative very weak

Being responsible Preventive behaviours −0.123 p = 0.013 negative very weak

Knowing how to solve one’s own
problems Overall IHB result −0.122 p = 0.013 negative very weak

Adequate amount of rest, sleep Health practices 0.122 p = 0.013 positive very weak

Ability to control one’s own feelings and
desires Correct eating habits 0.121 p = 0.014 positive very weak

Being responsible Positive mental attitude −0.114 p = 0.021 negative very weak

Being responsible Correct eating habits −0.113 p = 0.021 negative very weak

Ability to enjoy life Overall IHB result 0.109 p = 0.027 positive very weak

Getting along well with other people Overall IHB result −0.104 p = 0.035 negative very weak

Reaching very old age Health practices −0.103 p = 0.036 negative very weak

Feeling happy most of the time Correct eating habits 0.102 p = 0.039 positive very weak

Ability to work without tension and
stress Preventive behaviours 0.102 p = 0.04 positive very weak

Ability to enjoy life Correct eating habits 0.1 p = 0.044 positive very weak

Ability to enjoy life Health practices 0.099 p = 0.045 positive very weak

Reaching very old age Correct eating habits −0.098 p = 0.046 negative very weak

* p = Normal distribution of both correlated variables, Pearson correlation coefficient; NP = Non-normal distribution of at least one of the
correlated variables, Spearman’s correlation coefficient.

4. Discussion and Limitations

The results of the conducted study painted the picture of the health behaviours and
health analysis of people aged 50+ who were hospitalized for cardiovascular diseases,
depending on the selected descriptive variables.

The study (according to the LHC) showed that the following factors were of great im-
portance in the selection of appropriate criteria determining the health of the respondents:
gender, age, education, place of residence, and marital status.

The conducted study has shown that, for the older respondents, the most important
factor determining their health is the avoidance of stimulants, while the examined group
of women considered the following health criteria as more important than the studied
group of men: feeling of happiness and proper nutrition. The respondents from the cities
indicated that important criteria for health were proper nutrition, sleep, and rest—more
often than their rural counterparts. The education of the respondents had a significant
impact on the results obtained: people with higher education chose solving difficult life
situations and working without stress as the most important criteria of health. The marital
status of the respondents also turned out to be extremely important in choosing the criteria
determining health: married respondents considered proper nutrition, as well as sleep and
rest as the most important criteria of health.

The study (based on the IHB) has shown that the respondents rated the highest health
practices related to proper daily health habits, such as sleep, rest, and regular meals.

Based on the obtained results, the authors initiated a discussion with other authors
conducting studies with the same research tools, which helped make a precise summary.

‘Having all body parts functional’ was the most important criterion for people aged
50+ in the study conducted by Nowicki and Ślusarska [8]. It was followed by ‘reaching very
old age’. The authors’ own study showed that health was understood by the respondents
as property and state, similarly to the study by Bąk-Sosnowska et al. [32]. In the study by
G. Nowicki and B. Ślusarska, the respondents gave the greatest importance to health as a
property and as an objective [8]. The study by Cybulski et al. also showed that the elderly
attached the highest importance to health understood as property, then as an objective,
state, process, and a result [14]. Each of the studied groups understood health primary as a
property. According to Juczyński, this is an instrumental approach [27]. This fact should
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not come as a surprise, as the respondents were a sick and hospitalized group, for whom
the disease was often an unpleasant experience and a source of stress [8,33–36].

The analysis of the study results based on the Inventory of Health-Related Behaviour
(IHB) showed that amongst subjects the most common health behaviours were related to
‘health practices’, slightly less common in the area of ‘positive mental attitude’ and the
least common in the area of ‘proper eating habits’ and ‘preventive behaviours’. Similar
observations were made in the studies by Nowicki et al. and Cybulski et al. [8,14]. However,
somewhat different results were obtained in studies of elderly people by Prakash et al. and
Zanjani et al. There, health behaviours in the area of ‘correct eating habits’ were the most
intense [23,24].

When correlating the level of health behaviours according to the IHB with individual
categories of the LHC, a total of 59 statistically significant relationships were observed. A
positive correlation was found in the group of respondents where the ‘preventive health
behaviours’ were more intense; from these, the more important criterion for the respondents
was ‘eating properly’. Negative relationships were also found for the respondents for
whom ‘correct eating habits’ were important; here, respondents placed more importance
on ‘infrequent need of going to the doctor’s’.

The obtained results of the authors’ own study, carried out with the use of the LHC,
differed slightly from the results of other cited authors [8,14,15,37–42]. According to our
respondents aged 50+, ‘being health’ meant above all ‘not feeling any physical ailments’;
‘having all body parts functional’; ‘feeling well’; ‘eating properly’; and ‘infrequent need
of going to the doctor’. The differences between the evaluation of health by the elderly
presented in the available literature may result from the socio-cultural differences of
individual regions of Poland, personal beliefs, general economy, politics, and organization
of the society structure [2,8,14,15,35,43]. Cultural determinants—the system of norms and
beliefs, patterns of behaviour, as well as all material and non-material products generated by
a given social group—play an important role in shaping and choosing healthy behaviours.
The determinant of social position is education, which reflects the level of knowledge,
including medical knowledge. There was a clear relationship between social status and
choice of health behaviours. The higher the education, the higher the requirements for the
healthcare, compared to people with lower education [44,45]. Lifestyle plays a fundamental
role in maintaining health and prevention of diseases, also in the elderly. Lifestyle elements
that have beneficial health effects include correct diet and eating habits, optimal level of
physical activity, adequate amount of sleep, satisfactory social relations, skilful use of free
time, and knowledge of health prevention [2,8,35,41,46–48].

A properly balanced diet is particularly important for maintaining health. Based on the
conducted study, the principles of proper nutrition were not perceived by the respondents
as a significant factor for preventing or combating already existing cardiovascular diseases.
Irrespectively, dietary risk is the most important behavioural health factor in the world,
and appears to be the best target in the fight against cardiovascular disease. In the research
by Raver A. et al., it has been proven that a proper diet, especially the Mediterranean diet,
brings effective results in reducing cardiovascular risk worldwide [49].

However, an incorrect diet and low physical activity are linked to overweight and
obesity, which contribute to the occurrence of cardiovascular diseases. Obesity was found
in 34.87% of the respondents. Seravalle G. et al. found that obesity, and especially the
excessive distribution of visceral fat, was accompanied by several changes at the hormonal,
inflammatory, and endothelial levels. These changes induce the stimulation of several other
mechanisms that contribute to hypertension and increase cardiovascular morbidity [50].

Given the above, the evidence clearly shows the importance of lifestyle factors (e.g.,
diet, exercise, and drug use) in the development of cardiovascular disease. Interventions
targeted at these behaviours can greatly improve results, and therefore the health and
well-being of patients with cardiovascular disease [51].

Summarizing the conducted study, it may be stated that it is important to try and
promote health in the hierarchy of values of people aged 50+ and to strengthen their
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responsibility for their own health and life. Broadly understood education should help
raise public health awareness.

As a result of the conducted study, it was found that the most important criteria (ac-
cording to LHC) that determine health according to the respondents were proper nutrition,
adequate sleep, rest, work without stress and tension, and the ability to solve difficult life
situations. A particularly high score was given to one of four areas of health behaviours
in IHB, namely, ‘health practices’. It proved that the respondents had proper daily health
habits, which is very valuable and may determine good health in the future.

The use of standardized questionnaires in further research will allow for a wider
observation of health behaviours in people of different ages. Additionally, increasing the
number of subjects would help further determine health behaviours, as well as assess the
health criteria that the subjects considered as crucial. After more extensive research in the
group of people aged 50+ with cardiovascular diseases, more constructive conclusions
might be drawn, which would allow specific preventive measures to be taken from the
earliest years in order to prevent cardiovascular diseases.

5. Conclusions

Respondents aged 50+ and hospitalized for cardiovascular diseases indicated (based
on IHB questionnaire) that health behaviours in the area of ‘health practices’ had the
strongest correlation with their health, while the lowest correlation was found in the areas
of ‘correct eating habits’ and ‘preventive behaviours’. According to the respondents, the
most important criteria determining health (according to the LHC Questionnaire) included
’not feeling any physical ailments’; ‘having all body parts functional’; ‘feeling well’; ‘eating
properly’; and ‘infrequent need of going to the doctor’.

Based on the information collected from the respondents, it was found that the most
important criteria determining health depended on selected descriptive variables, such
as age—it was found that for older respondents, avoidance of stimulants is one of the
most important factors determining health; gender—the majority of the studied group
of women perceived health in many aspects, including feeling happy and wellbeing;
place of residence—respondents from urban environment put emphasis on the role of
healthy eating in maintaining good health, as opposed to their counterparts from a rural
environment; education—respondents with education higher education paid attention
to many factors determining health, as opposed to respondents with lower education,
e.g., solving life problems and work without stress; and lastly, marital status—married
respondents attached great importance to the principles of proper nutrition in order to
maintain health compared to the group of respondents who are not married.

Practical implications: Due to the differences in respondents’ preferences in terms
of health behaviours, as well as their approach to their health that depended on gender,
age, education, and place of residence, it is particularly important to take measures aimed
at providing health education to society, which can effectively overcome the problem of
anti-health behaviours, existing health imbalance, and help fight cardiovascular disease.
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2. Wojtyniak, B.; Goryński, P.; Moskalewicz, B. (Eds.) The Health Situation of the Polish Population and Its Determinants; The National
Institute of Public Health-National Institute of Hygiene: Warsaw, Poland, 2012.

3. Younus, A.; Aneni, E.C.; Spatz, E.S.; Osondu, C.U.; Roberson, L.; Ogunmoroti, O.; Malik, R.; Ali, S.S.; Aziz, M.; Feldman, T.; et al.
A systematic review of the prevalence and outcomes of ideal cardiovascular health in US and Non-US populations. Mayo Clin.
Proc. 2016, 91, 649–670. [CrossRef] [PubMed]

4. Moor, I.; Spallek, J.; Richter, M. Explaining socioeconomic inequalities in self-rated health: A systematic review of the relative
contribution of material, psychosocial and behavioural factors. J. Epidemiol. Community Health 2017, 71, 565–575. [CrossRef]

5. Maclagan, L.C.; Park, J.; Sanmartin, C.; Mathur, K.R.; Roth, D.; Manuel, U.G.; Gershon, A.; Booth, G.L.; Bhatia, S.; Atzema, C.L.;
et al. The CANHEART health index: A tool for monitoring the cardiovascular health of the Canadian population. CMAJ 2013,
186, 180–187. [CrossRef] [PubMed]

6. Jankovic, S.; Stojisavljević, D.; Janković, J.; Eric, M.; Marinkovic, J. Status of cardiovascular health in a transition European
country: Findings from a population-based cross-sectional study. Int. J. Public Health 2014, 59, 769–778. [CrossRef] [PubMed]
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Katarzyna Zatońska 1,2, Piotr Psikus 2, Alicja Basiak-Rasała 1,*, Zuzanna Stępnicka 1, Maria Wołyniec 1,
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Abstract: (1) Background: Alcohol is a leading risk factor of premature morbidity and mortality. The
objective of this study was to investigate the patterns of alcohol consumption in the PURE Poland
cohort study baseline. (2) Methods: A Polish cohort was enrolled in the baseline study in 2007–2010.
The study group consisted of 2021 adult participants of urban and rural areas from the Lower Silesia
voivodeship in Poland (747 men and 1274 women). (3) Results: In the overall study population,
67.3% were current drinkers, 10.3% were former drinkers, and 22.4% were abstainers. Current use
of alcohol products was more prevalent in men (77.2%), people living in urban areas (73.0%), and
people with a higher level of education (78.0%). The percentage of current drinkers decreased with
increasing age (from 73.4% in 30- to 44-year-olds to 48.8% in participants aged 64 and more). The
majority of participants (89.2%) declared a low level of alcohol intake. The chance of high level of
intake of alcohol was four times higher in men than in women (OR 4.17; CI 1.64–10.6). The majority
of participants (54.6%) declared most frequent consumption of low-alcohol drinks (beer, wine) and
21% declared most frequent consumption of spirits. Current drinkers had almost 1.5-fold higher odds
of diabetes and cardiovascular diseases (CVD) than never drinkers (OR 1.49, CI 1.03–2.17; OR 1.66,
CI 1.27–2.18, respectively). Former drinkers had higher odds for hypertension and CVD than never
drinkers (1.73, CI 1.05–2.85; OR 1.76, CI 1.22–2.53, respectively). (4) Conclusions: In our cohort study,
we observed several socio-demographic factors differentiating the patterns of alcohol consumption.
The preventive programs should focus predominantly on men, people aged <45 years, and those
with a higher level of education.

Keywords: alcohol; cohort study; PURE

1. Introduction

Alcohol is included in many social, cultural, and religious practices. Widespread use of
alcoholic beverages can have deleterious effects on health. Alcohol is a leading risk factor of
premature morbidity and mortality. According to the World Health Organization (WHO),
there were 2.3 billion current drinkers in 2016 worldwide [1]. It is estimated that 5.3% of
overall global mortality can be attributed to excessive consumption of alcohol [1]. Based
on to-date studies, there is a linear association between the level of alcohol consumption
and all-cause mortality, especially cancer-related [2]. Aforementioned findings contradict
previous observations, which suggested the protective impact of consumption of low to
moderate amounts of alcohol [3,4]. The previous observations can be partially explained
by an inadequate control for confounders and an association between light drinking and
a healthier overall lifestyle [2]. Harmful use of alcohol increases the risk of premature
mortality, as well as the risk of injuries, disability, and mental and psychological disorders.
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It is estimated that 5.5% of cancer cases worldwide can be attributed to the consumption of
alcohol [5]. Moderate to high alcohol intake has been previously associated with cancers of
the larynx, esophagus, pharynx, oral cavity, colorectum, and breast, but even light alcohol
intake has been linked to cancers of the pharynx, oral cavity, esophagus, and breast [6,7].
The eastern European region has one of the highest burdens of disease attributed to alcohol
with the contribution of alcohol use disorders, cardiovascular diseases, and injuries [8].
According to the European Health Interview Survey (EHIS) conducted in 2014, alcohol
consumption in Poland was the most frequent in 30–49-year-olds [9]. In 2014 in Poland,
63% of women and 83% of men declared at least occasional consumption of alcoholic
beverages. One in three adult men and one in seven adult women reported that they
consumed alcohol at least once a week [9]. One of the most comprehensive reports on
alcohol epidemiology across the European Union was prepared within the framework of
the Joint Action on Reducing Alcohol Related Harm (RARHA) project [10]. According to
the report, 86.4% of respondents in Poland declared consumption of alcohol in the previous
12 months.

It is observed that consumption of alcohol might be differentiated by many socio-
demographic factors, including sex, place of residence, and level of education [11–16].
According to the Global Burden of Disease (GBD) study [2], the attributable health burden
caused by the excessive consumption of alcohol was three times higher in men than in
women. In Poland in 2016, the average annual consumption of pure alcohol per capita
in men was almost 3-fold higher than in women (23.8 L vs. 8.3 L, respectively) [12].
Moreover, the prevalence of heavy episodic drinking was much higher in men than in
women. Recently published studies indicated a causal association between education
attainment and alcohol drinking patterns [13]. A lower level of education in Poland has
been associated with increased mortality caused by alcoholic liver diseases [17].

In 2016 worldwide, the most common types of alcoholic beverages were spirits (44.8%),
beer (34.2%), and wine (11.7%) [1]. In contrast, in Poland, the most popular type of alcohol
was beer. Based on the EHIS report, beer contributed to 70% of consumption of alcoholic
beverages, whereas spirits to 20% and wine to 10% of overall consumption [9]. According
to reports by The State Agency for the Prevention of Alcohol-Related Problems (PARPA),
the average annual consumption of spirits, wine, and beer in 2019 per capita added up
to 3.7 L, 6.2 L, and 97.1 L, respectively [18]. The average annual consumption of pure
alcohol per capita in Poland in 2019 was 9.78 L. There has been a steady increase of average
alcohol consumption in Poland since the 1990s. In 1993, the average annual consumption
of pure alcohol per capita was approximately 6.52 L [18]. Between 1990 and 2007, the
average alcohol consumption in Poland was significantly lower in comparison to other
European Union (EU) countries [12]. The trend shifted after 2007, when the average alcohol
consumption in Poland began to steadily increase, reaching the EU average, and then
exceeding it about 2013–2014, and it has remained higher ever since [12]. The increasing
trend of alcohol consumption in Poland poses a challenge for health policy makers. It is
speculated that the slower rate of health improvement and slower decrease in premature
mortality since 2000s in Poland can be attributed, among other factors, to increasing alcohol
consumption [19–21]. A significant increase in mortality caused by alcohol-related liver
cirrhosis was observed in this period of time [22]. In Poland, 14% of disability-adjusted life
years (DALY) in men can be attributed to consumption of alcohol, which is a high value
relative to the scale of the European Union [23]. Concomitantly, alcoholic beverages are
very affordable and accessible in Poland [24].

A Polish cohort participates in the global Prospective Urban and Rural Epidemio-
logical (PURE) study. The primary aim of the global PURE study was a longitudinal
observation of modifiable and non-modifiable risk factors of non-communicable diseases.
The urban–rural setting of the study enabled a comparison of risk factors between regions
and tracking health inequalities. The objective of the here-presented study was to perform
a sociodemographic analysis of the patterns of alcohol consumption in the PURE Poland
cohort study baseline. Additionally, we assessed the prevalence of diabetes, hypertension,
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cardiovascular diseases (CVD), and select liver diseases in groups of participants differenti-
ated by the attitude toward alcohol consumption. Poland is one of the most interesting
countries in which to investigate alcohol consumption patterns, due to rapid changes in
attitudes toward alcohol over the years. Our study is one of the few ongoing cohort studies
in Poland, conducted with a consistent protocol and analyzing the socio-demographic char-
acteristics of presented data with special emphasis on the place of residence (urban–rural).
The number of prospective studies, similar in size in Poland, is limited.

2. Materials and Methods

The Polish cohort was enrolled in the baseline study between 2007 and 2010. The
enrollment to the Polish cohort of the PURE study was announced in mass media (local
newspapers, television, radio). The volunteers who applied had to meet the criteria of
age and place of residence (urban–rural). The participants were chosen to achieve a
broadly representative sample of the community [25]. The baseline cohort consisted of
2036 inhabitants aged 30–85 years of urban and rural areas from Lower Silesia voivodeship
in Poland. Data are collected every three years. The full protocol of the PURE study was
previously described [25,26]. Every visit in the study center included a questionnaire
study (individual health, family, household, food frequency, and international physical
activity questionnaires), a blood draw, blood pressure measurement, a spirometry, and
anthropometric measurements [26].

The presented article includes an analysis of the baseline data of the PURE Poland
cohort study. Out of 2036 baseline participants, 15 were excluded from analysis of alco-
hol consumption patterns due to a lack of full data regarding alcohol consumption. A
total of 2021 eligible participants (747 men and 1274 women) were included for those
analyses. The analysis of the occurrence of diabetes/hypertension/liver diseases/CVD
and the attitudes toward alcohol consumption was conducted in 2030 participants (6 par-
ticipants were excluded due to lack of data regarding the diseases or attitudes toward
alcohol consumption).

The individual health questionnaire contained following questions regarding alco-
hol consumption:

(1) Which best describes your history of alcohol use?
(2) At what age did you start drinking alcohol?
(3) What forms of alcohol have you regularly used?
(4) At least once a month, do you consume >5 alcoholic drinks/day?

In the first question the respondent could choose between “formerly used alcohol
products”, “currently use alcohol products”, and “never used alcohol products”. In the
third question, “regular use” was defined as at least once a month [25]. In the same
question, the respondents were asked to assess the frequency of consumption (“daily”,
“weekly”, “monthly”), the average number of drinks, duration of alcohol use (in years) of
the following types and servings of alcohol: (a) spirits (rum, whiskey, gin, vodka, country
liquor)—30 mL; (b) wine—125 mL; and beer—375 mL. In Poland, a country liquor is
usually prepared by the method of maceration (with vodka or neutral spirits) of different
ingredients (spices, herbs, fruit) with the addition of sugar. Typical polish country liquor
contains 40–45% alcohol by volume, but some of them can be stronger. Due to the high
content of alcohol, the country liquor was included in the category of spirits. The number
of “drinks” that we refer to later was based on the aforementioned serving sizes of different
types of alcohol. If the participants confirmed that they consume >5 alcoholic drinks per
day at least once a month, they were asked two additional questions: (a) “How many times
per month do you consume >5 alcoholic drinks in a day?” and (b) “What is the average
number of drinks that you consume each time?”.

Following the methodology adopted in a study by Smyth et al. [27], participants who
self-reported alcohol abstinence were defined as “never drinkers”. Participants who have
ceased consumption of alcohol for at least 1 year prior to the interview were defined as
“former drinkers”. The level of consumption of alcohol in current drinkers was defined

159



IJERPH 2021, 18, 4185

as “low”, “moderate”, or “high”. “Low intake” was defined as drinking up to 7 drinks
per week. “Moderate intake” was defined as drinking 7–14 drinks per week for women
and 7–21 drinks for men. “High intake” was defined as drinking more than 14 drinks per
week for women and more than 21 drinks per week for men. Heavy episodic drinking was
defined as one episode of consumption of more than five drinks at least once per month.
The number of drinks of each alcohol type was analyzed (beer, spirits, wine). The current
drinker was included in the group for the type of drink according to which type they
consumed most frequently. If participants declared the same frequency of consumption
of more than one type of alcohol, they were defined as drinking “more than one type of
alcohol” [27]. We also analyzed the association between attitudes toward alcohol consump-
tion and the occurrence of diabetes, hypertension, CVD, and liver diseases. Diabetes was
ascertained on the basis of (1) self-reported diabetes and/or (2) self-reported anti-diabetic
medication and/or (3) fasting blood glucose measurement ≥ 126 mg/dL. Hypertension
was ascertained on the basis of (1) self-reported hypertension and/or (2) self-reported
anti-hypertensive medication and/or (3) an average of two blood pressure measurements
≥ 140/90 mmHg as previously described [28]. The category of “CVD” included coronary
heart disease, stroke, heart infarction, heart failure, and other heart diseases. Liver dis-
eases included hepatitis and jaundice. The occurrence of CVD and liver diseases were
self-reported by the participants.

2.1. Statistical Analysis

Association between sociodemographic factors and consumption of alcohol was
assessed with the use of logistic regression models after adjusting for age and/or gender.
The strength of the association was measured by the odds ratio (OR) with 95% confidence
intervals. The differences in the age of alcohol initiation between sexes and age groups were
analyzed with the use of Mann–Whitney U and Kruskal–Wallis tests. Statistical analysis
was done with the use of the program Statistica 13.1. We assumed a significance level of
p < 0.05.

2.2. Ethics

The study was reviewed and accepted by the appropriate ethics committee and was
therefore performed in accordance with the ethical standards laid down in an appropriate
version of the 1964 Declaration of Helsinki (positive opinion of The Bioethics Committee of
the Wrocław Medical University nr KB- 443/2006).

3. Results

3.1. Baseline Characteristics

At the baseline, a total of 2021 participants (747 men and 1274 women) were analyzed.
The study group consisted of 17.5% of 30- to 44-year-olds, 66.4% of 45- to 64-year-olds,
and 16.1% of participants aged 64 years and older. There were 59.3% of urban and 40.7%
of rural participants. A total of 14.9% of participants had primary education, 16.0% had
vocational education, 39.4% had secondary education, and 29.7% had higher education.
At the baseline, 74.3% of participants were married/lived in a relationship, 18.5% of
participants were separated/widowed/divorced, and 7.2% were never married.

3.2. Alcohol Consumption

In the overall study population, 67.3% were current drinkers, 10.3% were former
drinkers, and 22.4% declared that they had never drunk alcohol. Men were more likely
than women to be current drinkers (77.2% vs. 61.5%, respectively) and former drinkers
(11.6% vs. 9.5%, respectively). Almost one third of women (29.0%) and 11.1% of men
declared that they had never drunk alcohol. The percentage of current drinkers decreased
with increasing age (from 73.4% with age 30–44 years to 48.8% with age 64 and more).
Current use of alcohol products was more prevalent in people living in an urban area
(73.0%) and people with a higher level of education (78.0%). The chance of being a current
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drinker was nearly two times higher in people living in urban vs. rural areas (OR 1.88;
CI 1.55–2.29). Moreover, the chance of being a current drinker was three times higher in
participants with higher education than in people with primary education (OR 3.07; CI
2.25–4.20). We observed a lower proportion of current drinkers in divorced, separated, and
widowed participants than in participants in a relationship (56.7% vs. 68.3% never married
and 69.8% married) (Table 1).

Table 1. Sociodemographic characteristics of attitudes toward alcohol drinking in the PURE Poland cohort study.

Characteristics
Currently Use

Alcohol Products
% (n)

Formerly Used
Alcohol Products

% (n)

Never Used
Alcohol Products

% (n)
p *** OR (95% CI)

Total 67.3 (1360) 10.3 (208) 22.4 (453)

Sex

Men 77.2 (577) 11.6 (87) 11.1 (83)
<0.001

2.10 (1.71 to 2.58) a

Women 61.5 (783) 9.5 (121) 29.0 (370) Ref.

Age

30–44 73.4 (260) 8.2 (29) 18.4 (65)

<0.001

Ref.

45–64 70.2 (941) 8.6 (115) 21.3 (285) 0.45 (0.35 to 0.57) b

>64 48.8 (159) 19.6 (64) 31.6 (103) 0.39 (0.27 to 0.55) b

Place of residence

Urban 73.0 (874) 7.2 (86) 19.8 (238)
<0.001

1.88 (1.55 to 2.29) c

Rural 59.1 (486) 14.8 (122) 26.1 (215) Ref.

Level of education *

Primary 52.2 (157) 20.6 (62) 27.2 (82)

<0.001

Ref.

Vocational 65.2 (210) 12.1 (39) 22.7 (73) 1.57 (1.12 to 2.22) c

Secondary 66.1 (525) 9.6 (76) 24.3 (193) 1.83 (1.38 to 2.41) c

Higher 78.0 (467) 5.0 (30) 17.0 (102) 3.07 (2.25 to 4.20) c

Marital status **

Married/living together 69.8 (1048) 9.3 (139) 20.9 (314)

<0.001

Ref.

Separated/divorced/widowed 56.7 (212) 14.4 (54) 28.9 (108) 0.68 (0.53 to 0.88) c

Never married 68.3 (99) 10.3 (15) 21.4 (31) 0.93 (0.64 to 1.35) c

* 5 participants were excluded due to a lack of information about their level of education; ** 1 participant was excluded due to a lack
of information about their marital status; *** Chi-square test; OR—being a current drinker, a—ORadj.—odds ratio adjusted for age,
b—ORadj.—odds ratio adjusted for sex, c—ORadj.—odds ratio adjusted for sex and age.

Table 2 characterizes the current drinkers by the level of intake of alcohol products.
The majority of participants (89.2%) declared a low level of alcohol intake, whereas only
1.8% declared a high level of intake. The chance of high level of intake of alcohol was
four times higher in men than in women (OR 4.17; CI 1.64–10.6). The three-times greater
chance of higher level of alcohol intake was also observed in participants with a higher
level of education in comparison to participants with secondary education (OR 3.21; CI
1.15–8.99). Participants not living in a relationship also had a greater chance of a high
level of alcohol consumption. Separated/divorced/widowed participants had a 3-fold
higher chance and never married a 4.5-fold higher chance of higher level of alcohol intake
than married participants (OR 2.95; CI 1.15–7.58 and OR 4.59; CI 1.58–13.3, respectively)
(Table 2).
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Table 2. Baseline characteristics in current drinkers by level of intake alcohol.

Characteristics
Number of

Drinks
Me (IQR)

p ***

Alcohol Consumption Intensity
% (n) p **** OR (95% CI)

High Moderate Low

Total
0.8 1.8 9.0 89.2

(0.2–2.0) (24) (122) (1214)

Sex

Men
1.5

0.001

3.1 18.0 78.9

<0.001

4.17
(0.5–4.8) (18) (104) (455) (1.64–10.6) a

Women
0.5 0.8 2.3 96.9

Ref.(0.2–1.0) (6) (18) (759)

Age

30–44
1.3

<0.001

2.3 10.0 87.7

0.888

1.00 (ref.)(0.5–3.5) (6) (26) (228)

45–64
1.0 1.6 8.8 89.6 0.69

(0.5–2.3) (15) (83) (843) (0.26–1.78) b

>64
0.8 1.9 8.2 89.9 0.81

(0.3–2.0) (3) (13) (143) (0.20–3.30) b

Place of residence

Urban
1.0

>0.05

1.8 8.6 89.6

0.230

0.90
(0.5–2.5) (16) (75) (783) (0.38–2.11) c

Rural
1.0 1.6 9.7 88.7

Ref.(0.5–2.3) (8) (47) (431)

Level of education *

Primary 0.8

<0.001

0.6 8.3 91.1

0.084

0.67
(0.5–2.0) (1) (13) (143) (0.08–5.75) c

Vocational
1.0 1.9 7.1 91.0 2.02

(0.5–3.0) (4) (15) (191) (0.54–7.60) c

Secondary 1.0 1.0 8.2 90.9
Ref.(0.5–2.0) (5) (43) (477)

Higher 1.3 3.0 10.9 86.1 3.21
(0.5–3.0) (14) (51) (402) (1.15–8.99) c

Marital status **

Married/living together 1.0

0.014

1.0 9.8 89.2

0.002

Ref.(0.5–2.5) (12) (103) (933)

Separated/divorced/widowed 0.8 3.3 4.7 92.0 2.95
(0.5–1.5) (7) (10) (195) (1.15–7.58) c

Never married
1.0 5.1 9.1 85.9 4.59

(0.5–3.0) (5) (9) (85) (1.58–13.3) c

* 5 participants were excluded due to a lack of information about their level of education; ** 1 participant was excluded due to a lack
of information about their marital status; *** ANOVA—analysis of variance; **** Chi-square test; OR—higher alcohol consumption,
a—ORadj.—odds ratio adjusted for age, b—ORadj.—odds ratio adjusted for sex, c—ORadj.—odds ratio adjusted for sex and age.

Table 3 presents the prevalence of heavy episodic drinking in our cohort. Heavy
episodic drinking occurred in 1 in 10 participants (9.9%). The chance of occurrence of heavy
episodic drinking was two-fold higher in men than women (OR 2.41; CI 1.67–3.48). Heavy
episodic drinking was also more prevalent in participants with vocational (OR 2.22; CI
1.01–4.91) and higher education (OR 2.29; CI 1.10–4.73) in comparison to participants with
primary education.
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Table 3. The baseline prevalence of heavy episodic drinking among participants who declared
current use of alcohol products.

Characteristics
Prevalence

p *** OR
Yes No

Total
9.9 90.1

(134) (1226)

Sex

Men
14.4 85.6

<0.001
2.41 (1.67–3.48) a

(83) (494)

Women
6.5 93.5

Ref.(51) (732)

Age

30–44
11.5 88.5

0.409

Ref.(30) (230)

45–64
9.8 90.2

0.83 (0.54–1.29) b
(92) (849)

>64
7.5 92.5

0.63 (0.31–1.26) b
(12) (147)

Place of residence

Urban
10.2 89.8

0.584
1.11 (0.76–1.62) c

(89) (785)

Rural
9.3 90.7

Ref.(45) (441)

Level of education *

Primary 5.7 94.3

0.036

1.00 (ref.)(9) (148)

Vocational
11.9 88.1

2.22 (1.01–4.91) c
(25) (185)

Secondary 8.2 91.8
1.47 (0.70–3.08) c

(43) (482)

Higher 12.2 87.8
2.29 (1.10–4.73) c

(57) (410)

Marital status **

Married/living together 10.3 89.7

0.596

1.00 (ref.)(108) (940)

Separated/ divorced/widowed 8.5 91.5
0.81 (0.48–1.36) c

(18) (194)

Never married
8.1 91.9

0.77 (0.36–1.62) c
(8) (91)

* 5 participants were excluded due to a lack of information about their level of education; ** 1 participant was
excluded due to a lack of information about their marital status; *** Chi-square test, OR—heavy episodic drinking,
a—ORadj.—odds ratio adjusted for age, b—ORadj.—odds ratio adjusted for sex, c—ORadj.—odds ratio adjusted for
sex and age.

Table 4 presents the types of alcoholic beverages preferred by current drinkers in
our cohort. The majority of participants (54.7%) declared most frequent consumption
of low-alcohol drinks (wine, beer), a further 25.3% declared most frequent consumption
of spirits, and the rest of the participants declared consumption of more than one type
of alcohol. Spirits were chosen more frequently by women than men (25.8% vs. 24.7%,
respectively), by participants aged 44 years or older (25.7% of participants aged 45–64 years;
39.2% of participants aged >64 years vs. 15.2% of participants aged 30–44 years). Spirits
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were also preferred by participants living in rural areas compared to in urban areas (30.5%
vs. 22.4%, respectively) and participants with primary education (40.1%). Spirits were least
frequently consumed by participants with a higher level of education (17.6%).

Table 4. The baseline characteristics of the types of alcoholic beverages most frequently consumed by participants who
declared current use of alcohol products.

Characteristics
Spirits
% (n)

Wine
% (n)

Beer
% (n)

More Than One Type of Alcohol
% (n)

p ***

Total
25.3 25.2 29.5 20.0
(343) (342) (399) (271)

Sex

Men
24.7 12.9 49.4 13.0

<0.001
(142) (74) (284) (75)

Women
25.8 34.4 14.7 25.1
(201) (268) (115) (196)

Age

30–44
15.2 28.4 41.2 15.2

<0.001

(39) (73) (106) (39)

45–64
25.7 24.7 28.3 21.3
(242) (232) (266) (200)

>64
39.2 23.4 17.1 20.3
(62) (37) (27) (32)

Place of residence

Urban
22.4 28.6 28.3 20.7

<0.001
(195) (249) (246) (180)

Rural
30.5 19.2 31.5 18.8
(148) (93) (153) (91)

Level of education *

Primary
40.1 12.7 28.7 18.5

<0.001

(63) (20) (45) (29)

Vocational
27.6 18.1 38.6 15.7
(58) (38) (81) (33)

Secondary
26.8 24.5 27.6 21.1
(140) (128) (144) (110)

Higher
17.6 33.5 27.6 21.3
(82) (156) (128) (99)

Marital status **

Married/living together
24.5 24.5 31.7 19.3

0.03

(256) (256) (331) (201)

Separated/divorced/widowed
28.0 28.4 19.4 24.2
(59) (60) (41) (51)

Never married
28.3 26.3 27.3 18.2
(28) (26) (27) (18)

* 5 participants were excluded due to a lack of information about their level of education; ** 1 participant was excluded due to a lack of
information about their marital status; *** Chi-square test.

The average age of initiation of alcohol consumption in our cohort was 20 ± 4 years
(min 10, max 58). Sex and age were factors that statistically significantly differentiated the
age of alcohol initiation. The initiation of alcohol occurred later in life in women than in
men (Figure 1). The age of the initiation of alcohol decreased along with the decreasing age
of participants (Figure 2).
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Figure 1. The age of alcohol initiation in women and men.

Figure 2. The age of the initiation of alcohol in different age groups.

The odds ratio (with 95% CI) for occurrence of diabetes (a), hypertension (b), CVD (c),
and hepatitis or jaundice (d) in groups of participants differentiated by attitudes toward
alcohol consumption are presented in Figure 3. In the model, attitudes toward alcohol
consumption have been adjusted to age. Current drinkers had almost 1.5-fold higher
odds of diabetes than never drinkers (OR 1.49; CI 1.03–2.17). Former drinkers had higher
odds for hypertension than never drinkers (1.73; CI 1.05–2.85). Both current and former
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drinkers had higher odds for CVD than never drinkers (OR 1.66, CI 1.27–2.18; OR 1.76,
CI 1.22–2.53, respectively). We found no significantly higher odds for the occurrence of
hepatitis/jaundice between current, former, and never drinkers. The odds of occurrence
of diabetes, CVD, and hypertension were not significantly associated with sex. On the
other hand, the odds of occurrence of hepatitis/jaundice were lower in men than women
(OR 0.67; CI 0.46–0.99).

Figure 3. The odds ratio (with 95% CI) for occurrence of diabetes (a), hypertension (b), CVD (c), and hepatitis or jaundice
(d) in groups of participants differentiated by attitudes toward alcohol consumption ((crude)—unadjusted OR; (adjusted)—
attitudes toward alcohol consumption have been adjusted to age).

4. Discussion

This paper presents data about alcohol consumption patterns from one of the few
cohort studies in Poland. Poland is one of the most interesting countries in which to
investigate alcohol consumption patterns, due to rapid changes in attitudes toward alcohol
over the years. It has been observed that since the 2000s, the level of alcohol consumption
in Poland has steadily increased, exceeding the European average [12]. It is speculated
that the increase in alcohol consumption might be contributing to a slower rate of health
improvement in Poland [19,20]. The data regarding alcohol consumption coming from
epidemiological studies are limited in Poland. In the National Multicenter Health Survey I
(WOBASZ), conducted between 2003 and 2005, the most common type of alcohol consumed
by men was beer, followed by vodka [29]. A total of 72% of men consumed 0.01–15.0 of pure
ethanol per day [29]. The prevalence of current drinkers in our study was comparable to
the percentage observed in the Polish–Norwegian Study (PONS) conducted between 2010
and 2011 (67.3 vs. 57.7%, respectively) [16]. Some discrepancies in a reported prevalence of
attitudes towards alcohol consumption may be partially attributed to different definitions of
“current alcohol drinkers” adopted in mentioned studies. According to the Public Opinion
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Research Center (CBOS), in 2019, a total of 56% of Poles drank alcoholic beverages at least
occasionally and a further 8% declared drinking alcohol frequently [30]. In comparison to
data obtained in 2010, there was a visible increase in occasional consumption of alcoholic
beverages with a concomitant decrease in the percentage of both frequent drinkers and
abstainers [30]. In the European region during the time period 2000–2016, there was a
stable increase in the percentage of former drinkers (9.9% in 2000 vs. 16.6% in 2016) and a
decrease in percentage of current drinkers (70.1% in 2000 vs. 59.9% in 2016) [1].

Our study revealed some sociodemographic tendencies in alcohol consumption pat-
terns. We observed more current drinkers among men than women. Moreover, men had a
tendency for a higher level of alcohol consumption and more frequent heavy episodic drink-
ing than women. Similar observations were made worldwide [1] and in Europe [12,31].
Conforming to our results, in a cross-sectional study by Mierzecki et al. [15], women drank
less frequently, declared significantly lower levels of alcohol consumption, and declared
that they never consumed alcohol much more frequently than men. Similarly, in the PONS
study [16], men reported more frequent drinking of alcoholic beverages than women. In
an analysis of alcohol consumption patterns of global PURE study participants, people
with high or moderate levels of alcohol consumption were predominantly older, male, and
less educated [27]. According to the current status of research on alcohol consumption in
Poland prepared by the CBOS, women drank much fewer alcoholic beverages than men
and were abstainers more often, but there was a significant increase in the percentage of
drinking women in Poland over the years [30]. In our study, the percentage of current
drinkers decreased with increasing age of participants. A similar observation was made
within the framework of the RARHA project, where the highest consumption of alcohol in
Poland was noted among younger age groups and that the consumption decreased with
the age of the participants [10]. Concomitantly, in our study, in the older age groups, the
initiation of alcohol drinking occurred several years later than among the 30- to 44-year-
olds and the proportion of abstainers and former drinkers was the highest in the oldest
age group. The latter observation can be partially attributed to health-related problems
occurring later in life which result in decreased alcohol consumption.

Another sociodemographic factor differentiating the patterns of alcohol consumption
was the level of education. In our cohort, participants with higher education consumed
more alcohol than those with a lower level of education. On the other hand, participants
with a higher level of education chose predominantly low-alcohol beverages. In a study by
Wojtyniak et al. [14], the association between level of education and consumption of alcohol
was gender-specific. Urban residency and a higher level of education were associated
with lower consumption of alcohol in men, but with higher consumption of alcohol in
women [14]. A higher level of education was previously associated with a lower risk of
heavy episodic drinking, a lower amount of alcohol consumed, and frequency of memory
loss caused by drinking [13].

In our study, there were more current drinkers in the urban areas than in rural areas.
The same observation was made in the PONS study [16]. Having said that, in our study,
current drinkers living in urban areas declared more frequent consumption of low-alcohol
beverages (wine, beer), whereas spirits were more prevalent in the rural areas. Contrary
to our results, in a study by Mierzecki et al. [15], participants living in urban areas drank
less often, consumed fewer alcoholic beverages, and had a lower frequency of heavy
drinking than rural inhabitants. We observed no significant differences in the level of
alcohol consumption and the prevalence of heavy episodic drinking between urban and
rural inhabitants participating in our study.

It was estimated in 2018 that approximately one billion current drinkers worldwide
were heavy episodic drinkers [1]. The prevalence of heavy episodic drinking among
current drinkers in our cohort was similar to the prevalence observed in the global PURE
study (9.9% vs. 13.1%, respectively) [27]. In contrast, the estimates made by the WHO for
the European region were much higher. It was estimated that in Europe, heavy episodic
drinking occurred in approximately 26.4% of population above 15 years of age (42.6%
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among drinkers) [1]. Europe was also the region with the highest prevalence of heavy
episodic drinking [1]. The lower prevalence of heavy episodic drinking in our cohort
can be partially explained by overrepresentation of participants with higher education in
comparison to overall Polish population. Heavy episodic drinking is more common among
people with a low socio-economic status.

There are some geographic differences when it comes to the type of preferred alcohol.
Worldwide in 2018, the most commonly chosen type of alcohol was spirits (44.8%), but in the
European region, the most consumed type of alcohol was beer (40.0%) [1,10]. In our cohort,
beer was the most preferred type of alcohol, whereas spirits and wine were chosen equally
frequently. According to data gathered by the State Agency for the Prevention of Alcohol-
Related Problems (PARPA), beer was the most common type of alcohol beverage chosen by
Poles in 2019 (54.6%), followed by spirits (37.8%) and wine (7.6%) [18]. Similarly, beer was
the dominant type of alcohol consumed by Poles in the RARHA project [10]. In contrast, in
the PONS study, the most frequently chosen type of alcohol was vodka and other spirits
(75.4%), followed by wine (61.5%) and beer (54.0%) [16]. In a self-reported preference of
type of alcoholic beverages prepared by CBOS in 2019, Poles chose predominantly beer
(39%), then wine (25%) and spirits (16%) [30]. Conforming to our results, men preferred
mostly beer (56%), whereas women preferred wine (45%) [30]. We noted differences in the
preferred types of alcohol between the age groups. Participants in the youngest age group
(30- to 44-year-olds) preferred beer, whereas spirits were the least popular type of alcohol
in this age group. In contrast, the oldest participants (>64 years of age) preferred spirits
over other types of alcohol. Similar observations can be found in the report of the RARHA
project, where beer was the most common type of alcohol among younger participants [10].
The shift in the preferences is worth noting, but it is also expected. Several decades ago in
Poland, spirits were the most accessible type of alcohol. The increasing consumption of
beer and other low-alcohol beverages over spirits has been observed in Poland since the
1990s [32]. According to the report prepared by the Nielsen Company on the condition of
the alcohol market in Poland, there was a similar increase in the sales of beer and spirits
over the last years, but beer and low-alcohol beverages were still a leading category on
the market [33]. It was also observed that there was an increase in interest in high quality
alcoholic beverages, like cognac, brandy, or whiskey [30,33].

In our study, current drinkers had higher odds for diabetes and CVD, whereas former
drinkers had higher odds for CVD and hypertension than never drinkers. This observation
might suggest that giving up alcohol consumption might be related to deteriorating health.
Former drinkers were considered less healthy than never drinkers and have a higher
mortality rate [34]. The possible bias of considering former drinkers as abstainers and the
decline in alcohol consumption along with progressing age and deterioration of health has
been previously reported [35–40]. We are reporting the attitudes toward alcohol consump-
tion and occurrence of diseases at the same point in time, so we are unable to determine
causality between those events. In a meta-analysis performed by Baliunas et al. [41], a
U-shape association between alcohol consumption and the risk of type 2 diabetes was
observed. A moderate consumption of alcohol has been associated with a lower risk of
type 2 diabetes (the most protective effect observed in case of consumption of 22 g of
alcohol per day in men and 24 g of alcohol per day in women) [41]. It has been proposed
however, that the favorable effect of alcohol on the diabetes risk in this meta-analysis could
have resulted from some bias, e.g., including in the reference group both never drinkers
and less healthy former drinkers [42]. In a more u p-to-date meta-analysis conducted by
Knott et al., no reduction in diabetes risk was observed in men, regardless of the level of
alcohol consumption [42]. On the other hand, a reduction in the risk of type 2 diabetes
was observed in women (peak reduction at the level of consumption of 31–37 g of alcohol
per day) [42]. Having said that, it was observed that among the patients with diagnosed
diabetes, limiting alcohol consumption by at least 2 units/week decreased a 10-year risk
of CVD (HR: 0.56, 95% CI 0.36, 0.87) [43]. Alcohol consumption is also a well-known risk
factor for hypertension [44–46]. Heavy drinking has been associated with an increased risk
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of hemorrhagic stroke [47,48]. In the analysis of the modifiable risk factors of CVD and
mortality in the global PURE study, high alcohol drinkers showed a moderate increase
in CVD incidence, but a high increase in overall mortality [49]. Low-alcohol drinkers
also had a lower risk of CVD incidence than abstainers [49]. In a study by Bell et al. [50],
heavy drinkers and former drinkers had a higher risk of coronary death, heart failure,
cardiac arrest, transient ischemic attack, ischemic stroke, intracerebral hemorrhage, and
peripheral arterial disease. In the same study, abstaining from alcohol was associated
with an increased risk of unstable angina, myocardial infarction, heart failure, stroke, and
peripheral arterial disease in comparison to moderate drinking [50]. In a current analysis
of 599,912 participants from 83 prospective studies, the lowest risk of mortality in current
drinkers was observed with the consumption of 100 g of alcohol per week [51]. In the
same study, when considering CVD subtypes, increased alcohol consumption was linearly
associated with a higher risk of stroke and coronary artery disease [51]. For CVDs other
than myocardial infarction, there was no threshold below which lower alcohol consump-
tion ceased to be associated with a lower risk [51]. Taken together, although the impact
of alcohol consumption on CVD is controversial, the position of the European Society of
Cardiology is that the current limits of alcohol consumption should be lowered because
the harm outweighs the possible benefits of moderate drinking [52].

There are some limitations of our study to consider. Firstly, this is a cohort study and
although the population sample is quite large, the results should be treated with caution as
they cannot be exactly extrapolated to the whole Polish population. The study group was
not randomized, which can introduce a possible bias. Our cohort is characterized by an
overrepresentation of women, elderly people, and better educated people in comparison to
the Polish population overall. It is important to note that self-reported alcohol consumption
can be underestimated and that there is a risk of bias. On the other hand, as stated
previously in the literature, self-reported alcohol consumption, although not without some
issues, is a reliable and acceptable method, especially in large-scale studies [53]. The risk of
bias in our study is lowered by the fact that the questionnaires were conducted by a trained
researcher. We present only the data collected at the baseline. On the other hand, there are
currently only a few large cohort studies that have been conducted in Poland. Directions
for the future research include a longitudinal prospective analysis of alcohol consumption
patterns in the PURE Poland cohort study.

5. Conclusions

In our cohort study, we observed several socio-demographic factors differentiating
the patterns of alcohol consumption. Participants living in urban areas and with a higher
level of education drank more alcohol, but in contrast to rural inhabitants and participants
with a lower level of education, they chose mostly low-alcohol beverages. Current drinkers
had higher odds for diabetes and CVD, whereas former drinkers had higher odds for CVD
and hypertension than never drinkers.
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Abstract: Physical activity is one of the factors conditioning human health. Research shows a
positive impact of regular physical activity on the quality of human life. The aim of the study was to
determine the relationship between the physical activity of university students, their parents, and
their grandparents, and the overall quality of their lives in individual domains (physical, mental,
social, environmental), as well as the perceived state of health in relation to selected determinants.
The research included 1001 participants, including 253 students related to physical culture and
health promotion studying at the University of Szczecin (faculties: physical education, tourism and
recreation, public health, sports diagnostics), and their 336 parents and 412 grandparents. Purposive
sampling was used to outline the determinants of quality of life and family factors in physical activity.
The diagnostic survey was carried out based on the standardized WHOQOL-BREF (World Health
Organization Quality of Life) questionnaire. Statistically significant differences were shown in the
studied generations regarding the assessment of quality of life and satisfaction with health in the
physical, psychological, social, and environmental domains. The oldest generation gave the lowest
assessment of quality of life and was the least satisfied with their health regarding particular domains.
Female students were more satisfied with their health compared to grandmothers and grandfathers,
whereas male students compared to mothers and fathers. Fathers achieved the highest scores in
the psychological and social domains, but, in case of the latter, differences were found between
mothers’ and fathers’ assessments. Intergenerational differences were found in quality of life and the
assessment of health status. Current participation in broadly understood physical culture was often
a result of positive attitudes towards physical education and doing sport in the past, which meant
higher scores in the physical domain each time. The study demonstrated that taking up physical
activity impacted the quality of life and assessment of health in the past and currently.

Keywords: lifestyle; training; exercises; intergenerational relations; academic youth; standardized
questionnaire WHOQOL-BREF

1. Introduction

The concept of quality of life is wide, and there is no single definition of quality of
life in either social sciences or medical sciences. Quality of life is studied in relation to
a particular area of life and the factors that affect it. Usually, factors such as health, life
satisfaction, happiness, psychosocial adjustment, well-being, or physical activity are taken
into account [1–3].

According to the WHO (World Health Organization) definition, quality of life (QOL)
is “an individual’s perception of their position in life in the context of the culture and
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value systems in which they live and in relation to their goals, expectations, standards
and concerns” [1,3,4]. In medicine, health-related quality of life (HRQOL), introduced by
Schipper et al., is used more often [1,2,5]. It is based on the WHO definition of health. The
WHO defines health as follows: “Health is a state of complete physical, mental and social
well-being and not merely the absence of disease or infirmity” (the WHO definition of
Health, Preamble to the Constitution of the World Health Organization as adopted by the
International Health Conference) [1–5].

Over the years, however, there have been various changes to the term HRQQL.
Currently, most definitions address five dimensions of health-related quality of life. These
are: physical, psychological, social, and cognitive functioning, as well as a general sense of
well-being [1–3,6–9]. The medical view of the quality of life emphasizes the great influence
of such factors as sex, age, education, or the level of physical activity [1–3,7,10].

The factors that influence quality of life undoubtedly include physical activity, which,
among others, includes various kinds of games, exercises, or amateur practices of various
sports disciplines as a part of active leisure. Physical activities of this type are carried
out for various purposes: for pleasure, leisure, and to maintain health, improve exercise
capacity, or acquire special physical abilities and skills. Such healthy behaviors prevent the
occurrence of various civilization diseases [7–9,11]. It should be emphasized that physical
activity needs to accompany a person throughout their life, which is why it is so important
to promote physical culture not only among children, but also among adolescents, because
it provides the basis for the continuation of healthy behaviors in adulthood [4–6,12]. When
examining the quality of life of healthy adults, it may be concluded that physical activity is
not only strictly related to physical condition, but also to mental condition [7,8,13–17].

The assessment of quality of life depends not only on the state of physical and men-
tal health, level of independence, social relations, and environmental factors, but also
on the individual attitude of a given person. Although the abovementioned definition
of health according to the WHO clearly refers to quality of life, research on this subject
was initiated relatively recently; in the 1990s, systematic studies in this field started to be
undertaken [4–6,18–22]. It is known from today that these studies should take into account,
among others, the degree of satisfaction with health and family life, social relations, profes-
sional life, education, and specialization or universal standards affecting the quality of life
in the local community, which the authors have pointed out in this study [16–18,23–29].

In recent years, there has been a lot of research on quality of life in the population of
healthy and sick people, which analyzed various factors, such as lifestyle, forms of leisure,
or the socioeconomic situation. Adults with frequent foot problems should be given special
attention. Foot pain affects one’s overall health, and often causes a person to fall. Studies
conducted by scientists in Spain confirm that this is one of the reasons for the reduction of
daily physical activity [30].

Taking into account the existing knowledge on quality of life and physical activity, we
tried to determine how these relationships work in relation to university students (faculties
of physical education, sports diagnostics, public health, tourism, and recreation), their
parents, and their grandparents. The aim of the study was to determine the relationship
between the physical activity of university students, their parents, and their grandparents,
as well as the overall quality of their lives in individual domains (physical, mental, social,
environmental) and the perceived state of health in relation to selected determinants.

A hypothesis was formulated that there is a relationship between current physical
activity and quality of life within the individual generations. It was also assumed that the
age, gender, marital status, education level, and employment status of respondents may
modify this relationship.

2. Methodology

Participants and Ethical Considerations

The research was carried out on 1001 participants, including 253 students related to
physical culture and health promotion studying at the University of Szczecin (faculties:
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physical education, tourism and recreation, public health, sports diagnostics), and their
336 parents and 412 grandparents. Female students (171) were aged 18–34 years, with an
average of 22.4 ± 3.44. The average age of the 82 male students, aged 19–28 years, was
21.5 ± 2.0. The mothers of the studied (205) persons were aged 35–68 years, the average
being 47.7 ± 7.4. For the 131 fathers, in the 35–77 age range, the average age was 49.6 ± 8.5.
The average age for the 262 grandmothers, 51–99 years old, was 73.6 ± 8.9, and for the
150 grandfathers, 55–97 years old, it was 73.8 ± 8.9. Persons over 74 constituted 14.6%,
including 3.3% over 90. The majority of the respondents were women (63.8%), and their
predominance was significant in every age group. The unmarried respondents constituted
48.8% (including those never married 26.5%, widowed 14.8%, and divorced 7.5%). The
respondents (including students) were most likely to have secondary education (46.7%).
Grandfathers and grandmothers mostly had primary education (60.4% and 51%). Mothers
of the students were better educated than their fathers. Above-secondary education
was reported by 45.6% of mothers and 32.8% of fathers, and below-secondary education
was reported by 37.4% of fathers and 19.1% of mothers. Employment was reported by
over 70% of the surveyed students and their parents (over 72%), and by about 10% of
the grandparents. Respondents described their financial situation as very good (39.2%),
moderate (46.4%), sufficient (10.7%), or bad (3.7%). The majority of the respondents lived
in medium and large cities; only a minority lived in rural areas (21.5%).

The study protocol was approved by the appropriate ethics committee of the Local
Medical Chamber in Szczecin, permit no 15/KB/V.2015, and conformed to the ethical
guidelines of the 1975 Declaration of Helsinki. Written informed consent was obtained
from each subject included in the study.

3. Data Collection

The diagnostic survey method was based on the standardized WHOQOL-BREF (World
Health Organization Quality of Life) questionnaire. An abbreviated version, adapted to
Polish language, culture, and psychometric conditions, contained 26 questions [30]. The
first two questions, relating to the individual’s general perception of the quality of life
and health, were analyzed separately. The remaining 24 questions concerned four do-
mains of the perceived quality of life. The physical domain included an assessment of
daily life activities, drug dependence and treatment, energy and fatigue, mobility, pain
and discomfort, rest and sleep, and the ability to work. The psychological domain con-
cerned body image, joy, sense of life, mood, negative and positive feelings, self-esteem,
and concentration/memory/thinking/learning. The social domain concerned personal
relationships, sexual activity, and social support. The environmental domain concerned
financial resources, safety, home, physical environment, acquiring new information and
skills, recreation and leisure, housing conditions, and access to medical care and trans-
portation. The scores for the aforementioned domains were determined by calculating the
arithmetic mean of their constituent items. The higher the score, the higher the quality of
life; the maximum value was 120 points. Our research also included our survey technique
to study the lifestyles of women and men, as well as an interview. Information obtained
from the interviews conducted among the students was used to supplement and verify
the results of the research. Our study used personal data on physical activity, age, gender,
place of residence, education, employment, and financial situation. The focus was on
establishing a relationship between the quality of life and currently undertaking physical
activity over the previous week and in the past (participation in physical education classes
or involvement in professional sport) of the students of the Faculty of Physical Culture and
Health Promotion of the University of Szczecin, their parents, and their grandparents. The
quality of life of respondents were also analyzed in relation to socio-demographic variables.

4. Data Analysis

The one-way analysis of variance (F-test) for independent groups was used (ANOVA),
as well as Student’s t-test. The effect size in ANOVA was expressed using ω2. For the
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Student’s t-test, we used Hedges’ g—a measure of effect size. In qualitative analyses, the
trait frequency and the chi-square test of independence were used, as well as Cramér’s
V for the χ2 test. Differences were deemed statistically significant at p ≤ 0.05. Statistical
calculations were made with Statistica 12 for Windows, Microsoft Excel 2007, and JASP
0.10.0.0 [31,32].

5. Results

The attitudes of the respondents towards compulsory participation in physical edu-
cation classes, practicing professional sport in the past, and current recreational physical
activity are presented in Figure 1.

Figure 1. Physical activity characteristics of university students, their parents, and their grandparents (independence χ2 test
and Cramér’s V).

The majority of the respondents had willingly participated in physical education
classes in the past (88.1%). A reluctant and negative attitude towards those lessons was
more often shown by the oldest generation (grandmothers 20.4%; grandparents 15.1%).
Few respondents (2%) had been exempted from these classes. All of the university students
willingly participated in compulsory physical education classes (94% of women and 100%
of men). According to research, 18.4% of respondents declared involvement in competitive
sport in the past, men more often than women (students 50%; fathers 35.7%; grandparents
14.8%) (p < 0.001 for the χ2 test, Cramér’s V = 0.3). As a result of the analysis, it was
found that 81.7% of respondents declared current physical activity. The percentages of
physically active female students and their mothers were similar. Grandmothers declared
lower physical activity (77.9%). Male students were physically more active compared to
fathers and grandparents (91.5% vs. 76.3% vs. 80.7%, respectively) (p < 0.05 for the χ2 test,
Cramér’s V = 0.1).

Respondents varied slightly in their preferences regarding the forms of physical
activity (Figure 2). Students attended fitness classes, ran, cycled, went to the gym, played
sports games, and swam (about 15% each). Students found sports games, gym exercises,
and jogging more attractive than the older generations. Mothers (66.2%), fathers (53.8%),
grandmothers (83.7%), and grandparents (81.1%) most often walked. This form of activity
was not even mentioned by university students. Gardening was more significant for
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parents and grandparents, who often treated this activity as a form of recreation. Some
mothers also attended fitness classes (8.1%), and some fathers played sports games (8.4%).

Figure 2. Physical activity patterns of students, their parents, and their grandparents (%). * Combat sports, dance, pole
dance, horseback riding, tennis, table tennis, and badminton.

The evaluation of quality of life, health satisfaction, and physical, psychological, social,
and environmental domains in the studied generations revealed statistically significant
differences (p < 0.001 for the F-test). In the physical domain (ω2 = 0.18) and health satisfac-
tion (ω2 = 0.11), the effect size was high and close to high, respectively, and in the quality
of life satisfaction and in the other domains, it was moderate or close to moderate (in the
environmental domain) (Table 1).

Statistically significant differences were found in satisfaction with life between female
students and their grandparents, and between parents and grandparents of male students
(p < 0.001 for the Student’s t-test). Grandmothers and grandparents had the lowest scores
for quality of life and in the individual domains, as well as in satisfaction with health.
Grandmothers were less satisfied with their health than grandfathers (p < 0.05 for the
Student’s t-test).

Female students were more satisfied with their health than grandmothers and grand-
parents, and male students were more satisfied with their health than mothers (p < 0.05 for
the Student’s t-test) and fathers (p < 0.05 for the Student’s t-test). Female students were
less satisfied with their health than male students (p < 0.05 for the Student’s t-test). In the
psychological domain, we found differences between female students and fathers (p < 0.001
for the Student’s t-test), and between mothers and fathers (p < 0.05 for the Student’s t-test).
In this domain, fathers achieved the highest scores, as well as in the social domain (p < 0.05
for the Student’s t-test). The moderate and high effect size (Hedges’ g = 0.5–1.0) confirmed
the differences between students and grandparents in the assessment of satisfaction of life,
satisfaction with health, and in individual domains (physical, psychological, social, and
environmental). In the physical domain, the effect size was very high (g = 0.8–1.1). These
differences, confirmed by the effect size, were also observed between the students’ parents
and grandparents (g = 0.8–0.9).

The reported quality of life differed between those who had participated in physical
education, professional sport, and recreational activities in the past (Table 2).
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Table 1. Total quality of life in individual domains (physical, psychological, social, environmental) and satisfaction with
health among university students, their parents, and their grandparents (F-test, ω2, Student’s t-test, Hedges’ g).

Specification Groups *
Value of p for Student’s t-Test Hedges’ g

Means
MS M F GM GF MS M F GM GF

Quality of life
F = 16.87
p < 0.001
ω2 = 0.07

FS 0.578 0.949 0.751 0.000 0.000 −0.1 0.1 0.1 0.6 0.5 4.03
MS 0.516 0.438 0.000 0.000 0.1 0.1 0.7 0.7 4.09
M 0.775 0.000 0.000 0.1 0.6 0.6 4.02
F 0.000 0.000 0.5 0.5 4.00

GM 0.859 −0.1 3.57
GF 3.59

Satisfaction
with health

F = 26.42
p < 0.001
ω2 = 0.11

FS 0.031 0.521 0.361 0.000 0.000 −0.3 0.1 0.1 0.8 0.5 3.83
MS 0.011 0.012 0.000 0.000 0.3 0.4 1.0 0.8 4.04
M 0.723 0.000 0.000 0.1 0.7 0.5 3.78
F 0.000 0.000 0.7 0.4 3.75

GM 0.034 −0.2 3.19
GF 3.37

Physical
domain
F = 46.21
p < 0.001
ω2 = 0.18

FS 0.598 0.459 0.684 0.000 0.000 0.1 01 0.1 1.1 0.8 28.58
MS 0.923 0.921 0.000 0.000 0.1 −0.1 0.9 0.9 28.33
M 0.823 0.000 0.000 −0.1 0.9 0.8 28.28
F 0.000 0.000 0.9 0.8 28.39

GM 0.294 −0.1 23.89
GF 24.41

Psychological
domain
F = 15.94
p < 0.001
ω2 = 0.07

FS 0.064 0.153 0.000 0.000 0.055 −0.2 −0.1 −0.4 0.4 0.2 21.53
MS 0.466 0.282 0.000 0.001 0.1 −0.2 0.7 0.5 22.46
M 0.032 0.000 0.001 −0.2 0.6 0.4 22.10
F 0.000 0.000 0.8 0.6 23.05

GM 0.057 −0.2 19.88
GF 20.67

Social domain
F = 20.93
p< 0.001
ω2 = 0.09

FS 0.775 0.409 0.118 0.000 0.000 0.1 0.1 −0.2 0.7 0.4 11.61
MS 0.713 0.095 0.000 0.000 0.1 −0.2 0.6 0.5 11.51
M 0.013 0.000 0.000 −0.3 0.6 0.4 11.40
F 0.000 0.000 0.9 0.7 12.04

GM 0.150 −0.1 9.97
GF 10.33

Environmental
domain
F = 9.34
p < 0.001
ω2 = 0.04

FS 0.423 0.371 0.599 0.000 0.000 0.1 0.1 0.1 0.5 0.4 30.43
MS 0.955 0.809 0.000 0.006 −0.1 −0.1 0.4 0.4 29.99
M 0.813 0.000 0.000 −0.1 0.4 0.4 30.02
F 0.000 0.002 0.4 0.4 30.15

GM 0.577 −0.1 28.12
GF 28.38

* The following abbreviations were used: female students—FS, male students—MS, mothers—M, fathers—F, grandmothers—GM,
grandfathers—GF.

Those willingly participating in physical education classes had a higher quality of life
rating (p < 0.01) and scored better in the physical (p < 0.01) and social domain (p < 0.01). In
a comparison of those involved in competitive sport in the past and those who were not,
the former reported higher satisfaction of life (p < 0.001), health satisfaction (p < 0.001), and
in physical (p < 0.001), psychological (p < 0.001), and social domains (p < 0.01). Those cur-
rently engaged in physical recreation were also more satisfied with their health (p < 0.001),
performing better in the physical (p < 0.001), psychological (p < 0.001), and environmental
domains (p < 0.05) than those who were not currently physically active. Their effect size
was low (g = 0.2–0.3).

General differences in quality of life were found in relation to the marital status of the
respondents (p < 0.001 for F-test) (Table 3).

The lowest mean scores for quality of life, satisfaction with health, and its components
were characteristic of widowed and divorced persons. Unmarried persons, as well as
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those married and in cohabitation, rated their quality of life higher than widowed people.
Divorced persons also had a higher quality of life than widowers. The effect size on the
perception of quality of life among unmarried persons and those living in cohabitation
(g = 0.8) compared to widows/widowers was very high, as was a higher satisfaction with
health among unmarried persons in comparison with widowed persons (g = 0.8). In the
physical and social domains, widowed persons had lower scores than unmarried and
married persons and those living in a cohabitation (g = 0.6–1.1). In the psychological and
environmental domains, widowed persons were rated the lowest in comparison with the
other groups (moderate effect size).

There were statistically significant differences in quality of life among the studied
students, their parents, and their grandparents, depending on the level of education
(Table 4).

Table 2. Physical activity of respondents in the past and present and their quality of life (F-test, ω2, Student’s t-test,
Hedges’ g).

Specification Physical Activity Value of p for Student’s t-Test Hedges’ g Means

Participation in physical education classes

Satisfaction with life
F = 6.98, p < 0.01

ω2 = 0.01

Willing 0.008 0.3 3.87

Reluctant and negative 3.65

Physical domain
F = 7.72, p < 0.001

ω2 = 0.01

Willing 0.005 0.3 26.79

Reluctant and negative 25.34

Social domain
F = 6.84, p < 0.01

ω2 = 0.01

Willing 0.009 0.3 11.07

Reluctant and negative 10.37

Practicing competitive sport

Satisfaction with life
F = 10.12, p < 0.001

ω2 = 0.01

Yes 0.001 0.3 4.01

No 3.80

Satisfaction with health
F = 12.01, p < 0.001

ω2 = 0.01

Yes 0.000 0.3 3.78

No 3.54

Physical domain
F = 12.16, p < 0.001

ω2 = 0.01

Yes 0.000 0.3 27.74

No 26.35

Psychological domain
F = 13.26, p < 0.001

ω2 = 0.01

Yes 0.000 0.3 22.33

No 21.11

Social domain
F = 6.56, p < 0.01

ω2 = 0.01

Yes 0.010 0.2 11.39

No 10.87

Current participation in physical recreation

Satisfaction with health
F = 10.48, p < 0.001

ω2 = 0.01

Yes 0.001 0.3 3.63

No 3.40

Physical domain
F = 15.99, p < 0.001

ω2 = 0.01

Yes 0.000 0.3 26.91

No 25.32

Psychological domain
F = 12.65, p < 0.001

ω2 = 0.01

Yes 0.000 0.3 21.58

No 20.40

Environmental domain
F = 5.3, p < 0.05

ω2 = 0.01

Yes 0.021 0.2 29.52

No 28.66
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Table 3. Marital status vs. quality of life reported by students, their parents, and their grandparents (F-test, ω2, t-test,
Hedges’ g).

Specification Marital Status
Value of p for Student’s t-Test Hedge’s g

Means
Married Divorced Widowers Cohabitation Married Divorced Widowers Cohabitation

Quality of life
F = 16.43
p < 0.001
ω2 = 0.06

Unmarried 0.419 0.023 0.000 0.962 0.1 0.3 0.8 0.1 3.97
Married 0.077 0.000 0.792 0.2 0.7 −0.1 3.92
Divorced 0.001 0.197 0.5 −0.3 3.75
Widowed 0.000 −0.8 3.39

Cohabitation 3.96

Satisfaction with
health

F = 14.34
p < 0.001
ω2 = 0.06

Unmarried 0.023 0.000 0.000 0.216 0.2 0.5 0.8 0.3 3.78
Married 0.025 0.000 0.781 0.3 0.5 0.1 3.64
Divorced 0.057 0.280 0.3 −0.2 3.40
Widowed 0.017 −0.5 3.17

Cohabitation 3.59

Physical domain
F = 23.36
p < 0.001
ω2 = 0.08

Unmarried 0.186 0.015 0.000 0.500 0.1 0.3 1.0 0.1 27.62
Married 0.148 0.000 0.919 0.2 0.8 0.1 27.14
Divorced 0.000 0.425 0.6 −0.2 26.25
Widowed 0.000 −0.8 23.26

Cohabitation 27.04

Psychological
domain
F = 14.78
p < 0.001
ω2 = 0.06

Unmarried 0.015 0.576 0.000 0.626 −0.2 0.1 0.5 0.1 21.36
Married 0.033 0.000 0.134 0.3 0.7 0.3 22.08
Divorced 0.002 0.923 0.4 0.1 21.05
Widowed 0.041 −0.4 19.24

Cohabitation 20.96

Social domain
F = 32.40
p < 0.001
ω2 = 0.01

Unmarried 0.053 0.002 0.000 0.851 −0.1 0.4 0.8 0.1 11.21
Married 0.000 0.000 0.311 0.6 1.1 0.2 11.56
Divorced 0.001 0.089 0.4 −0.4 10.19
Widowed 0.000 −0.9 9.14

Cohabitation 11.11

Environmental
domain
F = 11.54
p < 0.001
ω2 = 0.04

Unmarried 0.528 0.070 0.000 0.795 −0.1 0.2 0.6 −0.1 29.70
Married 0.026 0.000 0.992 0.3 0.6 −0.1 29.92
Divorced 0.026 0.228 0.3 −0.3 28.64
Widowed 0.002 −0.6 27.18

Cohabitation 29.93

Table 4. Education and quality of life of students, their parents, and their grandparents (F-test, ω2, t-test, Hedges’ g).

Specification Level of Education
Value of p for Student’s t-Test Hedges’ g

Means
Secondary Post-Secondary Secondary Post-Secondary

Quality of life
F = 24.33
p < 0.001
ω2 = 0.06

pre-secondary 0.000 0.000 −0.4 −0.6 3.61

secondary 0.003 −0.2 3.89

post-secondary 4.08

Satisfaction with health
F = 21.39
p < 0.001
ω2 = 0.06

pre-secondary 0.000 0.000 −0.4 −0.5 3.33

secondary 0.214 −0.1 3.68

post-secondary 3.76

Physical domain
F = 28.21
p < 0.001
ω2 = 0.06

pre-secondary 0.000 0.000 −0.5 −0.6 24.96

secondary 0.093 −0.1 27.16

post-secondary 27.81

Psychological domain
F = 6.83
p < 0.001
ω2 = 0.01

pre-secondary 0.273 0.000 −0.1 −0.3 20.93

secondary 0.004 −0.2 21.25

post-secondary 22.22

Social domain
F = 14.71
p < 0.001
ω2 = 0.01

pre-secondary 0.000 0.000 −0.3 −0.4 10.38

secondary 0.281 −0.1 11.21

post-secondary 11.42

Environmental domain
F = 12.86
p < 0.001
ω2 = 0.01

pre-secondary 0.007 0.000 −0.2 −0.4 28.49

secondary 0.002 −0.3 29.38

post-secondary 30.51

The overall variation in satisfaction with life, health, and in the physical domain
(F-test) was confirmed by the moderate effect size (ω2 = 0.06). Those with secondary
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education, especially post-secondary education, had higher quality of life scores, were
more satisfied with their health, and achieved higher results in the remaining domains
(Hedges’ g within the range −0.3 to −0.6).

Employed persons (n = 440) had a higher quality of life and health satisfaction and
better results in all domains in comparison to unemployed persons (p < 0.001 for F-test,
effect size high and moderate, as shown by ω2 = 0.15 to 0.06) (Table 5).

Table 5. Employment and quality of life for students, their parents, and their grandparents (F-test, ω2, t-test, Hedges’ g).

Specification Employment Value of p for Student’s t-Test Hedges’ g Means

Quality of life
F = 88.27
p < 0.001
ω2 = 0.08

Yes 0.000 0.6 4.10

No 3.64

Satisfaction with health
F = 111.57
p < 0.001
ω2 = 0.10

Yes 0.000 0.7 3.89

No 3.34

Physical domain
F = 170.08
p < 0.001
ω2 = 0.15

Yes 0.000 0.8 28.75

No 24.95

Psychological domain
F = 67.47
p < 0.001
ω2 = 0.06

Yes 0.000 0.5 22.51

No 20.43

Social domain
F = 82.16
p < 0.001
ω2 = 0.08

Yes 0.000 0.6 11.78

No 10.38

Environmental domain
F = 55.03
p < 0.001
ω2 = 0.06

Yes 0.000 0.5 30.53

No 28.41

In each case, statistically significant differences were found in quality of life and
its components, depending on the employment status (p < 0.001 for the t-test). These
differences were confirmed by the moderate and above-moderate effect size (g = 0.5 to 0.7),
and were very high in the physical domain (g = 0.8).

6. Discussion

Scientific literature provides unequivocal evidence that physical fitness resulting from
physical activity is a significant predictor of health [11–14]. Good health and fitness are
important determinants of professional and social competences, as well as better quality of
life. In Poland, a survey conducted at the beginning of 2019 on a representative random
sample of 1858 individuals aged 15 and over revealed that 64% declared partaking in
physical activity at least once a month, and 19% exercised systematically, i.e., five times a
week. In comparison with the survey of 1800 Poles in the previous year, the 2019 results
showed a two percentage point increase in people spending their time actively at least
once a month (walking, cycling, running, gym exercises, fitness classes). However, this still
means that more than one third of Poles did not engage in any physical activity, even once
a month. Most physically active were young people aged 15 to 24 (80%), students (90%),
those with university degrees (78%), and those with monthly incomes exceeding PLN 5000
(83%), i.e., 20% above the average wage in Poland [15].

Dependencies between physical activity and quality of life are not always unequivo-
cal. Scientific research has repeatedly shown the positive impact of physical activity on
quality of life, such as in university students. The increased physical activity resulted
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in an improved quality of life [17]. At the same time, some studies do not confirm any
relationship between a very high level of physical activity for students and their quality
of life and self-esteem, with some papers highlighting the combined influence of other
factors, such as gender, age, and marital status [25,26]. A greater effect of frequent exercise
on quality of life has been observed in adult pre-diabetics and women with depressive
symptoms [27]. Exercise can also improve the quality of life of patients with Alzheimer’s
disease and following transplants of the liver, kidney, and other organs [28].

A study carried out in the years 2014–2015 among 4460 residents of Wrocław, aged
18–64, determined the relationship between physical activity and quality of life using the
IPAQ (short version) and WHOQOL-BREF [29]. The authors found that the highest overall
quality of life, health perception, and quality of life in the physical, psychological, social,
and environmental domains were reported by respondents of both genders whose activity
levels were defined as high (at least 1500 MET/min/week). In the case of low physical
activity, the correlations were lower.

The results partly corroborate the hypothesis about the relationships between the
levels of physical activity among students, their parents, and their grandparents, the overall
quality of their lives in individual domains (physical, psychological, environmental),
and their perceived health status. The quality of life of respondents was dependent
upon, among other things, their current physical activity levels. This was a result of
positive attitudes towards physical education lessons (in the past) and competitive sports
(students at present, parents, and grandparents in the past). Those currently engaged in
physical recreation were also more satisfied with their health, performing better in the
physical, psychological, and environmental domains than those who were not currently
physically active. The moderate effect size confirms these differences, especially concerning
the physical and psychological domains. Individuals declaring some physical activity
performed significantly better in these domains. There was no such dependence in the
social domain.

Research carried out in many countries highlights the importance of participating in
physical education classes [31–33]. Our research confirms these results. Those currently
participating in physical recreation (81.7%) had positive attitudes towards physical educa-
tion lessons (88.1%). They showed higher physical activity compared to all Poles (just over
70%) [17,34]. The positive attitudes of parents and grandparents likely encouraged interest
in physical activity and sports activities among the surveyed students. These hypothetical
relationships will be confirmed by further research.

Shaping positive attitudes towards exercise among teenagers is very important (espe-
cially among less physically active girls and women), because positive supportive attitudes
towards physical activity result in sustained physical activity in later life and improved
quality of life [4,35–38]. In one study, fathers and mothers had a similar effect on the level
of physical activity of their children, regardless of their gender [39]. Nevertheless, girls do
still exhibit lower levels of physical activity [40].

The general results of research somewhat confirm the MultiSport Index (2018), show-
ing that the group of active people was mainly young people, educated people, people
from large cities, and students. The highest inactivity rate was among pensioners (59%)
and adults over 60 years of age (56%). Age is the factor that most strongly determines
physical activity in Poles. The older a person is, the more likely he or she is to be less
active [2,41]. The types of physical activity also differed between the sexes, regardless of
the generation, which confirms the results of a previous study [37].

Physical activity among the elderly mainly consisted of walking, while sports games,
jogging, and the gym were most popular among students. Cycling was declared by 7.7%
of the respondents, which is probably connected with their place of residence (almost
80% of the respondents lived in cities) and the low availability of bicycle paths in Poland.
During the research, it was found that, in the last six months, 29% of the respondents cycled
(Multisport Index 2018). This shows that the promotion of cycling as a form of transport in
Poland could increase the overall physical activity of society [42].

182



IJERPH 2021, 18, 3871

Studies on the relationship between physical activity and quality of life emphasize
the importance of various modifying factors [43]. Kupcewicz et al. found a relationship
between physical activity and quality of life of people over 50, modified by their sense of
agency [44]. Boerma et al. demonstrated a relationship between recommended levels of
moderate or intensive physical activity and HRQOL (175,850 Americans) and the number
of sick leave days used. The percentage of adults reporting at least 14 sick leave days
(regardless of age, gender, or ethnic group) was significantly lower among those who
achieved the recommended level of physical activity. Achieving the recommended levels
of exercise in leisure time in the French population (2333 men and 3321 women) was
associated with a higher health-related quality of life. Increased intensity of exercise
improved the quality of life of the respondents [10,45]. A greater effect related to the
improvement of quality of life was achieved among older people exercising relatively
frequently (three times a week) [46,47].

In this study, it was observed that physical activity and quality of life were also
modified by age, gender, marital status, education level, and employment status. University
students in study exhibited a higher level of physical activity than parents and grandparents.
Women were less physically active than men, except for fathers of students, who were
currently the least active among men (76.3%), and their quality of life was also lower than
that of students’ mothers (84.9%). Lower physical activity of students’ fathers may have
resulted from a high employment rate (over 72%), but, at the same time, 35.7% of fathers
declared their previous involvement in competitive sports. Their low participation in
physical recreation requires further research.

Many studies confirm the negative impact of age on people’s quality of life, but the
social, intellectual, and physical activity of older adults, while engaging in activities for the
benefit of the local environment, brings a positive increase in quality of life, especially in
the physical and social fields [17,29,30,48].

The greatest differences in the quality of life were found between female and male
students and their grandmothers and grandfathers, and between mothers and fathers and
grandmothers and grandfathers of students. Grandmothers and grandfathers had the
lowest satisfaction with life and health, and in individual domains. Grandmothers were
less satisfied with their health than grandfathers—otherwise, there were no differences
between them in the physical, social, and environmental domains. Among men (fathers
and grandfathers), the quality of life was significantly higher than among women (mothers
and grandmothers). In the group of students, the impact of gender on quality of life was
not so pronounced; it became more apparent in later stages of life.

In a survey conducted in 59 countries, data on the health status of people aged 18
and over (143,363 men and 115,321 women) were presented. Differences between men
and women in assessing their health were found in all regions of the world. The authors
suggest that combined biological and social factors (gender inequality) are the main causes
of lower health assessment by women [45].

Differences between unmarried, married, and cohabiting persons were shown in
comparison to widowed and divorced persons, who had the lowest quality of life, health
satisfaction, and satisfaction in the physical, social, psychological, and environmental
domains. Divorced persons also had a higher quality of life than widowers. These relation-
ships were confirmed by the high and moderate strength of the effect. Villas-Boas, et al.
proved that, among the predictors of quality of life for people of different ages, marital
status (for middle-aged people) and income (for youth and older people) were important,
but the most important was social support (important for all generations) [1].

The level of education in this study directly impacted the reported quality of life
of the studied groups of students, their parents, and their grandparents. People with
secondary education, especially post-secondary education, had a higher quality of life
rating, were more satisfied with their health, and, in the remaining areas, achieved higher
scores (moderate effect size).
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Education also mitigates the differences in quality of life resulting from marital sta-
tus [49]. A higher level of education is a positive determinant of quality of life.

Those employed had a higher quality of life, health satisfaction, and better scores
in all areas compared to the unemployed (high and moderate effect size). In each case,
statistically significant differences were found in the quality of life and its components,
depending on the employment status (moderate and high effect size).

Among women, higher satisfaction with health was declared by women who were
better educated, employed, or married. According to research conducted by the Ministry
of Labour and Social Policy (2008), health status varies significantly depending on the
employment status. The highest declared health condition was reported by employees at
the age around retirement, 70% of whom described it as good or very good. According to
7% of Poles and 14% of Europeans, poor health may not only make it difficult to work, but
also make it impossible to take up or continue a job. Deactivation changes their situation,
deprives people of professional contacts, and thus significantly forces them to change their
behavior and habits, which in turn reduces their satisfaction with life in retirement [50–52].

The results of the study showed that the grandparents of the respondents often have
limitations in the field of physical activity that affect their quality of life. As shown in studies
by E. Navarro-Flores et al., aging and chronic diseases, such as hyperglycemic disease, as
well as musculoskeletal and cardiac processes, may cause the weakness syndrome and,
consequently, become degenerative and show certain changes that may affect mental and
general health. For example, aging and weakness may affect one’s walking speed and
increase the risk of falling due to balance changes. Moreover, the presence of weakness
symptoms influences health-related quality of life (HQoL) in this population group [53].

The results of this study, which were discussed on the basis of studies carried out by
other authors, clearly showed statistically significant differences in physical activity and
quality of life of academic youth, their parents, and their grandparents. The essence of our
study is the inclusion of the parents and grandparents of the respondents, which gives a
broader picture in terms of the researched subject matter.

The continuation of this study shall include the selection of the sample consisting of
students in other fields of study; it will be carried out as part of the research project at
selected universities throughout Poland.

7. Conclusions

Statistically significant differences were found in physical activity and quality of life
of students, their parents, and grandparents. People who were currently physically active
were more satisfied with their health, and achieved better results in the physical, psycho-
logical, and environmental domains. There were no such differences in the social domain.

The quality of life of students, their parents, and their grandparents was dependent on
age, gender, marital status, level of education, and employment status. Higher quality of
life was characteristic of younger, better educated, married or unmarried people, remaining
in cohabitation, and being employed. Widows and widowers had the lowest overall quality
of life in particular domains, and were the least satisfied with their health.

To improve quality of life in a society, it is necessary to promote various forms of
physical activity aimed at meeting the needs of each generation, including gender, age,
marital status, level of education, and employment status. Therefore, studies in physical
culture and health promotion should educate health and physical activity leaders to be
followed by people of all ages.

Practical implications:
Due to the need to increase physical activity of people of different ages (with particular

emphasis on academic youth), which has been shown in the study to have a significant im-
pact on quality of life, measures should be taken to focus on health education of the society,
which can effectively eliminate the problem of incorrect health behaviors and encourage
children, adolescents, adults and the elderly to engage in regular physical activity.
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In this study, differences (confirmed by a moderate and high effect size) were found in
the quality of life between university students and their grandparents. The most important
determinants of the quality of life were marital status, employment status, and level of
education. Those who were currently physically active rated the quality of their lives higher
than inactive persons, but the effect size was low. We used a questionnaire concerning the
attitudes of respondents towards participation in physical education classes, practicing
professional sport, and current recreational physical activity. The use of a standardized
questionnaire in future studies would enable broader comparisons to be made between
the quality of life of physically active and passive people. Moreover, extending the list
of determinants of quality of life to include the frequency of family contact and financial
situation would help to more precisely establish the significance of physical activity and
the life choices made by respondents concerning their quality of life.
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Abstract: The objective of this study was to assess the effect of 8-week long endurance training on the
prooxidative–antioxidative status of plasma in women treated for breast cancer. The participants of the
study were 12 women after radical mastectomy aged 45 to 56 years (M = 50.6 ± 2.9 years), who had un-
dergone full cancer treatment, on average more than 5 years after the treatment (M = 5.9 ± 0.9 years).
Body mass components were measured twice using the method of bioelectric impedance analysis. In
order to optimize training loads and to assess the level of exercise tolerance of the participants, the
group was subject to an ergospirometric exercise test twice, before (1st) and after (2nd) the completion
of the training cycle. The blood was also taken twice for biochemical analyses. Statistically significant
differences were noted in the maximum exercise load, the level of which increased in the second test
(p < 0.05). No change was observed in the level of antioxidative potential, i.e., the content of some
variables, ferric reducing ability of plasma (FRAP), urea, total phenolics, thiobarbituric acid reactive
substances (TBARS), and in the blood indices of the body’s nutritional status during the project (total
protein, albumin. Endurance training caused an increase in exercise tolerance and did not cause an
aggravation of oxidative stress in women undergoing breast cancer treatment.

Keywords: FRAP; TBARS; anaerobic threshold; peakVO2

1. Introduction

Breast cancer is the world’s most common cancer in women, and it accounts for as
many as 25% of the total number of cancer cases in this population [1]. Breast cancer
treatment should be carried out by a multidisciplinary team, with the participation of an
oncology surgeon, clinical oncologist, and radiation therapist in particular. Basic treatment
involves surgery, which has gradually evolved towards a less aggressive form over the
recent decades. The decision concerning the choice of the type of breast cancer treatment
is made on the basis of the evaluation of the stage of the disease according to the Tumor–
Node-Metastasis (TNM) classification of malignant tumors, the biological subtype, the
patient’s overall condition, and her preferences (e.g., type of surgical treatment). Adjuvant
therapy is a systemic pharmacological treatment: chemotherapy, hormone therapy, and
anti-HER2 therapy [2]. Early consequences of surgical treatment are related to temporary
immobility and a postoperative wound, which lead to the disturbed function of the respi-
ratory system, limited chest mobility, and weakening of the muscular strength. Circulatory
insufficiency manifests itself, among others, in orthostatic intolerance [3]. Chemotherapy
and radiotherapy as additional treatments result in an increased amount of free oxygen
radicals and a decrease in the concentration of antioxidants in the tissue and serum. In
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natural conditions, such reactive oxygen species are formed during stress, in the course
of diseases, during physical exercise, or as a result of harmful effects on the environment,
among other things. Excessive amounts of reactive oxygen species (ROS) in damaged
cells are destructive for the neighboring cells and disturb their functions [4]. A long-term
inflammation leads to tissue anoxia and the production of even larger amounts of free
radicals, which are not oxygen derivatives. A body constantly exposed to the action of
free radicals develops a number of enzymatic and nonenzymatic mechanisms to prevent
or limit the damage caused by that. The most significant enzymatic mechanisms are su-
peroxide dismutase (SOD), catalase (CAT), glutathione peroxidase (GPX), and glutathione
reductase (GR). Nonenzymatic mechanisms include, among other things, antioxidants,
such as vitamin C (ascorbic acid), glutathione (GSH), tocopherol, free radical scavengers
(adrenaline, bilirubin, uric acid), metal ions, i.e., iron, copper, zinc, manganese, selenium
building active enzyme centers as well as ceruloplasmin, transferrin, ferritin [5,6]. Many
publications indicate that a higher blood concentration of total phenolics protects the body
against many civilization-related diseases (sclerosis, cancers) [7]. Moreover, it has been
demonstrated that in patients receiving chemotherapy, both for hematological and solid
cancers, leukocytes produce more free oxygen radicals than in healthy people. In patients
treated with high-dose chemotherapy, a decrease of plasma concentration of antioxidants,
such as vitamin C, alpha-tocopherol, and beta-carotene, was noted [8]. At the same time, a
significant decrease in the level of GSH (significant endogenous antioxidant) was noted
in patients treated with busulfan, carmustine, and cisplatin [8]. In patients, who were
administered daunorubicin and cytarabine for acute myeloid leukemia, an increase in the
level of MDA-malondialdehyde and a significant fall in SOD, GPX, and total antioxidant
status (TAS), important components of the defense system against free radicals, was noted
(second drug). At the moment, the problem of cellular antioxidant potential is not routinely
considered in the planning of cancer treatment and during its course. It has, however,
an indirect link with cancer patient nutrition. We know that a mixture of vitamins and
microelements has strong properties supporting the antioxidant response. It is suspected
that the application of this type of therapy during some methods of systemic treatment
may weaken the cytotoxic effect of chemotherapy, as the escalation of oxidative stress is
mentioned in the mechanism of cytotoxic action of some chemotherapeutics [9]. Studies
show a close relation between free radicals, the activity of antioxidative processes and their
effectiveness correlating with the effectiveness of applied chemotherapy.

The rehabilitation process following a mastectomy includes, among other things, psy-
chological rehabilitation, physical rehabilitation, i.e., physiotherapy, and socio-professional
rehabilitation. The need for rehabilitation exercises during cancer treatment is undisputed
today. The objective of kinesitherapy is to restore the full range of motion in the joint on the
side of the operated limb and prevent lymphedema. Over recent years, increasing attention
is given to the role of physical activity undertaken by women after the completion of
cancer treatment [10]. Systematic physical training results in improved fitness and physical
capacity of the body increased immunity, e.g., through strengthening the antioxidative
status of the body. The objective of the study was the assessment of the effect of an 8-week
long endurance training on the prooxidative–antioxidative status of plasma in women
treated for breast cancer.

2. Materials and Methods

The participants of the study were 12 women after radical mastectomy aged 45 to
56 years (M = 50.6 ± 2.9 years) who had undergone full cancer treatment. All participants
were in the second and third stages of the disease before starting the treatment. After
the surgery, they were administered chemotherapy based on anti-cyclins and taxoids.
The type of treatment scheme and treatment duration depended on the stage of cancer
according to the TNM staging system (stage IIB and IIIA). The next stage of treatment was
radiotherapy. A dose of 50 Gy was routinely applied in 25 fractions on the whole breast and
in 10–25 fractions at the site of tumor resection. Each patient had also completed hormonal
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treatment with tamoxifen (20 mg once a day) and additional treatment with gonadotropin-
releasing hormone agonist depending on the stage, presence of risk of relapse and patient’s
age (for example, goserelin 3.6 mg administered subcutaneously every 28 days). On
average, women taking part in the program had completed cancer treatment more than
5 years prior to the study (M = 5.9 ± 0.9 years) and did not have health contraindications
for undertaking physical activity. The studied group was asked not to take vitamins or diet
supplements, which could affect the measured biochemical blood indicators in the period
before and during the study. The subjects were also asked not to change their dietary
habits for the duration of the project and not to perform any additional physical activity,
except for the implementation of the research scheme. The study was conducted according
to the Declaration of Helsinki and the National Statement and Human Research Ethics
Guidelines. It was also approved by the Institute for Research in Biomedicine (IRB) at the
Poznan University of Medical Sciences (10 May 2012; Ethics Approval Number: 535/12).
The study was performed between June and October 2012 in an accredited endurance test
laboratory of the Poznan University of Physical Education. All of the patients from the
sample group gave their written informed consent.

2.1. Anthropometrics Measurements

Body mass components were measured twice using the method of bioelectric impedance
analysis (BIA) by means of Akern—BIA 101 (Akern Bioresearch, Florence, Italy) body
composition analyzer [11]. In order to perform body composition analysis, measurements
of two basic somatic properties were used (body height in cm and body weight in kg) to
calculate the body mass index (BMI; kg/m2). The following body mass components were
assessed: the levels of body fat (FAT; kg), lean body mass (LBM; kg), and total body water
(TBW; L). All measurements were taken in the morning from 7 am; patients were fasting;
after taking the blood, they received the same light meal, and after a break, they proceeded
to the exercise test. They were instructed not to consume alcohol for at least 48 h before
the test, not to do vigorous physical exercise for at least 12 h before, not to use a sauna
for at least 12 h before, and to void the bladder 30 min before the test. Patients with ICDs
(defibrillators), pacemakers or metal implants, patients with epilepsy, hemiparesis, with
wounds or skin lesions on hands or feet were excluded from the study.

2.2. International Physical Activity Questionnaire

The level of physical activity was determined in accordance with the criteria of the
international physical activity questionnaire (IPAQ). Women who qualified for the project
were characterized by low and moderate levels of physical activity. The level of physi-
cal activity was categorized according to the criteria of the international physical activ-
ity questionnaire. The following levels were adopted: (1) low—physical activity does
not meet the criteria for moderate or intensive activity; (2) moderate—physical activity
meets at least one of the following criteria: three or more days with at least 20 min of
vigorous physical activity; five or more days with at least 30 min of moderate-intensity
activity or walking; five or more days of any combination of physical activity with at least
600 MET-min/week, (3) high—three or more days with intensive physical activity exceed-
ing 1500 MET-min/week or five or more days of any combination of physical exercise
(walking, moderate-intensity or vigorous activities) exceeding 1500 MET-min/week [12].

2.3. Assessment of Aerobic Fitness (Graded Exercise Test Protocol)

The exercise tests were conducted between 8:00 am and noon in an air-conditioned
laboratory, 2 h after consuming a light breakfast. The duration of the physical exercise was
20 min. In order to optimize training loads and to assess the level of exercise tolerance of
the participants, the group was subject to the ergospirometric exercise test twice, before
(1st) and after (2nd) the completion of the training cycle. The test was performed on a cycle
ergometer (Kettler DX1 Pro, Ense, Germany): a three-minute warm-up with a 25 W load,
after which the load was increased by 10 W every 90 s (60 revolutions per minute (RPM)).

191



IJERPH 2021, 18, 2822

The test was performed until refusal or impossibility to maintain the set pace. The exercise
tests were conducted between 8:00 am and noon in an air-conditioned laboratory, 2 h after
consuming a light breakfast (one sandwich with butter and cheese; approx. 200 kcal).

2.4. Physiological Measurements

Expired gases, minute ventilation (Ve) and heart rate (HR) during graded exercise test
(GXT) were monitored continuously with an Oxycon mobile automated system (Viasys
Healthcare, Höchberg, Germany). Oxygen intake (VO2) and carbon dioxide output (VCO2)
were measured breath-by-breath and were averaged at 15 s time periods. Before each
trial, the system was calibrated according to the manufacturer’s instructions. Ambient
conditions, i.e., temperature, humidity and barometric pressure, were recorded by the
sensors. In a two-point volume calibration (0.2 and 2 L/s), the flow values were measured
automatically at the set measuring points. Gas analyzer calibration was carried out with
a standard gas mixture of 5% CO2 and 16% O2. PeakVO2 was defined as the highest
15 s averaged VO2 obtained during the last exercise in the test. HRmax (beats/min) was
measured as the highest 15 s averaged value in the test. Time to exhaustion (TTE) and
maximal work rate (WRmax) were also measured. The individual training load at the level
of PPA (anaerobic threshold) was established using the “V-slope” method. To determine
ventilatory threshold (VT), the V-slope method was administered using computerized
regression analysis of the slopes of the CO2 output versus O2 uptake plot, which detects
the beginning of the excess CO2 output generated from the buffering of [H+] [13]. The
method involves the analysis of the behavior of VCO2 as a function of VO2 during GXT
with a consequent increase in VCO2. This resulted in a transition in the relation between
the VCO2 and VO2. The software supplied by Viasys Healthcare was supported by visual
inspection by an experienced researcher. The ventilatory equivalent method (VEQ method)
was used as a secondary method, and the point when the equivalent for oxygen (VE/VO2)
raised without a concomitant rise in the equivalent for carbon dioxide (VE/VCO2) was
detected [14–19]. The VT was expressed as work rate (W), heart rate (bpm) and time when
the VT was reached.

The entire study protocol and results from the cardiopulmonary exercise testing
(CPET) are thoroughly described in our previous paper [20].

2.5. Blood Collection, Biochemical Measurements

The blood was taken twice for biochemical analyses -at rest, at the beginning, and after
the completion of the training program. Blood samples (10 mL) were taken from a vein in
the forearm using an S-Monovette blood collection system (Sarstedt, Nümbrecht, Germany).
9 mL of the blood was left to clot at room temperature, then centrifuged (1500 g, 4 ◦C, 5 min).
The collected samples were frozen and stored at −80 ◦C until the analysis. Blood cell count
tests were performed on fresh blood. Total protein, albumin, and urea concentrations were
determined directly after taking and centrifuging the blood on the day of the test. Plasma
for determining FRAP, TBARS, and total phenolics concentrations was frozen for two
months. Biochemical determinations were performed on a sample defrosted once. The fol-
lowing parameters were determined in whole venous blood (1 mL in microtube EDTA K3;
Sarstedt, Germany), using MYTHIC 18 hematological analyzer (PZ CORMAY S.A., Lublin,
Poland): hemoglobin concentration, hematocrit value, the total count of erythrocytes, leuko-
cytes, thrombocytes, and relative percentage numbers of granulocytes, lymphocytes, and
monocytes. Colorimetric methods were used to determine the concentrations of the total
antioxidant capacity of plasma FRAP, reference values: 600–1600 μmol/L [21], the plasma
concentration of TBARS, reference values: 1–6 μmol/L) [22] and total phenolics (reference
values: 2.8–4.0 g GAE/L) [23]. All reagents used for measurements of the above parameters
were obtained from (Sigma-Aldrich Chemie GmbH., Steinheim, Germany). Moreover, total
protein, albumin and urea concentrations were assessed using the spectrophotometric
methods with commercially available reagent kits: Liquick Cor-TOTAL PROTEIN (cat. no.
2-236, sensitivity 1.0 g/L), Liquick Cor-ALBUMIN (cat. no. 2-238, sensitivity 11.4 g/L) and
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Liquick Cor-UREA (cat. no. 2-261, sensitivity 0.27 mmol/L) diagnostic sets (PZ CORMAY
S.A., Poland), respectively. The samples were read using a Synergy 2 SIAFRT multimode
microplate reader (BioTek, Winooski, VT, USA). All pre-training and post-training speci-
mens from each individual were analyzed in the same batch by an experienced technician,
who was blinded to the origin of samples.

2.6. Training Program

The training program offered to participants was performed on a cycle ergometer for
two months, three times a week. In total, 28 training sessions, each, including a 5 min
warm-up (50–60% HRmax), 30–45 min of the proper part (at the level of individual PPA), a
5 min warm-down, cycling without a load. In the end, each patient performed stretching
and breathing exercises for about 15 min. Exercise loads were determined individually on
the basis of the ergospirometric exercise test. Each patient had undergone all designated
training sessions, which always took place in the morning. The training program and
exercise tests were carried out using the same ergometer. Physical training was supervised
by a physiotherapist with a medical background.

2.7. Statistical Analyses

The distribution of variables was tested by Shapiro–Wilk test of normality. All the
data are presented as mean (standard deviation) and median (interquartile range). The
differences between paired, normally distributed variables were tested using the paired
t-test and, in the case of asymmetrically distributed variables, by the Wilcoxon test. The
relationship between the variables was tested while using Pearson’s correlation. All results
were statistically analyzed using Dell Inc. (2016) (Dell Statistica v.13, Tulsa, OK, USA).

3. Results

A group of women after a completed breast cancer treatment was examined twice,
before and after an 8-week long endurance training, in order to assess its effect on the
prooxidative–antioxidative status of plasma. The statistical analysis performed showed
consistency with the normal distribution of most of the variables analyzed in the study, with
the exception of three parameters (TBARS, neutrophils, monocytes), for which the results
of parametric (paired t-test) and nonparametric tests (Wilcoxon matched-pairs set) were
consistent. Thus, in further analysis, the results of the paired t-test were considered. The
women were characterized by an average height of 164.9 cm (Me = 163.5 cm, SD = 2.9 cm,
Q1 = 159 cm, Q3 = 171.5 cm). A comparison of somatic parameters (Table 1) measured in
the first test and in the second one demonstrated that no significant changes in the body
mass or in body composition had occurred. Endurance training resulted in an increase in
the peak oxygen uptake, but no statistical significance was achieved (p < 0.05).

Table 1. Somatic and physical capacity parameters in sessions 1 and 2.

Parameter
1st Date (n = 12)

Mean ± SD
Me ± Q1–Q3

2nd Date (n = 12)
Mean ± SD
Me ± Q1–Q3

p-Value

Body mass (kg) 66.50 ± 8.12
65.0 ± 59.5–73.0

65.75 ± 8.18
65.5 ± 61.5–69.5 0.3568

BMI (kg/m2)
24.45 ± 2.27

24.8 ± 23.2–25.3
24.28 ± 2.28

25.5 ± 23.6–25.2 0.4834

LBM (kg) 45.32 ± 3.78
45.5 ± 43.2–47.7

44.67 ± 3.88
45.9 ± 42.2–47.6 0.1992

TBW (L) 33.18 ± 2.76
33.4 ± 31.6–34.9

32.68 ± 2.84
33.6 ± 30.9–34.8 0.1808
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Table 1. Cont.

Parameter
1st Date (n = 12)

Mean ± SD
Me ± Q1–Q3

2nd Date (n = 12)
Mean ± SD
Me ± Q1–Q3

p-Value

FAT (kg) 21.25 ± 5.22
19.0 ± 17.9–25.1

21.28 ± 5.50
19.5 ± 18.8–22.8 0.9722

VT HR (beat/min) 127.75 ± 13.07
124.0 ± 119.0–139.0

142.25 ±13.06
144.0 ± 138.0–148.0 <0.0001

VT Load (W) 76.67 ± 13.37
75.0 ± 75.0–85.0

94.17 ± 14.29
90.0 ± 85.0–105.0 0.011

peak HR (beat/min) 158.92 ± 15.37
162.0 ± 144.0–171.5

166.50 ± 13.56
170.0 ± 162.5–175.5 0.2134

peakVO2 (mL/kg/ min) 25.74 ± 4.04
24.4 ± 22.9–28.7

27.00 ± 3.68
26.3 ± 23.4–30.6 0.1658

peak Load (W) 112.50 ± 23.01
105.0 ± 100.0–130.0

123.33 ± 22.09
120.0 ± 105.0–140.0 0.0155

Data are expressed as mean ± SD and Me ± Q1-Q3, * p ≤ 0.05 vs. II session; abbreviations: BMI = body mass index,
LBM = lean body mass, TBW = total body water, FAT = fat body mass, VT HR = heart rate on VT, VT Load = load
on VT, peak HR = peak heart rate, peakVO2 = peak oxygen uptake.

A comparison of values of selected hematological and biochemical blood parameters
measured in the first and in the second test is shown in Table 2. Statistically significant
differences were noted in the maximum exercise load, the level of which increased in the
second test (p < 0.05). A slight increase was noted in the level of antioxidative potential, i.e.,
the content of some variables (FRAP, urea), with no changes or a slight decrease of other
biochemical parameters of the blood (total phenolics, TBARS). No change was observed in
the blood indices of the body’s nutritional status during the project (total protein, albumin).

Table 2. Values of selected hematological and biochemical blood parameters in sessions 1 and 2.

Parameter
1st Date (n = 12)

Mean ± SD
Me ± Q1-Q3

2nd Date (n = 12)
Mean ± SD
Me ± Q1-Q3

p-Value

Erythrocytes (1012/L)
4.50 ± 0.40

4.6 ± 4.3–4.8
4.67 ± 0.31

4.7 ± 4.5–4.9 0.0620

Hematocrit (%) 41.1±3.0
40.7 ± 40.3–42.3

42.1 ± 2.1
42.4 ± 40.4–43.5 0.1402

Hemoglobin (mmol/L) 8.89 ± 0.75
8.7 ± 8.6–9.1

9.02 ± 0.44
9.1 ± 8.7–9.4 0.4573

Leukocytes (109/L)
5.32 ± 1.37

5.5 ± 4.8–6.0
5.89 ± 1.53

5.6 ± 4.8–7.1 0.0765

Neutrophils (%) 58.34 ± 10.43
60.6 ± 52.7–63.2

62.27 ± 10.90
65.6 ± 56.9–67.8 0.0843

Lymphocytes (%) 36.13 ± 10.36
32.8 ± 31.7–40.3

32.70 ± 10.12
30.1 ± 27.1–38.9 0.1095

Monocytes (%) 5.53 ± 1.41
5.2 ± 4.9–5.6

5.03 ± 1.15
4.8 ± 4.3–5.4 0.2132

Total proteins (g/L) 68.30 ± 9.46
68.4 ± 60.4–75.9

72.95 ± 14.02
73.7 ± 61.8–85.4 0.2593

Albumins (g/L) 37.62 ± 3.90
36.7 ± 34.4–40.9

39.79 ± 7.29
38.9 ± 35.9–44.9 0.1857
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Table 2. Cont.

Parameter
1st Date (n = 12)

Mean ± SD
Me ± Q1-Q3

2nd Date (n = 12)
Mean ± SD
Me ± Q1-Q3

p-Value

Total phenolics (g GAE/L) 2.44 ± 0.09
2.4 ± 2.4–2.5

2.43 ± 0.28
2.4 ± 2.3–2.7 0.9199

FRAP (μmol/L) 857.25 ± 147.17
873.8 ± 750.4–945.6

859.67 ± 148.65
846.5 ± 750.0–973.2 0.9554

TBARS (μmol/L) 5.09 ± 2.09
4.8 ± 4.1–5.3

5.02 ± 1.81
5.0 ± 3.9–5.4 0.6949

Urea (mmol/L) 3.32 ± 2.09
3.4 ± 2.6–4.0

3.71 ± 1.99
3.9 ± 3.0–4.7 0.5427

Data are expressed as mean ± SD and Me ± Q1-Q3, * p ≤ 0.05 vs. II session; abbreviations:
FRAP = ferric reducing ability of plasma, TBARS = thiobarbituric acid reactive substances.

The analysis of changes in hematological blood parameters (Table 2) did not indi-
cate substantial significant changes after the completion of the training program by the
participants. An increase in the mean concentration of most of the variables was noted,
while no change was noted in lymphocytes and monocytes counts compared to the average
starting level.

The analysis of relationships between the studied variables, based on the assessment
of the strength and direction of relations described by Pearson’s correlation, showed
mutual relations. Peak VO2 on both dates of tests showed a high negative correlation
coefficient with BMI (1st test r = −0.7152, p < 0.05; 2nd test r = −0.6181, p < 0.05) and
positive correlations with the value of maximum load in the 1st test (r = 0.8503, p < 0.05)
and 2nd test (r = 0.7923, p < 0.05). In the first test TBARS concentration showed correlation
with erythrocyte (r = −0.6256, p < 0.05), hematocrit (r = −0.6952, p < 0.05), TBARS levels
(r = −0.7300, p < 0.05). FRAP concentration on both dates of tests correlated with the
protein and total phenolics blood concentration, 1st test (r = 0.8280, p < 0.05) for total
phenolics and (r = 0.8155, p < 0.05) for proteins, respectively. In 2nd test (r = 0.8293, p < 0.05)
for total phenolics and (r = 0.8293, p < 0.05) for proteins, respectively. Total phenolics levels
on each date of tests showed high correlation with protein blood concentration (1st test
r = 0.9744, p < 0.001 and 2nd test r = 0.9744, p < 0.001). Only in the 1st test was there
correlation between peakVO2 and neutrophils (%) (r = 0.6071, p < 0.05) and lymphocytes
(%) (r = −0.6717, p < 0.05). In the 1st test was correlation between Load VT and LBM
(r = 0.8473, p < 0.05), HR VT and erythrocytes (r = −0.5867, p < 0.05), Load VT and peak
Load (r = 0.8420, p < 0.05). In 2nd test correlation was found only between Load VT and
peak Load (r = 0.8288, p < 0.05).

4. Discussion

In patients, who have undergone breast cancer treatment, impaired function of the
cardiovascular and respiratory systems and weakening fatigue often occur both in the
early period and a few months or years after the completion of the treatment. Studies
have shown that these negative side effects resulting from the treatment process may
be limited by applying moderate individualized physical activity. The oxidative stress
arising in the treatment process may be reduced with appropriate pharmacotherapy, diet,
but also with physical training. Changes caused by increased production of free radicals
may be reversible. However, when the rate of free radical production is higher than
the rate of repair mechanisms, significant contraction of mitochondria may occur with
damage of mitochondrial crest, scattering of cell elements, and damage of cytoplasmatic
membranes. Moreover, free radicals affect the transport of glucose, calcium-dependent
ATPase activity of creatine kinase activity. In the studied group of women on each date of
testing, biochemical indicators, such as FRAP, TBARS, urea, total proteins, and albumins
were within the normal physiological range; only concentration of total phenolics on the
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1st and second date of testing was below the reference values and amounted to 2.44 ± 0.09
and 2.43 ± 0.28 g GAE/L, respectively. Supervised individualized endurance training did
not result in a significant change in any hematological and biochemical indicators, in spite
of the increase in the level of exercise tolerance of the participants.

Physical activity undertaken by healthy persons, as well as persons with a low physical
capacity, is of great significance for maintaining their good physical fitness and exercise
tolerance. It improves the function of the circulatory and respiratory systems. Optimization
of the training process and physical activity close to the anaerobic threshold (AT) are the
most effective factors affecting post-training changes in the circulatory and respiratory
capacity. In the case of patients after cancer treatment, physical activity contributes to an
improved functional capacity, thus limiting negative consequences of the immobility or the
treatment process itself [24].

The training program underwent by research participants was individualized and
adjusted to the level of their circulatory and respiratory capacity. A supervised 2-month
long training on a cycle ergometer resulted in no significant change in the peakVO2
(25.74 ± 4.04 vs. 27.00 ± 3.68 mL/kg/min) with only a small decrease in the body weight.
An increase in physical fitness is also indicated by obtaining a higher maximum load during
the ergospirometric exercise test on the 2nd date of tests (112.50 ± 23.0 vs. 123.33 ± 22.09 W).
In comparison to the results of studies on the effectiveness of applying endurance training
in the rehabilitation process, the results of our study fully confirm the trends of post-training
changes in physical capacity and exercise tolerance described by other authors [25–28].
A properly planned rehabilitation or sports training leads to adaptive changes in the
muscle tissue, improvement of metabolic processes, and structural changes in muscles
themselves. An increase in muscle strength and increased immunity of the tissue to fatigue
are observed. Radical oxygen species secreted during physical exercise as well as growth
and inflammatory factors produced as a result of the damage of muscle fibers take place
in this process, which leads to an increase in the number of neutrophils, monocytes, and
lymphocytes in the blood as well as inflammation markers in the blood [29–32]. The study
of Rajneesh et al. (2008) indicated that in the blood of women with breast cancer, increased
concentration of TBARS and other markers of ROS activity was observed as a result of the
disease process [33]. Physical activity, in particular of to high-intensity, may cause a further
increase in their concentration. In our study, on the 1st and second date, the concentration
of TBARS, which is an indicator of cell membrane damage, did not change statistically
significantly, which may be considered beneficial for the studied women. At the same time,
we noted no statistically significant change in the total FRAP and compounds, such as total
phenolics, proteins, albumins, and urea in the blood on both dates of tests, which indicates
the prooxidative-antioxidative balance of the body. This may indicate a good tolerance
of training loads by the studied women. No reports have been found in the literature to
confirm the significance of physical activity and its effect on the concentration of total
phenolics in the blood of women treated for breast cancer. However, there are reports
of the anti-cancerous activity of some polyphenolic compounds (e.g., chlorogenic acid,
resveratrol) by means of reducing inflammation or stimulation of apoptosis of cancerous
cells [34]. Additionally, it was proved that phenolics decrease muscle damage caused by an
increase in ROS concentration during physical exercise and in the period of restitution [35].
Hence, the amount of polyphenols in the blood depends on the number of consumed
foodstuffs rich in phenolics, their absorption from the alimentary tract, and their use by
the body [36]. In order to improve the antioxidant potential of plasma, it would seem
beneficial to additionally include polyphenol supplementation in the program of patient
care. Studies show that administering antioxidants results in an increase of the antioxidant
potential of plasma [37]. To summarize the discussion of the significance of antioxidants
and negative effects of free radicals, the theory of hormesis can be quoted, in which in-
significant oxidative stress originating in cells, e.g., as a result of physical activity, may be
a predictor of the development of beneficial cell changes, contributing to the tolerance of
acute oxidative stress [38,39]. Drouin et al. [40] studied the effects of repeated physical
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exercise on hematological changes in breast cancer patients during the treatment process
and after its completion. They noted that physical exercise prevents the fall in the erythro-
cytes counts during radiotherapy. The analysis of the number of erythrocytes, hematocrit
value, and the concentration of hemoglobin in the studied group of women showed their
statistically insignificant increase on the 2nd date of tests. The basis of this mechanism may
be the change in the rate of erythropoiesis regulated by such factors as, among other things,
oxygen deficiency, hormonal and nervous factors.

Margolis et al. [41] showed in their study that women after menopause with a larger
amount of leukocytes in the blood have an increased risk of breast, large intestine, endome-
trial, and lung cancer, as well as higher cancer mortality. The total number of leukocytes and
relative percentage of granulocytes, lymphocytes, and monocytes of the studied women
were within normal ranges. The change in the number of leukocytes during physical
exercise depends on its duration, intensity, and level of fitness of the subjects. The physio-
logical mechanism of change in leukocyte count is caused by many neurohormonal factors,
including cortisol, catecholamines, growth hormone, endorphins, sex hormones. Another
group of factors intensifying exercise leukocytosis is secreted cytokines (TNF, IL-1, IL-6).
Additionally, changes in glutamine, glucose, lipids, and heat shock protein concentrations
in the blood contribute to the occurrence and intensifying of the mechanism of exercise-
induced leukocytosis. In the initial stage of the exercise, the increase in the number of
leukocytes is caused by the action of catecholamines, whereas the later, slower increase
is due to the effect of cortisol on the bone marrow. During an intensive physical exercise,
spontaneous degranulation of neutrophils occurs, with an increase in their phagocytic
properties, thus stimulating neutrophil oxygen burst. Similar to other leukocytes, also NK
cells are mobilized to the peripheral circulation, influenced by the physical strain. This
is linked to the regulatory effect of catecholamines on their function [42]. If a body is
subject to physical work with an intensity exceeding the exercise capacity of the exercising
person, leukopenia occurs. The cytotoxic ability of NK lymphocytes is impaired, as is the
proliferation and secretion ability of other types of lymphocytes [43]. The training program
carried out by women after cancer treatment did not result in a significant change in the
number of leukocytes and in their percentage.

5. Conclusions

In the group of patients after breast cancer treatment, endurance training caused an
increase in exercise tolerance and did not cause aggravation of oxidative stress in women
undergoing breast cancer treatment.

Limitation of the Study
The study was carried out on a specially selected group. The group was fully represen-

tative of a population of women who met the following conditions: they had undergone a
radical mastectomy in the second and third stages of the disease and received full onco-
logical treatment: chemotherapy, radiotherapy, and hormone therapy. For this reason, it is
difficult to project the results for the whole population of women after cancer treatment.
The limitation of the study is the small number of patients, the lack of a control group and
the inability to compare results with the effects of endurance training in women at various
times after the completed oncological treatment.
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1. Domaszewska, K.; Pieńkowski, T.; Janiak, A.; Bukowska, D.; Laurentowska, M. The influence of soft tissue therapy on respiratory
efficiency and chest mobility of women suffering from breast cancer. Int. J. Environ. Res. Public Health. 2019, 16, 5092. [CrossRef]

2. Mendes, D.; Alves, C.; Afonso, N.; Cardoso, F.; Passos-Coelho, J.L.; Costa, L.; Andrade, S.; Batel-Marques, F. The benefit of
HER2-targeted therapies on overall survival of patients with metastatic HER2-positive breast cancer–a systematic review. Breast
Cancer Res. 2015, 17, 140. [CrossRef]

3. Marianne, E.; Jensen, A.B. Late effects of breast cancer treatment and potentials for rehabilitation. Acta Oncol. 2011, 50, 187–193.
4. Halliwell, B. Free radicals, antioxidants, and human disease: Curiosity, cause, or consequence? Lancet 1994, 344, 721–724.

[CrossRef]
5. Halliwell, B. Reactive oxygen species in living systems: Source, biochemistry, and role in human disease. Am. J. Med. 1991, 91,

14–22. [CrossRef]
6. Reilly, P.M.; Schiller, H.J.; Bulkley, G.B. Pharmacologic approach to tissue injury mediated by free radicals and other reactive

oxygen metabolites. Am. J. Surg. 1991, 161, 488–503. [CrossRef]
7. Hertog, M.G.; Kromhout, D.; Aravanis, C.; Blackburn, H.; Bbuzina, R.; Fidanza, F.; Giampaoli, S.; Jansen, A.; Menotti, A.;

Nedeljkovic, S.; et al. Flavonoid intake and long-term risk of coronary heart disease and cancer in the seven countries study. Arch.
Intern. Med. 1995, 155, 381–386. [CrossRef]

8. Jonas, C.R.; Puckett, A.B.; Jones, D.P.; Griffith, D.P.; Szeszycki, E.E.; Bergman, G.F.; Furr, C.E.; Tyre, C.; Carlson, J.L.;
Galloway, J.R.; et al. Plasma antioxidant status after high-dose chemotherapy: A randomized trial of parenteral nutrition in bone
marrow transplantation patients. Am. J. Clin. Nutr. 2000, 72, 181–189. [CrossRef]

9. Goroshinskaya, I.A.; Kit, O.I.; Zuderman, N.; Ushakova, N.D.; Lysenko, I.B.; Nemashkalova, L.A.; Nikolaeva, N.V.; Kapuza, E.A.;
Shatokhina, O.N. Oxidative processes in the blood during chemotherapy and lethality of patients with multiple myeloma. J. Clin.
Oncol. 2018, 36, e20027. [CrossRef]

10. McNeely, M.L.; Campbell, K.L.; Rowe, B.H.; Klassen, T.P.; Mackey, J.R.; Courneya, K.S. Effects of exercise on breast cancer patients
and survivors: A systematic review and meta-analysis. Can. Med. Assoc. J. 2006, 175, 34–41. [CrossRef]

11. Lukaski, H.C.; Johnson, P.E.; Bolonchuk, W.W.; Lykken, G.I. Assessment of fat-free mass using bioelectrical impedance measure-
ments of the human body. Am. J. Clin. Nutr. 1985, 41, 810–817. [CrossRef]
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Abstract: Introduction: Obesity has been associated with a higher risk of morbidity, disability,
and death. The objective of this study was to assess the prevalence of obesity and chosen non-
communicable diseases (NCDs) in the PURE Poland cohort study. Material and Methods: The study
covers a group of 2035 people (1281 women and 754 men), who live in urban and rural areas of
Lower Silesian voivodeship. The baseline study was conducted between 2007–2010. The data on
demographic status and history of diseases were collected using questionnaires. The anthropometric
parameters, blood pressure, blood lipids, and glucose level were measured. Results: Normal body
weight was observed in 28.1% of participants, whereas overweight and obesity were observed
in 40.1% and 31.1% of participants, respectively. Moreover, there was a significant difference in
the body weight between genders. Prevalence of obesity was similar in men and women (31.0%
and 31.1%, respectively). Obesity was more prevalent in rural vs. urban residents (38.5% and
26.0%, respectively). In a logistic regression analysis, the odds for obesity was two-fold higher
in participants aged >64 years and rural inhabitants (OR 1.91; 95% CI 1.36–2.70; OR 1.79; 95%
CI 1.48–2.16, respectively). Participants with obesity had 2.5-fold higher odds for diabetes and
hypertension and two-fold higher odds for CHD in comparison with non-obese individuals (OR 2.74;
95% CI 2.01–3.73, OR 2.54; 95% CI 2.03–3.17, OR 1.88; 95% CI 1.26–2.80, respectively). Conclusions:
Taken together, the prevalence of obesity was associated with particular socio-demographic factors
(age, place of residence, and level of education) as well as diabetes, hypertension, and coronary
heart disease.

Keywords: PURE study; noncommunicable diseases; urban; rural; obesity

1. Introduction

Obesity is one of the greatest public health challenges of the 21st century in developed
and developing countries. In 1997, the World Health Organization (WHO) recognized
obesity as a global health problem. In 2016, more than 1.9 billion adults were overweight
worldwide. Among them, more than 650 million were obese [1]. Furthermore, according
to the study of NCD Risk Factor Collaboration, between 1975 and 2014, the mean body
mass index (BMI) increased across both female and male population. The study included
9.2 million people from 200 countries. The mean BMI for women increased from 22.1 kg/m2

to 24.4 kg/m2, while the mean BMI for men increased from 21.7 to 24.2 kg/m2. Authors
concluded that if the current trend of the increase in obesity prevalence continues, the
global prevalence of severe obesity will surpass the prevalence of underweight by 2025,
especially in women [2].
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It was estimated that in 2008, in Europe, over half of men and women were overweight,
while about 23% of women and 20% of men were obese. The steady increase of excessive
body weight prevalence was observed in the whole EU [3–5]. According to the latest
estimates, overweight occurred in 30–70% of adults and obesity in 10–30% of adults in the
European Union (EU) [6]. In Poland, according to the latest European Health Interview
Survey (EHIS) conducted in 2014, within the population of 15 years old and above, over
62% of men and almost 46% of women were overweight, whereas 18% of men and 15.6% of
women were obese [7,8]. A cross-sectional analysis of the first (2003–2005) and the second
(2013–2014) edition of the Polish National Multicenter Health Survey (WOBASZ) revealed
significant increase in obesity prevalence during the decade, especially in men [9].

The excessive body weight is a serious health problem, and it is a risk factor for many
non-communicable diseases (NCD). Obesity is associated with a higher risk of morbidity,
disability, and death. Its level of impact, as a risk for mortality, is similar to that of
smoking [10]. Major risk factors for mortality are increased cardiovascular incidents, such
as coronary heart disease, hypertension, stroke, type 2 diabetes, and some types of cancer,
e.g., breast cancer in postmenopausal women, endometrial cancer, and colon and kidney
cancer [11–15]. According to Fontaine et al. [16], obesity with a BMI of over 45 kg/m2

during early adulthood (a group of 20- to 30- year-olds) can reduce life expectancy by
13 years for men, and by eight years for women.

Overweight and obesity are relevant public health problems. It was estimated that
the cost of health care for people who are overweight and obese is significantly higher
than those with normal weight. Moreover, in 2014, the global economic burden of obesity
contributed to the global gross domestic product (GDP) by 2.8% [17]. The cost of treating
obesity and its complications in Poland absorbs 21% of the budget allocated to health [18].
That amounts to nearly 3 billion zloty, based on calculations carried out in Lubelskie
Voivodeship [19]. Furthermore, diseases associated with overweight and obesity are
likely to be responsible for 25% of hospital admissions (which equals approximately
1,500,000 hospital admissions across the country) according to the nationwide Polish
surveys of patients in hospitals [19].

The objective of this study was to assess the prevalence of obesity and chosen non-
communicable diseases (NCDs) in relation to sociodemographic factors and the association
between obesity and NCDs in the PURE Poland cohort study. The PURE Poland study
is one of the few large, cohort studies currently conducted in Poland. Recruitment of
both urban and rural population into the study cohort is a unique approach addressing
health inequalities.

2. Materials and Methods

The Prospective Urban and Rural Epidemiology Study (PURE) is based on data from
21 countries with different status of economic development. Poland, at the beginning of the
research, was one of the seven upper-middle income countries enrolled in the study [20].
All participants were tested in accordance with the PURE study protocol [21]. This paper
presents the results of the PURE Poland study—baseline. The data were collected between
2007 and 2010. Among 2035 participants there were 1281 women and 754 men who
inhabited urban and rural areas of Lower Silesia. They were divided into three age groups
(<45, 45–64, and >64).

Collection of data concerning individuals was obtained at two levels [21]. First—Family/
Household level included demographic information, i.e., number of family/household mem-
bers, number of children, education, etc.; epidemiological information, i.e., morbidities, usage
of tobacco products, etc.; and other important determinants, i.e., access to water, sanitation,
household amenities, etc. All this information was collected using Family Census Question-
naire. Second—Adult participants’ level, which was collected based on an Adult Questionnaire.
This included data on nine INTERHEART risk factors (lipids, smoking, hypertension, diabetes,
abdominal obesity, psychosocial factors (stress and symptoms of depression), consumption of
fruits and vegetables, consumption of alcohol, and regular physical activity), anthropometric
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measures, blood pressure, spirometry, fasting blood sample, semi-quantitative food frequency
questionnaires (FFQs), and physical activity (IPAQ).

The body mass of the patients was measured using Tanita Ironman Body Com-
position Monitor Model BC-554 with accuracy of 0.1 kg. The BMI was calculated as
weight (kg) divided by height (m) squared. Subjects were classified into four BMI cate-
gories, according to the WHO guidelines: underweight (BMI < 18.5 kg/m2), normal weight
(BMI 18.5–24.9 kg/m2), overweight (BMI 25.0–29.9 kg/m2), and obese (BMI ≥ 30.0 kg/m2).
Diabetes was ascertained on the basis of (1) self-reported diabetes and/or (2) self-reported
anti-diabetic medication and/or (3) fasting blood glucose measurement ≥126 mg/dL [22].
Hypertension was ascertained on the basis of (1) self-reported hypertension and/or (2)
self-reported anti-hypertensive medication and/or (3) an average of two blood pressure
measurements ≥140/90 mmHg, as previously described [23]. The occurrence of coronary
heart disease (CHD) and stroke was self-reported by the participants. Due to lack of data
regarding aforementioned variables, diabetes was assessed in a total of 1663 participants,
hypertension in 2019 participants, and CHD and stroke in 2029 participants.

The aggregated information on the prevalence of obesity and NCD was presented
using basic statistical parameters. The prevalence of obesity and NCD was verified with
respect to epidemiological variables known to be its significant determinants and health
related states correlated to obesity and/or NCD. To assess the statistical significance of
the differences observed in the distribution of obesity and NCD, the chi-square test was
used. The association between sociodemographic/anthropometric factors with NCDs was
assessed with the use of adjusted logistic regression models after adjusting for age and/or
gender. The strength of the association was measured by the odds ratio (OR) with 95%
confidence intervals. For all differences, the level of the statistical significance was p ≤ 0.05.
Statistical analysis was conducted using the software Statistica 13.1 PL (StatSoft Inc.,
Palo Alto, CA, USA).

3. Results

A baseline characteristics of the study population in the view of body mass index cate-
gories is presented in Table 1. There were 28.1% of participants with normal body weight,
while 40.1% and 31.1% of participants were overweight and obese, respectively. Moreover,
there were statistically significant differences in the distribution of body weight according
to sex, age, marital status, level of education, and place of residence. The occurrence of
chosen NCDs (stroke, CHD, hypertension, diabetes) was also differentiated by the BMI.

The normal body weight was more prevalent in women than in men (32.3% and
20.8%, respectively). We observed similar prevalence of obesity in women and men
(31.1% vs. 31.0%, respectively). Furthermore, the prevalence of overweight and obesity
significantly increased in participants >44 years of age. Obesity was observed in 19.8%
of participants aged 30–44 years, 32.7% in participants aged 45–64 years, and 36.7% in
participants aged >64 years, respectively. Moreover, the prevalence of obesity decreased
stepwise with higher level of education (45.2% of obese individuals in participants with
primary education vs. 22.7% in participants with higher education, respectively). On
the contrary, the prevalence of overweight increased with increasing level of education.
Additionally, participants who were separated/divorced were more likely to be obese
than married or never married/single participants (35.2% vs. 30.5%, 26.7%, respectively),
whereas married participants were more likely to be overweight than separated or never
married participants (41.2% vs. 36.0%, 38.4%, respectively). Finally, normal body weight
was more prevalent in urban residents compared with those living in rural areas (30.2%
and 25.0%, respectively). Obesity was much more prevalent in rural inhabitants than in
urban (38.5% vs. 26.0%, respectively), whereas overweight was more prevalent in urban
inhabitants (43.1% vs. 35.8%).
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Table 1. A baseline characteristics of the study population in the view of body mass index categories.

Variables N
BMI (kg/m2)

p-Value *<18.5
N = 15

18.5–24.9
N = 571

25.0–29.9
N = 817

≥30.0
N = 632

Total 2035 0.7% (15) 28.1% (571) 40.1% (817) 31.1% (632)

Sex:
<0.001Men 754 0.4% (3) 20.8% (157) 47.8% (360) 31.0% (234)

Women 1281 0.9% (12) 32.3% (414) 35.7% (457) 31.1% (398)

Place of residence:
<0.001Urban 1210 0.7% (9) 30.2% (365) 43.1% (522) 26.0% (314)

Rural 825 0.7% (6) 25.0% (206) 35.8% (295) 38.5% (318)

Age, years:

<0.001
30–44 358 1.4% (5) 43.6% (156) 35.2% (126) 19.8% (71)
45–64 1350 0.6% (8) 25.9% (350) 40.8% (551) 32.7% (441)
>64 327 0.6% (2) 19.9% (65) 42.8% (140) 36.7% (120)

Level of education:

<0.001

Primary 301 0.7% (2) 18.2% (55) 35.9% (108) 45.2% (136)
Vocational 324 1.2% (4) 25.9% (84) 37.1% (120) 35.8% (116)
Secondary 796 0.6% (5) 28.6% (228) 40.5% (322) 30.3% (241)

Higher 603 0.7% (4) 33.7% (203) 42.9% (259) 22.7% (137)
Lack of information 11 0.0% (0) 9.1% (1) 72.7% (8) 18.2% (2)

Marital status:

0.016
Married/living together 1508 0.7% (10) 27.6% (417) 41.2% (621) 30.5% (460)

Separated/divorced 375 0.3% (1) 28.5% (107) 36.0% (135) 35.2% (132)
Never married/single 146 2.7% (4) 32.2% (47) 38.4% (56) 26.7% (39)

Lack of information 6 0.0% (0) 0.0% (0) 83.3% (5) 16.6% (1)

Stroke 38 0.0% (0) 23.7% (9) 47.4% (18) 28.9% (11) 0.767
CHD 112 0.0% (0) 16.1% (18) 34.8% (39) 49.1% (55) <0.001

Hypertension 1217 0.5% (6) 19.2% (234) 41.7% (507) 38.6% (470) <0.001
Diabetes 200 0.0% (0) 12.5% (25) 30.0% (60) 57.5% (115) <0.001

* Chi-square test.; BMI—Body Mass Index; CHD—Coronary Heart Disease.

In a performed logistic regression analysis, the factors that were significantly associ-
ated with increased odds for obesity included: rural place of residence, age, and education
level (Table 2). In an adjusted model, the odds for obesity were over 1.5-fold higher among
rural residents compared with urban residents (odds ratio [OR] = 1.79, 95% CI = 1.48–2.16)
(Table 2). The was no significant difference in the occurrence of obesity between men and
women. The odds for obesity increased with increasing age of participants. The highest
odds for obesity were observed in the age group >64 years of age [OR 1.91, 95% CI 1.36–2.7].
It was almost two-fold higher than in the group of 30- to 44-year-olds. Furthermore, with
increasing level of education, the odds of obesity significantly decreased ([OR] = 0.42, 95%
CI 0.34–0.56 in participants with higher education).

Finally, the odds ratios of the factors associated with occurrence of stroke, hyperten-
sion, CHD, and diabetes among the study population were presented in Figure 1.
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Table 2. The adjusted odds ratio (OR) of the occurrence of obesity in the study population.

Variable

Obesity

p-Value ORadj. (95% CI)Yes
N = 632

No
N = 1403

n % n %

Sex: 0.974
Women 398 63.0 883 62.9 1.00 (ref.)

Men 234 37.0 520 37.1 0.99 (0.81–1.20) a

Age group:

<0.001
30–44 71 11.2 287 20.5 1.00 (ref.)
45–64 441 69.8 909 64.8 1.76 (1.42–2.17) b

>64 120 19.0 207 14.8 1.91 (1.36–2.70) b

Place of residence:
<0.001Urban 314 49.7 896 63.9 1.00 (ref.)

Rural 318 50.3 507 36.1 1.79 (1.48–2.16) c

Level of education:

<0.001
Primary 136 21.6 165 11.8 1.00 (ref.)

Vocational 116 18.4 208 14.9 0.84 (0.75–0.93) c

Secondary 241 38.3 555 39.8 0.69 (0.66–0.95) c

Higher 137 21.7 466 33.4 0.42 (0.34–0.56) c

Marital status:

0.105
Living together 460 72.9 1048 75.0 1.00 (ref.)

Separated 132 20.9 243 17.4 0.84 (0.75–1.23) c

Single 39 6.2 107 7.7 0.88 (0.79–1.19) c

a ORadj.: odds ratio adjusted for age, b ORadj.: odds ratio adjusted for sex, c ORadj.: odds ratio adjusted for sex and
age; ref.—reference value.

The odds for stroke were significantly associated with increasing age (Figure 1a).
Participants aged >64 years had 5.5-fold higher odds for stroke than 30- to 44-year-olds
(OR 5.49; 95% CI 1.51–19.9). The odds for stroke was not associated with obesity, gender,
place of residence, education, or marital status.

Factors independently differentiating the odds for hypertension included gender, age,
obesity, place of residence, and level of education (Figure 1b). The increasing age was
the factor associated with the highest odds for hypertension. Participants aged >64 years
had over five-fold higher odds for hypertension, and 45- to 64-year-olds had almost
three-fold higher chance, than 30- to 44-year-olds (OR 5.38, 95% CI 3.71–7.80, OR 2.93,
95% CI 2.25–3.82, respectively). Men had three-fold higher odds for hypertension than
women (OR 3.09; 95% CI 2.48–3.84). Obesity was associated with 2.5-fold higher odds for
hypertension [OR 2.54; 95% CI 2.03–3.17]. Higher and vocational education were associated
with 1.5-fold lower odds for hypertension in comparison to primary education [OR 0.66;
95% CI 0.46–0.95, OR 0.68; 95% CI 0.47–0.98, respectively]. Rural inhabitants had 1.3-fold
lower odds for hypertension than urban inhabitants [OR 0.77; 95% CI 0.60–0.97].

The occurrence of coronary heart disease was independently associated with factors
like gender, age, level of education, and obesity (Figure 1c). The odds for CHD were over
three-fold higher in participants aged >64 years than in younger participants [OR 3.43;
95% CI 2.22–5.33]. Men had two-fold higher odds for CHD than women [OR 2.02; 95% CI
1.31–3.11]. Obese individuals had almost two-fold higher odds for CHD [OR 1.88; 95% CI
1.26–2.80]. Higher level of education was associated with 2.5-fold lower risk of CHD than
primary education [OR 0.39; 95% CI 0.19–0.81]. The odds for occurrence of CHD was not
differentiated by the place of residence.
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Figure 1. The odds ratios (with 95% CI) of the factors associated with occurrence of stroke (a), hypertension (b), CHD (c),
and diabetes (d) among the study population (the odds ratios were adjusted to sex and/or age, as indicated previously in
Table 2).

Factors independently associated with increased odds for diabetes included age, obe-
sity, place of residence, gender, and the level of education (Figure 1d). The odds for diabetes
increased with increasing age of the population. Participants aged >64 years had three-fold
higher odds for diabetes than 30- to 44-year-olds [OR 3.28; 95% CI 169–6.36]. Participants
with obesity had over 2.5-fold higher odds for diabetes than non-obese individuals [OR
2.74; 95% CI 2.01–3.73]. Place of residence also differentiated the risk of diabetes. Partici-
pants living in rural areas had 1.5-fold higher odds for diabetes than participants living in
urban areas [OR 1.57; 95% CI 1.08–2.28].

4. Discussion

In Poland, over the last ten years, a consecutive increase in the prevalence of over-
weight and obesity was observed for both genders. In the representative Polish National
Multicenter Health Survey (WOBASZ) conducted in 2003–2005 among 20- to 74-year-olds,
overweight was diagnosed in 61% of men and in 50% of women, and obesity in 21% and
22%, respectively [24]. There was a significant increase in obesity prevalence during the
decade, especially in men. In the second edition, WOBASZ II conducted in 2013–2014,
obesity was observed in 24.4% of men and 25.0% of women [9]. In the Central Statistical
Office report on the health state of the Polish population aged 15 and above published
in 2015, 41.1% of men and 30.1% of women were overweight, whereas 18.1% of men and
15.6% of women were obese [7]. The average BMI for men in 2008 increased by 1.6 kg/m2

compared with the year 1980 and was 26.7 kg/m2 [25]. In women, the average BMI did not
change between 1980 and 2008, and it was 25.9 kg/m2 [25]. In a Polish-Norwegian Study
(PONS) on 3854 inhabitants of Świętokrzyskie Voivodeship aged 45–64, the average BMI in
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men was 28.5 kg/m2 and in women—28.2 kg/m2. That summed up to 52% of men and
42% of women being overweight, whereas 35% of men and women being obese [26].

In our study, the prevalence of obesity was associated with particular socio-demographic
factors. It was higher among people in older age groups and lower education levels. These
results were consistent with previously published literature on the association of obesity
with respect to age and educational level; for instance, the PONS study [26], the Vanio et al.
study [27], and others [9,28,29]. Furthermore, based on the population of the NHANES
study [30], obesity was much more prevalent among inhabitants of rural than urban areas,
which is consistent with our findings as well. In a longitudinal cohort study conducted by
Patterson et al. [31], a greater cumulative exposure to rurality during early adulthood was
associated with higher risk of obesity in middle-aged adults. Similarly, in a study by Jokela
et al. [32], rural residence was more associated with higher BMI than urban residence. Our
results suggest that individuals with lower educational level as well as older people are statisti-
cally more likely to be obese. On the other hand, we observed higher prevalence of overweight
in participants with higher level of education and participants living in urban areas.

According to the WHO, the risk of type 2 diabetes, insulin resistance, or dyslipidaemia
is over three-fold higher in obese people than in those with normal body weight. The risk
of the coronary heart disease and hypertension is 2–3-fold higher in obese people, while
the risk of cancer is 1–2-fold higher in obese people compared with those with normal body
weight [33,34]. In a study by Mongraw-Chaffin et al. [35], the increment in the BMI was
associated significantly with the risk of coronary heart disease in both genders. Authors
observed that in comparison to participants with normal body weight, the HR of coronary
heart disease in participants with obesity was 1.6 [1.42–1.82] in women and 1.60 [1.43–1.79]
in men [35]. We observed that obesity was independently associated with increased odds
for diabetes, hypertension, and CHD. Similar results were obtained by Field et al. [36],
who analyzed data on 10-year follow-up of Nurses’ Health Study. Authors found that the
incidence of diabetes, hypertension, heart disease, and stroke (only for men) elevated with
increasing overweight in both men and women. Furthermore, results obtained from both
NATPOL 2011 study in Poland and Polish-Norwegian Study (PONS) also suggest much
higher prevalence of diabetes among obese individuals in comparison with individuals
with normal body weight [26,37]. Although we cannot establish the causality, since both
BMI and occurrence of NCDs were reported at the baseline study, our findings suggest a
significant association between occurrence of those conditions.

The social burden of obesity is clear when comparing obesity related healthcare (44%
higher) and patients with a regular body mass [38]. This is due to the obesity being a risk
factor for morbidity. The obesity-related comorbidities are hypertension, reduced insulin
sensitivity, diabetes mellitus, some types of cancer, and various heart diseases. Obesity is
related to increased blood pressure and increased prevalence of CHD. Increase in body
mass by 10 kg was associated with the increase of systolic blood pressure by 3 mmHg.
Consequently, this further results in 12% increase of CHD risk [39]. The AHA (American
Heart Association) recommended several important areas of further research on CVD and
obesity. One of them focuses on “policy research on the impact of overweight/obesity on
the future health care in people with or without CVD”.

Considering the health-related and economic cost of obesity, this issue should be
addressed by health policy makers. Policies aiming to decrease the social burden of obesity
and reduce the number of obesity-related comorbidities can be found in series of important
documents, i.e., the Polish National Healthcare Program, Polish National Civilization Dis-
eases Prevention Program, and Global Strategy on Nutrition, Physical Activity, and Health
signed at the 57th World Health Forum in May 2004, European Charter on Counteracting
Obesity, and others [38]. Actions are taken in two key areas: increasing the knowledge and
modification of eating habits and increasing physical activity for better energy balance.
The prevalence of obesity in our study was high. Considering the high association between
obesity and non-communicable diseases, our observations suggest that our study popula-
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tion is at the high risk of further metabolic disorders. People with overweight and obesity
should be the group of special focus when planning prophylactic programs.

There are some limitations to consider. The PURE study is a longitudinal prospective
cohort study, which has been continued in follow-ups every three years. In the present
study, we analyzed data from baseline only. The data was collected between 2007 and 2010.
The study group was selected with the use of a snowball sampling method, which can
introduce a possible bias. Either in comparison to the overall population of Poland or the
population of Lower Silesia, our study population is characterized by the overrepresen-
tation of women and participants with higher education. Both the occurrence of NCDs
and sociodemographic and anthropometric factors were reported at the baseline, which
impede the possibility to draw conclusions about the causality of observed associations.
Additionally, the number of stroke cases at the baseline was limited, and this fact potentially
decreased the accuracy of statistical analysis in case of this condition. We plan to address
this issue in future research of prospective data of our cohort.

5. Conclusions

The prevalence of obesity observed in the PURE Poland study baseline population
was associated with particular socio-demographic factors. The increased odds for obe-
sity were associated with older age and rural place of residence. The level of education
was inversely associated with occurrence of obesity. We observed that obesity as well as
increasing age were independently associated with increased odds for diabetes, hyperten-
sion, and CHD. Observed associations can be helpful to develop more adequate health
promotion programs.

Author Contributions: Conceptualization: A.S. and K.P.-Z.; formal analysis: K.Z. and Z.S.; in-
vestigation: M.W.; methodology: K.Z.; visualization: Z.S.; writing—original draft: K.Z. and P.P.;
writing—review and editing: A.B.-R., D.G.-D., A.S., J.G. and K.P.-Z. All authors have read and agreed
to the published version of the manuscript.

Funding: The main PURE study and its components are funded by the Population Health Research
Institute, the Canadian Institutes of Health Research, Heart and Stroke Foundation of Ontario, and
through unrestricted grants from several pharmaceutical companies; the Poland cohort study is
funded by the Polish Ministry of Science and Higher Education (grant no. 290/W-PURE/2008/0).
Additionally, presented research results were conducted within the framework of the topic: “Analiza
rozpowszechnienia czynników ryzyka chorób cywilizacyjnych ze szczególnym uwzględnieniem
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9. Stepaniak, U.; Micek, A.; Waśkiewicz, A.; Bielecki, W.; Drygas, W.; Janion, M.; Kozakiewicz, K.; Niklas, A.; Puch-Walczak, A.;
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[CrossRef]

10. Prospective Studies Collaboration. Body-mass index and cause-specific mortality in 900 000 adults: Collaborative analyses of 57
prospective studies. Lancet 2009, 373, 1083–1096. [CrossRef]

11. Chow, W.H.; Dong, L.M.; Devesa, S.S. Epidemiology and risk factors for kidney cancer. Nat. Rev. Urol. 2010, 7, 245–257. [CrossRef]
12. Knight, J.A. Diseases and Disorders Associated with Excess Body Weight. Ann. Clin. Lab. Sci 2011, 41, 107–121. Available online:

http://www.annclinlabsci.org/content/41/2/107.long (accessed on 3 September 2020).
13. World Cancer Research Fund/American Institute for Cancer Research. Diet, Nutrition, Physical Activity and Cancer: A Global

Perspective A Summary of the Third Expert Report. 2018. Available online: www.dietandcancerreport.org (accessed on 3
September 2020).

14. Dragomir, M.; Mullie, P.; Bota, M.; Koechlin, A.; Macacu, A.; Pizot, C.; Boyle, P. Nutrition and prostate cancer: Review of the
evidence. J. Health Inequal. 2019, 5, 155–173. [CrossRef]

15. Zdrojewski, T. Completing the cardiovascular revolution: Smoking, alcohol, diet, and air pollution. J. Health Inequal. 2019, 5, 38.
[CrossRef]

16. Fontaine, K.R.; Redden, D.T.; Wang, C.; Westfall, A.O.; Allison, D.B. Years of life lost due to obesity. J. Am. Med. Assoc. 2003, 289,
187–193. [CrossRef]

17. Tremmel, M.; Gerdtham, U.G.; Nilsson, P.M.; Saha, S. Economic burden of obesity: A systematic literature review. Int. J. Environ.
Res. Public Health 2017, 14, 435. [CrossRef]
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Abstract: Introduction: Protein profiling allows the determination of the presence of proteins marking
various stages of the disease, and differentiates between people at risk of various diseases. In
type 1 diabetes, protein profiling had been previously used to find blood markers other than islet
autoantibodies to indicate the pancreatic beta cell destruction process and to reflect the progression
of type 1 diabetes mellitus (T1DM). However, T1DM is an auto-immune disease and its clinical
presentation changes in time of its duration. The aim of the study: To find differences in protein
profiles in patients with type 1 diabetes according to diabetes control (HbA1c > 7%) and with
presence of diabetic complications or obesity. It may help to identify subgroups of patients who may
need a better clinical supervision and individualized treatment. Material and methods: A group
of 103 patients with auto-immunologically confirmed T1DM, and meeting the following inclusion
criteria: Caucasian race, duration of diabetes >5 years, were used in the study. Criteria of exclusion:
past or present cancer (treated with chemo-/radiotherapy), diseases of the liver (ALT > 3 × ULN)
except for people with simple hepatic steatosis, chronic renal disease (eGFR < 30 mL/1.73 m2/min),
and acute inflammation (CRP > 5 mg/dL). The study group was divided in terms of the presence
of chronic complications, obesity, or poor metabolic control (HbA1c > 7%). Protein profiling was
completed by using the MALDI-TOF MS (matrix-assisted laser desorption/ionization-time of flight
mass spectrometry) analyzer. Results: Differentiating proteins were identified in all of the groups.
The groups burdened with complications, obesity, and poor metabolic control were characterized by
increased levels of fibrinogen, complement C4 and C3. Conclusion: The groups of type 1 diabetes
patients burdened with complications, obesity, and poor metabolic control were characterized by
increased levels of fibrinogen, complement C4 and C3. Further detailed studies are necessary to
determine more subtle changes in the proteomic profile of patients with type 1 diabetes.

Keywords: type 1 diabetes; proteomic profile; obesity; C4 complement

1. Introduction

Patients with T1DM constitute about 5–10% of the population of patients with the
disease. T1DM incidence is ranging from under one to up to 60 new cases per 100,000 chil-
dren per year in the under-15 age-group. Incidence varies by region. Peak incidence is
usually in the 10–14-year age [1]. T1DM is also commonly recognized in adults; over half
of the new cases of T1D were ≥ 20 years of age in Scotland in 2018. However, the condition
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often affects young people and children who will have to carefully control their glycemia
for many years to prevent complications and lead a normal lifestyle. For that reason,
appropriate treatment from the moment of the disease’s development and preventing
complications involving micro- and macroagniopathies is important. Moreover, type 1
diabetic patients are at risk of becoming overweight and obese. This risk is increased with
the duration of diabetes, which is associated with high daily doses of insulin. For that
reason, optimum glycaemia values should be strived for, individually adjusted minimal
effective doses of insulin should be administered, and most importantly, patients should
be properly educated about their condition [2]. The pathophysiology of T1DM is complex.
In people with a genetic predisposition, viral infection or other environmental factors may
cause activation of the immune process and clinical manifestation of the disease. In the
available literature, protein profiling has been applied to type 1 diabetes to find blood
markers other than islet autoantibodies to indicate the pancreatic beta cell destruction pro-
cess and to reflect the progression of T1DM [3]. Other works have been performed using
a mass spectrometric analysis to generate a proteomic profile of protein abundance and
post-translational modifications in the aorta and kidneys of diabetic rats [4]. The majority
of studies using protein profiling have determined differences in the amount of individual
proteins between groups of patients with type 1 diabetes and healthy individuals. Other
studies have focused on changes in the protein profile that occur during the autoimmune
process during the development of type 1 diabetes and the relationship between protein
profiling and the development of complications [5]. Our study is the first differentiating
the protein profile in a homogeneous group of patients with autoimmune disease like
T1DM. This group is well characterized, selected and treated with a unified method—the
method of intensive functional insulin therapy. The patients included in the study were
characterized by good compliance. The size of the group is significant, and differences
in the protein profile determine the detail of the study in such a homogeneous group of
patients. In this study, we focused on demonstrating the difference in protein composition
in patients with T1DM, depending on the characteristics acquired during the course of the
disease, such as excess body weight or the presence of complications. Demonstration of a
difference in the protein profile in subgroup of T1DM patients may be clinically relevant.

In our study, we wanted to find out the differences in protein profiles in patients
with T1DM related to the presence of diabetic complications, obesity, and diabetes control
depending on the value of glycated hemoglobin > 7%. The demonstration of a difference
in the protein profile due to presence of complications and obesity in T1DM patients may
help to identify subgroups of patients who may need a better clinical supervision and
individualized treatment.

2. Materials and Methods

2.1. Study Groups

The study was carried out on a group of 103 patients with T1DM treated in the
Department of Gastroenterology, Dietetics, and Internal Diseases, and the Department of
Internal Medicine and Diabetology in 2016–2020, who met the defined inclusion criteria.
The inclusion criteria were T1DM confirmed by the presence of ICA, IA2, and GAD auto-
antibodies; treated with intensive functional insulin therapy or with multiple injections of
constant insulin doses; age > 18 years; Caucasian race; duration of diabetes > five years;
and patient informed consent to participation in the study. The exclusion criteria were
other types of diabetes; past or present cancer treatment with radio-or chemotherapy; liver
diseases (ALT > 3 × ULN), except for people with simple hepatic steatosis; chronic renal
disease (eGFR < 30 mL/1.73 m2/min); acute inflammation (CRP > 5 mg/dL); status post
ischemic or haemorrhagic cerebral stroke (<6 months); unstable ischemic heart disease
(status post STEMI with the implantation of drug-eluting stents, non-STEMI < 12 months);
and other diseases (mental disorders, nutritional disorders, e.g., anorexia, bulimia), other
treatment (antibiotic therapy < 3 months, and current steroid therapy), and dependence on
alcohol (consumption of more than one unit of alcohol a day). The study group consisted
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of people with T1DM mostly treated with intensive functional insulin therapy, with mean
age 34 years. The duration of diabetes was significantly longer than the inclusion criterion.
All patients had a history of T1DM longer than 12 years. The clinical characteristics of the
study population are given in Table 1.

Table 1. Clinical characteristic of the study group (n = 103). Data are presented as medians with
interquartile ranges.

Variable Median (IQR)

Sex [M/F], n (%) 50 (48.5)/ 53 (51.5)

Age [y] 34 (30–42)

DD [y] 17 (12–23)

IFI [y] 12 (8–18)

WHR [n] 0.9 (0.8–0.9)

BMI [kg/m2] 26 (23–29)

TBF [kg] 19 (14–27)

VF [n] 5 (3–8)

DDI [μ/kg/d] 0.5 (0.4–0.6)

HbA1c [%] 8 (7–9)

AST [U/L] 19 (16–24)

ALT [U/L] 19 (14–26)

Creatynine, [μmol/L] 80 (71–88)

eGFR [mL/min/1.73 m2] 88 (77–90)

hsCRP [mg/dL] 2 (1–3)

T-ch [mmol/L] 48 (42–54)

TAG [mmol/L] 1 (1–2)

HDL-ch [mmol/L] 2 (1–2)

LDL-ch [mmol/L] 3 (2–3)

non-HDL-c [mmol/L] 3 (3–4)
Abbreviations: ACR—albumin/creatinine ratio; ALT—alanine aminotransferase; AST—aspartate aminotrans-
ferase; BMI—body mass index; DD—diabetes duration; DDI—daily insulin dose, eGFR; estimated glomerular
filtration rate; eGDR, HbA1c—glycated hemoglobin A1c; HDL-C—high density lipoprotein cholesterol; LDL-C—
low-density lipoprotein cholesterol; TAG—triglycerides; TBF—total body fat; VF—visceral fat; WHR—waist-to-
hip ratio. T-Ch—total cholesterol.

2.2. Methods

The study group was divided into three subgroups according to the presence of:

1. Obesity (BMI < 30 vs. BMI > 30 kg/m2): BMI was calculated from the formula of the
ratio of body weight to squared height.

2. Presence of diabetic complications (retinopathy, nephropathy, and neuropathy, all
complications or any of them)

3. HbA1c value < 7% and > 7%: A reasonable A1C goal according to American Diabetes
Association Guidelines 2020 for many nonpregnant adults [4].

2.2.1. Assessment of Diabetic Complications
Assessment of Diabetic Kidney Disease (DKD)

The elimination of albumin with urine was assessed based on a 12-h urine collection,
with a determination of the albumin/creatinine index in the morning sample of urine. Al-
bumin elimination between 30 and 300 mg a day with urine on two of three urine collection
days and the albumin/creatinine index of >30 mg/g in morning urine sample were deemed
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positive albuminuria. Diabetic kidney disease was diagnosed in case of the presence of
pathological albuminuria and at least a 10-year history of diabetes, or co-existence of dia-
betic retinopathy. DKD was divided into stages based on the estimated glomerular filtration
rate: G1 stage (Egfr ≥ 90 mL/min/1.73 m2), G2 stage (eGFR 60–89 mL/min/1.73 m2), G3a
stage (eGFR 45–59 mL/min/1.73 m2), G3b stage (eGFR 30–45 mL/min/1.73 m2), G4 stage
(eGFR 15–29 mL/min/1.73 m2), and G5 stage (eGFR <15 mL/min/1.73 m2 or treatment
with dialysis).

Assessment of Diabetic Retinopathy

An ophthalmoscopic examination of eye fundus was carried out following dilation
of the pupil. Diabetic retinopathy was diagnosed when at least one micro-aneurysm was
found in each eye. Diabetic retinopathy was classified acc. to the Polish Diabetes Associa-
tion as: no evidence of diabetic retinopathy, mild non-proliferative diabetic retinopathy
(NPDR), moderate non-proliferative diabetic retinopathy, severe non-proliferative diabetic
retinopathy, and proliferative diabetic retinopathy (PDR) [6].

Assessment of Diabetic Neuropathy

Diabetic neuropathy was assessed with a 10 g Semmes–Weinstein monofilament test.
The vibration sensation was assessed using a tuning fork (128 MHz), and the temperature
sensation was assessed using a roller with a metal and plastic tip (Tiptherm), and testing
the tarsal reflex. Peripheral neuropathy was assessed based on the presence of two or
more components: presence of neuropathy symptoms, impaired touch and/or vibration
sensation, or absence of the tarsal reflex.

2.2.2. Laboratory Analysis

Laboratory investigations were done in the “H. Święcicki” Teaching Hospital in
Poznan. Laboratory measurement methods: Blood for the tests was drawn from fasting
patients, using a puncture of the vein in the elbow pit. Biological materials used for the
tests were full blood, plasma, and serum.

Glycated hemoglobin level (HbA1c) was assessed using the HPLC method (normal
range: 4.8–7%).

Lipid profile: parameters of lipid metabolism (total cholesterol—TCh, HDL-ch frac-
tion, LDL-ch fraction, and TAG in serum) were assayed using the standard method (lab-
oratory standards: TCh: 130–200 mg/dL; 3.3–5.2 mmol/L, HDL-ch: M: 35–70 mg/dL;
0.9–1.8 mmol/L, HDL-ch: F: 45–80 mg/dL; 1.1–2.0 mmol/L, LDL-ch: 60–130 mg/dL; 1.5–
3.4 mmol/L, TAG: 30–150 mg/dL; 0.3–1.7 mmol/L). Non-HDL-ch cholesterol level was also
calculated using the formula: non-HDL-ch = total cholesterol—HDL-ch. The TAG/HDL-ch
ratio was also calculated. Renal parameters: serum creatinine, normal range: F < 0.9 mg/dL,
M < 1.2 mg/dL, and the estimated glomerular filtration rate (eGFR) was calculated acc.
to the Modification of the Diet Renal Disease Study Equation (MDRD), normal range:
90–120 mL/min/1.73 m2. Liver parameters: serum AST activity (reference values: F:
10–31 U/L, M: 10–35 U/L) and serum ALT values (reference values: F: 10–34 U/L, M:10–
45 U/L) using the standard method.

2.2.3. MALDI-TOF MS Profiling

Protein profiling was performed in order to find proteins that were characteristic for
people with diabetes complicated by obesity and inferior metabolic control (HbA1c > 7%)
MALDI-TOF MS profiling and identification of discriminatory proteins and peptides.

Sample Pretreatment

Serum samples obtained from patients diagnosed with diabetes were purified and
concentrated before mass spectrometry analyses. Pretreatment of the biological material
was performed with ZipTip C18 (Millipore, Bedford, MA, USA) reverse phase chromatog-
raphy micropipette tips. Then, 2 μL of each serum sample was mixed with 8 μL of 0.1%
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trifluoroacetic acid (TFA) in water. Mixtures were then loaded onto ZipTip tips according
to the manufacturer’s protocol. For the tips conditioning, acetonitrile (ACN) and 0.1% TFA
were used. Adsorbed peptides were first washed with 0.1% TFA in water and then eluted
with 50% ACN in 0.1% TFA.

MALDI-TOF MS Analysis

For the MALDI-TOF MS (matrix-assisted laser desorption/ionization-time of flight
mass spectrometry) analysis, 1 μL of each eluent obtained from the ZipTip sample pre-
treatment was mixed with 10 μL of matrix solution (0.3 g/L α-cyano-4-hydroxycinnamic
acid (HCCA) in a 2:1 mixture of ethanol/acetone, v/v). The mixtures were then manually
spotted onto the Anchor Chip Standard (Bruker Daltonics, Bremen, Germany) target plate
in triplicates. MS analysis was performed in a linear-positive mode with Ultrafle Xtreme
(Bruker Daltonics, Bremen, Germany) mass spectrometer. Ions were analyzed in the range
of m/z 1000–10,000. Every MS spectrum was acquired from an average 2000 laser shots
per sample. External calibration was performed with a mixture of Protein Calibration
Standard I and Peptide Calibration Standard (Bruker Daltonics, Bremen, Germany) in 5:1
(v/v) ratio. The average mass deviation from the reference masses did not exceed 100 ppm.
MALDI-TOF MS analysis was performed with the following parameters: ion source 1,
25.09 kV; ion source 2, 23.80 kV; pulsed ion extraction, 260 ns, lens 6.40 kV, matrix sup-
pression cut off m/z 700. FlexControl 3.4 (Bruker Daltonics, Bremen, Germany) software
was applied for collection and processing of the MS spectra. For the analysis of recorded
MS data, Clin Pro Tools 3.0 (Bruker Daltonics, Bremen, Germany) software was applied.
Statistical analyses were performed with classification algorithms (quick classifier (QC),
genetic algorithm (GA), and supervised neural network (SNN)) and ROC curves [7]. QC is
a chemometric algorithm that calculates peaks’ average areas and uses p-values for peaks
classification. GA, based on the process of natural selection and the idea of the evolution
of the fittest individual, allows determination of the discriminatory peaks. SNN-based
algorithm chooses MS data with features characteristic to studied groups and according
to them, classifies spectra to the proper group. Parameters of cross-validation, external
validation, and recognition capability were calculated for each algorithm. The statistical
analysis resulted in the depiction of peptide candidates for the subsequent identification.

nanoLC MALDI-TOF/TOF MS Identification of Discriminatory Peaks

Identification of the peaks discriminating between the studied groups was performed
with nanoLC-MALDI-TOF/TOF MS (nano-liquid chromatography-matrix-assisted laser
desorption/ionization–time of flight/time of flight mass spectrometry) system. The sam-
ples were pretreated with ZipTip pipette tips and subjected to nanoLC separation. The
nanoLC set consisted of EASY-nLC II (Bruker Daltonics, Bremen, Germany) nanoflow
HPLC system and Proteineer-fc II (Bruker Daltonics, Bremen, Germany) collector of
fractions. The nanoLC system parts were NS-MP-10 BioSphere C18 (NanoSeparations,
Nieuwkoop, The Netherlands) trap column (20 mm × 100 μm I.D., particle size 5 μm, pore
size 120 Å) and an Acclaim PepMap 100 (Thermo Scientific, Sunnyvale, CA, USA) column
(150 mm × 75 μm I.D., particle size 3 μm, pore size 100 Å). The gradient elution method
was set on 2–50% of ACN in 96 min (mobile phase A—0.05% TFA in water, mobile phase
B—0.05% TFA in 90% ACN). The flow rate for separation was 300 nL/min, and the volume
of the sample eluent injected into the chromatography column was 4 μL. From nanoLC
separation, in total, 384 separated fractions were obtained. Each of them was mixed with a
matrix solution (36 μL of HCCA saturated solution in 0.1% TFA and acetonitrile (90:10 v/v),
748 μL of acetonitrile and 0.1% TFA (95:5 v/v) mixture, 8 μL of 10% TFA, and 8 μL of 100 mM
ammonium phosphate) and spotted automatically onto the AnchorChip Standard (Bruker
Daltonics, Bremen, Germany) target plate by the collector of fractions. HyStar 3.2 (Bruker
Daltonics, Bremen, Germany) software was used for the nanoLC system operating. For
the MS analysis, UltrafleXtreme (Bruker Daltonics, Bremen, Germany) mass spectrometer
working in a reflector mode in the range of m/z 700–3500 was used. External calibration
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was performed with a mixture of Peptide Calibration Standard (Bruker Daltonics, Bremen,
Germany). A list of the precursor ions for the identification was established with WARP-LC
(Bruker Daltonics, Bremen, Germany) software. Applied settings for MS and MS/MS
mode were ion source 1, 7.50 kV; ion source 2, 6.75 kV; reflectron 1, 29.50 kV; reflectron
2, 14.00 kV; lens, 3.50 kV; lift 1, 19.00 kV; lift 2, 3.00 kV; and pulsed ion extraction time,
80 ns. For the spectra acquisition, processing and evaluation FlexControl 3.4, FlexAnalysis
3.4, and BioTools 3.2 (Bruker Daltonics, Bremen, Germany) software were used. For the
identification of discriminative proteins and peptides, a SwissProt database and Mascot
2.4.1 search engine with taxonomic restriction to Homo sapiens were applied. The protein
search parameters were as follows: fragment ion mass tolerance m/z ± 0.7, precursor ion
mass tolerance ± 50 ppm, peptide charge + 1, and monoisotopic mass.

2.2.4. Statistical Analysis

The statistical analysis was performed using Statistica PL version 13.3. The conformity
of the interval data distribution with the normal distribution was assessed using the
Kolmogorov–Smirnov test. In most of the data, no normal distribution was observed. In
the analysis, a statistical method for non-parametric variables, Mann–Whitney’s U-test,
was used. The results were presented as numbers and percentages, as well as medians and
interquartile range (IQR). The value of p < 0.05 was assumed to be statistically significant.

3. Results

Incidence of complications are presented in Table 2. The presence of one complication
qualified the patient to a group with complications.

Table 2. Incidence of complication in the study group.

Complications
Incidence Frequency in

Numbers (n = 103)
Incidence Frequency as a

Ratio (103 = 100%)

Diabetic retinopathy 39 37.9%
Diabetic renal disease 9 8.7%

Autonomic neuropathy 21 20.4%
Peripheral neuropathy 32 31.1%

The group with any complications 54 52.4

Characteristics of the study group according to presence of excess body fat, complica-
tion, and value of HbA1c are presented in Table 3.

Table 3. Clinical characteristics of the study groups (excess body fat vs. normal body fat), (diabetes control, HbA1c < 7) and
(presence of complication vs. absence of complication). Data are presented as medians with interquartile ranges.

Value
EBF

N = 46
NBF

N = 57
EBF/NBF
P < 0.05

HbA1c >
7%

N = 80

HbA1c <
7%

N = 23

HbA1cp
< 0.05

PofC
N = 55

AofC
N = 48

PofC/
AofC

P < 0.05

Age
[y]

35.0
(31.0–46.0)

33.0
(29.0–40.0) 0.09 34.0

(25.0–40.0)
35.0

(31.0–42.0) 0.64 38.0
(32.0–47.0)

32.0
(24.0–37.0) 0.00

Sex
[M/F] 23/23 27/30 0.82 35/45 15/8 0.07 25/30 25/23 0.51

DD
[y]

18.0
(12.0–23.5)

16.0
(11.0–23.0) 0.90 15.0

(11.0–20.0)
19.0

(7.0–21.0) 0.38 20.0
(15.0–29.0)

13.0
(8.0–17.0) 0.00

TBF
[kg]

27.6
(23.1–33.2)

14.1
(10.9–18.2) 0.00 21.7

(14.1–29.7)
17.3

(11.8–20.0) 0.07 20.0
(14.1–27.1)

18.2
(13.5–25.0) 0.32

BMI
[kg/m2]

29.3
(27.8–30.6)

23.7
(21.4–25.7) 0.00 27.1

(24.0–29.8)
24.2

(22.1–28.3) 0.06 26.4
(23.4–30.3)

27.1
(23.0–28.8) 0.66

VF
[n]

8.0
(6.5–10.0)

4.0
(2.0–5.0) 0.00 5.0

(3.0–8.0)
6.0

(3.0–7.0) 0.93 6.0
(4.0–8.0)

5.0
(2.0–7.0) 0.12

WHR
[n]

0.9
(0.8–0.9)

0.8
(0.8–0.9) 0.00 0.9

(0.8–0.9)
0.8

(0.9–1.0) 0.04 6.0
(4.0–8.0)

5.0
(2.0–7.0) 0.05
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Table 3. Cont.

Value
EBF

N = 46
NBF

N = 57
EBF/NBF
P < 0.05

HbA1c >
7%

N = 80

HbA1c <
7%

N = 23

HbA1cp
< 0.05

PofC
N = 55

AofC
N = 48

PofC/
AofC

P < 0.05

HbA1c
[%]

8.4
(7.3–8.9)

7.8
(6.8–8.9) 0.18 8.9

(8.4–9.8)
6.5

(6.2–6.8) 0.00 7.9
(6.9–9.0)

8.4
(7.2–8.9) 0.75

AST
[IU/L]

19.0
(15.5–27.0)

19.0
(16.0–22.0) 0.54 18.0

(16.0–27.0)
19.0

(15.0–22.0) 0.66 19.0
(15.0–24.0)

19.0
(16.0–27.0) 0.38

ALT
[IU/L]

21.0
(14.0–28.5)

17.0
(14.0–25.0) 0.13 18.0

(13.0–27.0)
21.0

(15.0–25.0) 0.61 18.0
(14.0–24.0)

21.0
(14.0–29.0) 0.25

Creatinine
[μmol/L]

70.7
(61.9–88.4)

77.8
(70.7–88.4) 0.19 70.7

(61.9–79.6)
79.6

(70.7–88.4) 0.14 79.6
(70.7–88.4)

79.6
(70.7–88.4) 0.18

GFR
[mL/min/1.72 m2]

88.2
(82.2–90.0)

86.0
(75.7–90.0) 0.31 90.0

(75.5–90.0)
84.1

(76.5–90.0) 0.38 83.1
(73.4–90.0)

90.0
(84.5–90.0) 0.01

CRP
[mg/dL]

2.2
(1.0–4.5)

1.2
(0.6–2.1) 0.00 2.1

(1.0–4.1)
1.0

(0.4–2.0) 0.03 1.4
(0.7–3.1)

1.7
(0.8–3.1) 0.85

TCh
[mmol/L]

4.9
(4.5–5.7)

4.6
(3.9–5.1) 0.00 4.8

(4.2–5.3)
4.7

(4.1–5.5) 0.96 4.9
(4.3–5.4)

4.6
(4.0–5.2) 0.31

TAG
[mmol/L]

1.2
(1.0–1.8)

0.9
(0.7–1.3) 0.00 1.1

(0.9–1.7)
0.9

(0.7–1.2) 0.00 1.3
(0.9–1.5)

1.3
(0.8–1.4) 0.45

HDL-ch
[mmol/L]

1.5
(1.3–1.9)

1.7
(1.4–2.0) 0.11 1.6

(1.3–1.9)
1.7

(1.4–2.3) 0.13 1.6
(1.3–2.0)

1.6
(1.3–2.0) 0.96

LDL-ch
[mmol/L]

2.7
(2.5–3.3)

2.4
(1.9–2.9) 0.01 2.6

(2.1–3.1)
2.5

(1.9–3.4) 0.84 2.7
(2.6–3.2)

2.5
(1.9–3.1) 0.18

non-HDL-ch
[mmol/L]

3.2
(2.9–4.0)

2.7
(2.2–3.3) 0.00 3.1

(2.6–3.6)
2.7

(2.3–3.9) 0.41 3.2
(2.7–3.6)

2.8
(2.4–3.8) 0.33

ACR
[mg/d]

3.5
(2.5–5.2)

3.8
(2.7–5.4) 0.82 3.8

(2.5–5.4)
3.7

(2.9–5.3) 0.88 4.3
(2.9–8.1)

3.3
(2.3–4.3) 0.00

Abbreviations: ACR—albumin/creatinine ratio; AofC—absence of complication; ALT—alanine aminotransferase; AST—aspartate amino-
transferase; BMI—body mass index; DD—diabetes duration; DDI—daily insulin dose, EBF—excess body fat; eGFR—estimated glomerular
filtration rate; eGDR, HbA1c—glycated hemoglobin A1c; HDL-C—high-density lipoprotein cholesterol; LDL-C—low-density lipopro-
tein cholesterol; NBF—normal body fat; PofC—presence of complication; TAG—triglycerides; TBF—total body fat; VF—visceral fat;
WHR—waist-to-hip ratio; T-Ch—total cholesterol.

The results of MALDI-TOF MS analysis are presented in Tables 4–6 according to divi-
sion due to excess fat, diabetes control (HbA1c > 7%), and presence of diabetic complication.
Spectra recorded for fibrinogen alpha chain, complement C3, and complement C4A are
presented in Figures 1–3.

Table 4. Division due to excess body fat.

Division Due to Excess Fat

Model Cross Validation [%] Recognition Capability [%]
External Validation—Correct

Classified Part of Valid Spectra
[%]—TEST

External Validation—Correct
Classified Part of Valid Spectra

[%]—CONTROL

GA 49.5 93.8 52.9 82.1
SNN 59.2 67.1 60.8 38.5
QC 58.0 63.4 43.1 74.4

Identified peaks (m/z) classified as discriminatory based on GA

1537.88 fibrinogen alpha chain
1519.99 complement C3 (oxidation)
1449.61 complement C4A

Identified peaks (m/z) classified as discriminatory based on SNN

1519.99 complement C3 (oxidation)
1537.88 fibrinogen alpha chain

Identified peaks (m/z) classified as discriminatory based on QC

1435.73 complement C4A
1449.61 complement C4A
1519.99 complement C3 (oxidation)
1537.88 fibrinogen alpha chain
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Table 5. Division due to diabetic control (HbA1c > 7%).

Division Due to Diabetes Control (HbA1c > 7%)

Model Cross Validation [%] Recognition Capability [%]
External Validation—Correct

Classified Part of Valid Spectra
[%]—TEST

External Validation—Correct
Classified Part of Valid Spectra

[%]—CONTROL

GA 62.2 85.8 63.6 30.6
SNN 64.6 53.7 0 88.9
QC 66.9 66.9 56.8 55.6

Identified peaks (m/z) classified as discriminatory based on GA

1537.88 fibrinogen alpha chain
1449.61 complement C4A
1520.00 complement C3 (oxidation)

Identified peaks (m/z) classified as discriminatory based on SNN

1519.99 complement C3 (oxidation)
1537.88 fibrinogen alpha chain

Identified peaks (m/z) classified as discriminatory based on QC

1537.88 fibrinogen alpha chain

Table 6. Division due to diabetes complications.

Division Due to Diabetes Complications

Model Cross Validation [%] Recognition Capability [%]
External Validation—Correct

Classified Part of Valid Spectra
[%]—TEST

External Validation—Correct
Classified Part of Valid Spectra

[%]—CONTROL

GA 48.2 84.6 46.2 67.6
SNN 48.1 65.6 53.8 79.4
QC 38.0 63.1 46.2 58.8

Identified peaks (m/z) classified as discriminatory based on GA

1537.88 fibrinogen alpha chain
1617.79 fibrinogen alpha chain (peak 1537 phosphorylation)
1435.73 complement C4A

Identified peaks (m/z) classified as discriminatory based on SNN

1537.88 fibrinogen alpha chain
1435.73 complement C4A
1520.00 complement C3 (oxidation)
1617.79 fibrinogen alpha chain (peak 1537 phosphorylation)

Identified peaks (m/z) classified as discriminatory based on QC

1537.88 fibrinogen alpha chain

Figure 1. Fragmentation spectrum of peak 1617.79, identified as fibrinogen alpha chain.
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Figure 2. Fragmentation spectrum of peak 1449.61, identified as complement C4A.

Figure 3. Fragmentation spectrum of peak 1519.99, identified as complement C3.

4. Discussion

There are not many studies that would analyze the protein profile in patients with
T1DM. In our study, we wanted to find differences in metabolic profile in a homogeneous
group of people with T1DM in accordance with the presence of diabetic complications,
obesity, and diabetes control.

It is well known that the metabolic control of diabetes (mean glucose levels, glycated
haemoglobin value, and the time when glucose levels does not remain within their normal
ranges) is directly associated with the risk of the development of chronic complications [8,9].
However, there are diabetic patients who do not rapidly develop any chronic complications
despite having an inferior diabetes control [10]. It is essential to find proteomic features that
could allow for the differentiation of patients with the good and poor control of diabetes,
which could increase the risk and accelerate the development of chronic complications.
Increasing the level of C3, C4, and fibrinogen in the blood may lead the diabetologist to a
more frequent diabetic follow-up visit, patient’s compliance, and better glycemic control.
This may inhibit the progression of chronic complications.

Based on the available literature, we were the first to assess the protein/peptide
profiles in a group of patients with T1DM, depending on the presence of complications:
obesity and metabolic imbalance. Various proteins were identified in all groups of patients,
but changed levels of fibrinogen complement C4 and C3 were a common element found
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in groups burdened with obesity and poor metabolic control. Ostergaard et al. observed
that circulating a complement activation product C3a level was increased in streptozotocin-
induced diabetic mice as compared to control mice [11]. However, the authors did not
perform protein profiling in relation to HbA1c value or the presence of complications of
diabetes. It is also stressed that the complement system was emerging as a new potential
target in diabetic kidney disease. In our study, we also found a changed level of C3a
complement in all groups of patients with excess fat (EBF excess body fat ), complication
(presence of complication), and a higher value of HbA1c (HbA1c >7%). The presence of
these proteomic markers could be connected with inappropriate diabetes treatment.

Despite the fact that occurrence of T1DM is associated with a genetic predisposition,
its development is influenced by various environmental factors; the exact etiology of the
disease is not fully known. HLA antigens are proteins found on the body’s cells’ surface
and constitute a specific system for every human being. In white people, the presence
of the HLA-DR3 and HLA-DR4 genotypes predisposes to the development of diabetes.
However, even in people with this genetic predisposition, it is uncertain whether they will
develop T1DM. This is dependent on the presence of factors initiating the trigger of an
autoimmune process (e.g., severe infection, which initiates the process of destruction of the
pancreatic beta cells). This is confirmed by studies carried out in identical twins. With the
presence of T1DM in one of the twins, the probability of developing the other is 50 percent.
The presence of genetic determinants is not a standard area of study in patients with T1DM,
but it can affect changes in the protein profile between individual patients.

The presence of antibodies is associated with the development of type 1 diabetes
mellitus, but research programs, including DASP—Diabetes Antibody Standardization
Program and Environmental Determinants of Diabetes in Young Consortium, confirm that
not all islet auto-antibody-positive subjects progress to T1DM.

Burch et al. attempted to identify new protein markers present in the pancreas of
T1DM and type 2 diabetes (T2DM) patients, and in diabetes-free individuals who are
carriers of antibodies characteristic for the disease [12]. The study identified proteins allow-
ing differentiation between type 1 and type 2 diabetes in pancreatic tissue. Additionally,
proteins’ characteristics for the immunological process, independent on hyperglycemia,
were identified by their absence in patients with T2DM. Among proteins differentiating
between patients with T1DM and non-diabetic patients, there are complement C5, C7,
C8, and C9. On the other hand, complement C3 and C9 proteins ensure differentiation
between non-diabetic individuals with positive antibodies and non-diabetic individuals
without antibodies [12]. In our study, complement C3, C4, and fibrinogen were proteins
that differentiated the group of T1DM patients into subgroups with good (HbA1c < 7%)
and poor (HbA1c > 7%) metabolic control and the occurrence of complications.

In a similar study, Nyalwidhe et al. indicated five proteins, including the C9 fac-
tor, playing an important role in the development of immunization, inflammation, and
metabolic control processes in the course of the development of T1DM [13].

Comparing the metabolomic profile of patients with T1DM to healthy individuals and
T2DM patients, Zhang et al. found differences in 33 peptides [14]. Among those proteins,
complement C3 showed a significant down-regulation. Notably, peptides from the C1
inhibitor demonstrated a significant up-regulation in T1DM but were down-regulated in
T2DM compared to healthy controls. C1 inhibitor is well known to regulate the activation
of the C1 complex and may play a crucial role in blood coagulation, fibrinolysis, and
suppression of inflammation. In de Oliveira’s study performed on patients with T1DM
compared to healthy controls, eight serum proteins were identified as being differentially
expressed. C4 complement was down-regulated in diabetic patients [15]. Our study only
looked at a group of diabetic patients. We did not compare them with the healthy ones and
hence the possibility of different conclusions.

However, Rowe et al. found that complement activation occurred in the pancreas
of patients with T1DM and that C4d might be a biomarker for T1DM. In this study,
pancreatic C4d antigen expression was more prevalent in patients with T1DM than in
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diabetes-free subjects (diabetes-free with T1DM-associated islet auto-antibodies, auto-
antibodies-negative control subjects, or those with T2DM). C4d density did not differ
between diabetes-free subjects [16]. However, these studies mark the proteomic differences
between healthy and diabetic subjects or type 1 and type 2 diabetes. Our study focused
exclusively on type 1 diabetes.

Christine von Toerne in the study of 45 islet auto-antibody-positive and -negative
children from the BABYDIAB/BABYDIET birth cohorts performed a proteomic analy-
sis [17]. Two peptides (from apolipoprotein M and apolipoprotein C-IV) were sufficient to
discriminate between auto-antibody-positive and auto-antibody-negative children. Hep-
atocyte growth factor activator, complement factor H, ceruloplasmin, and age predicted
progression time to type 1 diabetes significantly better than age alone.

M. García-Ramírez et al. compared the protein profile of vitreous fluid from diabetic
patients with proliferative diabetic retinopathy (PDR) to that from non-diabetic patients
with idiopathic macular holes. Eight proteins were highly produced in PDR patients in
comparison to non-diabetic subjects: zincα2-glycoprotein (ZAG), apolipoprotein (apo) A1,
apoH, fibrinogen A, and the complement factors C3, C4b, C9, and factor B [18].

In our previous study on amino-acid profiling in patients subjected to controlled body
weight reduction, it was found that levels of 10 AAs (α-amino-n-butyric acid, alanine,
citrulline, glutamine, glycine, hydroxyproline, isoleucine, proline, sarcosine, and threonine)
were significantly increased after weight loss compared to their values before the program,
while aspartic acid level was decreased [19]. This confirms that changes in protein and
amino-acid profile constitute an important element in the pathway of metabolic disorders
occurring in the course of the development of chronic complications of diabetes. Changes in
the protein profile presented in the study may also be a result of improper glycemic control.

Zhi found differences in the protein profiles of 31 proteins between T1DM patients
and healthy individuals [20]. At least 21 of 31 proteins could be functionally relevant to
T1DM, as they might be involved in innate immunity, inflammation, and immune response
(lymphocyte activation and proliferation and glucose regulation). Complement C3b, com-
plement C4, CRP, and adiponectin are four of those proteins. After a final validation, the
differentiating value was attributed to adiponectin and myeloperoxidase. Both proteins
are commonly known factors associated with the development of metabolic disorders.

5. Conclusions

The molecular mechanism underlying diabetes and its progression is not fully known.
Proteomic tools are helping to advance our understanding of the origin, onset, development,
treatment, and prevention of diabetes. Moreover, proteomic technologies are becoming
more specific and sensitive, and their employment is a significant opportunity to expand
our knowledge of T1DM. Protein profiling may also have clinical benefits for a patient with
type 1 diabetes. Increased levels of C3, C4, and fibrinogen may draw the attention of a
diabetologist for more frequent follow-up at the Diabetes Outpatient Clinic. The patient
benefit is that individuals with proteomic markers may increase their interest in glycemic
control, which may inhibit the progression of chronic complications. To sum up, advances
in proteomic approaches and complete sequences of the human proteome will allow us to
unravel changes in the proteomic profile of clinical samples from diabetic patients.

Author Contributions: Conceptualization: A.Z., D.N., E.M., and J.M.; methodology: A.Z., E.M., and
D.N.; software: A.Z. and E.M.; validation, formal analysis: E.M. and A.Z.; investigation: A.Z., D.N.,
and M.G.; resources: A.D. and M.G.; data curation: A.Z., D.N., E.M., and D.Z.-Z.; writing—original
draft preparation: A.Z.,E.M., D.N., M.G., A.D., Z.K., and D.Z.-Z; visualization: A.Z.; supervision:
A.D., Z.K., M.G., D.Z.-Z., and J.M.; project administration: A.Z., D.N., and D.Z.-Z. All authors have
read and agreed to the published version of the manuscript.

Funding: The study was supported by a Young Scientists Grant of the Poznan University of Medical
Science (No. 502-14-0222-3800-10838).

221



IJERPH 2021, 18, 2263

Institutional Review Board Statement: The study protocol was approved by the Poznan University
Institutional Review Board (5 May 2016), No. 504/16. The study protocol conforms to the ethical
guidelines of the 1975 Declaration of Helsinki as reflected in a prior approval by the institution’s
human research committee.

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Diaz-Valencia, P.A.; Bougnères, P.; Valleron, A.J. Global epidemiology of type 1 diabetes in young adults and adults. A systematic
review. BMC Public Health 2015, 15, 255. [CrossRef]

2. Araszkiewicz, A.; Zozulinska-Ziolkiewicz, D.; Trepinska, M.; Wierusz-Wysocka, B. Knowledge after five-day teaching program in
intensive insulin therapy performed at the onset of type 1 diabetes influence the development of late diabetic complications.
Diabetes Res. Clin. Pract. 2008, 81, 61–67. [CrossRef]

3. Liu, C.W.; Bramer, L.; Webb-Robertson, B.J.; Waugh, K.; Rewers, M.J.; Zhang, Q. Temporal profiles of plasma proteome during
childhood development. J. Proteom. 2017, 30, 321–328. [CrossRef] [PubMed]

4. Hariri, M.A.; Elmedawar, M.; Zhu, R.; Jaffa, M.A.; Zhao, J.; Mirzaei, P.; Ahmed, A.; Kobeissy, F.; Ziyadeh, F.N.; Mechref, Y.; et al.
Proteome profiling in the aorta and kidney of type 1 diabetic rats. PLoS ONE 2017, 12, e0187752. [CrossRef]

5. Merchant, M.L.; Klein, J.B. Proteomics and diabetic nephropathy. Semin. Nephrol. 2007, 27, 627–636. [CrossRef] [PubMed]
6. Polish Diabetes AssociationStandards of Medical Care in Diabetesd. Diabetes Care 2020, 6, 1–106.
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Abstract: The aim of this study was to investigate if the provinces of Poland are homogeneous in
terms of the observed spatio-temporal data characterizing the health situation of their inhabitants.
The health situation is understood as a set of selected factors influencing inhabitants’ health and
the healthcare system in their area of residence. So far, studies concerning the health situation
of selected territorial units have been based on data relating to a specific year rather than longer
periods. The task of assessing province homogeneity was carried out in two stages. In stage one,
the original spatio-temporal data space (space of multivariate time series) was transformed into
a functional discriminant coordinates space. The resulting functional discriminant coordinates are
synthetic measures of the health situation of inhabitants of particular provinces. These measures
contain complete information regarding 8 diagnostic variables examined over a period of 6 years.
In the second stage, the Ward method, commonly used in cluster analysis, was applied in order
to identify groups of homogeneous provinces in the space of functional discriminant coordinates.
Sixteen provinces were divided into four clusters. The homogeneity of the clusters was confirmed by
the multivariate functional coefficient of variation.

Keywords: health policy; health inequalities; healthcare access; spatial distribution of the health
situation; cluster analysis; functional discriminant coordinates; multivariate functional coefficient of
variation; spatio-temporal data

1. Introduction

Health is universally regarded as one of the most highly appreciated values. Good
health is the main factor contributing to people’s well-being, which enhances their opportu-
nities to participate in social life and to benefit from economic and employment growth. Bet-
ter health is also consistently associated with greater life satisfaction
(Ngamaba et al. [1]). A good health situation is instrumental in achieving good labor
market outcomes. By reducing the individual’s capacity to work long hours, a deteriorated
health status decreases their chance of getting employed and being productive at work and
has a strong impact on the labor market situation (James et al. [2], OECD [3]).

For the purpose of this study, the term “health situation” is understood as inhabitants’
health described by the set of selected indicators and healthcare access in their area of
residence. According to Penchansky and Thomas [4], healthcare access can be defined
as a multi-faceted concept expressing the “degree of fit” between clients (patients) and
the healthcare system according to five important dimensions: availability, accessibility,
accommodation, affordability, and acceptability. In our article, we focus mainly on the
first dimension, i.e., availability, which represents the “spatial” component of healthcare
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access. This choice is motivated by the fact that our understanding of availability is the
same as that presented by Penchansky and Thomas [4], i.e., as the relationship between
the number and type of existing services (and resources) and the number of patients and
types of their needs. In other words, it represents the adequacy of the supply of physicians,
dentists, and other providers; of facilities, such as clinics and hospitals; and of specialized
programs and services, such as mental health and emergency care. The second dimension
highlighted by Penchansky and Thomas [4], i.e., accessibility, also represents the “spatial”
component of healthcare access and is understood as the relationship between the location
of supply and the location of clients, while accounting for clients’ transportation resources
and travel time, distance and cost. In our approach, however, we do not take this spatial
component into account, mainly due to limited data availability. However, it should be
emphasized that the literature on accessibility in the context of healthcare access is wide
(see, for instance, Wang [5] and Neutens [6]). There is also a rich literature devoted to
applications of the access concept to various health care services, e.g., regarding health care
accessibility analyzed in connection with availability (Barbarisi et al. [7], Bruno et al. [8],
Lu et al. [9], Okuyama et al. [10], Pu et al. [11]).

The importance attached to health by different organizations is reflected in the way
health protection is implemented in public policies, particularly in health policy, which
aims to have a positive influence on population health (De Leeuw et al. [12]). This policy
can be understood as government decisions and plans of action to make progress towards
achieving the goals of the health system: improved health status of the population, better
financial risk protection, and better client satisfaction; or intermediate outcomes for health
systems, which include: quality, access, and efficiency (Campos and Reich [13]). In many
countries, the main objective of public health policy is to create the conditions for good
and equitable health for the entire population and within specific groups and to eliminate
avoidable health inequalities. It should also be underlined that decisions made in sectors
outside of public health and health care, such as education, transportation, and criminal
justice, strongly affect health and well-being (Pollack et al. [14]).

As mentioned above, the main objective of activities in the area of health policy is
to improve the health of the population, and this improvement is nowadays understood
in two ways (Łyszczarz [15]). First, in terms of improving the average health status,
e.g., measured in terms of life expectancy or premature mortality. Second, increasing the
importance attached to the issue of inequalities in health. The term ‘health inequality’
refers to differences in the health of individuals or specific subgroups; any measurable
aspect of health that varies across individuals or according to socially relevant groupings
can be called a health inequality (Boyle [16], Kawachi et al. [17], Arcaya et al. [18]). The
aim of actions in the field of health policy is to reduce such inequalities. Large inequalities
in health status exist across population groups, countries and specific regions within
countries (Wojtyła-Buciora et al. [19], Wojtyła et al. [20]). These health inequalities are
linked to many factors, including differential exposure to health risk factors and access
to health care (Samet [21]). Inequalities in health are mainly manifested as differences
in the health status between socioeconomic groups, but they can also described in terms
of employment status, sex or geographic location (Crombie et al. [22]). The prospect of
reducing inequalities seems to be increasingly important in contemporary research trends
on the implementation of health policy in the world (see, e.g., Spinakis et al. [23]). It should
also be emphasized that health inequalities have to be considered as a global problem,
which not only affects populations of the poorest countries and regions but also those of
the richest ones; persistent health inequalities are among the most serious and challenging
health problems worldwide (Barreto [24]). How policies can reduce the main factors of
health inequality and promote health equality will be a key challenge for public health in
the future.

Monitoring population health and eliminating health inequalities are essential ac-
tivities aimed at maintaining and improving public health. The main goals of health
monitoring involve measuring the extent of health problems, their trends, and the degree
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of variation between different population groups, including spatial distribution, as well as
identifying priority areas for public health (Pizot et al. [25]). Another objective of monitor-
ing is to track the current health situation at the national and local level. This is especially
important today, in the era of the Covid-19 pandemic, when up-to-date information is
required at lower levels of spatial aggregation.

The unequal spatial distribution of resources, such as clinics, hospitals, nurses, phar-
macies, or doctors, could make entire communities more vulnerable and less resilient
to adverse health effects. That is why the health situation needs to be investigated by
accounting for spatial differences to gain a deeper understanding of why and how some
geographical areas experience different health than others (Ozdenerol [26]). Understanding
the role played by location in shaping the geographic distribution of the health situa-
tion within countries is critical for informing appropriate public health policy regarding
prevention and treatment (Casper et al. [27]).

There are numerous articles about the spatial variation in the health situation, health in-
equalities or health conditions at the local or national level (see, for instance,
Gilliland et al. [28], Wang and Nie [29], Chen et al. [30]). In the case of Poland, vari-
ous analyses have been conducted to investigate regional inequalities in the health status
of the population (Wierzbicka [31], Bem et al. [32]).

Interestingly, all studies mentioned above were based on data for a specific year or, in
some cases where comparative analysis was involved, for two years (e.g., Shi et al. [33],
Hübelová et al. [34]). If the authors of these articles chose, say, p variables describing
the health situation of a given territorial unit, then the obtained data were p-dimensional
vectors or points in a p-dimensional Euclidean space.

This article presents a more general approach to investigating the health situation
across territorial units, which is based on spatio-temporal data. This kind of data is more
general than static vector data as it takes into account changes that happen over time.
The statistical methodology involving the use of functional discriminant coordinates and
cluster analysis is applied to available data for Poland. However, this approach can be used
to investigate the health situation or other phenomena at lower levels of spatial aggregation
in other countries. For this reason, its results may be useful for policy-makers in the field
of public health. The data to measure the health situation in Poland come from the Local
Data Bank (LDB). Several important variables related to the health situation observed at
the level of districts (LAU—also called poviats) located within provinces (approximately
equivalent to NUTS2 (regions) level and also called voivodships) (see Section 2) in the
period 2013–2018 were taken into account in the analysis. More specifically, each district is
described by 8 variables representing the situation over 6 years. The data for 380 districts
were arranged in the form of a matrix with 6 rows and 8 columns, containing a total of
18,240 numerical values.

The main aim of this article is to determine whether Polish provinces are homogeneous
in terms of spatio-temporal data characterizing their health situation. In order to answer
this question, three multivariate statistical methods were used: multivariate functional
discriminant coordinates analysis (MFDCA), functional cluster analysis (FCA), and the
multivariate functional coefficient of variation (MFCV).

In the first step, spatio-temporal data were transformed into functional data by apply-
ing a continuous function of time t (see, e.g., Górecki and Krzyśko [35]). Functional data
can be regarded as realizations of the random process X(t). Then, functional discriminant
coordinates were constructed in the functional data space, and further calculations were
performed in the functional discriminant coordinate space.

At this point, an important question arises: do the functional data recorded as contin-
uous functions really exist and can these multivariate functions actually be derived? This
question is critical because, in practice, values of an observed random process are always
recorded in discrete moments in time, sparsely or densely distributed in the interval of
variability over time. Thus, in this case, we encounter a time series or, in other words,
a highly-dimensional vector of observations. However, there are numerous reasons why it
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is useful to model a time series as a continuous function (elements of a certain functional
space); one of them is that functional data have many advantages in comparison to other
representations of time series. In particular, the MFDCA derived in the present study has
the following statistical advantages:

• Firstly, functional data are normally used to cope with the problem of missing obser-
vations, which is inevitable in many areas of applied research. Unfortunately, most
methods concerning data analysis require complete time series. The removal of a time
series with missing observations from a data set is one of popular solutions, but this
can lead, and in most cases does lead, to serious data loss. Another possibility is to
use one of the many methods of missing data prediction, but, in that case, the results
will depend on the interpolation method. Contrary to these approaches, in the case of
functional data, the problem of missing observations is resolved by expressing a given
time series in the form of a continuous function set.

• Secondly, in the statistical development of MFDCA, the structure of observations is
naturally retained when using functional data, i.e., the temporal link is maintained
and the information regarding any measurement is taken into account. Consequently,
results are assumed to be robust.

• Thirdly, moments of observation do not have to be equally spaced in a particular time
series, which can be a major advantage in online applications.

• Fourthly, when using functional data, one avoids the problem of dimensionality. When
the total number of time points in which observations are made exceeds the number of
time series under analysis, most statistical methods do not provide satisfactory results
because of misleading false estimates. In the case of functional data, this problem can
be avoided because the time series are replaced by a set of continuous representative
functions, which are independent of the time points in which observations are made.

The construction of functional discriminant coordinates is described in Górecki et al. [36],
and their application to fruit data can be found in Hanusz et al. [37]. Two other proposals
are: kernel discriminant coordinates (Krzyśko et al. [38]) and discriminant coordinates with
the additional condition imposed on the covariance matrix (Krzyśko et al. [39]).

In the second step, cluster analysis was used to distinguish between groups of ho-
mogeneous provinces. Ward’s hierarchical clustering method was chosen as a commonly
used technique in cluster analysis. Moreover, to determine whether obtained clusters are
homogeneous, a functional multivariate coefficient of variation was applied.

The main value of this article, according to its authors, is the proposed statistical
methodology. Despite the use of country-specific data for the purpose of spatial analysis of
the health situation, the presented methods are universal and can be successfully applied
to any territorial unit and spatio-temporal dynamic data connected to other phenomena
(e.g., poverty or the labor market situation at lower levels of spatial aggregation).

This article is organized as follows. Section 2 contains a short description of data
used to analyze differences in the health situation across Polish provinces. The section
also provides a description of the administrative division of Poland and details of the
procedure of data standardization, as well as their transformation into functional data.
Section 3 presents the statistical methodology involving the use of functional discriminant
coordinates, cluster analysis, and the functional multivariate coefficient of variation. How
this approach was applied to real data describing the health situation in Poland is described
in Section 4. Finally, concluding remarks and further steps to be taken in the future are
provided in Section 5.

2. The Data

The original data set contains values of p = 8 variables characterizing the health
situation of the population (see Table 1). All variables come from the LDB, which is Poland’s
largest database of information relating to the economy, society and the environment. Data
and statistical indicators in the LDB describe entire country, as well as units representing
three NUTS levels: macroregions (NUTS1), regions (NUTS2), and subregions (NUTS3).
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Table 1. List of variables used in analysis.

Variable Description Type of Variable

1 Nurses and midwives per 10,000 population S
2 Doctors per 10,000 population S
3 Population per generally available pharmacy D
4 Deaths of people due to cardiovascular disease per 100,000 population D
5 Total deaths due to cancer per 100,000 population D
6 Health out-patient departments per 10,000 population S
7 Number of doctors consultations per 10,000 population S
8 Infant deaths per 1000 live births D

Table 1 also contains information about variable type, with S denoting the so-called
stimulant, where a higher value means a better situation (in terms of health), and D denot-
ing the so-called destimulant, where lower values represent a better situation (Walesiak
and Dudek [40]).

The variables were selected with a view to obtaining a relatively comprehensive de-
scription of the health situation of the population and taking into account their availability
and completeness. The data cover the period 2013–2018, i.e., T = 6 years and describe
n = 380 districts located within 16 provinces (see Table 2).

Table 2. The composition of Polish provinces.

Number Province Name Number of Districts

1 dolnośląskie 30
2 kujawsko-pomorskie 23
3 lubelskie 24
4 lubuskie 14
5 łódzkie 24
6 małopolskie 22
7 mazowieckie 42
8 opolskie 12
9 podkarpackie 25

10 podlaskie 17
11 pomorskie 20
12 śląskie 36
13 świętokrzyskie 14
14 warmińsko-mazurskie 21
15 wielkopolskie 35
16 zachodniopomorskie 21

Total 380

Provinces are essentially equivalent to NUTS2 units, while districts are the upper
level of local administrative units, which are currently not part of the NUTS system.
The NUTS classification (Nomenclature of territorial units for statistics) is a geographical
standard used for a statistical division of the EU Member States economic territories into
three regional levels of specified classes of the population. It was established in order to
enable the collection, compilation, and dissemination of harmonized regional statistics in
the European Union. More information about the administrative division of Poland can
be found at https://stat.gov.pl/en/regional-statistics/classification-of-territorial-units/
administrative-division-of-poland/. Figure 1 shows the administrative division of Poland
into provinces and districts (the left panel) and the division of OPOLSKIE (as an example)
into districts (the right panel).
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Figure 1. Administrative division of Poland—provinces and districts.

The values of the selected variables, expressed in different measurement units and
having different ranges of variation, were standardized using the method of zero unitization
(see, for example, Jajuga and Walesiak [41]).

Subsequently, the unitized data were transformed into functional data using the least
squares method (see, e.g., Górecki and Krzyśko [35]).

Now, let us assume that the d-th component of the ZZZ process can be represented by
a finite number of orthonormal basis functions {ϕb}:

Zd(t) =
Bd

∑
b=0

αdb ϕb(t), t ∈ I, d = 1, 2, . . . , p,

where αdb are random variables such that Var(αdb) < ∞ for d = 1, 2, . . . , p and b =
0, 1, . . . , Bd.

Let
ααα = (α10, . . . , α1B1 , . . . , αp0, . . . , αpBp)

′

and

ΦΦΦ(t) =

⎡
⎢⎢⎢⎣

ϕϕϕ′
B1
(t) 000′ . . . 000′

000′ ϕϕϕ′
B2
(t) . . . 000′

. . . . . . . . . . . .
000′ 000′ . . . ϕϕϕ′

Bp
(t)

⎤
⎥⎥⎥⎦,

where ϕϕϕBd = (ϕ0, . . . , ϕBd)
′, d = 1, . . . , p, ααα ∈ R

K+p, ΦΦΦ ∈ R
p×(K+p), K = B1 + . . . + Bp.

Then,
ZZZ(t) = ΦΦΦ(t)ααα, t ∈ I. (1)

Individual years (time points) were assigned the following values: t1 = 0.5 (2013), t2 =
1.5 (2014), . . . , t6 = 5.5 (2018). The φ functions are considered on the interval I = [0, T] =
[0, 6]. The Fourier base of the form

φ0(t) = 1/
√

T, φ2k−1(t) =
√

2/T sin(2πkt/T), φ2k(t) =
√

2/T cos(2πkt/T),
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where t ∈ [0, T], k = 1, 2, . . ., was adopted as the orthonormal basis. Górecki and
Krzyśko [35] showed that the Fourier base leads to a minimal number of terms in the
expansion of a given function into a series, which is a desirable feature because expansion
coefficients play the role of new variables in the functional approach. Given the small
number of time points, for each of the 8 variables, the number of expansion terms was the
same and equal to 5. Hence, B1 = . . . = B8 = 4, K = B1 + · · ·+ B8 = 32, K + p = 40. Thus,
α ∈ R40 and ΦΦΦ ∈ R8×40.

Figure 2 shows the functional data (average values) for 8 variables and 16 provinces.
One can see how the values of individual variables vary over time and between provinces.

Figure 2. Average values of 8 variables calculated from functional data for districts included in each of the 16 provinces.
Note: The ordinate axis shows the unitized values of a given variable.
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3. Statistical Methodology

3.1. Functional Discriminant Coordinates

Our purpose is to construct a discriminant coordinate based on multivariate functional
data, i.e., to construct

U =< uuu, ZZZ >=
∫

I
uuu′(t)ZZZ(t)dt

such that their between-class variance is maximal compared with the within-class variance,
where

uuu(t) = ΦΦΦ(t)γγγ.

The construction of functional discriminant coordinates is described in Górecki
et al. [36] and Hanusz et al. [37].

The construction of discriminant coordinates for the random process ZZZ essentially
consists in constructing classical discriminant coordinates for a random vector ααα because
the discriminant component Uk has the form Uk = γγγ′

kααα, where ααα is the random vector in
the representation ZZZ(t) = ΦΦΦ(t)ααα of the random process ZZZ, and γγγk is an eigenvector in the
generalized eigenproblem (BBB − λkWWW)γγγk = 000, where BBB and WWW are the between-class and
within-class matrices, respectively.

Remark 1. The examination of the elements of the vector weight function for the original processes
in each discriminant coordinate (elements of the vectors uuuk) helps to interpret the principal axes of
between-class variation.

At a given time point t, the greater the absolute value of a component of the vec-
tor weight function, the greater the contribution in the structure of the given functional
discriminant coordinate, from the process ZZZ corresponding to that component. The total
contribution of a particular original process Zi in the structure of a particular functional
discriminant coordinate is equal to the area under the module weighting function corre-
sponding to this process.

In practice, vector ααα is unknown and must be estimated based on the sample. Let
zzzi1, zzzi2, . . . , zzzini be a sample belonging to the i-th class, where i = 1, 2, . . . , L. The function
zzzij has the form

zzzij(t) = ΦΦΦ(t)aaaij,

where aaaij = (a(ij)10 , . . . , a(ij)1K1
, . . . , a(ij)p0 , . . . , a(ij)pKp

)′, i = 1, 2, . . . , L, j = 1, 2, . . . , ni.
Let

āaai =
1
ni

ni

∑
j=1

aaaij, āaa =
1
n

L

∑
i=1

niāaai, i = 1, . . . , L, n = n1 + · · ·+ nL.

Then,

B̂BB =
1

L − 1

L

∑
i=1

ni(āaai − āaa)(āaai − āaa)′,

ŴWW =
1

n − L

L

∑
i=1

ni

∑
j=1

(aaaij − āaai)(aaaij − āaai)
′.

Next, we find the non-zero eigenvalues λ̂�
1 ≥ λ̂�

2 ≥ . . . ≥ λ̂�
s and the corresponding

eigenvectors γ̂γγ1, γ̂γγ2, . . . , γ̂γγs of the matrix ŴWW
−1

B̂BB, where s = min(K + p, L − 1). Hence,

ûuuk(t) = ΦΦΦ(t)γ̂γγk,

and the coefficients of the projection of the j-th realization zzzij of the process ZZZ belonging to
the i-th class on the k-th functional discriminant coordinate are equal to:

Ûijk =< ûuuk, zzzij >= γ̂γγ′
kaaaij,

230



IJERPH 2021, 18, 1109

for i = 1, 2, . . . , L, j = 1, 2, . . . , ni, k = 1, 2, . . . , s.
The plots of the pairs (Ûij1, Ûij2) provide a visual representation of the relative position

of groups in the two-dimensional space. Since the configuration obtained is deemed to be
optimal in terms of the ability to discriminate between the groups, wide overlaps are to be
considered as a sign of no or small differences between the groups involved.

3.2. Cluster Analysis

Provinces that are homogeneous in terms of the considered variables were identified
using cluster analysis. More precisely, we applied Ward’s hierarchical clustering method
(see, for example, Seber [42], Chapter 7; Mirkin [43]; Krzyśko et al. [44], Chapter 12). The
clustering procedure is based on the Mahalanobis distance between the provinces.

Let ÛUUij = (Ûij1, . . . , Ûijs)
′. This distance is defined by the following formula:

d2
ij = (ŪUUi − ŪUUj)

′SSS−1(ŪUUi − ŪUUj),

where

ŪUUi =
1
ni

ni

∑
j=1

ÛUUij, i = 1, 2, . . . , L,

and

SSS =
1

n − L

L

∑
i=1

ni

∑
j=1

(ÛUUij − ŪUUi)(ÛUUij − ŪUUi)
′, n = n1 + . . . + nL.

The Mahalanobis distance takes into account not only the difference between the mean
vectors of two provinces; the difference is also weighted by the variances and covariances
of the examined variables estimated for all provinces (the differentiation of districts around
the mean provinces was taken into account).

3.3. Functional Multivariate Coefficient of Variation

Let ZZZ = (Z1, . . . , Zp)′, be a p-dimensional random process with mean function μμμ =

(μ1, . . . , μp)′ �= 000. We assume that the process ZZZ belongs to the Hilbert space Lp
2 (I) of

p-dimensional vectors of square integrable functions on I.
The functional multivariate coefficient of variation (MFCV) for the random process ZZZ

is defined as follows (Krzyśko and Smaga [45])

MFCV =

√
Var(< μμμ∗, ZZZ >

‖μμμ‖ ,

where μμμ∗(t) = μμμ(t)/‖μμμ‖, t ∈ I.
If process ZZZ has the form (1), then

MFCV =

√
aaa′JJJΦΣΣΣαJJJΦaaa
(aaa′JJJΦaaa)2 ,

where JJJΦ = diag(JJJφ1 , . . . , JJJφp), JJJφk =
∫

I φφφk(t)φφφ′
k(t)dt, and ΣΣΣα = Cov(ααα) is the Bk × Bk cross

product matrix corresponding to the basis {φkl}∞
l=1, k = 1, . . . , p. For the orthonormal basis,

for instance the Fourier basis, the cross product matrix is equal to the identity matrix. Then
(Albert and Zhang [46]),

MFCV =

√
aaa′ΣΣΣαaaa
(aaa′aaa)2 .

4. Results

To construct functional discriminant coordinates, we calculated the estimates aaai of the
vectors αααi, i = 1, . . . , L.
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The vectors aaai were then used to construct the estimator B̂BB of the matrix of between-
class variability and the estimator ŴWW of the matrix of within-class variability. Next, the

non-zero eigenvalues of λ̂λλ
�
k of the matrix ŴWW

−1
B̂BB and the corresponding eigenvectors γ̂γγk,

k = 1, . . . , 15, were calculated.
Multivariate functional discriminant coordinates have the form:

Ûk =< ûuuk, ZZZ >,

where

ûuuk(t) = ΦΦΦ(t)γ̂γγk, k = 1, . . . , s,

s = min(K + p, L − 1) = min(40, 15) = 15,

are vectors of weight functions.
We treat the resulting multivariate functional discriminant coordinates as indicators

(synthetic measures) of the health situation of inhabitants of Polish provinces. These
indicators contain full information on the values of 8 diagnostic variables measured over
6 years. They are, therefore, composite indicators of the health situation.

These 15 composite indicators have a different power of differentiating between the
provinces (these indicators have different variances (eigenvalues); see Table 3).

Table 3. Eigenvalues and related statistics.

Number Eigenvalue % Total Variance % Cumulative Variance

1 48.2682 27.6745 27.6745
2 28.6024 16.3991 44.0735
3 26.3461 15.1055 59.1790
4 15.1611 8.6926 67.8716
5 11.6214 6.6631 74.5347
6 9.4012 5.3901 79.9248
7 8.5436 4.8984 84.8232
8 5.6155 3.2197 88.0429
9 4.9859 2.8587 90.9016

10 4.8982 2.8083 93.7099
11 3.4169 1.9591 95.6690
12 2.7111 1.5544 97.2234
13 2.0385 1.1687 98.3921
14 1.4576 0.8357 99.2279
15 1.3467 0.7721 100.0000

The first indicator is the strongest and the fifteenth is the least powerful. It is not possi-
ble to see the mutual position of provinces in the 15-dimensional space of these indicators,
but it is possible in the space of the first two composite indicators that differentiate between
the provinces most clearly.

It can be noticed that 44.1% of total variability is attributed to the first two multivariate
functional coordinates.

The mean values of the 16 provinces in the system of the first two functional discrimi-
nant coordinates are presented in Table 4.
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Table 4. The mean values of the 16 provinces (first two).

Number Variable 1 Variable 2

1 −1.0418 −0.1272
2 −0.9538 −1.8010
3 2.1856 0.8277
4 −0.2247 −0.0520
5 −0.3005 0.4795
6 1.0408 0.2084
7 0.4584 −1.0042
8 0.9223 1.5262
9 2.5934 −1.5963
10 0.5307 2.2876
11 −1.0424 0.8810
12 −0.7883 0.7896
13 3.0622 0.1767
14 −1.6026 0.6644
15 −1.5847 −1.2004
16 −0.9763 0.6872

The location of the 16 provinces in the system of the first two functional discriminant
coordinates is shown in Figure 3.

Figure 3. Plotted values of the first two functional discriminant coordinates.

The total contribution of the individual variables to the structure of the particular
functional discriminant coordinates can be estimated using the area under the absolute
value of the weight functions corresponding to a given variable. The graphs of the eight
components of the vector weight function for the first and second functional discriminant
coordinates are shown in Figure 4.

These contributions, for the first and second functional discriminant coordinates for 8
variables are also given in Table 5. Table 5 shows that the largest share in the construction
of the first functional discriminant coordinate is played by variable No. 2 (Doctors per
10,000 population)—32.0%—and variable No. 7 (Number of doctor consultations per
10,000 population)—14.7%. On the other hand, variable No. 4 (Deaths of people due
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to cardiovascular disease per 100,000 population)—21.0%—and variable No. 2 (Doctors
per 10,000 population)—20.2%—have the greatest share in the construction of the second
functional discriminant coordinate. Values of coefficients of the vector weight functions are
also presented in Table 5.

Figure 4. Weight functions for the first (left) and the second (right) functional discriminant coordinate.

Table 5. Values of coefficients of the vector weight functions.

First functional discriminant coordinate

Variable γ̂10 γ̂11 γ̂12 γ̂13 γ̂14 Area Area (%)

1 2.5407 −3.2389 2.0978 -0.3165 −0.9303 9.0039 8.2381
2 0.5792 7.8019 −0.7947 −7.3340 12.8083 34.9609 31.9876
3 0.2994 −0.5582 2.4586 6.3065 0.1062 14.4837 13.2519
4 −3.0143 0.3007 6.7926 −1.9114 −1.2470 15.1264 13.8399
5 3.8320 0.7027 0.1091 −0.9202 −0.7656 9.3864 8.5882
6 −0.1795 −3.5460 −0.4691 1.3195 −1.3298 8.7501 8.0059
7 0.9525 0.6116 −6.6553 4.7278 1.7190 16.0264 14.6634
8 −0.1802 0.6553 0.0063 −0.1974 0.3950 1.5574 1.4249

Second functional discriminant coordinate

Variable γ̂20 γ̂21 γ̂22 γ̂23 γ̂24 Area Area (%)

1 −0.8113 2.1021 1.9010 7.7922 6.7172 23.1732 17.3879
2 1.3009 −9.6903 −5.7988 6.8425 3.5944 26.8581 20.1529
3 0.2159 5.0384 0.8509 −7.6787 0.3243 18.8570 14.1493
4 −1.4582 10.6698 0.1764 −1.8355 8.9551 28.0178 21.0231
5 −0.0163 −2.8675 −0.7596 −0.2515 −0.4281 6.5687 4.9288
6 0.7540 2.9261 −1.3371 0.7459 −2.1031 7.4906 5.6206
7 1.2655 −0.1701 4.4019 −4.0271 −7.7531 20.7457 15.5665
8 −0.5597 −0.0570 −0.2735 −0.0484 0.3602 1.5604 1.1709

In the next step, cluster analysis was used to select groups of homogeneous provinces
in a fifteen-dimensional space of functional discriminant coordinates. The Ward method
was selected as a commonly used technique. The Mahalanobis distance was chosen as
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a measure of the distance between the mean vectors of individual provinces. The obtained
dendrogram is presented in Figure 5.

Figure 5. Dendrogram for 16 Polish provinces (the Ward method).

We obtained four homogeneous clusters. Which cluster individual provinces belong
to is shown in Table 6 and in Figure 6 (spatial distribution).

Table 6. Membership of provinces in the four clusters.

Number Province Cluster

1 dolnośląskie I
2 kujawsko-pomorskie II
3 lubelskie III
4 lubuskie II
5 łódzkie I
6 małopolskie III
7 mazowieckie I
8 opolskie IV
9 podkarpackie III

10 podlaskie IV
11 pomorskie II
12 śląskie II
13 świętokrzyskie III
14 warmińsko-mazurskie II
15 wielkopolskie II
16 zachodniopomorskie II

Taking into account the spatial variation in the health situation of the provinces, it
is possible to distinguish four spatial clusters. The first one, denoted as II, consists of
six provinces located in the north-western part of Poland. At the opposite end of the
country, there are four provinces that make up cluster III. Finally, in the approximate
middle belt, one can see cluster I, consisting of three provinces. Cluster IV consists of two
non-contiguous provinces (podlaskie and opolskie), located in different parts of Poland.
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Figure 6. Spatial variation in the health situation across the provinces of Poland.

Figure 6 shows that Poland can be divided into two part: Western Poland (provinces
belonging to clusters I and II) and Eastern Poland (provinces belonging to clusters III
and IV). The health of inhabitants living in the provinces belonging to cluster I is the
best, while that of people living in the provinces belonging to cluster IV is the worst. All
the previous studies conducted in Poland show that Western Poland is better developed
in socio-economic terms than Eastern Poland (see, for instance, Szymkowiak et al. [47],
Marchetti et al. [48], Roszka [49]). Current research shows that this division is also valid as
regards the health situation.

Decision-makers at national and local government levels should be advised to redirect
more funds to improve the health situation of inhabitants of Easter Poland.

To verify that the obtained four clusters are really homogeneous, a multivariate
functional coefficient of variation (MFCV) was calculated for all provinces together and for
each cluster separately (see Table 7).
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Table 7. Values of the multivariate functional coefficient of variation (MFCV).

Provinces MFCV

All 0.3705
Cluster I 0.2975
Cluster II 0.2890
Cluster III 0.1728
Cluster IV 0.2047

As can be seen, the coefficients of variation for individual clusters are lower than that
for all indeed homogeneous.

5. Conclusions

The above statistical analysis provides evidence for the conclusion that the provinces
are not homogeneous in terms of the selected variables characterizing the health situation
of their inhabitants. The analysis consisted of multiple steps. Values of the selected vari-
ables, which are expressed in different measurement units and have different ranges of
variation, were standardized using the method of zero unitization. Then, the unitized data
were transformed into functional data in order to enable the construction of discriminant
coordinates in the functional data space. The multivariate functional discriminant coordi-
nates were treated as composite indicators (synthetic measures) of the health situation of
inhabitants of Polish provinces. These indicators contain full information on the values of
8 diagnostic variables measured over 6 years.

In the next step, cluster analysis was applied to select groups of homogeneous
provinces in the space of functional discriminant coordinates using the Ward method.
The Mahalanobis distance was chosen as a measure of distance between the mean vectors
of individual provinces. The homogeneity of the resulting four clusters was analyzed using
a multivariate functional coefficient of variation, which was calculated for all provinces
together and for each cluster separately. It turned out that the coefficients of variation
for individual clusters are smaller than the corresponding value for combined provinces,
which confirms that the clusters are indeed homogeneous.

The obtained clusters illustrate changes in the situation of the provinces (over a period
of six analyzed years). In previous studies, data for each year are analyzed separately
using classical statistical methods. However, one must not forget that one deals with
spatio-temporal data that change over time.

The authors realize that the choice of diagnostic variables may be a weakness of
this study. These particular diagnostic variables were selected with a view to obtaining
relatively comprehensive description of the health situation of the population, given their
availability and completeness. Therefore, the selection should be treated mainly as an
illustration of the proposed statistical methodology for processing spatio-temporal data.

The statistical methods used for multivariate functional data were suggested earlier
by the authors of this paper.
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19. Wojtyła-Buciora, P.; Stawińska-Witoszyńska, B.; Wojtyła, K.; Klimberg, A.; Wojtyła, C.; Wojtyła, A.; Samolczyk-Wanyura, D.;

Marcinkowski, J.T. Assessing physical activity and sedentary lifestyle behaviours for children and adolescents living in a district
of Poland. What are the key determinants for improving health? Ann. Agric. Environ. Med. 2014, 21, 606–612. [CrossRef]
[PubMed]
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Abstract: Obesity and diabetes increase the risk of complications during gestation and at delivery.
The aim of this study was to compare the perinatal outcomes in the populations of diabetic and
obese Polish women, based on the results of a national survey performed in years 2012 and 2017,
as well as to determine the risk factors of the gestational diabetes mellitus (GDM). Questionnaires
from 6276 women were collected. Obese women constituted 5.5% and 7.5% of study population in
years 2012 and 2017, respectively. Among women whose pregnancies were complicated by diabetes
mellitus, GDM constituted the most common type of glucose intolerance during both time periods
(2012: 89% vs. 2017: 85.6%). In the group of obese women an insignificant increase in the rate of
induced deliveries was noted (2012: 9.9% vs. 2017: 11.7%), whereas the fetal birth-weight decreased
significantly (2012: 3565 g vs. 2017: 3405 g, p < 0.05). In the group of diabetic pregnant women the
percentage of cesarean sections, labour inductions and fetal birth defects was characterized by an
insignificant upward trend. Risk of GDM was significantly increased in women aged over 35 years—(2012:
OR 1.9 (95% CI: 1.1–2.9) and 2017: OR = 2.1 (95% CI: 1.5–2.9), p < 0.05—, as well as in overweight
women—2012: OR 1.8 (95% CI: 1.2–2.7) and 2017: OR 2.6 (95% CI: 1.9–3.4), p < 0.05—during both
analysed time periods. Based on the study results, it is necessary to develop population-based
programmes to prevent obesity and to introduce and enforce the rules of appropriate screening for
glucose tolerance disorders during pregnancy.

Keywords: gestational diabetes mellitus; diabetes; obesity; pregnancy; cesarean section

1. Introduction

1.1. Diabetes Mellitus—Overview

Diabetes mellitus (DM), commonly known as diabetes, is a group of metabolic disor-
ders, whose common feature is a high blood glucose level over a prolonged period, being
the result of absolute or relative insulin deficiency [1,2]. Detrimental effect of the chronic hy-
perglycemia on metabolic pathways of proteins, lipids and electrolytes is well-established
in the literature [2,3].

According to the Global Report on Diabetes published by the World Health Orga-
nization (WHO), in 2014 nearly 422 million of adults suffered from DM worldwide [4].
In addition, recent research performed by the American Diabetes Association (ADA) re-
vealed that 1.5 million Americans are diagnosed with DM every year [5].
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1.2. Diabetes Mellitus in Pregnancy—Classification

DM in pregnancy may be divided into two major sub-types. One of them is pregesta-
tional DM (PGDM) which preexists in women who get pregnant [2,3,6]. The second one,
hyperglycemia which was first detected during pregnancy should be categorized using
the WHO criteria as DM in pregnancy (DIP) or gestational DM (GDM) [4,7]. According to
the current standards, DIP is a condition that may be diagnosed, if standard DM criteria
are met during screening, whereas GDM is diagnosed when women meet at least one of
the criteria during 75g oral glucose tolerance test (OGTT) [3,7,8]. GDM occurs in pregnant
women who develop hyperglycemia, but do not have a previous history of diabetes [2,3,9].

According to DeSisto et al. the prevalence of GDM in 2010 was reported at 4.6%
when analysed using birth certificates and reached 8.7% when reported by standardized
questionnaires [10]. Another study from the United States conducted by Fong et al. revealed
the prevalence of GDM of 5.34%, while the PGDM equaled 0.82% [11].

It is of importance that women with DM and GDM are at an increased risk of multiple
complications during pregnancy and at delivery [12–14].

1.3. Obesity and Obesity in Pregnancy—Overview

Obesity is a pathological condition characterized by an excessive accumulation of
fat [15]. Body mass index (BMI) is the most popular tool used in obesity classifica-
tion [16]. According to current standards, obesity is diagnosed when patient’s BMI ex-
ceeds 30 kg/m2 [16,17]. Most commonly obesity is caused by an excessive energy intake,
lack of physical activity in conjunction with epigenetic and genetic predispositions [18–20].
According to Global Burden of Diseases 2015 Obesity Collaborators study including data
from 195 countries, obesity occurs in about 600 million of adults and, what is even more
worrying, in almost 100 million of children and adolescents [18]. During pregnancy obesity
has a major impact on both maternal metabolism and fetal development [21]. The metabolic
pathways that are most commonly altered in obese patients include glucose metabolism,
increased insulin resistance and disrupted fat oxidation [21]. According to a recent study
by Chen et al. in 2014 the estimated number of overweight and obese pregnant women
equaled 38.9 million, with only obese women accounting for 14.6 million [22]. In the course
of pregnancy obese women are at an increased risk of multiple perinatal complications,
including preeclampsia, GDM, DIP and others [23–26].

1.4. Diabetes and Obesity during Pregnancy—Polish Guidelines and Standards

Education, optimal self-management and medical personnel support are crucial to
prevent serious complications and reduce the risk of long-term complications [7,27].
Different countries developed various guidelines adapted to their systems of health-
care. Accordingly, Poland has its own guidelines concerning hyperglycemia in pregnancy.
Interestingly, nowadays in Poland three documents tackle the issue of standardization and
guidelines for hyperglycemia in pregnancy. They were developed by the Polish Society
of Gynecologists and Obstetricians (PSGO) [2], Diabetes Poland [3] and by the Ministry
of Health of Poland [28]. According to PSGO and Diabetes Poland the categorization and
the diagnostic criteria of hyperglycemia during pregnancy are in accordance with WHO
guidelines. Both documents advise screening in the first as well as in the late second or
early third trimester of gestation [2,3]. The new standards of healthcare during pregnancy
issued by the Polish Ministry of Health in 2018 include the recommendation to perform
standard screening in the first trimester or at the time of the first obstetric visit. However,
the second round of screening differs, as it should be performed between the 24th and 26th
week of gestation, instead of the 24–28th week period as recommended by the WHO [28].

Pregnancy management practice in Poland changed significantly between the years
2012 and 2017. According to a 2012 standard by the Polish Ministry of Health on preg-
nancy management a single fasting glucose measurement should be performed in the
first trimester, whereas in the late second/early third trimester it is advised to perform a
two-step 75 g OGTT for the diagnosis of GDM [29]. Due to subsequent clinical trial results,
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some changes were introduced and many clinicians started to use new WHO guidelines
(2013) [4,7]. The Hyperglycemia and Adverse Pregnancy Outcome (HAPO) study included
a recommendation of a three-step 75 g OGTT as a new equalization criterion [30]. PSGO and
Diabetes Poland guidelines were both up-to-date and evolved annually in case of Diabetes
Poland [31], and in case of PSGO the guidelines appeared in 2011 [32], were updated in
2014 [33] and then re-edited and updated in 2017 [2]. As a result, in 2017, the current
strategy for women in Poland included fasting glucose assessment in the first trimester
and a three-step 75 g OGTT performed between 24th and 28th pregnancy weeks [2].

PSGO also published their own guidelines concerning perinatal care over obese
pregnant women in year 2012 [34]. Importantly, as regards women with BMI ≥ 30 kg/m2,
75 g OGTT was recommended as early as the first trimester of pregnancy, instead of a
single fasting glucose measurement performed in the general obstetric population [34].

Numerous recommendations published over the years show how difficult it is to
manage pregnant women with DM or obesity. The aim of the present study was to compare
the perinatal outcomes in the populations of diabetic and obese Polish women, and those
with both conditions, based on the results of a national survey performed in years 2012
and 2017, as well as to determine the risk factors of GDM. We would like to evaluate how
those outcomes and correlated measurements changed with the implementation of the new
guidelines as standards.

2. Materials and Methods

The analyses of pregnant women were carried out in years 2012 and 2017 within the
Polish Pregnancy-related Assessment Monitoring System (Pol-PrAMS). This population-
based study was conducted in all of the hospitals in Poland. Groups of Polish women and
their newborns were surveyed during postpartum hospitalization. Thus, all of the women
hospitalized postpartum on the designated days of the study were deemed eligible for
the study. Informed consent was verbally obtained from all women, which was approved
by the Ethics Committee. Participation was anonymous and voluntary, and the surveys
were completed by the women after consent. Thus, each completed questionnaire was a
documentation of consent to the study.

The survey was carried out once in each hospital, which had at least one of the fol-
lowing units in its structure: maternity ward, department of gynecology and obstetrics,
department of obstetrics with rooming-in, labor ward or neonatal department. The survey
was conducted simultaneously throughout the country, using the structures of the Poviat
Sanitary and Epidemiological Stations, as units subordinate to the Chief Sanitary Inspec-
torate. These types of Stations are located in every poviat in Poland (poviat is the second
level of the administrative division of Poland), which allowed for the efficient conduction
of research throughout the country within a few weeks of the year. In 2012 the study was
conducted on one day in each hospital, during the third week of March. In 2017 the study
was conducted between the 2 February and 22 March.

The evaluation was preceded by obtaining the consent from principals of each hospital.
In 2012, 3555 mothers were hospitalized in 395 units on designated days for the study.
The consent to conduct the study was obtained from the directors of 377 institutions where
2905 mothers were hospitalized. A total of 2825 questionnaires were qualified for the
statistical analysis. In 2017, births took place in 397 hospitals and consent was obtained
from 380 directors. A total of 3627 women were hospitalized and 3451 questionnaires were
qualified for the statistical analysis.

The questionnaire was divided into two parts. The first part contained 77 questions
concerning: maternal age, place of residence, education, marital, social and economic
status, maternity profile (i.e., earlier births, miscarriages, possible difficulties in conceiving),
as well as risky health behaviours prior to and during pregnancy (e.g., smoking, alcohol,
drugs and other psychoactive substance abuse). This part also contained data on the course
of pregnancy (i.e., reasons for hospitalization, pregnancy complications, diagnostic tests
performed during pregnancy). There was no defined framework for information on socio-
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economic data. They were the subjective opinion of women themselves. However, social
conditions can be described as not only features of individuals and households, such as
income, wealth, educational attainment, family structure, housing, and transportation
resources, but also features of communities, such as the prevalence and depth of poverty,
rates of crime, accessibility of safe places to play and exercise, availability of transportation
to jobs that provide a living wage, and availability of good schools and sources of nutritious
food in a neighborhood [35]. Mothers who stayed in hospitals after birth completed the first
part of the survey. The second part had nine questions that were filled-in by the medical
personnel providing healthcare to the mother and newborn, with the use of medical records
(pregnancy cards and patient’s medical history). The questions in this part concerned the
mode of delivery, newborn’s health status after birth and birth defects. It also included
questions about the results of laboratory tests performed on mothers and newborns after
birth. The design of Pol-PrAMS study is presented in detail in another paper [36].

The survey aimed to compare the obstetric outcomes in a group of women with
the diagnosis of DM and obesity, and to determine the risk factors of GDM. Women
with BMI ≥ 25 kg/m2 or ≥30 kg/m2 were defined as overweight or obese, respectively.
BMI was calculated on the basis of data, such as height and weight before pregnancy,
provided by the women in the survey. Currently in Poland, the diagnosis of GDM is based
on the three-step 75 g OGTT (fasting glucose ≥ 92—5.1 mmol/L; in 60 min ≥ 180 mg/dL—
10 mmol/L and/or in 120 min ≥ 153 mg/dL—8.5 mmol/L]) [2]. These were also the
criteria for the diagnosis of GDM in year 2017. In 2012, GDM was diagnosed based
on the recommendations of the Polish Ministry of Health [29]. According to the stan-
dard on pregnancy management, GDM diagnosis was based on the two-step 75 g OGTT
(fasting glucose ≥ 100 mg/dL—5.5 mmol/L—and/or in 120 min ≥ 140 mg/dL—7.8 mmol/L)
performed between 24–28 gestational weeks.

Statistical Analysis

Overall, 2825 women in year 2012 and 3451 women in year 2017 were included in the
study. Continuous variables were compared using a Student’s t-test, while a chi-square test
was applied for categorical variables. The results were expressed as the mean and standard
deviation, or as a frequency (%). Logistic regression models were created to estimate the
odds ratios (OR) and 95% confidence intervals (95% CI) for associations between selected
variables and the risk of GDM development. All statistical analyses were performed using
IBM SPSS software version 25 (IBM, Armonk, NY, USA). A p-value of < 0.05 was considered
statistically significant.

The aim of the study was to compare the obstetric outcomes in groups of women with
the diagnosis of DM and obesity, and to determine the risk factors of GDM. Therefore,
the groups of women were standardized in terms of different ages and places of residence
in both populations. As a result, we minimized the chance of bias due to differences in the
structure of two analysed populations of women. Supplementary Table S1 presents the raw
characteristics of the groups of women prior to the standardization. Further analyses were
performed with the use of weighted data, in which the structure of the population studied
in 2012 was matched to the population studied in 2017 in terms of the age structure and
place of residence. The matching was carried out with the rim weighting method (SPSSINC
RAKE procedure). The analysed proportions, before and after weighting, did not reveal
statistically significant differences as regards the place of residence. The implemented
method involves the calculation of the specific weight for each record, so a value larger than
“one” may be attributed to a single record. It also provides explanation for the differences
in the numbers of subjects in each group during both study periods. Table 1 presents the
characteristics of women in both groups after the standardization.
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Table 1. Characteristics of the study population.

Characteristics
2012 2017 p

N % N %

Age (years) ns
≤25 543 19.2 656 19.2

26–30 974 34.5 1177 34.5
Over 30 1307 46.3 1580 46.3

Education ns
Primary 167 6.1 187 5.6

Secondary 1240 45.1 1431 43.1
Tertiary 1341 48.8 1704 51.3

Place of residence (inhabitants) ns
City (≥100,000) 725 25.8 804 24.1

Town/city (<100,000) 977 34.8 1154 34.7
Rural area 1103 39.3 1373 41.2

Social conditions <0.05
Very good 735 26.0 1295 37.8

Good 1610 57.0 1821 53.2
Average/poor 478 16.9 308 9.0

Economic status <0.05
Very good 284 10.1 652 18.9

Good 1675 59.4 2188 63.4
Average/poor 863 30.6 611 17.7

BMI before pregnancy (kg/m2) <0.05
<18.5 228 8.3 267 8.0

18.5–24.99 1907 69.5 2211 66.5
25.0–29.99 458 16.7 599 18.0

≥30 151 5.5 247 7.5

Parameter N Mean S.D. Minimum Maximum p

Height (cm) ns
2012 2752 166.0 6.1 139.0 188.0
2017 3344 165.9 5.9 146.0 198.0

Gestational weight gain (kg) <0.05
2012 2753 15.5 5.7 0.0 102.0
2017 3307 14.7 6.2 0.0 89.0

BMI—body mass index; ns—non-significant, p > 0.05.

3. Results

Following the standardization, the age structure was similar in both groups of par-
ticipants with the highest percentage of women being aged over 30 years. Women who
completed tertiary education constituted the highest percentage of participants in both
analysed groups—48.8% in 2012 and 51.3% in 2017. The rates of women with the primary
education were the lowest: 6.1% and 5.6% in years 2012 and 2017, respectively. The largest
percentage of women in both groups lived in rural areas: 39.3% in 2012 and 41.2% in
2017. Slightly over 34% of participants in both groups lived in towns/cities with up to
100,000 inhabitants. The largest percentage of women in both groups described their social
and economic conditions as good. Normal body weight expressed as BMI 18.5–24.99 kg/m2

was noted in 69.5% of women in 2012, while in 2017 the respective percentage reached
66.5%. Overweight women constituted 16.7% and 18.0%, while obese 5.5% and 7.5% of
studied population in years 2012 and 2017, respectively (p < 0.05). The mean height of
women in both groups was approx. 166 cm. A slightly increased gestational weight
gain was observed in the group of women who gave birth in 2012. It reached 15.5 kg,
while in 2017 it was 14.7 kg, (p < 0.05). Both groups of women differed significantly with
respect to pregestational BMI, gestational weight gain, social conditions and the economic
status (p < 0.05). Table 1 presents the characteristics of women in both analysed years.
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The percentage of women whose pregnancy was complicated by DM increased sig-
nificantly over the 5-year period (p < 0.05) (Table 2). The respective percentages for the
years 2012 and 2017 amounted to 4.5% and 7.2% of studied population. GDM prevailed
in both analysed years. It accounted for 89.0% of DM cases in 2012 and 85.6% in 2017.
The percentage of women in whom GDM was diagnosed in the 1st trimester of pregnancy
increased significantly from 3.5% in 2012 to 13.6% in 2017 (p < 0.05).

Table 2. The distribution of diabetes mellitus and obesity in Polish pregnant women in years 2012 and 2017 (the numbers in
brackets refer to the percentage of GDM/PGDM subtypes in all patients diagnosed with diabetes mellitus).

Variable
2012 2017 p

N % N %

Diabetes (total number of patients) 2799 100 3451 100
No 2672 95.5 3201 92.8 <0.05
Yes 127 4.5 (100.0) 250 7.2 (100.0)

PGDM 14 0.5 (11.0) 36 1.0 (14.4)
GDM 113 4.0 (89.0) 214 6.2 (85.6)

Period when GDM was diagnosed <0.05
1st trimester 4 3.5 29 13.6

2nd or 3rd trimester 109 96.5 185 86.4
Obese (BMI ≥ 30 kg/m2) <0.05

No 2592 94.5 3077 92.6
Yes 151 5.5 247 7.5

Obese with GDM <0.05
No 2795 99.7 3409 99.1
Yes 9 0.3 32 0.9

PGDM—pregestational diabetes mellitus; GDM—gestational diabetes mellitus; BMI—body mass index.

Both analysed populations differed in terms of the percentage of women who had
been obese before the pregnancy. In 2012 women with BMI ≥ 30 kg/m2 constituted 5.5%,
while in 2017—7.5% of the total study group (p < 0.05). The differences were also observed
in rates of obese women in whom the diagnosis of GDM was made during the pregnancy.
The respective percentages were 0.3% in 2012 and 0.9% in 2017 (p < 0.05). The distribution
of diabetes and obesity in the study populations is presented in Table 2.

Table 3 presents selected perinatal outcomes in individual groups of women in the
years 2012 and 2017. No statistically significant differences were noted in terms of diag-
nosed fetal defects. The comparison of variables in 2012 and 2017 revealed an insignificant
increase in the percentage of congenital defects in the offspring of women suffering from
DM (0.0% vs 1.0%). On the contrary, the percentage of birth defects decreased in obese
pregnant women (3.3% vs. 2.1%). Between the years 2012 and 2017 a significant increase in
the percentage of induced deliveries and instrumental deliveries/cesarean section (CS) in
the whole study group was noted (p < 0.05). At the same time, no changes referring to the
fetal birth-weight were observed in the total study population.

In the group of obese women the percentage of induced deliveries increased insignif-
icantly over the analysed 5-year period (9.9% vs. 11.7%), whereas the fetal birth-weight
decreased significantly (3565 g vs. 3405 g, p < 0.05). In 2012 almost 45% of obese women
with concurrent GDM delivered via CS or with the use of a vacuum extractor or obstetric
forceps. The respective percentage in 2017 was 64.5%. The percentage of induced deliv-
eries in this subgroup of patients was comparable in both study periods (approx. 22%).
The mean fetal birth-weight reached 3603 g and 3419 g, in years 2012 and 2017, respectively.
However, the difference was not statistically significant.
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Table 3. Selected perinatal outcomes in the individual groups of women analysed in years 2012 and 2017.

Variable

All Women Obese Women * Obese * with GDM Diabetes **

2012
N (%)

2017
N (%)

p 2012
N (%)

2017
N (%)

p 2012
N (%)

2017
N (%)

p 2012
N (%)

2017
N (%)

p

Type of delivery <0.05 ns ns ns

Vaginal 1706
(61.5)

1879
(58.0)

71
(48.0)

109
(48.0)

5
(55.6)

11
(35.5)

72
(58.5)

134
(55.4)

C-section/assisted 1070
(38.5)

1360
(42.0)

77
(52.0)

118
(52.0)

4
(44.4)

20
(64.5)

51
(41.5)

108
(44.6)

Labor induction <0.05 ns ns ns

No 2563
(90.8)

3069
(88.9)

136
(90.1)

218
(88.3)

7
(77.8)

25
(78.1)

112
(88.2)

211
(84.4)

Yes 261
(9.2)

382
(11.1)

15
(9.9)

29
(11.7)

2
(22.2)

7
(21.9)

15
(11.8)

39
(15.6)

Fetal birth defects ns ns - ns

No 2785
(98.6)

2735
(98.5)

146
(96.7)

185
(98.9)

9
(100.0)

24
(100.0)

127
(100.0)

202
(99.0)

Yes 39
(1.4)

42
(1.5) 5 (3.3) 2 (1.1) 0 (0.0) 0 (0.0) 0 (0.0) 2 (1.0)

Fetal birth-weight (g) 3373 3368 ns 3565 3405 <0.05 3603 3419 ns 3285 3342 ns
Standard deviation 572 567 679 575 516 608 640 615

Minimum 380 300 1200 695 2900 1720 870 338
Maximum 5220 5470 5220 4870 4550 4850 4550 5000

ns—non-significant, p > 0.05; * body mass index before pregnancy ≥30 kg/m2; ** diagnosis of pregestational or gestational diabetes mellitus
in the current pregnancy.

In the group of women with a history of DM the percentage of all the perinatal
outcomes was characterized by an upward trend over the years. However, statistically
significant differences were not observed (Table 3). The exact levels of statistical significance
were as follows: type of delivery, p = 0.56; labor induction, p = 0.32; fetal birth defects,
p = 0.26 and fetal birth-weight, p = 0.59.

Figure 1 presents the risk of developing GDM in the years 2012 and 2017 depending on
selected variables. In both study periods the risk of GDM occurrence was not increased in
case of at least 2 or 4 deliveries in the past, as well as in the group of women who delivered
fetuses with the birth-weight equal to or higher than 4500 g. Additionally, in 2012 the risk
was not increased in a group of women who delivered fetuses weighing 4000 g or more,
women aged over 40 years and with pregestational BMI exceeding 30 kg/m2. A statistically
significant increase in the risk of GDM was observed in women aged over 35 years both
in 2012 (OR = 1.9, 95% CI: 1.1–2.9) and in 2017 (OR = 2.1, 95% CI: 1.5–2.9). Moreover,
an increased risk of GDM was noted in women with the pregestational BMI exceeding
25 kg/m2 in both study periods. In 2012 the OR was 1.8 (95% CI: 1.2–2.7), whereas in 2017
the OR was 2.6 (95% CI: 1.9–3.4). As regards the population studied in 2017 a significant
increase in the risk of GDM was observed in those women who had delivered fetuses with
the birth-weight of 4000 g or more (OR = 1.7, 95% CI: 1.1–2.7), aged over 40 years (OR = 2.4,
95% CI: 1.2–4.8) and with pregestational BMI ≥ 30 kg/m2 (OR = 2.4, 95% CI: 1.6–3.6).
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A. 2012 * 

 2017 *

Figure 1. Risk factors of gestational diabetes mellitus in years 2012 (A) and 2017 (B). (* a group of women belonging to the
complementary category of an individual variable was a reference category for each of the variables).

4. Discussion

In the present study we investigated perinatal outcomes in a population of Polish
women based on the results of a national survey conducted in the years 2012 and 2017.
The analysis of data obtained over this 5-year period indicated a significant increase
in the percentages of pregnancies complicated by obesity and DM. At the same time,
national recommendations published in years 2011/2012 together with their later updates,
concerning the management of obese and/or diabetic pregnant women contributed to the
significant reduction in the fetal birthweight in the first group of patients and an increased
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detectability of GDM in the first trimester of gestation [2,32–34]. Both the patient’s age >35
at the moment of conception and pre-gestational BMI >25 kg/m2 constituted significant
risk factors for developing GDM in both analysed time periods.

The observed upward trend referring to the percentage of CS, patients with pre-
pregnancy BMI exceeding 30 kg/m2, and pregnancies complicated by GDM/PGDM in the
population of Polish women reflects worldwide tendencies [22,37–40]. The common risk
factor for the above-mentioned complications is the growing maternal age at conception
associated with a 2- to 3-fold higher perinatal morbidity [41]. Apart from the higher
rate of CS and GDM, a positive correlation between the advanced maternal age and
the increased risk of fetal chromosomal aberrations, preterm delivery, stillbirth, multiple
pregnancy, pre-eclampsia, thrombosis, postpartum hemorrhage, hysterectomy and stroke
was noted [41,42]. In the Polish population in year 2017, over 46% of women were over
30 years of age, while 5 years before the respective percentage was slightly over 32%
(see: Supplementary Table S1). The observed changes in the age structure of Polish
pregnant women indicate the necessity of updating domestic recommendations concerning
perinatal care with particular attention paid to suitable prophylaxis, diagnostics and
treatment in patients older than 35 years. To date in Poland only two documents have
been published aiming to improve perinatal care in case of advanced maternal age: PSGO
recommendations concerning the indications for induced delivery in patients over 40 years
issued in 2017 [43] and the programme of prenatal tests covered by the National Health
Fund for patients older than 35 years which has been in operation since 2005 [44].

Based on the results of the national survey in 2017 in Poland the percentage of
CS amounted to 42% and exceeded the “ideal rate” suggested by the WHO by almost
30% [38,45]. Apart from the ageing of the obstetric population and its related morbidity,
the main reasons for the increasing number of CS in Poland include wide list of indica-
tions for surgical deliveries, as well as the preferences of women themselves. Direct and
indirect interrelations between those factors create an urgent necessity for developing
new or updating the already-existing national strategies concerning the indications for CS.
PSGO recommendations issued in 2018 constitute the response to the above-mentioned
demands and include the majority of obstetric and extra-obstetric indications for a surgical
intervention during pregnancy [46]. Nonetheless, the assessment of their effectiveness
requires a population-based survey to be conducted in subsequent years.

Over the 5-year period the percentage of overweight and obese women in Poland
increased from 16.7% to 18% and from 5.5% to 7.5%, respectively. According to the literature,
an increased caloric supply, urbanization and gross national income are the main factors
responsible for the excessive weight gain and obesity in pregnant women in high-income
countries [22]. Polish data grossly confirmed the worldwide observations. The comparison
of national survey performed in 2017 with data obtained in 2012 showed a significant
increase in the percentage of women with tertiary education and those who described their
social conditions and economic status as very good (see: Supplementary Table S1). At the
same time no differences were observed with regard to the place of residence with the
percentage of women living in cities with over 100,000 inhabitants at around 25% in both
analysed time periods.

Observed tendencies revealed through the national survey are unfavorable, as they
indicate a strong negative trend towards the increased rate of obese women over the past
few years despite a significant improvement concerning the level of education and the
socioeconomic status (see: Supplementary Table S1). Although large population-based
studies concerning the socioeconomic risk factors of obesity have not been conducted
in the Polish population so far, research performed by other authors demonstrated their
strong inter-relations. In the study by Cutler et al. authors observed the positive correlation
between years of schooling and a reduced risk of being overweight and obese. Simultane-
ously, persons with higher levels of education were more physically active. The relationship
between the level of education and obesity seems to be non-linear with the increasing
effects of additional years of schooling [47]. In addition, a negative association between the
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level of education and the probability of being overweight was demonstrated in a cross-
sectional study of twins [48]. According to some authors’ suggestions, the patient’s sex
significantly modifies the association between socioeconomic factors and obesity. Among
women, a higher level of education presented the strongest correlation with low BMI and
waist-to-hip ratio (WHR), whereas, in men both parameters were more affected by the
income [49].

Despite the unfavorable upward tendency referring to the percentage of pregnancies
with concomitant obesity, the recommendations published by PSGO in 2012 contributed to
the improvement in perinatal care in the affected group of patients, i.e., obese women [34].
The effectiveness of the measures taken is reflected by the significant decrease in the
neonatal birthweight and the simultaneous increase in the number of induced deliveries.
The observed changes regarding perinatal outcomes are directly associated with the rec-
ommendations of a Polish group of experts in which they emphasized the necessity and
determined the aims of the preconception care of obese patients, set the upper limit of
weight gain during pregnancy as well as suggested performing an additional pre-delivery
ultrasound examination to estimate the fetal birth-weight. Furthermore, despite the fact
that isolated obesity does not constitute direct indication for labor induction, such man-
agement was suggested after 38 gestational weeks in patients with BMI over 40 kg/m2.
As regards the main assumptions of the perinatal care in obese pregnant women Polish
recommendations are similar to those published by other national obstetric societies [50].
Nonetheless, issues such as folic acid and vitamin D supplementation, the prophylaxis of
venous thromboembolism or pre-eclampsia require updating.

One of the assumptions of the recommendations published by PSGO was the proper
control of body weight in pregnancy [2,32,33]. Polish recommendations remained in line
with international guidelines, which indicate that a woman with a normal body weight
expressed in BMI should gain between 11.5 kg and 15.9 kg during pregnancy [51]. As a
consequence, it was possible to reduce the average weight gain in pregnancy from 15.5 kg
in 2012 to 14.7 kg in 2017. Noteworthy, in year 2012 the average weight gain of pregnant
women in Poland was close to the specified upper limit.

Certain concerns are raised as regards the group of obese pregnant women in whom
GDM was diagnosed. This population of patients noted significant increase from 0.3% to
0.9% over the 5-year period. Moreover, despite more effective perinatal care leading to
reduced neonatal birthweight, the percentage of induced deliveries did not change, whereas
the percentage of CS increased by almost 20% in the group of women with BMI > 30 kg/m2

and concomitant GDM. The association between obesity/GDM and an increased risk of an
operative delivery is well-documented and, most probably, the observed tendencies in the
Polish population are related to the synergistic effect of both diseases [52–54]. Nevertheless,
due to the increasing percentage of CS performed in Poland, publication of separate
recommendations for labor induction in obese diabetic women seems to be justified.

Apart from the advanced maternal age, obesity is one of the most important risk factors
of GDM, which was confirmed by the results of the Polish national survey. Data obtained in
the years 2012 and 2017 reflect the worldwide tendency as regards the increased incidence
of GDM [55,56]. From the clinical perspective the 4-fold increase in GDM detectability in the
first trimester constitutes one of the most important observations. The presumable reason
for that is the increasing awareness of healthcare providers regarding diagnostic standards
of DM in pregnancy. According to Polish recommendations, patients presenting the risk
factors of GDM (including obesity) should be offered a three-step 75 g OGTT during the
first antenatal visit. Thus, the increasing frequency of OGTTs performed in the 1st trimester
of gestation may be associated with an increased detectability of hyperglycemia in early
pregnancy observed in year 2017 as compared to 2012. An increased GDM detectability in
the 1st trimester of pregnancy seems to be a favorable phenomenon, as it provides early
care to patients with glucose tolerance disorders, which were undetected prior to gestation.
A large multicenter DALI trial revealed that patients with an early GDM diagnosis are
characterized by a significantly poorer metabolic profile as compared to those diagnosed
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in the second/third trimester. An early intervention may therefore contribute to the
better glycemia control, reduced gestational weight gain and ultimately reduced neonatal
adiposity [57].

The main limitation of our study is the fact that diagnostic criteria for gestational
diabetes mellitus have changed between 2012 and 2017. Nevertheless, it allowed us to
assess the impact of the new diagnostic strategy on the perinatal outcomes. Another
limitation is the occurrence of differences in the characteristics of analysed cohorts of
women in both study periods. We tried to eliminate this bias using rim weighting method
(SPSSINC RAKE procedure). Limitation is also the retrospective character of our study in
conjunction with the voluntary participation. In addition, some of the variables evaluated in
the study relied on the subjective assessment of study participants, such as the assessment
of socio-economic conditions.

Despite that, the present study is the most extensive analysis of the perinatal outcomes
in obese and diabetic pregnant women in Poland conducted so far. It’s undeniable advan-
tage is associated with the size of the study group and the fact that it was performed in the
majority of Polish obstetric centers. As a consequence, it minimized the risk of selection
bias, which might be due to the fact that the participation in the study was voluntary.
Furthermore, the clinical value of the study is increased by the fact that the data collection
was performed over analogous time periods with a 5-year interval. The latter facilitated
the analysis of the trends in the epidemiology of obesity and diabetes in the population of
Polish pregnant women. Study results reflected tendencies observed in many developed
countries as regards the increasing frequency of obesity and GDM, as well as the fact that
women of reproductive age decide to conceive later. It seems, however, that apart from the
increased rate of CS, the above-mentioned trends did not have significant impact on the
other adverse perinatal outcomes. Nonetheless, it is necessary to develop population-based
programmes to prevent obesity and to introduce and enforce the rules of appropriate
screening for glucose tolerance disorders during pregnancy.

5. Conclusions

Over the 5 years period a significant increase in the percentage of obese women
of reproductive age was observed in Poland. This fact, along with the change in the
diagnostic criteria for GDM, contributed to the increase in the percentage of diabetes
diagnoses, in particular in the first trimester of pregnancy. Noteworthy, in the population
of obese women we observed a significant decrease in the fetal birthweight. In the analysed
period of time, several documents appeared in Poland that defined the standards of care
for pregnancies complicated by diabetes and obesity. These recommendations provide the
most probable explanation of the observed national trends.
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A.; Meczekalski, B.; Zawiejska, A. Recommendations of Polish Gynecological Society concerning perinatal care in obese pregnant
women. Ginekol. Pol. 2012, 83, 795–799.

35. Braveman, P.A. Social conditions, health equity, and human rights. Health Hum. Rights 2010, 12, 31–48.
36. Wojtyła, C.; Wojtyła-Buciora, P. Polish Pregnancy-related Assessment Monitoring System (Pol-PrAMS): Research on lifestyle

health behaviours of Polish women during gestation—Study design. J. Health Inequalities 2016, 2, 185–191. [CrossRef]
37. Declercq, E.; Young, R.; Cabral, H.; Ecker, J. Is a Rising Cesarean Delivery Rate Inevitable? Trends in Industrialized Countries,

1987 to 2007. Birth 2011, 38, 99–104. [CrossRef] [PubMed]
38. Ye, J.; Zhang, J.; Mikolajczyk, R.; Torloni, M.R.; Gülmezoglu, A.M.; Betran, A.P. Association between rates of caesarean section

and maternal and neonatal mortality in the 21st century: A worldwide population-based ecological study with longitudinal data.
BJOG Int. J. Obstet. Gynaecol. 2016, 123, 745–753. [CrossRef] [PubMed]

39. Ferrara, A. Increasing Prevalence of Gestational Diabetes Mellitus: A public health perspective. Diabetes Care 2007, 30, S141–S146.
[CrossRef] [PubMed]

40. Bell, R.; Bailey, K.; Cresswell, T.; Hawthorne, G.; Critchley, J.A.; Lewis-Barned, N. Trends in prevalence and outcomes of pregnancy
in women with pre-existing type I and type II diabetes. BJOG Int. J. Obstet. Gynaecol. 2008, 115, 445–452. [CrossRef]

41. Sheen, J.-J.; Wright, J.D.; Goffman, D.; Kern-Goldberger, A.; Booker, W.; Siddiq, Z.; D’Alton, M.E.; Friedman, A.M. Maternal age
and risk for adverse outcomes. Am. J. Obstet. Gynecol. 2018, 219, 390.e1–390.e15. [CrossRef]

42. Schmidt, L.; Sobotka, T.; Bentzen, J.G.; Andersen, A.N. Demographic and medical consequences of the postponement of
parenthood. Hum. Reprod. Update 2011, 18, 29–43. [CrossRef]
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Abstract: This study presents the use of matrix-assisted laser desorption and ionization mass
spectrometry imaging (MALDI-MSI) directly on the tissue of two ovarian tumors that often present
a diagnostic challenge, a low-grade serous borderline ovarian tumor and ovarian fibrothecoma.
Different spatial distribution of m/z values within the tissue samples was observed, and regiospecific
peaks were identified. Among the 106 peaks in the borderline ovarian tumor five, regiospecific
peaks (m/z: 2861.35; 2775.79; 3368.34; 3438.43; 4936.37) were selected using FlexImaging software.
Subsequently, the distribution of those selected peaks was visualized on the fibrothecoma tissue
section, which demonstrated the differences in the tissue homo-/heterogeneous structure of both
tumors. The comparison with the histopathological staining of the ovarian borderline tumor tissue
section, obtained during serial sectioning, showed a close correlation of the molecular map with the
morphological and histopathological features of the tissue and allowed the identification of different
tissue types within the sample. This study highlights the potential significance of MSI in enabling
morphological characterization of ovarian tumors as well as correct diagnosis and further prognosis
than thus far seen in the literature. Osteopontin, tropomyosin and orosomucoid are only a couple of
the molecules investigated using MALDI-MSI in ovarian cancer research. This study, in line with the
available literature, proves the potential of MALDI-MSI to overcome the current limitations of classic
histopathological examination giving a more in-depth insight into the tissue structure and thus lead
to the more accurate differential diagnosis of ovarian tumors, especially in the most challenging cases.

Keywords: proteomics; mass spectrometry; MALDI-MSI; tissue imaging; ovarian tumors

1. Introduction

Ovarian tumors are a common gynecological health problem. Diagnostic methods currently
used in clinical practice in order to detect ovarian tumors encompass a basic gynecological bimanual
examination and a transvaginal ultrasound scan. Most of the detected ovarian tumors are benign,
and some do not require any treatment. There are several diagnostic tools used to assess the probability
of ovarian malignancy, such as two serum biomarkers, cancer antigen 125 (CA125) and human
epididymis protein 4 (HE4), ultrasound features, clinical information and combinations of all listed
above. However, the sensitivity and specificity of the available diagnostic tests are limited [1]. Therefore,
it is often difficult to assess preoperatively if an ovarian tumor is benign or malignant. Most of the

IJERPH 2020, 17, 7564; doi:10.3390/ijerph17207564 www.mdpi.com/journal/ijerph255



IJERPH 2020, 17, 7564

patients are qualified for surgical treatment as histopathological examination of the resected ovarian
tissue, as this is a golden standard in confirming the diagnosis and so far the only reliable method of
differentiating between benign and malignant tumors of the ovary. An intraoperative histopathological
examination is also widely used to assess the type of tumor, allowing the surgeon to choose the
proper treatment during the actual surgery. This information is crucial for deciding if fertility-sparing
treatment can be applied or if radical oncological surgery is needed. Thus, a precise intraoperative
tissue examination is often indispensable and has significant clinical consequences.

Ovarian tumors are a heterogeneous group of neoplasms which develop from different kinds of
tissue: the epithelium (65–70%), the germ cells (15–20%) and the ovarian stroma (5–10%); or which can
be metastatic from other organs (5%). The vast majority of the malignant ovarian tumors (about 90%)
are of epithelial origin and can be further divided into the following subtypes: serous, endometrioid,
clear cell, mucinous [2]. Various studies have shown that even though these subtypes all originate from
the epithelial tissue, they have unique sequences of tumorigenesis. In consequence, ovarian cancer is a
highly heterogenic disease composed of a diverse group of tumors that have distinctive morphological
and molecular genetic features [3].

Borderline ovarian tumors (BOTs), also called atypical proliferative tumors, are a special group
of ovarian tumors characterized by atypical cellular proliferation but without stromal invasion [4].
As BOTs can be associated with microinvasion, intraepithelial carcinoma, lymph node involvement or
non-invasive peritoneal implants [5], the histopathological distinction of BOTs from malignant tumors
can be challenging. Moreover, the diagnostic criteria for the less common histologic subtypes are not
clearly defined [6].

Histopathological examination is often complemented by immunohistochemistry (IHC) to identify
tumor-specific proteins—a time–consuming method but often essential for establishing the correct
diagnosis. Another significant problem in histopathology is tissue heterogeneity. Areas with low tumor
differentiation determine prognosis, even if most of the tumor area is well differentiated. Methods
used in traditional biomarkers discovery studies (e.g., peptide/protein profiling) that examine blood,
serum or even tissue homogenate results in the loss of crucial histological information and significant
differences that might be observed only as a localized histological target concentration [7].

Due to the above-mentioned considerations, the histopathological examination of ovarian tumor
tissue can be very challenging. To overcome the limitations of classic histological imaging methods, in
the era of ‘multi-omics’, molecular imaging was proposed as a tool for acquiring spatial and quantitative
information about thousands of molecules without labelling potential targets [8]. While tumor
tissue reflects all proteomic, metabolomic, and genetic changes, direct investigation of the tissue
sample provides comprehensive information about tumor origin and heterogeneity [9] and may
also provide prognostic information. Therefore, the matrix-assisted laser desorption and ionization
mass spectrometry imaging (MALDI-MSI) technique, which has added to proteomics this anatomical
dimension, is rapidly developing and has received significant attention in recent years in the field of
biomarker search. This two-dimensional mass spectrometry technique is intended for the visualization
of the spatial distribution of the biomolecules within the tissue. It is suited for the study of various types
of molecular compounds, with proteins, peptides and lipids being the most commonly investigated.
One of the diseases investigated so far was ovarian cancer, where serous ovarian cancer was the
most common subject of research It was indicated that some compounds like osteopontin [10],
tropomyosin [11], orosomucoid [12] and N-glycans [13,14] have an altered expression and might be
correlated with the presence of ovarian cancer or ovarian cancer progression.

MALDI-MSI allows tissue integrity to be maintained while obtaining information about the
spatial distribution of multiple peptide ions objectively [15]. Compared to IHC, the amount of tissue
needed for MSI analysis is small, which is a great advantage considering the amount of additional
molecular testing performed to ensure the best patient care [16]. The spectral data obtained from the
MALDI-MSI experiments are then calculated and provide mapping information about the distribution
of the selected molecules in the tissue sections, making it possible to distinguish between different
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tissue types within the same section. The obtained data is subsequently correlated with the results
of the histopathological studies. Because of the possibility of combining the mass spectrometry (MS)
results with morphological features, MALDI-MSI could be a helpful tool for fast and objective tumor
classification and grading.

For this pilot study, we selected two ovarian tumors that often present a diagnostic challenge
both for the clinicians and for the histopathologists. The presented research aimed to investigate the
usefulness of MALDI-MSI as a complementary tool for histopathological examination in diagnosing
ovarian tumors.

2. Materials and Methods

2.1. Sample Information

The ovarian tumor tissue samples were obtained during surgeries at the Department of Gynecologic
Oncology (Poznan University of Medical Sciences, Poznan, Poland), in accordance with the Declaration
of Helsinki, after the approval of the study protocol and of the written information for patients
by the Local Bioethical Committee of Poznan University of Medical Sciences, Poland (decision
no. 139/20). The tumors were diagnosed during standard histopathological examination and additional
immunohistochemistry staining by a pathologist, an expert in ovarian tumors as a low-grade serous
borderline tumor (also referred to as atypical proliferative serous tumor) and ovarian fibrothecoma.

2.2. Sample Preparation

For the MALDI Imaging experiment, a fresh frozen tissue sample was sectioned at a thickness
of 10 μm using a cryostat (Leica Biosystems, Wetzlar, Germany) chilled to −20 ◦C. The sections were
transferred onto pre-cooled indium tin oxide (ITO)-coated glass slides (Bruker Daltonics, Bremen,
Germany). Subsequently, each section was thaw mounted on the cooled slide until all visible moisture
on it disappeared. The slides carrying the tissue sections were transferred into a vacuum desiccator
to dry for 30 min. The tissue sections were treated with wash steps of 70% ethanol (EtOH) (twice,
1 min each) and 96% ethanol (1 min). Then, the tissue sections were dehydrated using a vacuum
desiccator for 15 min. The peptide calibration standard II (Bruker Daltonics, Bremen, Germany) was
manually spotted (1μl) next to the tissue for calibration of the acquisition method. ITO glass slides
were marked and scanned at 3200 dpi on a Reflecta MF 5000 scanner for instrument teaching purposes.
The α-Cyano-4-hydroxycinnamic acid (HCCA) matrix stock solution (7g/L) in 50% acetonitrile (ACN),
0.2% (v/v) trifluoroacetic acid (TFA) was further diluted with ACN in a volume ratio of 3:1 and then
applied onto the prepared glass slide with a tissue section using a method of the ImagePrep station
(Bruker Daltonics, Bremen, Germany). Matrix solution application method was optimized to achieve a
homogeneous matrix layer and then obtain good quality MS analysis results (Table 1).

Table 1. ImagePrep parameters of the optimized matrix solution application method.

ImagePrep Parameter Value

Matrix thickness 0.5 V
Incubation time 30 s

Wetness 40%
Spray power 10%

Spray modulation 30%

2.3. MALDI-MSI

MS data were acquired using an UltrafleXtreme MALDI-TOF/TOF instrument (Bruker Daltonics,
Bremen, Germany) controlled by flexControl (v3.4, Bruker Daltonics, Bremen, Germany) and
flexImaging (v4.1, Bruker Daltonics, Bremen, Germany) in linear positive ion mode. Settings for
MALDI-TOF MS analysis were as follows: 2000–20,000 m/z range. To suppress unwanted ions,
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the matrix suppression parameter was set at 1500Da. Laser parameters were as follows: pulsed ion
extraction 260 ns and lens 6.40 kV. 2000 shots were acquired at each position using the Smartbeam
2_small laser diameter within a 200 μm raster width.

2.4. Imaging Data Analysis

The selection of peaks characterized by the highest regiospecificity in the analyzed ovarian
tumor tissue was carried out manually in flexImaging software dedicated to tissue imaging analyses.
We defined regions of interest (ROI) for borderline ovarian tumor tissue corresponding to the different
tissue subtypes visible on the hematoxylin and eosin (H&E) stained tissue section. Then in the
flexImaging we displayed the density plot, and we manually chose the m/z values that seemed to be the
most differentiating between ROIs in the borderline ovarian tumor tissue section. The averaged spectra
(Figure 1) obtained during analysis of the serous borderline tumor, and the ovarian fibrothecoma,
were analyzed, and then, based on the manually selected peaks, the differentiating masses were
visualized with the flexImaging software.

Figure 1. Hematoxylin and eosin stained tissue sections of a low-grade serous borderline ovarian
tumor (top picture) and ovarian fibrothecoma (bottom picture) next to the averaged spectra of the
analyzed tissue sections. For each spectrum, the zoomed fragment is presented with color-labeled
regiospecific peaks within the borderline tumor tissue section (m/z: 2775.79 (green), 2861.35 (navy
blue), 3368.34 (orange), 3438.43 (pink), 4936.37 (purple)) and peaks differentiating these two tissue
sections (m/z: 2386.53 (red), 6204.735 (grey), 8453.171 (magenta), 10,146.87 (blue), 10,092.39 (yellow)).

2.5. Hematoxylin and Eosine Staining

For the hematoxylin and eosin staining, one of the sections obtained during serial sectioning was
taken to perform the correlation of MALDI-MSI data with histology. The staining procedure was
multi-stage. First, the slide was dip-washed in deionized water. Next, the tissue section was stained in
hematoxylin solution for 5 min and dip-washed in deionized water once again to remove an excess
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of the staining solution. The slide was rinsed in running tap water for 5 min and then washed in
deionized water for 1 min. In the next step, the slide was put into eosine solution until the section
was sufficiently stained (approximately 1 min) and was washed in deionized water. Then, the tissue
sections were washed for two min each, in 70% EtOH, 80% EtOH, 90% EtOH, 96% EtOH, 96% EtOH
again and xylene. One droplet of mounting medium was spread using a glass stir bar on the slide,
and a coverslip was placed onto the tissue.

3. Results

The methodology proposed in this study allowed the measurement of 106 m/z values in the
tissue section of the serous borderline tumor and 133 m/z values in the ovarian fibrothecoma tissue
section in the 2000–20,000 m/z range (Figure 1). Among the 106 ions from the serous borderline tumor
tissue, five regiospecific peaks (m/z: 2861.35; 2775.79; 3368.34; 3438.43; 4936.37) were selected using
FlexImaging software and then compared with the distribution of the same masses in the fibrothecoma
tissue section. Different distribution of the selected peaks was shown in molecular images (Figure 2).
Due to the homogeneous structure of the fibrothecoma tissue, no regiospecific masses were found.
Visualization of the regiospecific peaks of the serous borderline tumor on the fibrothecoma tissue
section also shows the lack of regiospecific distribution of these masses in the fibrothecoma tissue
(Figure 2). The visualization of the differentiated distribution of the selected regiospecific peaks in
serous borderline tumor tissue and then the comparison of the results with the histopathological staining
of the borderline tumor tissue section, obtained during serial sectioning, allowed the identification of
mesenchymal and epithelial tissue within the borderline tumor tissue. The peaks with m/z: 4936.37
and 2775.79 are proposed as characteristic of mesenchymal tissue (Figure 3) and the peaks with m/z:
2861.35, 3368.34 and 3438.43 are proposed as characteristic of epithelial tissue (Figure 3). Epithelial and
mesenchymal tissue were assigned based on the microscopic examination of histopathological features
in H&E stained sections that were characterized by an expertise pathologist. In addition, the MALDI
MSI images were analyzed and discussed with the pathologist, who helped to recognize particular
parts of the tissue on the tissue section. In the next step, the serous borderline tumor was compared
with the ovarian fibrothecoma. The peaks differentiating both tissues were selected. The peaks at
m/z: 2386.53, 6204.735, 8453.171, 10,146.87, 10,092.39 showed the greatest differentiation between the
tissues. These m/z values were abundant in the regions of a well-differentiated ovarian tissue whereas
in the regions of the borderline tumor with atypical cell proliferation, they were scarce. Differentiating
compounds were then visualized and shown on the molecular maps of ovarian fibrothecoma and
borderline ovarian tumor (Figure 4).

Immunohistochemistry (IHC)

In the borderline ovarian tumor sample, three immunohistochemistry (IHC) markers were used:
Wilms’ tumor protein (WT-1), tumor protein p53 (p53) and paired box gene 8 (PAX-8) (Figure 5).
There was a positive reaction for WT-1 and PAX-8 and a weak positive reaction for p53.

The WT-1 gene was originally identified as a tumor suppressor gene and is overexpressed in a
variety of neoplasms. WT1 is expressed in the ovarian surface epithelium and stromal and granulosa
cells of a healthy ovary [17]. In the tumoral ovary, WT1 is characteristic for the serous subtype of ovarian
tumors [17]. PAX-8 is characteristic for the epithelial phenotypes (serous, clear cell and endometrioid)
of ovarian tumors and is useful in differentiation between primary ovarian and metastatic tumors of
the ovary [17]. The mutated form of p53, a tumor suppressor gene, is indicative of high-grade serous
ovarian cancer.

The presence of WT-1 and PAX-8 proteins confirmed the origin of the tumor from the serous
epithelium and a weak positive reaction in the few cells for p53 confirms a borderline.

In the case of the ovarian fibrothecoma, a positive reaction with inhibin alpha was indicative of
the steroid activity of the tumor cells and confirmed the diagnosis.
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Figure 2. Pictures visualize the homogenous distribution of the regiospecific compounds from the
borderline ovarian tumor tissue section (left) in the fibrothecoma tissue section (right).
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Figure 3. Picture A visualizing m/z: 4936.37 and 2775.79 characteristic of mesenchymal tissue and
picture B visualizing m/z: 2861.35, 3368.34 and 3438.43 characteristic of epithelial tissue.

Figure 4. Cont.
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Figure 4. Visualization of the peaks (m/z: 6204.735, 8453.171, 10,146.87, 10,092.39) differentiating the
borderline ovarian tissue (left) from the ovarian fibrothecoma tissue (right) based on the average spectra.

 

Figure 5. Immunohistochemistry (IHC) detection of (A) WT-1, (B) PAX-8, (C) p53 in a borderline
ovarian tumor sample and (D) inhibin alpha in an ovarian fibrothecoma sample.
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4. Discussion

MALDI-MSI has been widely used in research on various diseases (e.g., Parkinson’s disease [18],
diabetes [19], Alzheimer’s disease [20]) and the number of its possible applications is constantly growing.
Among its potential applications, the analysis of cancer tissue is highly ranked. Cancerous tissue
can be analyzed in terms of diagnostics, i.e., differentiation of cancerous tissue from non-cancerous
tissue and prognosis, i.e., the ability to predict the disease outcomes. The current use of tissue imaging
techniques focuses on the possibility of transferring mass spectrometry to clinical practice, especially
when tissue information can be obtained during surgery. Multiple studies have shown that the MSI
technique can be used for rapid diagnosis or prognostic testing using patient tissues [21–23]. Most of
these studies were carried out ex vivo performing the MSI analysis of tissue sections. However, some
in vivo studies using alternative technologies, such as the iKnife, are also available [24]. The results
obtained in this work, as well as those presented in the available literature, indicate that the future of
clinical diagnostics will be strongly influenced by “omic” techniques as a basis for the detection of
potential tissue biomarkers. Unlike antibody-based methods, MSI provides a unique opportunity to
detect differentiating compounds or other biomolecules found in tissue without knowing the structure
of these molecules in advance.

For the purpose of this study, the tissue samples of a low-grade serous borderline ovarian tumor
and ovarian fibrothecoma were selected as examples of ovarian lesions whose correct diagnosis is
challenging and which might be misdiagnosed as ovarian cancer.

BOTs are a heterogeneous group of ovarian neoplasms characterized by atypical cell proliferation
but no destructive invasion of the stroma. Their correct diagnosis can be challenging as the
transformation from a benign cystadenoma or cystadenofibroma through BOT into the low-grade
serous ovarian cancer is gradual, and it can be hard to draw the line between one and another.
According to the World Health Organization (WHO) 2014 classification, tumors with more than 10% of
borderline histology within a cystadenoma or cystadenofibroma qualifies as BOT. In contrast, serous
cystadenomas with borderline foci that occupy less than 10% of the epithelial volume are referred to as
“cystadenoma/fibroma with focal epithelial proliferation”. In addition, these tumors are difficult to
differentiate from truly invasive ovarian cancer due to their microscopic features like microinvasion
and non-destructive omental implants [25,26].

Although occasionally BOTs may give implants in the omentum and peritoneum, they are
considered a distinct clinical entity than ovarian cancer. On the other hand, BOTs share the staging
system with invasive ovarian cancer and carry a significant risk of recurrence after conservative surgery.
The risk of progression to invasive ovarian cancer seems significant and reached up to 4% in some
reports [27]. BOTs generally have an excellent prognosis with a 10-year survival rate of 97% for all
stages combined [6], although, as mentioned before, recurrences and malignant transformation can
occur. The standard treatment includes complete surgical staging (i.e., hysterectomy with bilateral
salpingo-oophorectomy, omentectomy, peritoneal biopsies, cytology of peritoneal washings and
appendectomy in case of mucinous BOT), similarly to early-stage ovarian cancer, but adjuvant
chemotherapy is not necessary. A large multicenter study revealed that overdiagnosis of a borderline
tumor was made in 11.5% (92/803) of patients [28]. As explained above, the diagnosis of BOT has
severe clinical implications, and thus its accurate identification is of crucial importance.

Fibrothecomas are rare ovarian neoplasms originating from the sex cord-stroma. They are often
found accidentally during a transvaginal ultrasound, magnetic resonance or computer tomography.
Large tumors are often associated with pleural effusion and ascites symptoms typically suggestive of
advanced-stage ovarian cancer. Diagnosing ovarian fibrothecomas preoperatively can be difficult also
due to their solid nature and elevated serum CA-125 levels [29].

In our study, both patients were qualified for surgery due to being suspected of ovarian cancer.
The correct diagnosis was only possible after the histopathological examination of the excised lesions
complemented by immunohistochemical tests. However, as explained before, these techniques have
their limitations. This emphasizes the need to search for a different diagnostic method that could
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potentially characterize various ovarian neoplasms more objectively, with higher specificity and
sensitivity. Our results suggest that MALDI-MSI is a promising tool in identifying biomarkers or
biomarker tissue patterns indicative of specific ovarian tumors as well as a specific tissue’s regions.
In the literature, there are several articles aimed at either correct ovarian tumor identification on
MALDI-MSI or searching for biomarkers. Most of them, however, are focused on ovarian cancer rather
than benign ovarian tumors. In the study by Ayed et al. [12], the researchers noticed, similarly to
our findings, significant differences between the analyzed tissues and were able to identify putative
ovarian cancer biomarkers by the complementary use of liquid chromatography coupled with mass
spectrometry of the digested cancerous tissue. Nevertheless, this study compared benign ovarian
tumors with advanced-stage ovarian cancer and did not take into account early-stage ovarian cancer,
whose diagnosis is the most challenging. Another interesting study in the field concentrated on
the correct classification of ovarian cancer histotypes (serous/endometrioid/mucinous/clear cell) and
additionally included BOTs arguing that the differential diagnosis between BOT and truly invasive
carcinoma can be very challenging (which was also the rationale to choose this particular tissue for our
research) [30]. In this study, proteomic information from MALDI-MSI was combined with machine
learning approaches to create a model discriminating between different epithelial ovarian cancer
subtypes. Although the methods used in both studies were similar, it is impossible to compare the
results with our research due to differences in the study design and data processing. Other available
studies have rather been focused on the investigation of the distribution of specific markers in the
ovarian cancer tissue [13,31]. In the literature search, we did not find any previous studies on the
MALDI-MSI used in diagnosing benign ovarian tumors.

In this pilot study, we were able to demonstrate some differentiation not only between ovarian
borderline tumor and fibrothecoma but also within the ovarian borderline tumor tissue itself, identifying
the regions with increased cell proliferation and the regions of different tissue origin. Moreover,
the differences in the tissue homo-/heterogeneous structure of both tumors were shown. Further
research could define characteristic m/z peak patterns for each of the ovarian tumors that would allow
quick and reliable diagnosis of the ovarian lesion. If, with the advancements in the technique, the time
of the MALDI-MSI examination is reduced, it could also be possible to apply it intraoperatively to assist
the surgeons. MALDI-MSI could be used to correctly identify if the ovarian lesion is benign, borderline
or malignant, to identify its histological subtype (important as, e.g., in mucinous borderline/malignant
tumors of the ovary, appendectomy is recommended) or to define the optimal surgical margins.

The results obtained in this pilot study suggest that the MALDI-MSI method is not only
complementary to histopathology but might be a technological step forward in the precise diagnosis
of ovarian tumors. In addition, MALDI-MSI provides comprehensive information combining
current histopathological knowledge with molecular information obtained with the cutting-edge
imaging methods, and by identification of the compounds representing specific m/z peaks it
could contribute to tissue biomarker discoveries. MSI enables simultaneous, label-free imaging
of 100’s–1000’s of compounds directly from the tissue section. Imaging diverse classes of biomolecules
(e.g., metabolites, lipids, glycans) gives the opportunity to develop diagnostic/prognostic assays that
complement established histopathological and molecular methods. The MALDI-MSI method provides
comprehensive visualization of the spatial distribution of potential differentiating compounds between
ovarian tumors, which significantly improves the possibilities of biomarker analysis. Performing
histological staining after MSI data acquisition enables seamless integration of the molecular information
provided by MSI with established histopathological methods [32]. This approach is likely to be used
in clinical studies from bench to bedside and may eventually lead to a new quality of diagnosis of
ovarian tumors.

While most MALDI-MSI studies investigated ovarian cancer tissue, the distinctive feature of
our research is the application of MALDI-MSI technique for the characterization of benign ovarian
tumors. We examined two rare ovarian neoplasms, that have not been characterized in the previous
studies, but which might often be misdiagnosed as ovarian cancer. As a pilot study, it was restricted
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to only two samples and naturally, the findings require verification in larger patient cohorts to
estimate the robustness of our observations. In the next step, the identification of the selected m/z
values should be performed to understand the findings better and to analyze them along with the
tumor biology. This study shows the complementarity of the MALDI-MSI technique to the methods
used so far in clinical practice, e.g., H&E staining and the results of the performed analyses are
promising in identifying biomarkers of specific ovarian tumors or specific tissue regions. Addressing
the above-mentioned limitations can be a starting point for future research.

5. Conclusions

The MALDI-MSI technique enabled the creation of a molecular map of the spatial distribution of
the m/z peaks representing peptides/proteins in the borderline ovarian tumor and ovarian fibrothecoma
tissues, both of which may pose a diagnostic challenge for clinicians and for histopathologists.
The analysis of the ovarian tumor tissue using MALDI-MSI showed a close correlation of the molecular
map with its morphological and histopathological features and allowed us to identify different tissue
types within the borderline ovarian tumor tissue section. Moreover, creating molecular maps has
shown the differences in the distribution of regiospecific m/z values within the examined samples,
which could be useful for a quick and accurate intraoperative diagnosis of defining resection margins.
The presented technique may open the door for overcoming the current limitations of classic histological
imaging methods, thus leading to the more accurate differential diagnosis of the most challenging
cases. This pilot study gives grounds for further research on the application of MALDI-MSI in the
differential diagnosis of ovarian tumors.
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Abstract: The aim of this study was to investigate if the macroregions of Poland are homogeneous
in terms of the observed spatio-temporal data characterizing their sustainable development. So far,
works related to the sustainable development of selected territorial units have been based on data relating
to a specific year rather than many years. The solution to the problem of macroregion homogeneity goes
through two stages. In step one, the original spatio-temporal data space (matrix space) was transformed
into a kernel discriminant coordinates space. The obtained kernel discriminant coordinates function
as synthetic measures of the level of sustainable development of Polish macroregions. These measures
contain complete information on the values of 27 diagnostic features examined over 15 years. In the
second step, cluster analysis was used in order to identify groups of homogeneous macroregions in
the space of kernel discriminant coordinates. The agglomeration method and the Ward method were
chosen as commonly used methods. By means of both methods, three super macroregions composed of
homogeneous macroregions were identified. Within the kernel discriminant coordinates, the differentiating
power of a selected set of 27 features characterizing the sustainable development of macroregions was also
assessed. To this end, five different and most commonly used methods of discriminant analysis were used
to test the correctness of the classification. Depending on the method, the classification errors amounted to
zero or were close to zero, which proves a well-chosen set of diagnostic features. Although the data relate
only to a specific country (Poland), the presented statistical methodology is universal and can be applied
to any territorial unit and spatial-temporal dynamic data.

Keywords: sustainable development; spatio-temporal data; NUTS-1; kernel discriminant coordinates
method; super macroregions

1. Introduction

The concept of sustainable development played an important role in the second half of the 20th
century. The concept was first defined in a report of the World Commission on Environment and
Development, “Our Common Future”, under the supervision of G. Brundtland (Our Common Future,
UN New York, 1987). Sustainable development is “development that meets the needs of today and
does not limit the ability of future generations to meet their own needs.” According to the report,
this means that “all future generations have the right to live and enjoy all the values of the environment
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known to them, just like you, or even better.” In other words, it is a socio-economic development in
which the forms and dynamics of economic activity, institutions, lifestyles and the population size are
such that the existing and future generations will be provided with an adequate standard of living,
and all aspects of this development are secured by the availability of natural resources, ecosystems and
life support systems. This means that the economic development of the current generation should not
happen at the cost of the depletion of non-renewable stocks (Strategy for the sustainable development
of Poland until 2025, Ministry of the Environment, Warsaw, 1999).

Sustainable development has been defined in a variety of ways (Awan et al. [1], Awan et al. [2],
Borys [3]). In our opinion, it is based on the following four pillars: 1. Demography and social
capital, 2. Production, services and trade, 3. Public finance, and 4. The environment and protection
thereof. “Sustainability” has become a global buzzword as a potential solution to many international,
regional, and local problems of contemporary society: over-population, diseases, political conflicts,
infrastructure deterioration, pollution, and unlimited urban expansion accompanied by limited
availability of resources. The United Nations World Commission on Environment and Development
(WECD, 1987) coined a definition of sustainable development that is probably the most well-known
in all of the literature on sustainability: “development that meets the needs of the present without
compromising the ability of future generations to meet their own needs”.

Along with the concept of sustainable development, the related term sustainable regional
development appeared as a traditional goal of the state’s regional policy. This applies to activities of public
administration bodies that should aim at counteracting excessive or unjustified interregional differences.

Regional development is usually defined as integral community development (social, economic,
environmental and healthcare, technological, cultural and recreational) in a particular territory.
Regional development must be based on its optimal expansion constituents (social, natural and
economic development aspects) aimed at maintaining a certain standard of living and improvement
of its quality through the mentioned constituents. Regional development encompasses not only
traditional policy in a specific territory, but also a socioeconomic process taking place in a specific
political and cultural context (Atkinson [4], Bourdeau [5], Spangenberg [6], OECD [7], Wheeler and
Beatley [8], Wong [9]). Regional development in today’s context is at a critical juncture, with multiple
crises (financial, food and energy) forcing us to re-assess the economic paradigm of our time and
to evaluate how to better address the unfulfilled promises that we are currently leaving to future
generations in the areas of employment, social progress, quality of life and respect for nature.
While there is no doubt about the importance of integrating the pillars of sustainable development
on the regional level, implementation of this concept has proved challenging in practice. In fact,
integration of the environmental, economic, and social dimensions of sustainable development on a
regional level implies the implementation of complimentary and coordinated actions in different areas.
This results in economic growth that is also supposed to achieve social objectives, without posing
a threat to the rare resources of the planet. Effective integration of these four dimensions (pillars)
requires implementation of a set of focused and specific actions that are complementary and fit into an
overarching sustainable development framework.

Previous papers related to the sustainable development of regions were based on data for a specific
year or, for comparison purposes, for two specific years. If the authors of these papers chose, say,
p features describing sustainable development of regions, then the obtained data were p-dimensional
vectors or points in p-dimensional Euclidean space. Then, from these vectors numerical indicators (linear
combinations) were constructed, considered to be the characteristics of the sustainable development of
regions (Kontostanou-Karalivanou et al. [10], United Nations [11], Streimikiene [12], Dočekalová et al. [13],
Jovovic et al. [14], Roszkowska and Wyszkowska [15]). An extensive overview of sustainability performance
evaluation, including a literature review and future directions, was presented by Büyüközkan and
Karabulut [16], Krasławski et al. [17].

This paper deals with a more general issue and presents a proposal for the regionalization of
spatio-temporal data, which are more general than vector data considered at a given moment. We also
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propose a new way of constructing numerical indicators describing the sustainable development of
specific territorial units.

The paper is based on data concerning Poland. The country is administratively divided into
seven macroregions composed of voivodships (16 voivodships in total), and each voivodeship is
further divided into poviats. The term poviat, defining a given territorial unit, is used by Statistics
Poland, which is associated with EUROSTAT. In total, there are 379 poviats in Poland. Each poviat
has been described by means of 27 features, divided into four pillars that characterize the sustainable
development of this territorial unit. These features were observed in the years 2002–2016, i.e., for 15 years.
Our data can be written in the form of a matrix with 15 rows and 27 columns. This type of data is called
spatio-temporal data. They are dynamic and more general than static vector data. The choice of Poland
as the research area stemmed from the availability of data. The data concerns 379 poviats characterized
by 27 features observed over 15 years. The data therefore consist of 153,495 numbers, a very large
data set that is not easy to collect. The data were provided by the Local Data Bank of Statistics Poland.
On the other hand, when selecting Poland as the research area, the authors of the study had in mind the
usefulness of the obtained results for Polish governmental decision-makers.

The aim of this paper is to investigate if Polish macroregions are homogenous in terms of
spatio-temporal data characterizing their sustainable development.

To solve this problem by means of statistical methodology, two multidimensional statistical
methods were used: discriminant analysis and cluster analysis. The following solutions were adopted:

In the first step, the original spatio-temporal data space (matrix space) was transformed into
a vector space of discriminant coordinates. This transformation takes place in two ways known in
the discriminant analysis literature: classical discriminant coordinates (Fisher [18], Rao [19]) and
kernel discriminant coordinates, as first described by Baudat and Anouar [20]. Both transformations
were developed for fixed vector data. Since our data are a matrix, it was necessary to extend these
transformations to the matrix case. This extension proved troublesome in the case of Fisher’s classical
discriminant coordinates. Hence the choice of kernel discriminant coordinates, since in their case the
said extension was possible. The space of kernel discriminant coordinates is a space of dimension
min(p, c − 1), where p is the number of observed features and c is the number of macroregions.
Our case consists of a six-dimensional space, so the dimension of the space in which further inference
will take place is relatively low.

We treated the obtained kernel discriminant coordinates further as synthetic measures of the level
of sustainable development of Polish macroregions. These measures contain complete information
on the values of 27 diagnostic features measured over 15 years. Each of the six kernel discriminant
coordinates was given a different power to differentiate macroregions. In the space of the first
two kernel discriminant coordinates, it is possible to graphically present the mutual position of the
studied macroregions.

In the space of kernel discriminant coordinates, it is also easy to assess the differentiating power of
a selected set of features characterizing individual poviats. To this end, various methods of discriminant
analysis can be used, verifying the correctness of the classification of individual poviats into the
seven distinguished macroregions. In this paper, five different, most commonly used methods of
discriminant analysis were used. The percentage of misclassifications of individual poviats to seven
macroregions was calculated using these methods. Zero or close to zero classification errors indicate a
well-chosen set of diagnostic features.

In the second step, cluster analysis was used in order to select groups of homogeneous
macroregions in the six-dimensional space of kernel discriminant coordinates. The agglomeration
method and the Ward method were chosen as commonly used methods. As a result, three super
macroregions composed of homogeneous macroregions were identified.

According to the authors, the proposed statistical methodology is the main value of this paper.
Although the data relate only to a specific country, the presented statistical methodology is universal
and can be applied to any territorial unit and spatio-temporal dynamic data.

271



IJERPH 2020, 17, 7021

The paper is organized as follows: Section 2 contains a presentation of spatial units and data.
Section 3 describes the statistical methodology. Section 4 contains the research results. Concluding
remarks are provided in Section 5.

2. Spatial Units and Data

Achieving the research goal adopted in this work required collecting data characterizing various
aspects of sustainable development for N = 379 poviats belonging to one of the c = 7 macroregions.
The macroregions are NUTS-1 units according to the EUROSTAT nomenclature (2018).

The structure of NUTS-1 in Poland is presented in Figure 1 and Table 1.

Figure 1. Macroregions in Poland (NUTS-1. 2018). Source: Statistics Poland.

Table 1. Structure of Polish macroregions including poviats.

Number Name of the Macroregion Number of Poviats in a Macroregion

1 Southern 58
2 Northwestern 70
3 Southwestern 41
4 Northern 64
5 Central 38
6 Eastern 66
7 Masovian voivodship 42

A set of p = 27 variables (local data bank information of Statistics Poland was used) was
collected for each poviat, for the period of 2002–2016, i.e., T = 15 years. They were divided into
four pillars relating to various areas of sustainable development, i.e., 1. Social capital, 2. Production,
services and trade, 3. Finance, 4. The environment and protection thereof (see Table 2). The choice
of the variables was made on the basis of their merits and in accordance with the authors’ previous
experience. The accuracy of the selection of variables was confirmed using discriminant analysis
methods (see Section 4).
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Table 2. List of the variables used in the research divided into pillars.

Pillar Variable

1. Population at working age
1. Demography 2. Femininity ratio

and Social Capital 3. Registered unemployment
4. Library books borrowers

5. General secondary schools
6. Primary schools
7. Pre-schools
8. Out-patient clinics
9. Pharmaceutical outlets

2. Production, 10. Libraries and branches
Services and Trade 11. Hotels, motels and boarding houses

12. Tourist accommodation establishments
13. The length of the water supply network
14. The length of the sewerage network
15. Boiler houses
16. Poviat hard surface roads

17. Poviats’ own revenue
3. Public Finance 18. General subsidies

19. Average monthly gross wages and salaries

20. Municipal biological wastewater treatment plants
21. Industrial biological wastewater treatment plants
22. Industrial chemical wastewater treatment plants

4. Environment 23. Industrial wastewater untreated, discharged
and its Protection 24. Forests

25. Renewals and afforestation—communal and private forests
26. Legal protected area
27. Monuments of nature

Therefore each poviat was characterized by an matrix of 15 × 27 size.

3. Statistical Methodology

3.1. Kernel Discriminant Coordinates for Spatio-Temporal Data

The main idea of the kernel-based methods is to map the input data to a feature space through
nonlinear mapping where the inner products in the feature space can be computed by a kernel function
while the nonlinear mapping is not known explicitly. Kernel Fisher discriminant analysis (KFD)
provided by Baudat and Anouar [20] and the generalized discriminant analysis (GDA) provided by
Mika et al. [21] are two independently developed approaches for kernel-based nonlinear extensions
of discriminant coordinates. They are essentially equivalent. The method is described in a book
by Shawe-Taylor and Cristianini [22]. To avoid confusion, we will refer to this approach as kernel
discriminant coordinates analysis (KDCA). These new variables are also sometimes called kernel
canonical variates yet the name is misleading because kernel canonical variables with completely
different properties occur in the kernel canonical analysis. Another name is “kernel discriminant
functions”, which is inappropriate because discriminant functions are surfaces that separate the c
classes from one another.

In this paper, the authors present a proposal of extending vector kernel analysis to matrix kernel
analysis in their original way. Obviously, in the present case the data are spatio-temporal. The kernel
discriminant coordinates analysis is a method developed for fixed vector data. This paper includes
an extension of this method to spatio-temporal data. In this case, each object is characterized by a
(T × p)-size matrix XXX containing the p values observed at T moments.

Let {(xxx1, yyy1), . . . , (xxxN , yyyN)}, xxxi ∈ R
T×p, yyyi ∈ R

c, i = 1, . . . , N, be a data set.
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The input space R
T×p is now mapped nonlinearly into a feature space Hk:

φ : RT×p → Hk

where φ is the mapping function that maps the input space to the reproducing kernel Hilbert
space (RKHS) Hk. Please note that Hk could have arbitrarily large, possibly infinite dimensionality.
The vector φ(xxxi) = x̃xxi is called the feature vector corresponding to the observation xxxi ∈ R

T×p,
i = 1, . . . , N.

The nonlinear transformation φ is in general unknown; however, we select a known form of the
nonnegative definite kernel function:

k(xxxi, xxxj) = 〈φ(xxxi), φ(xxxj)〉Hk , i, j = 1, 2, . . . , N.

A kernel function can be interpreted as a kind of similarity measure between the matrices xxxi
and xxxj.

Throughout this paper we use the Gaussian kernel:

k(xxxi, xxxj) = exp(−γ‖xxxi − xxxj‖2
F), γ > 0,

where
‖AAA‖F =

√
tr(AAA�AAA)

is the Frobenius norm. The constant γ > 0 is appropriately selected from the data. We take into
account the lower-triangular matrix, which has its (i, j)-th element given by ‖xxxi − xxxj‖2

F, i, j = 1, . . . , N.
The value of γ was used as the reciprocal of the arithmetic mean of the elements of this matrix.

Similarly, as in the classical case of DCA, in kernel discriminant analysis we find, for a c-class
problem, the c − 1 vectors onto which the projections of the data of one class are maximally separated
from the remaining classes in the feature space.

Let m̃mm = 1
n ∑n

i=1 x̃xxi be the sample mean, and let m̃mmj = 1
nj

∑i∈Vj
x̃xxi be the mean of the jth class,

for j = 1, . . . , c, in the feature space.
By S̃SSb and S̃SSt we denote the between-class and total scatter matrices in the feature

space, respectively.
We have:

S̃SSb =
c

∑
j=1

nj〈μμμj, μμμj〉Hk , S̃SSt =
n

∑
j=1

〈vj, vj〉Hk ,

where
μμμj = m̃mmj − m̃mm, vj = x̃xxj − m̃mmj, j = 1, . . . , n.

KDCA seeks vectors bbbi (i = 1, . . . , c − 1) that maximize the ratio of between-class scatter and total
scatter for maximum class separation.

Namely, we want to maximize the objective function:

J(bbbi) =
bbb�i S̃SSbbbbi

bbb�i S̃SStbbbi
,

subject to an additional restriction:

bbb�i S̃SStbbbj = δij, i, j = 1, . . . , c − 1.

Finding the directional vectors bbbi reduces to solving the following generalized eigenvalue problem:

S̃SSbbbbi = λiS̃SStbbbi, bbb�i S̃SStbbbj = δij. (1)
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Now, we show how to solve problem (1) without knowing the explicit representation of the
mapping φ and the feature space Hk and without forming S̃SSb and S̃SSt explicitly.

Please note that any vector bbb ∈ R
N can be represented as:

bbb = bbb1 + bbb2

where bbb1 ∈ span{x̃xx1, . . . , x̃xxN} and bbb2 ∈ span{x̃xx1, . . . , x̃xxN}⊥, and S̃SSbbbb2 = 0 and S̃SStbbb2 = 0 for any
bbb2 ∈ span{x̃xx1, . . . , x̃xxN}⊥.

Therefore, for any vector bbb satisfying (1),

S̃SSbbbb1 = S̃SSb(bbb1 + bbb2) = λS̃SSt(bbb1 + bbb2) = λS̃SStbbb1.

Hence we can restrict the solution space for (1) to span{x̃xx1, . . . , x̃xxN}.
Let bbb be represented as a linear combination of x̃xxi, i = 1, . . . , N, bbb = ∑N

i=1 αix̃xxi and
ααα = (α1, . . . , αN)

′.
Hence, the generalized eigenvalue problem

S̃SSbbbb = λiS̃SStbbb

is equivalent to

K̃KKDDDK̃KKααα = λK̃KKK̃KKααα,

where
K̃KK = HHHKKKHHH,

KKK = (k(xxxi, xxxj)), i, j = 1, . . . , N, HHH = IIIN − 1
N111N111�N , 111N ∈ R

N and the matrix DDD is defined by

Dij =

{
1
nk

, if xxxk and xxxj belong to the kth class,
0, otherwise.

Suppose the rank of KKK is r (r ≤ N). The projection of observation xxx onto bbb in Hk is given by:

〈bbb, φ(xxx)〉 =
N

∑
i=1

αi〈φ(xxxi), φ(xxx)〉 =
N

∑
i=1

αik(xxxi, xxx).

Solving the generalized eigenvalue problem presents certain difficulties because both matrices
K̃KKDDDK̃KK and K̃KKK̃KK are nonnegative definite. Krzyśko et al. [23] compared six algorithms that overcome
these difficulties in different ways. The used performance quality criterion was the percentage of
misclassification using the linear discriminant function in the spaces of kernel discriminant coordinates.
The running time of the procedures was also recorded.

The mentioned authors recommended the algorithms proposed by Baudat and Anouar [20],
Cai et al. [24] and two algorithms proposed by Zhang et al. [25]. They present similar classification
errors and have comparable running times.

3.2. Cluster Analysis

Cluster analysis methods were applied to identify areas with similar degrees of sustainable
development. Two methods were used, namely the Ward method and the agglomeration method (see,
for example, Seber [26], Chapter 7, Mirkin [27], and Krzyśko et al. [28], Chapter 12).

The cluster procedure is based on the Mahalanobis distance between the macroregions to which
individual poviats were satisfactorily qualified. This distance is defined by the following formula:
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d2
ij = (x̄xxi − x̄xxj)

�SSS−1(x̄xxi − x̄xxj),

where

x̄xxi =
1
Ni

Ni

∑
j=1

xxxij, i = 1, 2, . . . , c,

and

SSS =
1

N − c

c

∑
i=1

Ni

∑
j=1

(xxxij − x̄xxi)(xxxij − x̄xxi)
�, N = N1 + . . . + Nc.

4. Research Results

In the first step, the original data written in the form of N = 379 matrices (corresponding to
the individual poviats) of the size of T × p, where p = 27 is the number of features characterizing
various aspects of sustainable development of poviats and T = 15 is the number of subsequent years
in which these features were observed (years 2002–2016), were transformed into c − 1 = 6 kernel
discriminant coordinates, where c = 7 is the number of macroregions in question. The structure
of kernel discriminant coordinates for spatio-temporal data is described in Section 3.1. We went
from matrix space to ordinary Euclidean space. The space of kernel discriminant coordinates is a
space of dimension min(p, c − 1), where p is the number of observed features, and c is the number of
macroregions. In our case, it is a six-dimensional space, so the dimension of the space in which further
inference will take place is relatively small, as was previously mentioned.

We treat the obtained kernel discriminant coordinates further as indicators (synthetic measures) of
the level of sustainable development of Polish macroregions. These indicators contain full information
on the values the 27 diagnostic features measured over 15 years, which characterize the sustainable
development of poviats and consequently the macroregions that include individual poviats. They are
therefore composed indicators of sustainable development.

These six synthetic indicators have a different power of differentiating the studied macroregions
(these indicators have different variances). The first indicator is the strongest and the sixth
indicator is the least powerful. It is not possible to see the mutual position of the most important
macroregion in the six-dimensional space of these indicators, but it is possible in the space of the
first two composed indicators that differentiate the macroregions most potently. Figure 2 shows
the mutual position of the seven macroregions in the system of the first two composed indicators
(kernel discriminant coordinates).

In the full six-dimensional space of kernel discriminant coordinates, it is also easy to assess the
differentiating power of a selected set of 27 features characterizing individual poviats. To this end,
various methods of discriminant analysis can be used, examining the correctness of the classification
of individual poviats into the seven identified macroregions.

In this paper, five different, most commonly used, methods of discriminant analysis were used
(see, for example, Wasserman [29], Chapter 22, Krzyśko et al. [28], Chapters 1 and 4–6, Hastie et al. [30]):
linear discriminant function (LDF), naive Bayes normal classifier (NB (Normal)), K-nearest neighbors
method (KNN), classification trees (CART) (Tree (CART)) and support vector machines (SVM). Table 3
presents the percentage of misclassifications of individual poviats into seven macroregions, using these
methods, and the estimated ten-fold cross validation method (10-cv). Clearly, zero or close to zero
classification errors indicate a well-chosen set of 27 diagnostic features. This result was corroborated
by our substantive selection of features characterizing sustainable development of macroregions with
statistical arguments.
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Figure 2. Macroregions in the first and second KDC systems and poviats recognized as belonging to
specific macroregions. Source: own compilation.

Table 3. Percentage of misclassification of poviats in the 6-dimensional space of KDC.

Number Classifiers 10-cv (%)

1 LDF 0.00
2 NB (Normal) 0.79
3 KNN (K = 2, . . . , 8) 0.00
4 Tree (CART) 0.00
5 SVM 0.00

In the second step, cluster analysis was used in order to select groups of homogeneous
macroregions in the six-dimensional space of kernel discriminant coordinates. The agglomeration
method and the Ward method were selected as commonly used methods. The Mahalanobis distance
was chosen as a measure of the distance between the mean vectors of individual macroregions. It takes
into account not only the difference between the mean vectors of two macroregions; the difference is
also weighted by the variances and covariances of the examined features estimated for a total of seven
macroregions (the differentiation of poviats around the mean macroregions was taken into account).
The Mahalanobis distances between macroregions are shown in Table 4.

Table 4. Mahalanobis distances between macroregions.

Macroregion 1 2 3 4 5 6 7

1 0.0000 538.5115 631.1308 717.4584 588.5517 513.6408 574.5919
2 538.5115 0.0000 128.1944 245.4427 396.7969 339.3620 261.7809
3 631.1308 128.1944 0.0000 295.5870 340.7639 306.7737 199.0511
4 717.4584 245.4427 295.5870 0.0000 628.0889 579.4410 486.7190
5 588.5517 396.7969 340.7639 628.0889 0.0000 81.6527 142.1345
6 513.6408 339.3620 306.7737 579.4410 81.6527 0.0000 117.2979
7 574.5919 261.7809 199.0511 486.7190 142.1345 117.2979 0.0000

On the basis of the Mahalanobis distances, dendrograms were constructed using the
agglomeration method and the Ward method to identify areas with similar degrees of sustainable
development. Both provided results identical to the ones illustrated in Figure 3.
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Figure 3. Grouping of macroregions with cluster methods (1—southern, 2—northwestern, 3—southwestern,
4—northern, 5—central, 6—eastern, 7—Masovian voivodship). Source: own compilation.

Three areas were found with a high degree of internal similarity considered for sustainability.
Two of them can be referred to as super macroregions.

Super macroregion (area) I consist of the following macroregions:
2—northwestern,
3—southwestern,
4—northern.
Super macroregion (area) II:
5—central,
6—eastern,
7—Masovian voivodship.
The third area represents a separate southern macroregion (I).
The delimitated super macroregions vary with respect to area, territorial capital and

socio-economic development specified by the values of the Human Development Index (HDI).
Super macroregion I consists of three macroregions, eight regions (voivodships) and

175 sub-regions (poviats). It represents 50.1% of Poland’s total area.
Its three regions, i.e., Great Poland, Lower Silesia and Pomerania, belong to a set of five regions

of Poland that enjoy the highest GDP in the long run. By contrast, the Poznań poviat is the most
developed poviat in Poland in socio-economic terms (Kierczyńska [31]).

Notably, super macroregion I includes regions with a lower degree of economic development but
with enormous natural environment resources. These regions include Warmian-Masurian, Pomeranian,
West-Pomeranian and Lubusz. This diversity within the super macroregion translates into the average
HDI value of super macroregion I, determined for 2015, amounting to 0.864. It is lower than the
average HDI value of super macroregion II and the southern macroregion (Hozer-Koćmiel [32]).
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Super macroregion II also consists of three macroregions, including six voivodships and
146 poviats. It covers 41.1% of Central and Eastern Poland. Its seventh macroregion (Masovian
voivodship) in terms of GDP generation, economic and social development is the strongest macroregion
in Poland. In addition, due to the determinants of sustainable development, super macroregion II is
metaphorically called the “Eastern Wall”. It refers to regions with unique natural resources—not only
on a Polish, but also a European, and even a global scale.

The average HDI value of super macroregion II is relatively high and amounts to 0.884. This is
due to the extremely high position of macroregion 7 on the national scale and valuable environmental
resources of the other macroregions.

In addition to two super macroregions, cluster analysis also identified the third area,
i.e., the southern macroregion (8.8% of Poland’s area). It consists of two regions (voivodships):
Lesser Poland and Silesia. These are voivodships (two out of five) with the highest GDP in Poland in
the long term.

Due to the high level of economic and social development of both regions, the southern
macroregion has a higher average HDI value than both super macroregions i.e., HDI = 0.889.

Equally interesting is the fact that the HDI growth dynamics in the period 1995–2015 in the
southern macroregion were the highest among the three newly delimitated spatial units, and amounted
to 17.4%.

For the first super macroregion it was 12.5% and the second macroregion it was 12.6%.
Notably, the southern macroregion consists of only two regions with high parameters of

socio-economic development.
The research objective adopted in the study was thus achieved. Three new spatial units consisting

of macroregions (NUTS-1) were distinguished. They are characterized by a high degree of similarity in
terms of sustainable development (the attributes of sustainable development were characterized by
27 variables divided into four pillars).

The accuracy of the obtained division results from the application of the kernel discriminant
coordinates method. As a multidimensional method, it allows to achieve an extremely precise division
of the examined objects.

Nevertheless, the super macroregions presented in Figure 4 should be treated as a scientific
proposal subject to modification—taking into account other aspects of sustainable development and a
different time interval.

Figure 4. Super macroregions and macroregion of Poland. Source: own compilation.
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5. Conclusions

This paper presented a proposal of structuring synthetic indicators for characterizing the
sustainable development of macroregions described by spatio-temporal data. The values of kernel
discriminant coordinates were adopted as these indicators. From a statistical point of view, this is
an objective solution. The number of synthetic indicators is min(p, c − 1), where p is the number of
selected features characterizing the sustainable development of macroregions and c is the number of
the studied macroregions. In the space of the first two indicators, one can see the mutual position of
macroregions, while in the full space of the indicators, one can examine the strength differentiating
macroregions by a selected set of features characterizing their sustainable development. The complete
space of the indicators also allows to distinguish homogeneous subgroups of macroregions by means
of the methods of cluster analysis. The operation of the proposed statistical methodology has been
illustrated with spatio-temporal data concerning seven Polish macroregions.

The selection of 27 features characterizing the sustainable development of these regions turned
out to be accurate, because in the six-dimensional space of synthetic indicators, errors in classifying
379 poviats to seven macroregions turned out to be zero or close to zero, depending on the
selected statistical classifier. Consequently, the characteristics that optimally differentiate the studied
macroregions were selected. The action of the proposed statistical methodology was illustrated with
spatio-temporal data on seven Polish macroregions.

In the full six-dimensional space of synthetic indicators, three homogeneous subgroups of
macroregions, called super regions, were separated using cluster analysis methods.

Although the data concern only one country, Poland, the presented statistical methodology is
universal and can be applied to any territorial units in the world described by spatio-temporal data.

To the best of our knowledge, the proposed statistical methodology is new in the scientific
literature. The justification may be the fact that we do not know any other solution for spatio-temporal
data. In each study, the obtained results will always be a compromise between attempted assessment
of the differentiation of the level of territorial units due to their sustainable development on the one
hand, and the weakness of some diagnostic variables or the choice of the research method on the
other hand.

Currently, research is being conducted on the construction of synthetic indicators describing the
sustainable development of macroregions by replacing kernel discriminant coordinates with functional
discriminant coordinates. Matrix data can be transformed into continuous functions (elements of a
certain functional space). The transformed data are called functional data (Ramsay and Silverman [33],
Górecki et al. [34]).
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Abstract: Air pollution is currently one of the greatest threats to global health. Polish cities are among
the most heavily polluted in Europe. Due to air pollution 43,100 people die prematurely in Poland
every year. However, these data do not take into account the health consequences of air pollution for
unborn children. Thus, the aim of this study was to evaluate the effects of the fine particulate matter
air pollution (less than 2.5 μm in diameter) on pregnancy outcomes. An analysis of pregnant women
and their children was made using a questionnaire survey from a nationwide study conducted in
2017. Questionnaires from 1095 pregnant women and data from their medical records were collected.
An analysis of air pollution in Poland was conducted using the air quality database maintained by
the Chief Inspectorate for Environmental Protection in Poland. A higher concentration of PM2.5 was
associated with a decrease in birth weight and a higher risk of low birthweight (i.e., <2500 g). We also
observed lower APGAR scores. Thus, all possible efforts to reduce air pollution are critically needed.

Keywords: air pollution; pregnancy; PM2.5; pregnancy outcomes

1. Introduction

In 2019, the World Health Organization (WHO) placed both air pollution and climate change
among the top ten global health hazards. Simultaneously, air pollution was pointed by the WHO as
the single greatest environmental risk to health [1]. Each year, 7,000,000 people die prematurely from
diseases that may be linked to indoor and outdoor air pollution [1].

Polish cities are among the most heavily polluted in Europe. According to the WHO Ambient
Air Pollution Database, 33 out of the 50 most polluted cities in Europe are located in Poland [2].
Consequently, 43,100 people are estimated to die prematurely due to air pollution in Poland every
year [3]. However, the number may be much higher when ramifications of air pollution for future
generations’ life and health are considered. The developing fetus is highly susceptible to the hazardous
chemical compounds contained in the air inhaled by a pregnant woman. Toxic compounds contained
in the particulate matter of less than 2.5 μm in diameter (PM2.5) are transferred through the pulmonary
alveoli to the blood flow of the exposed woman and, together with blood, reach placenta and fetal
circulation, emitting a toxic influence to the fetal cells [4]. The developing fetus is highly susceptible
to toxins, particularly during specific windows of gestation. The fetus is more susceptible than
adults to the negative effects of the toxic and carcinogenic compounds due to its high absorption and
retention of the aforementioned compounds and the difficulties in their metabolism and detoxification
caused by the immature liver and immunological system. Furthermore, inefficient are also the DNA
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repair mechanisms of the fetus with simultaneous intensive cell proliferation at this stage of life.
Moreover, these compounds may interfere with placenta and disrupt its transport mechanisms [5],
which may cause the intrauterine growth restriction, preterm birth, birth defects, as well as DNA
changes, leading to mutations and epigenetic changes [6]. This type of influence on the genetic material
is multiplied during subsequent cell divisions, increasing the risk of chronic diseases and tumors in the
extrauterine life [5].

In the global perspective, 25% of the PM2.5 air pollution is caused by fuel combustion. Another
15% is contributed to by industry—especially coal-based energy production. About 20% of the
aforementioned fine particulate matter in the global air pollution is generated by households and the
burning of coal, wood and various house waste. The same percentage comes from unspecified sources
of human origins and another 18% from natural dust and salt [7]. However, considering Poland, it is
believed that even 50% of the PM2.5 air pollution is attributed to the household sector [8]. Consequently,
the cold months of the year are a period of significantly increased concentration of the fine particulate
matter in the air—especially on windless days. One such situation was observed in Poland at the turn
of the years 2016 and 2017, when the concentration of PM2.5 reached levels comparable to Beijing and
New Delhi [2].

The objective of this study is to evaluate the effects of the particulate matter air pollution of less
than 2.5 μm in diameter on the pregnancy outcomes.

2. Materials and Methods

An analysis of pregnant women and their children was conducted using survey questionnaires
from the Polish pregnancy-related assessment monitoring system (Pol-PrAMS) program.
This population-based study was conducted between 2 February and 22 March 2017 in all hospitals
in Poland. Groups of Polish women and their newborns were surveyed in all of the hospitals in
Poland during postpartum hospitalization. Thus, all of the women hospitalized postpartum on the
designated days of the study were deemed eligible for the study. The ethics committee of the Institute
of Rural Health in Lublin, Poland, approved the study (reference number 03/2011). Participation
was anonymous and voluntary. The survey was divided into two parts. The first contained over
70 questions, namely, the age, place of residence, education, social and economic status and health
behaviors before and during pregnancy. Mothers who stayed in hospitals after birth completed the first
part of the survey. The second part had nine questions that were completed by the medical personnel
providing healthcare to the mother and newborn, with the use of medical records (pregnancy cards
and patient medical history). The questions in this part concerned the childbirth method, newborn
status after birth and birth defects. It also included questions about the results of laboratory tests
performed on mothers and newborns after birth. The methodology of this study is described in detail
in a separate articles [9,10].

Overall, 3451 women who gave birth and their newborns were hospitalized in obstetric wards of
the surveyed hospitals in Poland. Our sample consisted of women who gave birth in cities where the
fine particulate matter monitoring stations were located. Additionally, only term pregnancies were
included, i.e., those who ended between the full 37th and the incomplete 42nd week of gestation. Thus,
our sample consisted of 1095 women.

An analysis of air pollution in Poland in the period from 15 April 2016 to 22 March 2017 was made
using the air quality database maintained by the Chief Inspectorate for Environmental Protection in
Poland. The database contains records of the average daily concentration of PM2.5 throughout the
entire year in the cities where monitoring stations are located. There are 64 stations of this type in
Poland, but we included in the analysis 50 cities in which women gave birth during the study period.
For each city, the average concentration of PM2.5, for the period between the 15 April 2016 and the
22 March 2017, was calculated. The reason for selecting this period was the fact that all of the women
in our sample were pregnant at that time. It was assumed that women who were admitted to the
hospital at the time of the survey on the 2 February 2017 and who gave birth before the 42nd week of
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pregnancy, had their last period on the 15 April 2016, as per Naegele’s rule. The last woman applicable
for the survey would most likely give birth on the 22 March 2017, on the last day of the Pol-PrAMS
study. Women taking part in the survey were divided into two groups. The first consisted of those who
gave birth in cities where the average concentration of PM2.5 was no higher than 25 μg/m3, which is the
acceptable average level per annum, as indicated in the directive of the European Union [11]. The other
group consisted of women who gave birth in cities polluted with the average fine particulate matter
concentration higher than 25 μg/m3.

Continuous variables were compared using Mann–Whitney–Wilcoxon Test, while a chi-squared
test was applied for categorical variables. The results were expressed as the mean and standard
deviation and 95% confidence intervals (95% CI) or as a frequency (%). Logistic regression models were
created to estimate the odds ratios and 95% CI. For each analyzed outcome, the crude odds ratio was
computed for the single predictor: index of exposure to fine particulate matter (PM2.5) concentration
higher than 25 μg/m3. In multivariable models the effect of exposure was adjusted to the effects of
education, economic status, social conditions, cigarette smoking, alcohol consumption and presented
as adjusted odds ratio (aOR). All statistical analyses were performed using IBM SPSS software version
25 (IBM Corp., Armonk, NY, USA). A p-value of <0.05 was considered statistically significant.

Each time we discuss gestational diabetes mellitus (GDM) in the results of our work, it refers to
diabetes diagnosed for the first time during pregnancy in patients who did not suffer from this disease
before pregnancy [12]. At the same time, we only consider pregnancy-induced hypertension (PIH),
i.e., hypertension that was diagnosed for the first time after the 20th week of the current pregnancy [13].

3. Results

Supplementary Figure S1 presents the concentration of PM2.5 in the period between the
15 April 2016 and the 22 March 2017 in the analyzed cities in Poland.

Approximately 1 in 3 women was between 31 and 35 years old (34.4%). Almost the same
percentage referred to women aged between 26 and 30 years old (34.1%) The highest percentage
corresponded to women with a higher education degree (62%), over 33% were women who had
completed secondary education, and almost 5% had finished primary school education. More than
half of the women considered their financial situation to be good. Over 40% of women described their
social conditions to be very good or good (respectively 40.7% and 49.9%). Almost 69% of the women
declared to have never smoked, the second largest group were women who had stopped smoking
for the duration of pregnancy (14.5%). Simultaneously, 5.1% reported that they have been smoking
during pregnancy. Slightly more than 40% of women admitted to consuming a certain amount of
alcohol during pregnancy. The pregnancy of 7.1% had complications linked to GDM and 5.7% had
high blood pressure-related complications. Both analyzed groups differed in regard to education,
financial conditions and social conditions. Patient characteristics are shown in Table 1.

The average weight and birth length of newborns that were born in the areas of the average fine
particulate matter pollution ≤25 μg/m3 were 3478 g and 55.0 cm, respectively. In newborns born in
areas where the concentration of the fine particulate matter was >25 μg/m3, the birthweight was lower
by 115 g (p < 0.05) and the length of the infant was 0.4 cm shorter (p > 0.05). The aforementioned
details are shown in Table 2.
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Table 1. Patient characteristics.

Average Annual PM2.5 Concentration (μg/m3)

≤25 μg/m3 >25 μg/m3 All p

N % N % N %

Age ns
<25 104 16.1% 71 16.2% 175 16.2%

26–30 222 34.4% 147 33.6% 369 34.1%
31–35 228 35.4% 144 33.0% 372 34.4%
>35 91 14.1% 75 17.2% 166 15.3%

Education <0.05
Basic 32 5.1% 19 4.4% 51 4.8%

Secondary 188 29.8% 164 38.2% 352 33.2%
Higher 410 65.1% 246 57.4% 656 62.0%

Economic Status <0.05
Very good 156 24.1% 77 17.4% 233 21.4%

Good 372 57.5% 287 64.8% 659 60.4%
Average/bad 119 18.4% 79 17.8% 198 18.2%

Social Conditions <0.05
Very good 289 44.7% 154 34.8% 443 40.7%

Good 298 46.2% 245 55.5% 543 49.9%
Average/bad 59 9.1% 43 9.7% 102 9.4%

Cigarette Smoking ns
Yes 39 6.1% 16 3.7% 55 5.1%

Quit during pregnancy 99 15.5% 56 13.0% 155 14.5%
No, from several years 71 11.1% 52 12.0% 123 11.5%

No, never 429 67.3% 308 71.3% 737 68.9%

Alcohol Consumption ns
Never 374 57.5% 265 59.6% 639 58.3%

At most once per month 169 26.0% 99 22.2% 268 24.5%
Twice per month and more often 107 16.5% 81 18.2% 188 17.2%

Gestational Diabetes Mellitus ns
No 598 92.0% 419 94.2% 1017 82.9%
Yes 52 8.0% 26 5.8% 78 7.1%

Pregnancy-induced Hypertension ns
No 571 94.2% 396 94.5% 967 94.3%
Yes 35 5.8% 23 5.5% 58 5.7%

p-value refers to two groups of women with analyzed PM2.5 concentration; ns—statistically insignificant, p < 0.05.

Table 2. Birth weight and newborn length depending on PM2.5 concentration.

Variable N Mean
Mean

Difference
S.D.

95% CI
Lower Limit

95% CI
Upper Limit

p-Value

Weight (g) <0.05
PM2.5 ≤ 25 μg/m3 634 3478 0 446 3444 3513
PM2.5 > 25 μg/m3 432 3363 −115 490 3317 3409

Length (cm) ns
PM2.5 ≤ 25 μg/m3 608 55.0 0 2.7 54.7 55.1
PM2.5 > 25 μg/m3 418 55.0 −0.4 3.1 54.3 54.9

Ns—statistically insignificant, p < 0.05.

Heightened PM2.5 concentration was associated with an increase in the number of births in which
the newborn weight was lower than 2500 g (p < 0.05). Infants born in cities where fine particulate
matter pollution was >25 μg/m3 had Apgar scores of less than 8 more frequently, tested between 1 and
10 min after birth (p < 0.05). However, in this group there was an increase in the percentage of women
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whose pregnancy or labor was complicated by one the following pathologies: birthweight lower than
2500 g, premature rupture of membranes (PROM), the Apgar scores of less than 8 (tested between 1 and
10 min after the birth) or diagnosed birth defects (<0.05). Nevertheless, no statistically significant effect
of increased PM2.5 concentration was observed in relation to the following aspects: premature rupture
of membranes, type of labor, birth defects, sex of the child, hospitalization during pregnancy (p > 0.05).
Table 3 presents the unadjusted data on influence of air pollution on the obstetrical outcomes.

Table 3. Pregnancy outcomes depending on average annual PM2.5 concentration.

Average Annual PM2.5 Concentration (μg/m3) p

≤25 μg/m3 >25 μg/m3

N % N %

Pregnancy
Outcome

Birthweight (g) <0.05
>2500 629 99.2 419 97.0
<2500 5 0.8 13 3.0

PROM ns
No 454 71.6 282 66.4
Yes 180 28.4 143 33.6

Type of Labor ns
Vaginal 387 59.8 250 57.1

Cesarean section 260 40.2 188 42.9

APGAR <0.05
≥8 590 97.0 415 94.3
<8 18 3.0 25 5.7

Birth Defects ns
No 520 98.7 363 99.5
Yes 7 1.3 2 0.5

Sex of the Child ns
Female 306 47.9 202 47.8
Male 333 52.1 221 52.2

Hospitalization ns
No 372 62.0 257 62.8
Yes 228 38.0 152 37.2

Pathology <0.05
No 451 69.5 274 61.7
Yes 198 30.5 170 38.3

Legend: PROM—premature rupture of membranes; Pathology—low birthweight or PROM or APGAR score < 8 or
birth defects; ns—statistically insignificant (p < 0.05).

Results from models adjusted for maternal characteristics are reported in Table 4. These present
the risk factors of the occurrence of different pregnancy outcomes. Children born in the areas of
heightened air pollution were 4 times more likely to have a birthweight lower than 2500 g (OR= 4.3, 95%;
CI: 1.5–12.3; p < 0.05) and almost twice more frequently scored less than 8 points in the Apgar score
(OR = 2.4, 95% CI: 1.2–4.6 p < 0.05). In this group the following pathologies appeared more often:
low birthweight or PROM or APGAR < 8 or birth defects (OR = 1.4, 95% CI: 1.1–1.9; p < 0.05). Results
of tests of difference in PROM and cesarean section between areas with lower and higher levels of air
pollution were not statistically significant. Surprisingly, a lower risk of the GDM development was
observed (OR = 0.5, 95% CI: 0.3–0.9; p < 0.05).
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Table 4. Adjusted odds ratios and 95% confidence intervals for different pregnancy outcomes among
women exposed to fine particulate matter (PM2.5) concentration greater than 25 μg/m3.

Adjusted Odds Ratio

aOR 95% CI p

Birthweight (g) <0.05
>2500 Reference
<2500 4.3 1.5–12.3

PROM ns
No Reference
Yes 1.2 0.9–1.6

Type of Labor ns
Vaginal Reference

Cesarean section 1.2 0.9–1.5

APGAR
≥8 Reference <0.05
<8 2.4 1.2–4.6

Birth Defects
No Reference ns
Yes 0.4 0.1–1.9

GDM <0.05
No Reference
Yes 0.5 0.3–0.9

PIH ns
No Reference
Yes 1.0 0.6–1.7

Hospitalization ns
No Reference
Yes 0.9 0.7–1.2

Pathology <0.05
No Reference
Yes 1.4 1.1–1.9

Legend: PROM—premature rupture of membranes; GDM—gestational diabetes mellitus; PIH—pregnancy induced
hypertension; PPH—pregnancy hypertension; pathology—low birthweight or PROM or APGAR < 8 or birth defects;
ns—statistically insignificant (p < 0.05).

4. Discussion

Air pollution with fine particulate matter of less than 2.5 μm in diameter has become a global
health challenge. Over recent years, the number of studies analyzing the link between prenatal risks
and further development of the fetus and child has increased.

Increased concentration of PM2.5 during the entirety of the pregnancy has a negative impact on
birthweight [14]. This finding is consistent with results reported elsewhere [15,16]. Attention is also
paid to the impact of air pollution during specific periods of pregnancy on lower birthweight. In his
analysis of 400,000 children, Kurman observed a stronger negative impact of higher air pollution on
the birth weight of children in the first trimester of pregnancy than in the remaining two trimesters [17].
Higher risk of a low birth weight (i.e., <2500 g) was also observed [18]. Details of this process are not
yet fully understood. It may be due to the increased alveolar ventilation, which is a physiological
phenomenon during pregnancy, but may cause increased absorption of air pollutants [19].

Research carried out by Maciel-Rutz et al. does not indicate any significant impact of PM2.5 on
the Apgar scores in newborns [20]. In our study, the Apgar score of less than 8 was observed in
newborns born in the cities more heavily polluted than the average 25 μg/m3. Nevertheless, it needs to
be emphasized that the evaluation of the direct correlation between air pollution and the Apgar score
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is difficult to unambiguously conclude. The conditions of newborns are affected by numerous factors,
like the course of birth or the accompanying illnesses of the mother or child.

Different conclusions were drawn from the analysis of the influence of air pollution on birth
defects. There is a plentitude of research carried out with the goal of finding the link between these
two factors. However, the results are inconclusive and require a further in-depth analysis in order to
understand the mechanism of this phenomenon. It seems that the influence of air pollution is greatest
in the critical periods of formation of particular internal organs during embryogenesis that is in the
first trimester. Thus, our use of average ambient levels of PM2.5 over the previous year may not have
captured meaningful variations in pollutant levels during periods of critical fetal development relevant
for these outcomes

Vrijheid, M. et al. proposed a hypothesis that inhalation of pollution and its particles leads to
their absorption into the blood flow, which causes the oxidative stress that damages the cells’ DNA.
Furthermore, the inhaled compounds may contribute to a local inflammatory response in placenta,
cause changes in the coagulation system, as well as influence the processes of migration and
differentiation of neural crest cells [21].

There are many research papers describing the effects of air pollution on the structure and
performance of the hearth. Tanwar et al. and Hall et al. pointed out that the exposure to PM2.5 during
the prenatal period causes significant disruptions of the heart structure and activity in adulthood.
The risk of these complications is especially high when the exposure takes place between the 2nd and
the 8th week of pregnancy, during the period of development of the cardiovascular system [22,23].
Other research indicates an increased risk of pulmonary stenosis or ventricular septal defect [24] as well
as coarctation of the aorta [25]. Other observations include a heightened risk of defects in the digestive
system [25], formation cleft palate [26] or an increased risk of genital defects [27]. Nevertheless,
our study does not conclude the existence of the link between air pollution and heightened risk of
birth defects in a child.

Many studies indicate a link between air pollution and increased risk of developing gestational
diabetes. The risk is connected to the increased concentration of NO during the first and the second
trimester of the pregnancy [28], SO2 during the first trimester (particularly between the 4th and the
10th pregnancy week) [29] and PM2.5 in the second trimester [30]. Our results are inconsistent with
previously reported findings, as this research revealed a lowered risk of gestational diabetes mellitus
in women living in cities with a high PM2.5 concentration. The reason may be the methodological
differences of abovementioned studies. Two of the three previous studies cited, used different
pollutants (NO and SO2) and all used different time periods for indicators of exposure (trimester versus
year-long period). It seems likely that these differences could contribute to differences in patterns
of results.

The limitations of this study include the estimation of PM2.5 exposure in pregnant women.
According to the methodology, the risk stems from the average concentration of PM2.5 in the place
of delivery. This does not necessarily mean that the expectant woman stayed within this place for
the entire pregnancy. The women were not asked for how long they had stayed in a city where a
monitoring station was placed. Thus, our results are only an estimate of women’s exposure to air
pollution. Moreover, the air pollution we took into account is the mean air pollution from the entire
period under study, i.e., between the 15 April 2016 and the 22 March 2017. Additionally, it needs to
be remembered that both of the samples were not identical. We tried to eliminate the differences in
the structures of both groups by taking into account such variables as education, economic status,
social conditions, smoking and alcohol consumption in the logistic regression models. Despite these
limitations, this is the first and only research of this type in Poland that analyses the effects of air
pollution on pregnancy outcomes in such a large sample.
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5. Conclusions

Our study adds to a larger body of evidence showing adverse effects of air pollution for birth
outcomes. Air pollution may impact pregnancy outcomes in terms of lower birth weight, higher risk
of giving birth to a child weighing <2500 g and also to a child in a worse general condition defined as
APGAR scores. Yet, this study limitations do not allow us to draw indisputable conclusions. Further
study is warranted to address some inconsistencies in findings across studies and gaps in the literature,
but that based on the body of evidence a failure to address excess exposure to PM2.5 contributes to poor
birth outcomes among children exposed in utero. These poor birth outcomes have been associated
with heightened medical risk throughout the life course [30,31]. Thus, efforts to reduce air pollution
are likely to not only promote better birth outcomes, but also contribute to improved health over the
life course.
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Abstract: The aim of this study was to evaluate knowledge of umbilical cord blood (UBC) banking
and prenatal genetic diagnosis among pregnant women from rural and urban areas, and how this
knowledge changed within a five-year period. A survey by questionnaire was conducted between
2010 and 2012, and in 2017 in public hospitals; the study population comprised 6128 women, with 2797
patients from the years 2010–2012 and 3331 from the year 2017. 41% of the studied population
declared that they were living in rural areas. In the 2010–2012 period, fewer women from rural areas
knew about UBC banking. In 2017 that same relative difference in knowledge persisted, but the
percentage of women who now knew about this procedure rose significantly in both studied groups.
Prenatal diagnosis was more familiar for urban inhabitants both in 2010 and 2017 but as with the UBC
data, a trend of growing awareness was also seen in pregnant women from rural areas. Knowledge of
new techniques such as UBC banking and genetic tests has grown among pregnant women during
the time frame of our study, but there is still a need to emphasize the benefits of these two possibilities
to pregnant women, especially among rural inhabitants.

Keywords: genetic testing; umbilical cord blood banking; pregnancy; women health

1. Introduction

Dynamic technological changes and development of new, innovative diagnostic methods are
discernable in every medical branch, especially in genetics and transplantology [1,2]. Contemporary
society has also gained broad access to a variety of medical information through the internet.
This unfiltered stream of knowledge can cause difficulties in understanding the relevance and reliability
of the acquired information, especially in the medical field. Two recent milestones relating to pregnant
women that have added to our knowledge are prenatal genetic diagnosis methods using genetic
screening, and umbilical cord blood (UBC) banking of stem cells [3,4]. UBC collecting can be undertaken
only once—just after delivery. Stem cell transplants are now used to treat numerous types of immune-
and blood-related disorders and genetic diseases [5]. There are, however, significant gaps in parents’
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knowledge and awareness of cord blood banking which have been identified in different studies [6].
Women also have limited knowledge about prenatal screening according to Seven et al. [7]. Demographic
factors may also affect women’s knowledge about genetic syndromes and prenatal testing [8].

In this study we assessed the knowledge of pregnant women from rural and urban areas regarding
UBC banking and genetic testing for medical and scientific use. Our special concern was to identify
any changes in knowledge levels during the 5-year timeframe of our study, from the period 2010–2012
to 2017, within rural and urban populations.

2. Materials and Methods

Our study was conducted by the Chief Sanitary Inspectorate and the Institute of Rural Health in
Lublin in the years 2010–2012 and in 2017 across all Polish public hospitals, and involved a randomized
group of women and their children. The study analyzed responses to a questionnaire developed within
the Pol-PrAMS program (Polish Pregnancy-related Assessment Monitoring System) using the PRAMS
(Pregnancy Risk Assessment Monitoring System) model developed in the United States. The Bioethics
Committee of the Institute of Rural Health in Lublin approved the study (permission no. 03/2011).

The participants in the whole study comprised 12,066 pregnant women, including 8625 subjects
from the years 2010–2012 and 3441 from 2017. The questionnaire was divided into two parts. The first
part (in paper) was completed by the pregnant women and included their personal information and
data on pro-health behaviors and the course of pregnancy. The second part was filled in by healthcare
professionals based on the medical records of the patients and their children and was gathered after
delivery. The results of other parts of the study have been published elsewhere [9].

Calculations for the aspect of the study reported here were made after elimination of entries
which did not include information on a place of residence, and after correlation of the population
characteristics for the years 2010–2012 with that of the 2017 population in terms of age, place and
region of residence. The demographic population structure in 2010–2012 was significantly different
to that studied in 2017 in terms of age and region of residence. A compromise method of correction
was adopted by randomly withdrawing those cases that were overrepresented. The population from
the 2010–2012 study was referenced to the population structure from 2017 in terms of age, place of
residence (city/village), and region of residence (16 provinces). This data constituted a trivariate table,
covering 3331 women subjects from 2017 divided into 3 × 3 × 16 = 144 subgroups. The number of
subjects in each subgroup was expressed as a percentage of the total. An analogous table was prepared
for the population studied in 2010–2012. Based on the coefficients from the 2017 table, the expected
counts in each subgroup for 2010–2012 were calculated, from which the overcounts and undercounts
could be derived. The population size was reduced so that there were no undercounts present in the
table, only overcounts. This was achieved by reducing the total size of the interviewed population
from the 2010–2012 study to 2797 cases. Current and newly expected counts were provided for each
subgroup. The required number of cases was then randomly selected from the SPSS database program,
containing the data for each subgroup of the 2010–2012 study. This procedure randomly selects an
m-element sample of cases from an n-element population. There were 144 such procedures separately
performed for the subgroups. The adjusted study population of 2797 cases did not differ significantly
from the 2017 study population in terms of the unified variable structure. According to this description
we analyzed data from 6128 women, comprising 2797 patients from the years 2010–2012 and 3331
from the year 2017. A detailed description of the groups has already been published elsewhere [10].
Flow chart 1 illustrates the whole process of establishing sample size (flow chart near here).

Flow chart 1: Process of inclusion of participants in the study. Number of births in Poland is given
for the studied timeframe (for the exact day in each year when procedures of the Pol-PrAMS study
were conducted).

Obtained data were compared between years of the survey in women residing in urban and
rural areas. The statistical analysis of the collected data was made based on a chi-squared test and
Mann–Whitney test using IBM SPSS software version 25 (IBM Corp., Armonk, NY, USA).
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3. Results

3.1. Sociodemographic Characteristics

The largest proportion of the study group surveyed during both periods (2010–2012 and 2017)
comprised women aged between 26 and 30 years, and the smallest proportion consisted of women
aged over 35 years. Among the respondents, city residents made up 59% of the examined group and
women living in rural areas accounted for 41% of the total group (Table 1).

Table 1. Characteristics of the study population.

2010–2012 2017 p

n % n %

Age (years) ns
≤25 532 19.0 627 19.0

26–30 965 34.6 1139 34.6
31–35 925 33.1 1073 32.6
>35 371 13.3 457 13.8

Place of residence
(inhabitants) ns

City ≥ 100,000 676 24.2 804 24.2
City < 100,000 967 34.6 1154 34.6

Rural area 1154 41.2 1373 41.2
Education ns

Primary/lower secondary 52 4.8 86 4.5
Upper secondary/

post-secondary 403 37.2 665 34.6

Higher 596 54.9 1139 59.2
Other 34 3.1 34 1.7

ns—non-significant, p > 0.05.

3.2. Provision of Specialist Care to the Pregnant Population in Urban and Rural Areas

Comparing the provision of specialist care to pregnant women in rural and urban areas in
the studied time periods of 2010–2012 and 2017, we found that women living in rural areas had
gynecological examinations in the 1st, 2nd and 3rd trimester of pregnancy relatively less often than
women from urban areas (p < 0.05). Meanwhile, the data from 2017 showed that the general number
of medical visits during the 1st, 2nd and 3rd trimester of pregnancy increased for women living in
rural and those resident in urban areas when compared with data from the years 2010–2012 (Table 2).

Table 2. Frequency of gynecological checkups during pregnancy in urban and rural populations in the
years 2010–2012 and 2017.

YEARS 2010–2012 YEAR 2017

Visit to the Gynecologist Valid n Mean SD Median Valid n Mean SD Median

Visits in the
1st trimester
of pregnancy

Place of
residence

Rural 722 2.89 1.59 3.28 1187 3.28 1.29 3.00

Urban 1022 3.20 1.57 3.49 1737 3.49 1.46 3.00

Total 1744 3.07 1.53 3.40 * 2924 3.40 1.40 3.00 *

Visits in the
2nd trimester
of pregnancy

Place of
residence

Rural 715 3.43 1.48 3.71 1184 3.71 1.34 3.00

Urban 1019 3.60 1.88 3.87 1728 3.87 1.49 3.00

Total 1734 3.53 1.63 3.80 * 2912 3.80 1.43 3.00 *

Visits in the
3rd trimester
of pregnancy

Place of
residence

Rural 715 4.16 2.09 4.54 1176 4.54 1.96 4.00

Urban 1018 4.40 2.22 4.79 1708 4.79 2.05 4.00

Total 1733 4.30 2.12 4.69 * 2884 4.69 2.02 4.00 *

*—p < 0.05 (Mann–Whitney test).
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3.3. Women’s Knowledge of Umbilical Cord Blood Banking

Across the whole study period, levels of knowledge about UBC banking among pregnant women
resident in urban areas were higher than among those living in rural areas. In 2017, compared with
those surveyed in the earlier period, fewer women said that they had not heard of UBC banking at all
(1.2% of urban residents and 6.5% (p < 0.05) of rural residents respectively). In the answers of urban
residents from 2010–2012, 57.2% of the respondents thought that this procedure was useful (vs. 49.4%,
p < 0.05 of the women from rural areas), whereas 3.1% considered it to be useless (vs. 1.6%, p < 0.05
of the women from rural areas) (Figures 1 and 2). In 2017, despite increased awareness about UBC
banking, fewer women, from both populations, considered it useful.

 
Figure 1. Knowledge and opinions of women from urban areas about umbilical cord blood banking in
the years 2010–2012 and 2017; *—p < 0.05.

 

Figure 2. Knowledge and opinions of women from rural areas about umbilical cord blood banking in
the years 2010–2012 and 2017; *—p < 0.05.

In 2017, there were 4.4% more urban women and 7.6% more rural women who answered that
they had no opinion about this procedure (p < 0.05).

296



IJERPH 2020, 17, 5744

3.4. Women’s Knowledge about Genetic Testing

In 2017, in both urban and rural populations, the number of women who had never heard of
using genetic material for medical or scientific purposes decreased when compared with the answers
given in the years 2010–2012 ( Figures 3–6). In 2017, among women living in urban areas, there was an
8.3% decrease in patients unconscious of the possibility of genetic testing, whereas among women
living in rural areas there was an 8% decrease (p < 0.05). On the other hand, the number of women
who regarded these tests as necessary increased in both populations in 2017. Among women from
urban areas this increase was 4.3%, whereas among women from rural areas it was 6.2% (p < 0.05).
Moreover, the number of women who answered “I have no opinion on this issue” increased in that
same year by 4.3% and 2% in the urban and rural areas respectively (p < 0.05).

 
Figure 3. Knowledge and opinions of women from urban populations on using genetic material for
medical or scientific purposes in the years 2010–2012 and 2017; *—p < 0.05.

 
Figure 4. Knowledge and opinions of women from rural populations on using genetic material for
medical or scientific purposes in the years 2010–2012 and 2017; *—p < 0.05.
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Figure 5. Knowledge and opinions of women from rural and urban populations in the years 2010–2012
on using genetic material for medical or scientific purposes; *—p < 0.05.

 
Figure 6. Knowledge and opinions of women from rural and urban populations in 2017 on using
genetic material for medical or scientific purposes; *—p < 0.05.

A similar trend to that observed in the survey on umbilical cord blood was recorded in the survey
on genetic tests. In both survey periods, 2010–2012 and 2017, more women from urban areas had heard
of genetic testing compared with those from rural areas. Nevertheless, the data included in Table 3
show that the percentage share of the patients who had never heard of genetic testing is more than 50%
of the answers analyzed.
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Table 3. Knowledge and opinions of all examined women on using genetic material for medical or
scientific purposes.

Knowledge of Using Genetic Material from Blood

Year of Study

(1) 2010–2012 (2) 2017

Number
% of Valid n
in Column

Number
% of Valid n
in Column

Have you heard of using
genetic material for medical

or scientific purposes?

1. I have heard of it and
consider this procedure

to be useful
500 27.1% 1041 32.2%

2. I have heard of it and
consider this procedure

to be useless
30 1.6% 44 1.4%

3. I have heard of it and I
have no opinion whether
this procedure is useful

315 17% 659 20.4%

4. I have not heard of it 1003 54.3% 1488 46%

In total 1848 100% 3232 100%

4. Discussion

Our assessment of pregnant women’s knowledge and attitudes to cord blood storing is the first in
which place of residence and changes in opinions over a 5-year period have been analyzed. It is also the
first study conducted in the Polish population concerning both innovative techniques (UBC and genetic
testing) that are important for pregnant women and wider society. Genetic testing during pregnancy
with the use of cell-free fetal DNA is recommended in clinical obstetric guidelines worldwide [11–14].
Cell-free fetal DNA represents extracellular DNA which originates from trophoblastic cells that contain
the entire fetal genotype. Assessment of cell-free fetal DNA from mother’s blood is useful in the
calculation of the risk of congenital genetic syndromes [15]. Women surveyed in our study were asked
to give answers about their knowledge of the use of genetic testing in general, and not only about
cell-free DNA. Surprisingly more than half of the patients surveyed had not heard about genetic testing
at all in 2010–2012. By 2017 that situation had changed, but the knowledge of rural inhabitants was
still poorer than that of urban residents. As genetic testing is nowadays the most important part of
perinatal counselling, knowledge about this possibility is of significant importance for public health.
Women’s rights could be affected if they are not properly tested and counseled for genetic disorders in
early pregnancy.

The first recipient of umbilical cord blood stem cells was a 5-year old boy with severe Fanconi
anemia in 1988 [16]. In Poland, a successful frozen and banked umbilical stem cell transplantation in a
boy with acute myeloblastic leukemia was performed eight years later [17]. Initially, UBC transplantation
was limited to children, and both related and unrelated cord blood transplants have been performed
with high rates of success for a variety of hematologic disorders and metabolic storage diseases [16].

Nowadays, UBC is used for adults too, for instance for myelodysplastic syndrome or secondary
acute myeloblastic leukemia [18,19]. The use of stem cells from umbilical cord blood has also recently
been highlighted in relation to the COVID-19 pandemic. Several case reports about the effective
treatment of severe COVID-19 cases have been published, where mesenchymal stem cells (MSCs) have
been shown to halt and reverse the cytokine storm [20,21].

Studies exploring pregnant women’s and expectant parents’ knowledge and awareness of cord
blood donation and banking have already been conducted in 15 countries according to a systematic
review by Peberdy et al. [6]. Our study is the first in Poland and was conducted as a part of a larger
study on the lifestyle health behaviors of pregnant women.
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According to our data, between 2010–2012 and 2017 the total number of pregnancy monitoring
visits during pregnancy significantly increased in both studied populations. This should suggest that
the knowledge of pregnant women about new possibilities such as UBC banking and genetic testing
ought to have increased too. Polish guidelines for pregnancy management state that gynecologists
should inform patients about genetic testing as well as about the possibility of UBC banking or
donation [22,23]. While more patients said they had “heard” about UBC banking by 2017 than in
the 2010–2012 survey period, regardless of the place of residence, a smaller percentage of patients
were convinced about necessity of this procedure. The explanation for this fact could be found in the
study by Hatzistilli et al. of health professionals’ knowledge about umbilical cord blood donation.
They stated that only 15.6% of the health care providers they surveyed (doctors, nurses, and midwives)
declared they were quite well- or well-informed about the collection methods and the uses of stored
blood [24]. One can conclude that the less knowledge the health professional has, the poorer the
consultation will be, and the rate of UBC banking will remain low. These conclusions are also suggested
by others [25,26]. In most countries there are two possibilities for cord blood banking: by donation in
public banks or by user-pays storage for private use [27,28]. Lack of exact information about costs,
and misunderstanding about who can benefit from UBC banking can, in our opinion, influence the
percentage of patients convinced about the value of this procedure; but this aspect was not analyzed in
our study.

5. Conclusions

We conclude therefore that it is very important that obstetricians keep up to date with UBC
collection and its storage guidelines and financing through educational programs, so that they can share
their knowledge with pregnant women, especially in rural areas. The importance of UBC collection
and genetic testing should be highlighted during check-up visits from the beginning of pregnancy.
Proper genetic testing may have an impact on the rate of severe congenital malformations at birth.
Education of nurses, midwives, and doctors could help improve the percentages of pregnant women
who understand the value of these two modern techniques.
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22. Kotarski, J.; Wielgoś, M.; Brązert, J.; Ryszard, C.; Artur, C.; Krzysztof, D.; Tomasz, N.; Ryszard, P.; Krzysztof, P.;
Stanisław, R.; et al. Rekomendacje polskiego towarzystwa ginekologicznego dotyczące postępowania w
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Abstract: Engaging in social contributions to enhance social participation and attending community
experiential service learning or internship courses have become an essential learning experience
for university students. On the basis of postmodern education theories, this study adopted images
and oral accounts involving personal experiences to construct a postmodern education research
scheme by using the method of collaborative ethnography. This study selected and performed
the following services: filming a community documentary, administering community health dance
classes, and archiving community cultural artifacts in databases. Interviews were also administered
to facilitate implementation of the actual services. Community health services commonly seen in
Taiwan and abroad were compiled, and the resources required for each service were examined.
Subsequently, factor analysis was performed to explore the characteristic of these services in order to
recommend feasible services for university students to undertake. The results indicated that the eight
resources required for the 59 common community health services were (1) a designated space or venue,
(2) materials, (3) monetary resources, (4) human resources, (5) expertise, (6) professional equipment,
(7) patience, and (8) empathy. The results revealed three principal components, namely labor
services, high-resource services, and professional services, for a total explanatory power of 67.99%;
the individual explanatory power of these components accounted for 25.04%, 21.81%, and 21.15%,
respectively. Next, community health care services suitable for university students to perform were
selected and implemented, and these services were well received. The study results indicated that
community and environmental justice can be realized by identifying with the value of community
health services and promoting postmodern education theories and social norms. The research results
are suitable for implementation after the COVID-19 pandemic.

Keywords: community health services; postmodern education theories; factor analysis

1. Introduction

The Taiwanese government proposed the concept of comprehensive community development
in 1993, aiming to establish community culture, cohere community consensus, and construct the
concept of community life to formulate new thinking and policies for cultural administration [1].
This policy-based term originated from the goal of integrating the five major aspects of community
development, namely people, culture, land, landscape, and production. In fact, this concept pertains
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to the movement of transforming community culture [2–5]. In other words, community residents
voluntarily participate in related activities, exercise their creativity, and manage community affairs
comprehensively to build a cultural scene of their own community. Many sociologists have emphasized
that community affairs should be managed by local residents, who then combine community resources
and reach consensus through public discussion to determine community development collaboratively.
In short, handling community affairs involves bottom-up process, public participation, and local
autonomy [6–10].

Regarding the implications of community, we observed value transformation in community cases
that arises from changes in a modernized lifestyle [11,12]. Community development involves sociology,
psychology, and cultural anthropology; hence, community-related topics are complex issues that
cannot be solved simply through scientific management [13]. In other words, adequate community
management does not accentuate verifying quantitative hypotheses; instead, it regards research
participants as a being of mutual subjectivity, replacing mechanics-based Cartesian perspectives
of instrumental rationality with an organic community worldview. In the past, modernism was
represented by Cartesian instrumental rationality and Newtonian mechanics and involved a
reductionistic process to understand management tools [14–16]. Contemporary society has entered
a period of pluralistic postmodernism when modernism is overloaded with data such that rational
thinking cannot guarantee effective management strategies [4]. In the postmodern era, people generally
value the opinions of the disadvantaged in communities, respect different cultures and ethnic groups,
and recognize the value and status of dissenting opinions [17]. Postmodernism mostly adopts a
pluralistic argument that enables humans to learn to respect the differences between each other [15].
Postmodernists value interpersonal differences, oppose the objectivity and universality of knowledge
emphasized in modernism, adopt small narratives for thinking, and view things from a pluralistic
perspective [16]. Humans do not follow the Western scientific trajectory of development in building
their societies; instead, they start to identify with their own ethnic groups and cultural features, as well
as fight for their own rights. Peters and Waterman [18] argued that postmodern management should
adopt a Back to Basics approach to conducting reformation [18]. The art of management should
permeate every detail of society, using symbols such as consciousness, emblem, drama, vision, and love
to thoroughly subvert the strict system, control, and structure of modernist management [19–22].

Community development is essentially a spontaneous activity of community residents. However,
most public topics must be handled by public authorities or financially supported by the public sector.
To support the particular requirements of community development, governments organize specific
incentives and grants to enhance training programs and foster public and community awareness.
Because community development differs from other policies in implementation methods, the Council
for Cultural Affairs (now the Ministry of Culture) under the Executive Yuan proposed the concept
of comprehensive community development and launched multiple grant programs. Accordingly,
Taiwan’s community cooperation policies gradually extended from the Council for Cultural Affairs to
the other central ministries [23].

In 2005, the Taiwanese government proposed the Six-Star Plan for a Healthy Community
to increase the range of community development and government participation, implement the
bottom-up approach, and improve public participation through comprehensively promoting the plan,
training community development talents, and building community databases [1]. The six major
aspects of the plan and their implications are as follows: (a) humanistic education: develop community
awareness, strengthen the operation of community organizations, and implement community lifelong
learning; (b) industrial development: promote industrial transformation and upgrading and facilitate
local job opportunities; (c) social welfare and health care: develop community health care services
and community health; (d) community policing: build a community security system, implement
a community disaster prevention system, and develop a domestic violence prevention system;
(e) environmental landscape: develop community styles and facilities as well as repurpose community
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space; and (f) environmental and ecological protection: promote community cleaning and improve
ecological conservation. These are the principles for implementing this policy [1].

After 20 years, ideals regarding the participation and autonomous management of communities are
no longer limited to the comprehensive community development policies [23]. Programs implemented
by departments related to environmental protection, internal affairs, agriculture, culture, policing,
economy, commerce, health, and social affairs also focus on community residents to facilitate bottom-up
operation, promote spontaneity, as well as transform communities and create local atmospheres
according to residents’ actual needs [24–28].

The aforementioned literature review indicates that postmodern education management is
characterized by anti-rationalism, anti-collectivism, cultural pluralism, and the use of digital images
and Internet information for management [29–32]. In discourses related to the use of digital images and
internet information, community management involves records compiled through photo-voice and
photo elicitation. Regardless of their level of visual and auditory aesthetics and whether the artistry of
the recorded experience is accentuated, these records provide information of static material culture
and dynamic spoken arts and performing arts in community life that can be examined through content
analysis. Therefore, we applied the visual and auditory communication contexts of phenomenology
and incorporated other phenomenological elements including on-site reading, observation, listening,
conversation, reflection, and introspection [32]. How to return to the ontology of education and body,
extract knowledge from the direct intuition and a priori nature of phenomenology, as well as develop a
sense of love, respect, and appreciation in and incorporate self-talk into community activity observation
are crucial topics for postmodern education and community studies [29–32].

In recent years, the reduced costs of video and image recording have enabled it to
become a prevalent method to facilitate community development and retain community records.
Local government has provided filming-related professional training courses to implement a bottom-up
autonomous management scheme in communities, thereby highlighting the self-worth of the
communities. Therefore, training courses for creating community documentaries have been provided.
This enables community groups to develop autonomous media and express their civil power [33,34].

This study proposed an analysis process that involved recording dialogues and images and
performing statistics commonly used in social science to examine the target plans and provide
information for decision making. The purposes of this study had three topics: (1) summarizing the
main types of community health services; (2) recommending that university students can operate these
services; and (3) adding actual implementation and recording the final results from university students’
social works.

2. Materials and Methods

2.1. Research Target: Lunfeng Community at Douliu City in Central Taiwan

The target community is located in southern Douliu city in center Taiwan. Several traditional
Chinese three-sided courtyard houses built in the 1900s and a sugar factory area developed during
Japanese colonization still remain in the northern part of the community. Because the community
boasts ample sunshine and plenty of water resources, Japanese colonizers built a sugar factory here,
and the sugar refining industry once thrived in the area. After the industry declined, the area became
famous for producing fruits such as pomelo and orange. The target community has approximately
2912 residents and 1107 households (Table 1). Its main agricultural products include honey tangerine,
orange, pomelo, and Taiwan Giant Bamboo (Dendrocalamus latiflorus) shoot.

Figure 1 presents the organization overview of the target community, revealing that most of the
counseling organizations established under government support have ceased to operate. Currently,
the Community Health Care Base and the Community Environmental Volunteer Team are the major
and most active organizations that remain operational. In addition, the Longevity Club regularly
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organizes trips and meal gatherings for older residents in the community. Although these activities are
held occasionally, the organization has a steady operation procedure.

Since there had occurred a community-based health care operated by government departments,
there could be detected social development associations to run this business. For some reasons,
community activity centers often have only detected resident gatherings. Our research team, therefore,
usually has been hired four university students who have been involved in the community for a long
stay. The internship period of the students has accounted for about one year, and often every now
and then another student group could replace their duties after one year. When they were running
some activities on holidays, other interns could be involved in supporting up to more than fifteen
volunteer students.

Table 1. Basic information of population in the study area.

Male Age Female

Age Distribution

99 (7.0%) 0–9 113 (7.6%)
130 (9.1%) 10–19 134 (9.0%)

195 (13.7%) 20–29 196 (13.2%)
213 (15.0%) 30–39 210 (14.1%)
219 (15.4%) 40–49 212 (14.2%)
222 (15.6%) 50–59 211 (14.1%)
189 (13.3%) 60–69 203 (13.6%)
154 (10.8%) >70 214 (14.3%)

Male 1419 - -
Female 1493 - -
Totals 2912 - -

Number of Households 1107 - -

(Information updated: June 2020).

Figure 1. Organization overview of the target community.

The Community Health Care Base was formally established in 2015 and holds activities
including health-promoting and care visits, phone greetings, regular Monday gatherings (providing
blood pressure measurement services), karaoke, exercises (for promoting blood circulation),
and health-promoting courses for improving older-adult services. These activities facilitate the
eliciting of a sense of cohesion between the residents. The organizations of the community are listed
as follows:

(1) The Community Environmental Volunteer Team cooperates with the Irrigation Association to
maintain community environment and reconstruct landscapes. This team is currently one of the
most active organizations in the community.
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(2) The Longevity Club is an organization for older community residents to interact with each other.
It organizes one trip and the Double Ninth Festival annually.

(3) The Classics Study Group was established privately with a focus on Yiguandao scriptures.
(4) The Mother’s Classroom used to offer art courses but is currently closed due to teacher shortage.
(5) The Boy Scout Group was established according to the education act promulgated by the provincial

government of Taiwan and is disbanded now.
(6) The Community Folk Customs Class shut down due to teacher shortage.
(7) The Community Agricultural Study Group was established jointly with the Council of Agriculture

and the 4-H Club but has terminated now.
(8) The Community Kindergarten has terminated.
(9) The Patrol Team was established in 2006 and disbanded after 2008.

2.2. Multivariate Factor Analysis

The purpose of factor analysis is to define latent constructs. Because latent factors involve concepts
such as natural backgrounds, social justice, and values that cannot be measured directly, factor analysis
can be performed to explore the structural components of such concepts, define the various constructs
related to such concepts, and determine the variables associated with each construct [35,36].

Factor analysis does not differentiate dependent variables from independent variables; instead,
it analyzes the relationships between all variables and utilizes their correlations to maximize the variance
of all the variables. Therefore, after the structural components of the data are determined, factor analysis
is usually used to summarize and reduce data. Relational concepts can be derived after the variables
are examined through factor analysis. These concepts summarize all the variables without losing
excessive information and become the so-called constructs after being named appropriately [34–36].

Factor analysis enables data reduction to select representative variables that retain most of the
explanatory power of the original variables, in addition to maintaining the original data structure [35].
Moreover, because the extracted principal factors do not exist in the original data but serve as new
variable synthesized through examining the data structure, they can be used to represent latent factors
that cannot be categorized directly but have significant influences. This enables complementing analysis
items that are left out or unclassifiable. This procedure is known as exploratory factor analysis [36].

The mathematical model of factor analysis is the Equation (1). There n denotes the number of
variable (X1, X2, . . . Xn), and m denotes the number of underlying factors (F1, F2, . . . Fm).

Xi is the variable represented in latent factors.
This model assumes that there are m underlying factors whereby each observed variable is a

linear function of these factors together with a residual variate.
This model intends to reproduce the maximum correlations.

Xi = ai1F1 + ai2F2 + · · · aimFmei (1)

where i = 1, 2, . . . , n.
The factor loadings are ai1, ai2, aim, which denotes that ai1 is the factor loading of ith variable on

the 1st factor. The specific or unique factor is denoted by ei.
The factor loadings were how much the variable has contributed to the factor. The basic statistic

used in factor analysis is the correlation coefficient, which determines the relationship between two
variables and uses matrix algebra calculated by computing. For all pairs Xi, we want to find factors
such that when they are extracted, there is an absence of partial correlation between the tests, that is,
the partial correlations are zero [37,38].

In matrix notation, factor analysis can be described by the equation R = PCP′ + U2, where R
is the matrix of correlation coefficients among observed variables, P is the primary factor pattern or
loading matrix (P′ is the transpose), C is the matrix of correlations among common factors, and U2
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is the diagonal matrix or unique variances [37–39]. All statistical work was done using IBM® SPSS®

Statistics for Windows, Version 23.0. Armonk, NY: IBM Corp [40].

3. Results

3.1. Community Health Care Services and Invested Resources

This study compiled a total of 59 care services prevalent in Taiwan and foreign countries. Resources
invested in these care services were categorized as follows: (1) a designated space or venue for regular
gatherings (hereafter referred to as designated space); (2) materials that cannot be exchanged for other
resources after they are provided; (3) monetary resources that can be used to purchase materials;
(4) human resources that contain at least three people; (5) expertise required to organize related
activities; (6) professional equipment required in related activities; (7) patience needed to participate in
activities that last for more than 1 h; and (8) empathy that enables participants to cope with undesirable
situations (e.g., odors and mental disorders of service recipients) [7,8]. Therefore, each care service
corresponds to at least one resource. For example, sheltered farms (Service 1) that provide jobs for
homeless people require eight resources, whereas employment assistance (Service 12) only requires
one resource (i.e., expertise). Care services and their required resources are presented in Table 2.
However, these 59 kinds of care services were not applicable in every community. In the future,
university students can choose service items through the screening mechanism detected from this
research. However, the venue, culture, and basic equipment of the implementation targets ought
to be considered in future studies, such as network, power supply, etc. Thereafter, comprehensive
evaluation should be involved to assess which ones are the most appropriate service activities. This is,
therefore, also a limitation of this study due to locality.

3.2. Using Factor Analysis to Categorize Characteristics

Initially, matrix calculation was performed to determine the correlations between the resources
invested in the 59 care services. The correlation analysis involved 59 samples, each having eight
variables (Table 3). As shown in Table 2, except for human resources and patience, which attained
a significant correlation coefficient of 0.73, other variables were slightly correlated when analyzed
in pairs. This indicated that using each variable to independently examine the care services was
infeasible to determine the main resources required by the services. Subsequently, the results of the
Kaiser–Meyer–Olkin (KMO) test revealed a KMO index of 0.516 (>0.5), implying the existence of latent
principal factors [37–40]. Therefore, factor analysis was performed to reduce the number of variables
and compile the principal factor components.

This study calculated the total amount of explained variance and extracted factors from the data
(Table 4). Examining the eigenvalues (>1) of the unrotated component loadings showed that the
first three components explained 67.99% of the data. In particular, the first component explained
the greatest amount of variance (27.238%), and the second and third components explained 22.325%
and 18.429% of the variance, respectively. Analyzing the eigenvalues (>1) of the rotated component
loadings revealed that the first three components also explained 67.99% of the data. Particularly,
the first component accounted for the greatest amount of variance (25.036%), and the second and
third components explained 21.809% and 21.147% of the variance, respectively. In the latter case,
although differences between the variances explained were reduced, the total amount of variance
explained did not increase. Subsequently, a scree plot was adopted to determine the number of
extracted factors. This plot involves a scatter plot that presents factor number on the x-axis and
unrotated eigenvalues on the y-axis [37–40]. By observing this plot, researchers can subjectively
determine a threshold value for factor loading. Eigenvalues vary greatly above the threshold value but
slightly below the threshold value. The factor number corresponding to the threshold value denotes
the number of factors to be extracted. Adopting a threshold of eigenvalue >1 in the scree plot is
reasonable; therefore, three factors were extracted in this study [38].
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Table 3. Correlation matrix of service resources required.

Item Item (1) Item (2) Item (3) Item (4) Item (5) Item (6) Item (7) Item (8)

Item (1) 1.00 0.37 * 0.09 −0.22 * −0.23 * 0.23 * −0.20 −0.23 *
Item (2) - 1.00 0.39 ** 0.21 −0.37 * 0.16 0.18 −0.09
Item (3) - - 1.00 0.11 0.13 0.39 ** 0.17 0.03
Item (4) - - - 1.00 −0.10 0.26 * 0.73 *** 0.17
Item (5) - - - - 1.00 0.32 ** −0.10 0.05
Item (6) - - - - - 1.00 0.16 0.11
Item (7) - - - - - - 1.00 0.24 *
Item (8) - - - - - - - 1.00

Note: Resources required by each service are numbered as follows: (1) designated space; (2) materials; (3) monetary
resources; (4) human resources; (5) expertise; (6) professional equipment; (7) patience; and (8) empathy. Single tailed
test. p Value < 0.05 *, p Value < 0.01 **, p Value < 0.001 ***; Kaiser–Meyer–Olkin Measure of Sampling Adequacy
(KMO) is 0.516; Bartlett’s Test of Sphericity is very significant p < 0.001.

Table 4. Total variance analysis and factors loading.

Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings
Factors Total % of Variance Cumulative (%) Total % of Variance Cumulative (%) Total % of Variance Cumulative (%)

1 2.18 27.24 27.24 2.18 27.24 27.24 2.00 25.04 25.04
2 1.79 22.33 49.56 1.79 22.33 49.56 1.75 21.81 46.85
3 1.47 18.43 67.99 1.47 18.43 67.99 1.69 21.15 67.99
4 0.84 10.54 78.53 - - - - - -
5 0.76 9.46 87.99 - - - - - -
6 0.38 4.79 92.78 - - - - - -
7 0.36 4.43 97.21 - - - - - -
8 0.22 2.79 100.00 - - - - - -

Note: extraction method: principal component analysis.

3.3. Factor Naming

Table 5 presents the component loadings of the factors. In the table, human resources and patience
were extracted as the variables of the first factor. Designated space and materials were extracted as the
variables of the second factor. Expertise and professional devices were extracted as the variables of the
third factor [37–39].

The first factor was named labor services. This type of care service refers to labor intensive
activities that provide care services. The second factor was named high-resource services, which
require substantial money and appeal and provide a large amount of materials to service recipients.
The third factor was named professional services. This type of service requires expertise, provides
expertise required for related activities, and is delivered in various ways.

Table 5. Component loading.

Resources
Component

1 2 3

Human Resources * 0.803 −0.272 −0.254
Patience * 0.793 −0.301 −0.283

Monetary Resources 0.526 0.331 0.445
A Designated Space or Venue –0.032 * 0.811 0.077

Materials 0.499 * 0.681 −0.204
Empathy 0.309 –0.459 0.027
Expertise −0.069 −0.393 * 0.808

Professional Equipment 0.528 0.160 * 0.656

Note: 3 components extracted; extraction method: principal component analysis. The bold word with * is main
construction variable.

According to the aforementioned analysis results, community health care services suitable for
university students to provide include labor services and professional services. After discussing with
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the director-general of the community development association, we selected Services 50 (filming
community documentaries), 55 (offering community health dance classes), and 37 (archiving community
cultural artifacts in databases) as the actual services provided to the Lunfeng community.

4. Discussion

4.1. Filming a Community Documentary

During the service, the participating university students outlined the filming plan, conducted
fieldwork, cultivated their filming skills, learned to utilize storyboards for filming, wrote a script,
and practiced film editing techniques. In addition to theories taught in classes, the students acquired
valuable experiences when they explored touching true stories, witnessed the ordinary happiness
reflected by these stories, and filmed a documentary integrating the local cultural landscapes and
histories [32,33].

First, the students sought community stories for the film. They adopted the sugar factory in the
community as the main theme of the stories because the sugar factory had long been crucial to the
community’s industrial development before it was shut down. In addition, the factory was a critical
source of income for multiple local families. Moreover, the childhood memories commonly shared
by older adults in the community are closely related to the sugar factory. Accordingly, the stories of
the sugar story were used as the filming materials. Initially, the story setting was designed to focus
on the history of the sugar industry associated with the sugar factory when it was still in operation.
However, this setting was slightly relevant to the community. Therefore, the students revised the
filming plan, sought community residents who had worked (either part time or full time) at and retired
from the sugar factory, and collected their stories through fieldwork. Subsequently, the story outline
and subsections were determined. During data collection, the students found that the prosperity of
the sugar factory had impeded the interactions between ordinary community children and factory
employees’ children because the factory dormitory was walled off. In addition, the factory paid
particular attention to providing benefits for its employees. For example, the provision of a public
bathhouse, an old television in the Zhongshan Hall, and train-fare concessions had excited envy
from local residents who were unrelated to the factory employees. Furthermore, interviews were
administered to the children of the employees in the Special Police Corps. Overall, 14 local residents
were interviewed to complete the entire film.

4.2. Offering Community Health Dance Classes

This study designed a dancing exercise program suitable for older adults. The dance was
composed of simple and repetitive movements designed at a level of difficulty for kindergarten
children; hence, older adults should have no problem performing it [41]. The dancing music spanned
8 minutes. The participants of this activity comprised nine older adults and six community residents,
who practiced 2 h daily. During the practice, taping marks were placed on the ground for instructing
the positions of the participants. Subsequently, the taping marks were removed to examine how the
participants performed with the marks. After a week of intensive practice, the participants performed in
a large event held by Taiwanese government. The performance was well received, and the participants
gained confidence through this activity. Therefore, this care service exerted a positive effect on the
community development.

4.3. Archiving Community Cultural Artifacts in Databases

In 2014, the Lunfeng community established a cultural living museum that achieved and organized
the community’s meaningful cultural artifacts. The archiving process revealed the distribution
of cultural artifacts collected from the Lunfeng community. Specifically, the artifacts constituted
11 production tools (41%), 4 cooking utensils (15%), 6 household tools (22%), 2 transportation-related
objects (7%), and 4 musical instruments (15%). The statistics revealed that production tools accounted
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for the highest number of the collected and intact artifacts, indicating that the community mainly
focuses on agricultural production. Household artifacts accounted for the second largest category,
and musical instruments and cooking utensils each accounted for 15% of the collection, indicating that
the residents also pursue various hobbies to entertain themselves in leisure time [42].

5. Conclusions

This study pointed out that postmodern community management pertains to an autonomous
managerial mechanism. It requires broad-minded thinking, dialogue, problem-solving skills,
and cooperation to shape the context of community relationships. During this period (2015–2020),
university students were recruited to deliver community health care services selected in this study
(i.e., filming community documentaries, offering community health dance classes, and archiving
community cultural artifacts in databases). Moreover, interviews were administered to facilitate the
implementation of the actual services. The results showed that three principal components occurred,
namely labor services, high-resource services, and professional services, for a total explanatory power
of 67.99%. The individual explanatory power of these components accounted for 25.04%, 21.81%,
and 21.15%, respectively. After factor extractions, three factor strata were determined and individually
named as labor services, high-resource services, and professional services. This study adopted a
qualitative method involving audio/video recording and adopted photo-voice and photo elicitation.
Community health care services suitable for university students were selected using a multivariate
method. After the filming the community documentary and teaching the health dance program,
the participating students established a friendly relationship with the local residents, indicating
the favorable effect of the community health care services performed in this study. In addition,
the establishment of community cultural artifact databases rendered the overall care services more
feasible for continuation. These care services enabled the university students to experience social
concerns that were otherwise unobservable in academic theories. Overall, these activities have both
theoretical and practical implications.
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Abstract: Asthma often begins in childhood, although making an early diagnosis is difficult.
Clinical manifestations, the exclusion of other causes of bronchial obstruction, and responsiveness to
anti-inflammatory therapy are the main tool of diagnosis. However, novel, precise, and functional
biochemical markers are needed in the differentiation of asthma phenotypes, endotypes, and creating
personalized therapy. The aim of the study was to search for metabolomic-based asthma biomarkers
among free amino acids (AAs). A wide panel of serum-free AAs in asthmatic children, covering both
proteinogenic and non-proteinogenic AAs, were analyzed. The examination included two groups
of individuals between 3 and 18 years old: asthmatic children and the control group consisted of
children with neither asthma nor allergies. High-performance liquid chromatography combined
with tandem mass spectrometry (LC-MS/MS technique) was used for AA measurements. The data
were analyzed by applying uni- and multivariate statistical tests. The obtained results indicate
the decreased serum concentration of taurine, L-valine, DL-β-aminoisobutyric acid, and increased
levels of -amino-n-butyric acid and L-arginine in asthmatic children when compared to controls.
The altered concentration of these AAs can testify to their role in the pathogenesis of childhood
asthma. The authors’ results should contribute to the future introduction of new diagnostic markers
into clinical practice.

Keywords: metabolomics; metabolites; amino acids; biomarkers; asthma; diagnosis; children

1. Introduction

Asthma is a serious problem in contemporary medicine. It is a chronic illness, caused by both
genetic and environmental factors and characterized by the inflammation of the lower airways.
Inflammation leads to oedema and the infiltration of the bronchial mucosa, bronchospasm, and an
excessive mucus secretion, resulting in reversible airway obstruction. However, in a significant
percentage of patients, chronic inflammation leads to the remodeling of the bronchial walls and fixed
airflow limitation. The highest incidence rates of asthma are recorded in developed countries [1].
The recent global epidemiological report has shown that nowadays this ailment is affecting more than
300 million people all over the world. In many patients, asthma begins in childhood [2]. Recurrent
wheezing episodes triggered by viral infection are the most common manifestation of asthma in infancy
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and preschool children. However, the nonspecific symptoms, such as wheezing, cough, and chest
tightness, make it difficult to distinguish asthma from other diseases [3,4]. An atopic background
predisposes to asthma development but is not an essential condition. Objective tests supporting
preschool asthma diagnoses are not commonly available and clinical criteria remain a major diagnostic
tool in clinical practice. There are significant differences between childhood and adulthood asthma,
concerning immunology, histopathology, and clinical manifestations.

Many researchers have tried to identify specific biological markers of childhood asthma that
would aid in the diagnosis of this disorder. Finding such compounds is extremely important because
accurate diagnosis and optimal treatment play a crucial role in the proper functioning of asthmatic
children and can greatly improve their quality of life.

One of the disciplines being used to discover new biomarkers of various diseases and to identify
biochemical pathways involved in their pathogenesis is metabolomics. This latest of the so-called
omic techniques is focused on low-molecular-weight intermediates and the products of metabolism,
such as amino acids, fatty acids, carbohydrates, or nucleotides. The composition of the metabolome
is determined by the current condition of the organism, which is affected by external and internal
factors, including pathology, applied therapy, or diet [5,6]. It was found that changes in the human
metabolome precede clinical symptoms’ occurrence [7]. Therefore, the metabolomic approach offers a
powerful tool in the development of new diagnostic tests, including respiratory tract diseases.

In metabolomic research, two strategies are used: targeted and non-targeted analysis. A targeted
approach is used for the precise quantitative analysis of a limited number of metabolites with known
biochemical properties. By using highly sensitive and selective analytical techniques, a certain group
of metabolites can be detected and quantified, even if they are present in very low concentrations.
A non-targeted analysis, also called metabolite fingerprinting, enables the classification of the tested
biological material on the basis of the complete metabolic profile, rather than individual substances.
The non-targeted strategy aims to structurally detect diverse compounds present in the metabolome,
however, without quantitative data [5,6,8,9].

Metabolomics has provided potential biomarkers of asthma belonging to different groups of
compounds that take part in various biological pathways. Metabolomics was applied to urine [10,11],
plasma/serum [12–17], and exhaled breath condensate (EBC) samples [18]. By applying the metabolomic
profiling of urine, the significant differences in the concentrations of phenylalanine, glycolic acid,
2-oxoglutarate, threonine, and phenylacetic acid were observed between asthmatic children and healthy
ones [10]. In 2013, another research group explicated that the serum of asthmatics is characterized by
increased levels of glutamine, histidine, and methionine and by decreased levels of acetate, arginine,
choline, formate, glucose, methanol, and O-phosphocholine [15]. Abnormalities were also found in the
serum levels of lysophosphatidylcholines and phosphatidylcholines [16]. In 2013, the metabolome of
breath condensate was also tested. That study indicated that compounds related to adenosine, retinoic
acid, and vitamin D may be used in the profiling of different asthma phenotypes [18].

Free amino acids (AAs) represent a particularly interesting group of metabolites worth
examining among asthmatic children [19,20]. Amino acids can be divided into proteinogenic and
non-proteinogenic. Proteinogenic AAs are incorporated into proteins during translation and encompass
twenty-two AAs. Non-proteinogenic AAs are not naturally encoded or found in the genetic code of
any organism, but most of them also play important functions in the organism (i.e., carnitine, creatine,
ornithine, taurine, hydroxyproline, hydroxylysine). Non-proteinogenic amino acids often occur as
intermediates in the metabolic pathways for standard AAs [21,22]. Abnormalities in free AA levels in
body fluids have been reported in various disorders, i.a., liver diseases [23], chronic renal failure [24,25],
neoplastic diseases [26–30], diabetes mellitus [31,32], and obesity [31,33].

A variety of methods allow the determination of AAs in biological samples. The most
commonly used analytical techniques include high-performance liquid chromatography (HPLC),
gas chromatography combined with mass spectrometry (GC-MS), and high-performance liquid
chromatography coupled with mass spectrometry (LC-MS/MS). The ideal technique for determining
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the amino acid profile should be characterized by: high resolution, selectivity, the ability to determine
the largest amount of amino acids in one analytical cycle, short duration, high sensitivity, repeatability,
and low cost of analysis. Poschke et al. [34] used the HPLC technique to determine free AAs in blood
serum. The method used by the researchers allowed the simultaneous determination of 15 AAs.
The duration of a single analytical cycle was a total of 31 min (28 min analysis and 3 min column
regeneration). In addition, before each analytical cycle, a derivatization reaction was necessary. Shi et al.
also used the LC technique [35]. This method enabled the determination of 19 AA concentrations.
The duration of a single cycle was 30 min. The analysis was preceded by the column equilibration,
lasting 30 min. Deng et al. [36] used gas chromatography coupled with mass spectrometry to determine
free AAs in the blood of newborns. The technique enabled the simultaneous determination of five
AAs and required two-step derivatization (esterification and acylation). The duration of a single
analytical run was 15 min. All described methods were characterized by high resolution, repeatability,
accuracy, and selectivity [35,36]. We applied high-performance liquid chromatography coupled with
mass spectrometry (LC-MS/MS) that, in addition to mentioned advantages, allows the determination
of the widest spectrum of free amino acids (42 analytes. LC-MS/MS is also characterized by a short
duration of a single analysis-18 min-which is particularly important when determining a large number
of samples, as well as the ability to analyze body fluids of various origins.

The examination of free serum AAs would contribute not only to estimating their diagnostic utility
in asthmatic children but will also contribute to broadening the knowledge about the mechanisms of
this disorder. Scientists attempted several times to find the relation between selected AA levels and
asthma occurrence [14,37]. However, the research projects which have been conducted so far failed
to clearly answer the question of the impact of asthma on the profile of free AAs in human blood.
Therefore, it is necessary to analyze the broad profile of free AAs in asthmatics and compare the levels
of these metabolites with healthy subjects. Children are a particularly interesting research group, due to
the different course of the disease in comparison with adults. To date, only a few metabolomic studies
have been devoted to the pediatric population [10,11,17,18], and none of them showed a wide range of
free AAs in serum. The current research aimed at applying the targeted metabolomic approach in
order to find the differences with potential diagnostic significance in asthma. Previously conducted
serum research has focused mainly on the altered levels of arginine and arginase activity [12]. This is
the first study that presents the analysis of a wide panel of free AAs in asthmatic children, covering
both proteinogenic and non-proteinogenic AAs.

2. Methods

2.1. Chemicals and Reagents

The analysis of free AAs was performed using an aTRAQ kit (Sciex, Framingham, MA, USA) that
allows for quantifying of the 42 free amino acids (proteinogenic and non-proteinogenic) in a range of
biological fluids. Deionized water was obtained from a Simplicity UV (Merck Millipore, Darmstadt,
Germany) purifying system. HPLC gradient grade methanol was supplied by J.T. Baker (Center Valley,
PA, USA).

2.2. Patients

The study was conducted involving two groups of subjects between 3 and 18 years of age:
asthmatic children (n = 13) and the control group, which consisted of children with neither asthma
nor allergies (n = 17). Children were recruited from the Department of Pediatric Pneumonology,
Allergology and Clinical Immunology, K. Jonscher Clinical Hospital, Poznan University of Medical
Sciences, after the written consent of their parents. Thirty serum samples were the test material,
and they were stored at −80 ◦C until analysis. The study was approved by the Local Ethical Committee
of Poznan University of Medical Sciences, Poland (Decision No. 530/12), and was consistent with the
requirements of the Helsinki declaration.
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2.3. Sample Collection and Preparation

Blood samples from both groups (asthmatic children and control group) were collected, processed,
and stored in the same way. Blood was collected during medical examination into tubes with a
clotting activator (S-Monovette system, Sarstedt, Nümbrecht, Germany). Then, sera were obtained by
centrifugation at 300 × 10 RPM for 20 min. The sera were aliquoted and stored at −80 ◦C until analysis.
All samples used in the study were analyzed on the first freeze-thaw cycle.

For AA determination in the collected sera, an aTRAQ reagent kit was used. The reliability of the
method was confirmed in the literature [38–40]. The advantages of the aTRAQ methodology include a
low sample volume required for analysis, a broad range of analytes (Table S1), and the use of labeled
internal standards for each amino acid, which provide accurate quantitative results. The first step of
the preparation procedure was the thawing of samples and transferring 40 μL of serum into Eppendorf
tubes. Then 10 μL of 10% sulfosalicylic acid were added to precipitate proteins. The samples were
mixed and centrifuged (2 min; 10,000× g). Then 10 μL of the supernatant were transferred to a clean
tube and mixed with 40 μL of borate buffer (pH = 8.5). After mixing and centrifuging, 10 μL of
the solution were transferred to a clean tube and 5 μL of labeling reagent solution (aTRAQ Reagent
Δ8) were added. The samples were incubated for 30 min at room temperature. After that, 5 μL of
hydroxylamine were added to stop the labeling reaction and the samples were incubated at room
temperature for 15 min. Then samples were mixed with 32 μL of the internal standard solution.
The tube contents were concentrated to a volume of approximately 20 μL using a vacuum concentrator
(miVac Duo Concentrator, Genevac, Stone Ridge, NY, USA). Then samples were mixed with 20 μL of
water and transferred to an autosampler vial.

2.4. LC-MS/MS Instrumentation

The measurements of AA concentrations were conducted using liquid chromatography-tandem
mass spectrometry (LC-MS/MS) and a fully validated, highly selective method [38,39]. The applied
method offers a valid alternative to the most conventional method of AA quantification that employs
ion exchange chromatography (IEC) followed by post column ninhydrin derivatization and UV
detection [41]. The LC-MS/MS method offers several advantages compared to the IEC method:
decreased run time, a high amount of analytes quantified in one analytical run, low limits of
quantification, and superior specificity via the use of the scheduled multiple reaction monitoring
(sMRM) mode [38–40]. The analyses were performed on the 1260 Infinity HPLC system (Agilent
Technologies, Santa Clara, CA, USA) coupled with a 4000 QTRAP triple quadrupole mass spectrometer
(Sciex, Framingham, MA, USA) with an electrospray ionization (ESI) source. The chromatographic
separation was carried out using a C18 column (4.6 mm × 150 mm, 5 μm) (Sciex, Framingham, MA,
USA) with a flow rate of 0.8 mL/min. The eluent A was composed of water with 0.1% formic acid and
0.01% heptafluorobutyric acid and the eluent B contained methanol with 0.1% formic acid and 0.01%
heptafluorobutyric acid. The gradient elution program was as follows: 0 min, 2% B; 0–6 min linear
from 2 to 40% B; 6–10 min, 40% B; 10–11 min linear from 40 to 90% B; 11–12 min, 90% B; 12–13 min
linear from 90 to 2% B; 13–18 min, 2% B. The separation of the temperature and injection volume
was set at 50 ◦C and 2 μL, respectively. The analyses were performed in a positive ionization mode.
The MS parameters were as follows: ion spray voltage, 4500 V; declustering potential, 30 V; entrance
potential, 10 V; collision energy, 30 V (except from an argininosuccinic acid (Asa), cystathionine (Cth),
L-cystine (Cys), L-homocystine (Hcy), δ-hydroxylysine (Hyl), L-lysine (Lys), and L-ornithine (Orn),
50 V) and collision cell exit potential, 50 V. Nitrogen was used as both a curtain gas and a collision gas.
The temperature of an ion source, gas 1, and gas 2 was set at 600 ◦C, 60 psig, and 50 psig, respectively.
The device operated in scheduled multiple reaction monitoring (sMRM) mode. The list of MRM
transitions for 42 analytes and their corresponding internal standards is included in Table S1 in the
Supplementary Materials.
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2.5. Statistical Analysis

To perform statistical analyses, Statistica 10.0 (StatSoft Inc., Tulsa, OK, USA) and MetaboAnalyst
3.0 web platform (www.metaboanalyst.ca) were used [42]. A value of p < 0.05 was considered
statistically significant. The data were analyzed by applying uni-and multivariate statistical tests.
Firstly, the Shapiro-Wilk test was used to check the normality. The Mann-Whitney U test was used
to compare variables without a normal distribution and the Levene’s test was applied to examine
the equality of variances for variables with a normal distribution. When the Levene’s test result was
not statistically significant (p > 0.05), which indicated the homogeneity of variance between groups,
the Student’s t-test was performed. When the Levene’s test result was statistically significant (p < 0.05)
Welch’s t-test was applied.

The multivariate statistical analyses consisted of a partial least squares discriminant analysis
(PLS-DA) and a ROC curve analysis. Before using multivariate statistical analyses, the data were
subjected to a process of normalization, transformation, and scaling. PLS-DA is a supervised
multivariate analysis, in which after determining the number of factors needed to create a model,
it is possible to assign samples to one of the two groups. PLS-DA also gives the opportunity to
choose the variables most relevant to the classification of samples. To rank the AAs according to
their importance in discrimination between groups, a variable importance in projection (VIP) score is
frequently used. The higher the value of the VIP, the more important the variable is in the classification
of patients. The ROC curves are used to assess the sensitivity and specificity of the discriminator.
The greater the area under the curve (AUC), the better is the classification of the samples to one of the
groups by the model. The ROC curves were created using the random forest algorithm and Monte
Carlo cross-validation.

3. Results

3.1. Patients’ Characteristics

Thirty patients were enrolled: 13 in the asthmatic group and 17 in the control group. Control
subjects were matched to the studied group in terms of age, sex, and ethnic origin. The characteristics
of asthma patients and the control group are presented in Table 1.

Table 1. Characteristics of the subjects.

Characteristics Asthma Patients Control Subjects

No. of Subjects 13 17

Sex
Male 7 (53.8%) 11 (64.7%)

Female 6 (46.2%) 6 (35.3%)

Age
Median 12 10
Range 4–16 3–18

Asthma Severity
Mild 7 (53.8%)

Moderate 4 (30.8%)
Severe 2 (15.4%)

The Daily dose of Corticosteroids (Budesonide or Equivalent)
100–200 μg 6 (46.2%)
250–350 μg 2 (15.4%)
400–500 μg 3 (23.0%)
>500 μg 1 (7.7%)

Unknown 1 (7.7%)
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Table 1. Cont.

Characteristics Asthma Patients Control Subjects

Comorbidities
Hypoacusia 1

Atopic Dermatitis 1
Allergic Rhinitis 3
Coeliac Disease 1

Cholecystitis 1

Lung Function

FEV1/VC Mean 85.25%
Range 67–94%

FEV1
Mean 82.5%
Range 40–97%

FVC EX
Mean 87.33%
Range 49–95%

Total IgE
Mean 278.61 kU/I 96.29 kU/I
Range 15.5–1035 kU/I 12.2–797 kU/I

3.2. Alterations in Serum-Free AA Profiles in Childhood Asthma

The applied methodology allowed a broad panel of free AA concentrations, including both
proteinogenic and non-proteinogenic amino acids, to be measured in the studied serum samples.
Thirty-five of 42 amino acids were detected and quantified in analyzed samples. The remaining
seven amino acids (O-phospho-L-serine, O-phosphoethanolamine, L-homocitrulline, argininosuccinic
acid, L-anserine, L-carnosine, L-homocysteine) occurred below the lower level of quantification in
all analyzed samples. Some of the amino acids (δ-hydroxylysine, cystathionine, L-cystine) were
detected only in part of the samples and were therefore excluded from further data analysis. Finally,
the concentrations of the 32 amino acids were subjected to statistical analysis. The concentrations of
AAs both in the asthmatic and control groups are shown in Table 2.

Table 2. The determined concentrations of 32 amino acids in serum samples collected from children
with asthma and the control group. Concentration values are given in μM.

Amino Acid Abbreviation
Children with Asthma (n = 13) Control Group (n = 17)
Median Mean SD Median Mean SD

1-Methyl-L-Histidine 1MHis 3.09 4.42 4.4 1.74 1.93 1.73
3-Methyl-L-Histidine 3MHis 2.38 2.52 0.84 2.04 2.32 1.06
L-A-Aminoadipic
Acid Aad 0.64 0.66 0.2 0.66 0.78 0.29

L-A-Amino-N-Butyric
Acid Abu 15.56 16.72 5.24 18.98 19.53 6.16

L-Alanine Ala 443.71 423.32 89.17 368.45 396.24 106.97
L-Arginine Arg 112.59 109.97 12.66 87.67 93.15 22.77
L-Asparagine Asn 46.87 49.32 5.23 51.71 52.24 11.23
L-Aspartic Acid Asp 11.71 11.94 3.65 9.89 11.65 7.89
D,L-B-Aminoisobutyric
Acid bAib 1.13 1.11 0.31 1.26 1.47 0.61

B-Alanine bAla 16.51 13.84 6.61 8.95 9.64 3.9
L-Citrulline Cit 24.37 23.77 5.46 24.71 24.31 3.79
Ethanolamine EtN 8.94 8.96 2.17 8.35 8.96 1.65

-Amino-N-Butyric
Acid GABA 1.25 1.18 0.49 0.67 0.75 0.31

L-Glutamine Gln 424.51 429.37 56.74 459.64 458.41 71.53
L-Glutamic Acid Glu 52.97 58 19.77 64.58 62.66 18.27
Glycine Gly 278.17 283.25 32.45 255.44 268.74 46.85
L-Histidine His 69.11 68.38 7.93 61.62 66.83 13.1
Hydroxy-L-Proline Hyp 22.02 22.44 14.17 13.32 15.94 6.71
L-Isoleucine Ile 63.9 61.95 12.54 63.32 68.1 16.01
L-Leucine Leu 92.42 97.89 18.21 104.96 111.25 25.25
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Table 2. Cont.

Amino Acid Abbreviation
Children with Asthma (n = 13) Control Group (n = 17)
Median Mean SD Median Mean SD

L-Lysine Lys 142.42 147.4 25.22 150.06 157.79 40.29
L-Methionine Met 21.32 22.06 5.39 22.45 23.44 7.17
L-Ornithine Orn 59.45 64.63 15.76 61.35 65.67 18.49
L-Phenylalanine Phe 55.46 52.55 8.97 54.67 54.85 9.84
L-Proline Pro 197.03 181.4 67.24 171.13 177.63 51.23
Sarcosine Sar 1.28 1.24 0.74 1.26 1.26 0.51
L-Serine Ser 133.87 140.51 14.25 140.57 139.22 22.81
Taurine Tau 66.95 70.75 17.75 86.33 85.95 16.55
L-Threonine Thr 94.75 101.29 27.81 97.24 96.91 20.15
L-Tryptophan Trp 51.47 51.61 7.49 57.34 59.19 13.14
L-Tyrosine Tyr 52.31 52.57 11.82 51.51 55.81 18.07
L-Valine Val 165.8 173.07 29.58 195.68 204.36 38.34

In order to evaluate differences in the serum metabolic profiles between asthmatic children and
healthy subjects, univariate statistical analysis was used (Table 3). The applied tests demonstrated
that the statistically significant differences between the studied groups occurred between the levels of
the following five amino acids: taurine (Tau), -amino-n-butyric acid (GABA), DL-β-aminoisobutyric
acid (bAib), L-arginine (Arg), and L-valine (Val). In asthmatics, the levels of taurine, L-valine,
and DL-β-aminoisobutyric acid were reduced compared to the control group, while the levels of

-amino-n-butyric acid and L-arginine were increased (Table 2).

Table 3. Results of univariate statistical analysis of serum-free amino acids in children with asthma
and the control group. Bold type for p values indicates statistical significance.

Amino Acid

p Value
Shapiro–Wilk Test

Levene’s
Test

Mann–Whitney
U Test

Student’s
t-Test

Welch’s
t-Test

Children with
Asthma (n = 13)

Control Group
(n = 17)

1MHis 0.052421 0.003404 0.276532
3MHis 0.875277 0.234623 0.327524 0.591304

Aad 0.496739 0.112430 0.07644 0.216463
Abu 0.621549 0.972163 0.644789 0.198044
Ala 0.178613 0.371844 0.669371 0.467315
Arg 0.288521 0.071223 0.043268 0.016265
Asn 0.469455 0.584648 0.009499 0.353783
Asp 0.753162 0.000012 0.241259
bAib 0.694310 0.326845 0.020441 0.045451
bAla 0.385620 0.326401 0.034083 0.056388
Cit 0794372 0.951293 0.206713 0.753887
EtN 0.128147 0.172044 0.617651 0.997393

GABA 0.227097 0.609400 0.099223 0.006383
Gln 0.389567 0.267469 0.442514 0.239702
Glu 0.572162 0.911833 0.656593 0.509076
Gly 0.437805 0.194367 0.324685 0.348727
His 0.813939 0.357040 0.015545 0.690912
Hyp 0.093057 0.017077 0.167247
Ile 0.738028 0.211595 0.309006 0.263792
Leu 0.212462 0.279189 0.302909 0.118475
Lys 0.752616 0.270535 0.367141 0.422490
Met 0.792258 0.308677 0.289639 0.566910
Orn 0.026378 0.288794 0.769551
Phe 0.185401 0.541752 0.844958 0.515613
Pro 0.173926 0.379691 0.219423 0.862817
Sar 0.547304 0.953359 0.354722 0.953930
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Table 3. Cont.

Amino Acid

p Value
Shapiro–Wilk Test

Levene’s
Test

Mann–Whitney
U Test

Student’s
t-Test

Welch’s
t-Test

Children with
Asthma (n = 13)

Control Group
(n = 17)

Ser 0.132290 0.220079 0.300592 0.859334
Tau 0.011918 0.966747 0.012036
Thr 0.615151 0.330271 0.439175 0.619944
Trp 0.301341 0.046520 0.131898
Tyr 0.562556 0.220185 0.094828 0.580349
Val 0.773498 0.170362 0.652018 0.021465

3.3. Discrimination between Asthmatic Children And Healthy Subjects by AA Profiles

To determine the differentiation ability of AA profiles, the multivariate statistical analysis was
performed. A model for discrimination between two analyzed groups was created using PLS-DA
analysis. Figure 1a is a diagram of distance vectors for the three components obtained by performing
PLS-DA analysis (a score plot). The points corresponding to the samples belonging to the study group
(asthmatics) have been marked in red, and the samples of people in the control group (healthy peers)
have been marked by green. The figure shows a clear separation between the asthmatic children
and controls. The PLS-DA analysis also revealed which variables have the greatest importance in
the sample grouping. Figure 1b shows the variables listed according to their contribution in sample
classification. The most differentiating AAs were as follows: taurine (Tau), L-valine (Val), L-arginine
(Arg), -amino-n-butyric acid (GABA), L-leucine (Leu), and L-tryptophan (Trp).

In the last step of statistical analysis, ROC curves were plotted for models, consisting of a different
number of variables (32, 20, 10, 5, 3, 2) (Figure 2). It is noteworthy that increasing the number of AAs
included in the model resulted in increasing the area under the ROC curves. The largest increase was
observed when the number of variables was changed from two to five, while the addition of further
variables into the model caused a slight increase in the area under the curve.

 
(a) 

Figure 1. Cont.
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(b) 

Figure 1. Results of a partial least squares discriminant analysis (PLS-DA) of free amino acid profiles
determined in children with asthma and the control group. (a): Three-dimensional score plot
(with explained variances shown in brackets). (b): The variables having the greatest importance in
sample classification (amino acids with the highest variable importance in projection (VIP) score).
Green and red boxes on the right hand side of the figure show if the levels of the respective amino acids
are decreased or increased in the group.

Figure 2. Receiver operating characteristics (ROC) curve analysis obtained for models based on different
numbers of variables (serum levels of free amino acids), with area under the curve (AUC) values.

323



IJERPH 2020, 17, 4758

4. Discussion

In the face of the high prevalence of asthma in society and the need for the rapid implementation
of treatment, it is important to have quantifiable indicators that correlate with the development of
the disease. The aim of the study was to search for serum metabolic biomarkers among free AAs
which may provide a distinction between asthmatic children and healthy ones. This paper applies
the modern LC-MS/MS-based methodology that ensures the high specificity and sensitivity of the
performed measurements and enables the simultaneous quantification of a broad AA profile (Table 2)
in a small sample volume (40 μL).

Amino acids are considered to be mediators of immune activity in asthma and can act as
antioxidants. In particular, amino acids such as glutamine, glutamate, glycine, and taurine have
potentially protective effects, while others, like phenylalanine, may have adverse effects. Among the
analyzed AAs, arginine deserves particular attention. Alterations in arginine homeostasis may lead
to typical asthma symptoms, such as inflammation, airway hyperresponsiveness, and remodeling.
Changes in arginine bioavailability may contribute to decreasing levels of bronchodilation NO and the
excessive formation of peroxynitrite, which has procontractile properties [43,44].

In the available literature, there are conflicting reports on concentrations of this AA in both
asthmatic children and adults, as well as information about the increased activity of arginase in
asthmatics. Morris et al. [14] showed significantly lower levels of arginine in the serum of patients
with asthma (45 ± 22 μM) compared to the control group (92 ± 29 μM). In turn, Lara et al. [12] and
Fogarty et al. [13] did not confirm this association. In this study, the concentrations of arginine in the
asthmatic children were significantly higher (110 ± 13 μM) than in healthy participants (93 ± 23 μM).
It should be noted that the concentrations of this amino acid in both control groups analyzed by
Morris et al. [14], and subjected to this study’s experiment, achieved a similar level. The different
serum concentrations of arginine in asthmatic patients between this paper and Morris et al.’s study
may result from a different age range of included individuals. Morris et al. [14] included patients aged
from 2 to 52 years, while children from 3 to 18 years old participated in the present study. The increased
concentration of arginine in asthmatic children may result from an immature immune system. Asthma
is accompanied by the chronic inflammation of the airways. It is caused by immune cells, which include,
inter alia, T helper cells. These cells are also directly involved in the metabolism of arginine, inducing
the expression of the enzyme responsible for its distribution. Activated type 2 T helper cells (Th2)
secrete cytokines, stimulating arginase activity [14,45]. Therefore, it may be assumed that the immature
immune system in children determines the decreased activity of arginase, which is manifested by
elevated levels of arginine in the blood (Figure 3). A recent study conducted by Kelly et al. [46] in a
group of 411 three-year-old children provides strong evidence for dysregulated arginine metabolism in
asthmatic children. Arginine levels in human serum depend on other metabolites within the network.
It has been shown that arginine can interact with other metabolites and has joint influences on asthma.
Arginine is produced from citrulline and acts as the substrate for nitric oxide (NO) synthesis, while its
uptake can be inhibited by L-ornithine, L-lysine, and other metabolites involved in the pathways that
regulate the levels of these metabolites (Figure 3). Kraj et al. [37] also revealed the altered metabolism
of arginine in children with controlled asthma. The profile of AAs crucial for arginine metabolism
significantly differed from that observed for acute asthma in adults and healthy individuals, although
arginase activity remained unchanged when compared to the healthy group. Thus, effective disease
control and the introduction of optimal treatment could have a significant impact on the maintenance
of arginase enzymatic activity. Certainly, the dysregulated metabolism of arginine, its changing
serum level, and its interaction with exogenous metabolites deserve further investigation as potential
causative agents in asthma [45].
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Figure 3. Metabolism of arginine in asthmatic children. The immature immune system in children
manifested by decreased levels of T helper cells (Th 2) and inflammatory cytokines (IL-4, IL-5, IL-9,
IL-13, IL-25) determines the decreased activity of arginase and the elevated level of arginine in
the blood. Arginine cooperates with other metabolites within the network that affect each other’s
concentrations. ARG1-arginase; iNOS-inducible nitric oxide synthase; RNOS-reactive oxygen species;
ODC-ornithine decarboxylase.

Another amino acid whose level was decreased in asthmatic children’s serum is taurine. It is a
sulfur amino acid and it is not incorporated into proteins [47]. Taurine has a wide range of biological
functions, serving, for example, as a cryoprotectant, antioxidant, and membrane stabilizer. Meanwhile,
its deficiency leads to developmental abnormalities in the brain, heart, and skeletal muscles [47,48].
Taurine also plays a crucial role in the lungs [49]. It has been suggested to be an agonist of α4
subunit-containing GABAA receptors and may cause the relaxation of airway smooth muscle [50].
Comhair et al. [51] found a significantly higher level of taurine in asthmatic adults in the untargeted
metabolomic study of plasma samples. The researchers suggested that the altered level of taurine
is related to alterations in NO-associated transport [52]. The results obtained by Comhair et al. are
contrary to the ones within this paper, which may have arisen from the age disparity of the studied
populations (mean age 35 vs. 10 years). Zinellu et al. considered taurine as a potential biomarker of
oxidative stress in asthma [53]. The mean concentration of plasma taurine was lower in asthmatics
adults (mean age 58.8 ± 13.6 years, range 38–79) than in healthy ones, but this difference was not
statistically significant. It is noteworthy that Zinellu et al.’s study focused exclusively on patients with
mild stable asthma.

In this study, valine occurred at a decreased level in asthmatic children. Valine, one of the
branched-chain amino acids (BCAA), is classified as an essential amino acid. BCAAs have many
diverse functions in the human organism and they are crucial for energy, stress, and muscle metabolism
(www.hmdb.ca). Valine was suggested as a biomarker of breast cancer [28,54], oral cancer [54],
pancreatic cancer [54,55], liver disorders [56,57], colorectal adenoma [58], and type 2 diabetes [59],
but there are not many publications about its role in asthma pathophysiology. Motta et al. [60]
investigated the impact of different condensation temperatures on the exhaled breath condensate
(EBC) metabolome in asthmatic adults. They demonstrated the decreased level of valine in the exhaled
breath condensate of asthmatic patients (mean age 35 ± 1.2 years) compared to controls regardless
of temperature. Researchers also suggested that the EBC metabolome depends on asthma severity.
However, they did not profile metabolites in the serum/plasma of both adults and children suffering
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from asthma. Univariate and multivariate analyses conducted by Ghosh et al. [61] showed that
serum levels of valine and 11 other metabolites (histidine, phenylalanine, lysine, asparagine, L-leucine,
glutamate, lipid, isoleucine, N-acetylglycoproteins, citric acid, and glucose) were dysregulated in
asthma–chronic obstructive pulmonary disease overlap (ACO) patients. This disease is similar to
asthma but it is characterized by a faster decline in lung function, more frequent exacerbations, and a
poorer quality of life when compared to asthma or chronic obstructive pulmonary disease alone [61].
Due to the lack of clear diagnostic and therapeutic guidelines, this may be an important finding.

Any discrepancies in the results between available studies are explainable. Metabolite profiles
can vary depending upon multiple factors. A large number of results are not replicated due to the
variety of biospecimens used in studies, like exhaled breath condensate, urine, plasma, and serum.
Furthermore, there are not enough studies profiling metabolites in more than one biospecimen type,
so it is not possible to determine the relationship between metabolites in different biological samples
from the same person. Recently, Chiu et al. [62] simultaneously analyzed the metabolic profile of blood
and urine related to IgE reactions for childhood asthma. Their research showed a significantly higher
level of histidine in plasma and a lower concentration of 1-methylnicotinamide and trimethylamine
N-oxide (TMAO) in the urine of asthmatic children compared to healthy individuals. Furthermore,
Chiu et al. [62] correlated the plasma level of 3-hydroxybutyric acid, leucine, and valine to the urine
concentration of hydroxy acids. However, this was a single comparative study, and more advanced
research using different biospecimens in parallel, like exhaled breath condensate, urine, plasma,
and serum, is needed. This issue could be one of the future directions in asthma metabolomic studies.
Processing procedures and collection conditions can also affect the metabolome. Another important
element that may account for the differences in study findings is the technique of metabolomic profiling.
Nuclear magnetic resonance is a spectroscopic technique which uses the magnetic properties of atomic
nuclei to generate structure information, and thus can identify metabolites in a studied biological fluid
based on their unique chemical shift pattern and the intensity of the peak [63]. Meanwhile, tandem
mass spectrometry combines chromatography, a technique used to separate metabolites, with MS,
to measure their abundances. Research showed that measurements of NMR and MS may not always
be comparable [10,15,63]. The results may also vary due to the heterogeneity of the asthma diagnostic
criteria, with the variable use of medical diagnosis and/or spirometry criteria. In addition, it is known
that the metabolome is very sensitive to external influences, including smoking, diet, and treatment
regimen, and it changes with factors like BMI [19]. Certainly, more advanced studies are needed to
identify all metabolic shifts caused by various environmental factors and physiological characteristics.
In the nearest future, there will be a great need for standardization in the field of metabolomics and for
the development of strict criteria for conducting and reporting metabolomic studies.

Among AAs with the highest discriminatory ability in childhood asthma, two derivatives of butyric
acid, -amino-n-butyric acid (GABA) and DL-β-aminoisobutyric acid (bAib, BAIBA) were found.
This is the first study that indicates alterations in the serum levels of these two metabolites in childhood
asthma and asthma in general. In this study, the level of -amino-n-butyric acid was increased in
asthmatic children compared to the control group, and the level of DL-β-aminoisobutyric acid was
reduced. In the recent literature, there are findings that the GABAergic system exists in the airway
epithelium and has a role in mucus overproduction in asthma [64]. Meanwhile, DL-β-aminoisobutyric
acid is involved in the regulation of carbohydrate and lipid metabolism and also decreases inflammatory
reactions [65]. Thus, the occurrence of an inflammatory process in asthma may be associated with a
reduced serum level of DL-β-aminoisobutyric acid. However, in the future, advanced and detailed
studies are needed to clarify if the dysregulation of DL-β-aminoisobutyric acid production and/or its
action is engaged in the pathogenesis of childhood asthma.

Due to the small size of the study groups in the performed AA profiling, various statistical analyses
were used. It should be emphasized that both the uni- and multivariate statistics indicated the following
AAs as the most differentiated: taurine, -amino-n-butyric acid, L-arginine, DL-β-aminoisobutyric acid,
and L-valine. The altered concentration of these compounds can testify to their role in the pathogenesis
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of childhood asthma. Kelly et al. summarized the 21 metabolomic studies of adulthood and childhood
asthma, all of which reported significant findings and concluded that individual metabolites and
metabolic profiles measured in EBC, urine, plasma, and serum could identify people with asthma and
even distinguish asthma phenotypes with a high discriminatory ability. Therefore, the introduction
of the monitoring of the level of serum AAs in clinical practice is worth considering. This can be
used both as a method of diagnostics and prognostics for controlling the course of therapy. Based on
the plotted ROC curves, it can be assumed that a classification model is better if more variables are
included. However, the inclusion of several of the most discriminative compounds is sufficient to carry
out the classification. This is an important conclusion for the possible use of metabolomic analysis in
the diagnosis of childhood asthma, considering that it will significantly reduce costs while maintaining
adequate sensitivity and specificity.

5. Conclusions

The analysis of the human metabolic profile is a very promising tool for clinical applications since
it is a sensitive indicator of both endogenous and exogenous factors affecting the patient’s body [66].
Changes in the human metabolome occur before changes in laboratory parameters and long before the
onset of clinical symptoms. Due to the ability to measure these differences, metabolomics give hope for
the detection of many diseases in the early stages of their development, which in turn can significantly
increase the level of treatment effectiveness. Despite placing great hope in nitric oxide as a diagnostic
marker for asthma in the past, today it can only be used to monitor treatment. Therefore, our results
regarding the altered concentration of taurine, L-valine, DL-β-aminoisobutyric acid, -amino-n-butyric
acid, and L-arginine in the serum of asthmatic children may contribute to the future introduction
of new diagnostic markers. The involvement of AAs in the metabolic pathways proposed in this
paper justifies the continuation of AA determination in various biospecimens collected from asthmatic
patients. In the future, data on metabolomics in asthma should be integrated with the proteomic
approach, as this may be the most informative integrative strategy.
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Abstract: Background: Depression and osteoporosis are severe public health problems. There are
conflicting findings regarding the influence of depression on bone metabolism. The aim of the
presented study was to compare bone turnover markers and vitamin D levels between patients
treated for depression and healthy controls. Patients and Methods: We determined a concentration of
osteocalcin, carboxy-terminal telopeptide of type I collagen (β-CTX), 25-hydroxyvitamin D (25OHD)
and 1,25(OH)2D3 in 99 patients, aged 46.9 ± 11 years, treated for depression, as well as in 45 healthy
subjects. Depressive status was determined with the Hamilton Depression Scale (HDRS). Results:
In patients treated for depression, we demonstrated significantly lower osteocalcin concentrations
(p < 0.03) and higher concentration of β-CTX (result on the border of significance; p = 0.08).
Those relationship were stronger in women. The level of 25OHD and 1,25(OH)2D3 did not differ
significantly between the examined groups. We observed a negative correlation between the 25OHD
and HDRS score after treatment in all patients treated for depression and in subgroups of women
and subjects with recurrent depression. Conclusions: Our results indicate that depression is related
to disturbances in bone metabolism, especially in women and patients with recurrent depression,
suggesting its role in context of osteoporosis development.

Keywords: depression; bone markers; osteocalcin; β-CTX; vitamin D

1. Introduction

Osteoporosis is a severe public health problem. The essence of the disease is reduced bone
strength, predisposing to an increased risk for fractures. As many as 9 million low-energy fractures
are recorded worldwide every year [1–3]. According to the International Osteoporosis Foundation
(IOF) data, over 200 million women in the world suffer from osteoporosis, the majority being above
60 years of age. In 2017, new fragility fractures in Europe were estimated at 2.7 million with an
associated annual cost of €37.5 billion and a loss of 1.0 million quality-adjusted life years, with a
projected increase to 3.3 million in 2030 [3]. Osteoporotic fractures are a major cause of morbidity
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and mortality in the population [2,3]. Data obtained in 2005 from the Polish Health Care Fund gives
information about 17,625 hip fracture (mean incidence 224/100,000) [4]. A total of 289,230 hip fractures
were observed in Poland in the years 2008–2015, with the incidence increasing from 192/100,000 in
2008 to 444/100,000 in 2015 [5]. The one-year mortality ranged between 30.45% and 32.8% for men
and 26.2% and 28% for women [5]. In Europe, osteoporosis accounted for more disability and life
years lost than rheumatoid arthritis, but less than osteoarthritis. With regard to neoplastic diseases,
the burden of osteoporosis was greater than for all sites of cancer, with the exception of lung cancer [2].
A large number of risk factors for fractures have been identified: age, gender, postmenopausal status,
body mass index, and smoking [6,7]. Identification of risk factors is important for early diagnosis and
treatment, resulting in a significant public health benefit [7]. Recently, depression and its treatment
were suspected as risk factors for osteoporosis development [8–10]. The problem is a significant public
health issue since depression affects 98.7 million people globally, being a major cause of disability
worldwide [11]. Depression has been associated with a low bone mineral density [8,9]. Moreover,
the increased risk of fracture in patients with depression was demonstrated; 26% when the hazard
risk was assessed (n = 309,862) and 39% when the risk ratio was determined (n = 64,975) [9]. Data on
the influence of depression therapy on bone metabolism, especially with SSRIs (selective serotonin
reuptake inhibitors), are conflicting [10,12]. There are many hypotheses associating depression with
osteoporosis [13–20]. The first mechanism is similar to steroid-induced osteoporosis and affects the
hypothalamic–pituitary–adrenal axis; in subjects suffering from depression elevated ACTH and cortisol
levels have been demonstrated [13,14]. Moreover, in depressed individuals, glucocorticoid tissue
hypersensitivity due to a greater prevalence of Bcl1 polymorphism has been observed [15]. The second
mechanism is related to overproduction of inflammatory cytokines, such as interleukins IL-1β, IL-2,
IL-6, and tumor necrosis factor-alpha, in patients with depression [16]. Other, probably coexisting
factors to consider are the propensity to fall [17], low mobility [18], adoption of poor health behaviors
(e.g., smoking and physical inactivity), and drugs, especially SSRIs [10,12,18]. Vitamin D deficiency
seems to be an important factor, connecting osteoporosis with depression [8–10]. Vitamin D has a dual
role in the human body, acting as a hormone and fat-soluble vitamin, regulating the expression of over
900 genes by binding to the vitamin D receptor (VDR) [19]. The presence of VDR receptors has been
confirmed in more than 30 cell types in the human body, including nerve cells as well as in the glia of
the cerebral cortex and hippocampus [20], locations relevant to depression [21]. The enzyme necessary
for the hydroxylation of 25OHD to its active form, 1,25(OH)2D3, is present in the hypothalamus,
cerebellum, and black substance (substantia nigra) [22]. Moreover, deficiency of vitamin D is a
global problem [23], what also has been confirmed both in the general Polish population [24] and the
population of Polish patients suffering from depression [25].

Bone metabolism has never been assessed in a population of Polish patients suffering from
depression. The aim of the present study was to compare bone metabolism and vitamin D supply
between patients treated for depression and the healthy controls.

2. Patients and Methods

The procedures used in the study were approved by Bioethics Committee of the Polish Mother’s
Memorial Hospital—Research Institute (consent number: No.75/2015).

Patients with depression participating in the study were recruited from patients undergoing
hospital treatment in the Department of Adult Psychiatry of the Medical University of Lodz.

The inclusion criteria for participation in the depression group were based on the diagnostic criteria
of depressive episodes and recurrent depressive disorder according to International Classification
of Diseases (ICD-10) (F32.0-7.32.2, F33.0-F33.8) [ICD-10]. Exclusion criteria for participation in
the depression group were as follows: central nervous system injuries; history of inflammatory,
autoimmune, and cancer diseases; abuse or addiction to psychoactive substances; lack of consent
to participate in the study diseases; and/or treatments that affect bone turnover (except vitamin D
supplementation—during hospitalization patients were taking 1000 IU of vitamin D daily.) The list of
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factors affecting bone metabolism consisted of a history of osteoporosis; thyroid diseases; rheumatoid
arthritis; malabsorption; hypogonadism; undergoing treatment with the usage of substances,
such as steroids, bisphosphonates, and denosumab; and abnormal result of any of the following
laboratory tests: complete blood count, creatinine, calcium, phosphates, CRP (C-reactive protein),
TSH (thyroid stimulating hormone), and testosterone. Patients with depression were divided into two
subgroups—those with a first episode of depression and those with recurrent depression.

Healthy, non-depressed controls were recruited from the Outpatient Clinic of Osteoporosis Polish
Mother’s Memorial Hospital—Research Institute, Lodz, after exclusion of osteoporosis.

Exclusion criteria to participate in the control group were a negative history of depression,
osteoporosis, and diseases and/or treatments that affect bone turnover (corresponding to group of
patients with depression). Nine subjects were excluded from the study due to a diagnosis of primary
hyperthyroidism (n = 2), hypothyroidism (n = 2), renal failure (n = 1), hypocalcemia (n = 1), steroid
treatment (n = 1), failed vitamin D assessment (n = 1), and lack of consent (n = 1). Qualification to
participate in the study was random, based on non-returnable draw rules. Participation in the study
did not affect the principles of treatment. Before proceeding with the study, each of the subjects signed
an informed consent to participate in the study in accordance with the protocol.

The Hamilton Depression Rating Scale (HDRS) was used to assess the severity and dynamics of
the symptoms of depression [26] on the admission to hospital (HDRS I) and after obtaining clinical
improvement, on average after 8 weeks of treatment (HDRS II). We used the Polish version of the
HDRS, validated by Wiglusz and et al. [27], containing 17 items, conducted by qualified personnel.
HDRS-17 demonstrated the best psychometric properties for a cutoff score of 11 with a sensitivity
of 100%, specificity of 89.3%, positive predictive value of 72.4%, and negative predictive value of
100% [27].

Regarding the biochemical measurements, osteocalcin (OC), a non-collagenous protein of the
bone matrix, synthesized by osteoblasts, was chosen as a marker of bone formation. As a marker of
bone resorption, we used the carboxy-terminal telopeptide of type I collagen (β-CTX) serum assay. OC,
β-CTX, and vitamin D (25OHD) were determined by commercially available electrochemiluminescence
immunoassays (ECLIA Cobas e601, Roche, Rotkreuz, Switzerland). The 1,25(OH)2D3 measurement
was performed by automated direct immunoassay on the Liaison XL (DiaSorin S.p.A, Saluggia, Italy).
The intra-assay and inter-assay CVs were less than 4.0%.

Statistics: Shapiro–Wilk’s test was used to assess the distribution of the variables. A one-way
ANOVA was applied for statistical analysis for continuous variables with the subsequent use of
a post-hoc test in order to assess differences between particular groups. In case of a non-normal
distribution of data, Mann–Whitney’s test was used. Associations between HDRS and 25OHD were
investigated with Spearman’s coefficient of correlation. Statistically significant differences were
accepted when the p value was below 0.05. The analyses were carried out using STATISTICA 13
software (StatSoft, Kraków, Poland).

3. Results

We recruited 144 subjects to the present study; 99 patients treated for depression and 45 healthy
subjects constituting the control group. Characteristics of the studied population are presented in
Table 1. The compared groups do not differ significantly according to age, gender, BMI, and smoking
(p > 0.1).
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Table 1. Characteristics of the studied group presented as the mean± SD. HDRS I (Hamilton Depression
Rating Scale score on admission); HDRS II (Hamilton Depression Rating Scale score after obtaining
clinical improvement).

Controls
n = 45

All Patients with
Depression

n = 99

The First Episode
of Depression

n = 31

Recurrent
Depression

n = 68

Age (years) 45.8 ± 10.8 46.9 ± 11 43.3 ± 12.5 49.5 ± 9.9

Women/men 24/21 55/42 17/14 38/27

HDRS I - 22.9 ± 7.2 21.9 ± 7.1 23.4 ± 7.1

HDRS II - 6.6 ± 4.1 5.4 ± 4.0 6.2 ± 3.9

Number of
depressive
episodes

- 5.9 ± 3.9 - 6.8 ± 3.5

Duration of disease
(years) - 6.9 ± 5.5 1.9 ± 1.8 9.1± 8.4

We demonstrated significantly lower osteocalcin concentrations in patients treated for depression
when compared to the healthy controls—Table 2. We also found a higher concentration of βCTX in
depression, however it not did reach the level of significance. The level of 25OHD and 1,25(OH)2D3

did not differ significantly between the studied groups—Table 2.

Table 2. Vitamin D and bone markers in patients with depression and the healthy controls.
Data presented as the mean ± SD; 25OHD—25-hydroxyvitamin D; 1,25(OH)2D3—1,25-dihydroxyvitamin
D3; β-CTX—carboxy-terminal telopeptide of type I collagen; p-level of significance.

Reference Range Depression Controls p

25OHD (ng/mL)
Optimal > 30

Insufficiency 20–30
Deficiency < 20

18.84 ± 7.09 17.56 ± 6.6 0.32

1,25(OH)2D3 (ng/L) 29–83.6 51.33 ± 15.37 55.95 ± 7.07 0.37

β-CTX (ng/dL) 130–710 507 ± 320 389 ± 158.8 0.08

Osteocalcin (ng/mL) 15–46 19.17 ± 7.86 22.88 ± 9.44 0.03

When women and men were analyzed separately, we observed a significantly higher β-CTX
concentration in women with depression than in healthy women—Table 3. Similarly, we noticed a
difference between the concentration of 25OHD and osteocalcin, but the results were on the level of
significance. In contrast, in the group of men we did not find such relations (p = NS). Women and men
with depression did not differ according to age (p = 0.42), duration of disease (p = 0.85), and HDRS I or
HDRS II results (p = 0.4 and p = 0.99, respectively).

Table 3. Vitamin D and bone markers in women with depression and healthy controls. Data presented
as the mean ± SD; 25OHD—25-hydroxyvitamin D; 1,25(OH)2D3—1,25-dihydroxyvitamin D3;
β-CTX—carboxy-terminal telopeptide of type I collagen; p-value level of significance.

Women
with Depression

Healthy
Women

p

25OHD (ng/mL) 19.34 ± 6.31 16.57 ± 6.74 0.055
1,25(OH)2D3 (ng/L) 51.67 ± 15.32 50.33 ± 18.31 0.9

β-CTX (ng/dL) 521.08 ± 290.34 314.59 ± 115.78 0.01
Osteocalcin (ng/mL) 19.37 ± 7.34 23.17 ± 10.22 0.059
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Mean concentration of 25OHD did not differ in the examined groups. The optimal concentration
of 25OHD (>30 ng/mL) was found only in 4.3%, despite cholecalciferol supplementation. Deficiency of
vitamin D was frequently observed in the studied population, both in the depression group and the
control group. We found significant correlation (p < 0.05) between the 25OHD levels and HRDS II
score in all studied patients with depression (rs = −0.33,), in all women with depression (rs = −0.56),
in subjects with recurrent depression (rs = −0.39), and in women with recurrent depression (rs = −0.45).
Moreover, in all mentioned groups, 25OHD was significantly higher in the groups of patients with an
HDRS II score below 7 points compared to patients with an HDRS II score higher or equal to 7 points
(p < 0.03).

4. Discussion

We demonstrated that markers of bone turnover in patients treated for depression took values
characteristic of accelerated bone loss (lower osteocalcin and elevated β-CTX), which might lead
to osteoporosis development in that group of patients. That relationship was stronger in women
with depression compared to the healthy controls. These results are similar to those observed by
other researchers [14,18,28–31], who also studied young women with major depression. Generally,
women are most likely to develop osteoporosis [1–3]. However, this statement applies rather to
postmenopausal women. Interestingly, in our study young women in the premenopausal period were
at risk. The data we collected did not confirm increased bone turnover in men, while data from the
literature concerning males are divergent, both according to age and drug use [29,31].

A lot of data on vitamin D deficiency on the course of depression has been published [25,32,33].
According to [32] (n= 5607 subjects) and [33] (n= 1602 subjects), vitamin D deficiency can be a significant
cause of late-life depression in older people, especially among men over 65 years of age. In addition, in a
10-year longitudinal study, the relationship between the 25OHD level and the effectiveness of cognitive
processes dependent on the prefrontal cortex was confirmed [34]. This is further supported by findings
showing effects of 1,25-OH2D3 on the synthesis of nerve growth factor (NGF). 1,25-Dihydroxyvitamin
D3 is a potent inducer of nerve growth factor synthesis [35]. The synthesis of tryptophan is also
transcriptionally activated by vitamin D; thus, low 25OHD levels may accordingly cause low levels of
serotonin [36].

Surprisingly, in our study, unlike previous data [25,37], neither 25OHD nor 1,25(OH)2D3 levels in
patients with depression were different from the healthy controls. Even paradoxically, in women with
depression, the 25OHD concentration was higher than in the controls. It was related to supplementation
of vitamin D by patients with depression. This supplementation, while conducted irregularly without
dose titration, led to increasing vitamin D concentration and achieving the level similar to the control
group not taking vitamin D. However, in all studied subjects, the 25OHD levels were lower than
the optimal according to recommendations of the Endocrine Society [23]. Since we observed the
negative correlation between 25OHD and the Hamilton score after treatment in all depressed patients,
particularly in women and in patients with recurrent depression, we advocate for more careful
supplementation of vitamin D in that group of patients. We are aware of conflicting results of vitamin D
supplementation in depression [37–40], so we treat this supplementation rather as a necessary element
of osteoporosis prophylactics. Nevertheless, it is noteworthy that the beneficial effects of vitamin D
supplementation among those with a replete vitamin D status were suggested [37,40].

We are aware of the limitations of our study, which include a lack data according diet habits—in
particular calcium and protein intake, alcohol consumption, and physical activity. There is no doubt
that a relatively strong association exists between osteoporosis and the mentioned factors, but we
would like to emphasize that the survey methods of their assessment still do not fulfill the criteria of
being valid, reliable, and practical, which was shown in relation to physical activity [41] and especially
to alcohol consumption [42]. Other limitations are a lack of densitometry results and a small number
of studied patients; however, the number is comparable with other studies [18,28]. Strengths of the
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study included an investigation carried out on a large group of well-defined patients with depression,
seeming to be representative enough for the Polish population.

In conclusion, our study denotes a relationship between depression and bone metabolism,
particularly in women and in patients with recurrent depression, likely predisposing osteoporosis
development. However, future trials are needed, targeting depressed patients for developing an
optimal model of osteoporosis prophylactics in these patients.
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Abstract: Changes that took place in Europe in the early 1990s had an impact on health-associated
issues. They were an impulse for the changes in healthcare systems and, consequently, also for the
changes in cancer control programmes. Those changes also had an effect on mortality rates due to
cervical cancer (CC). Therefore, the aim of this study is to analyse CC mortality trends in east-central
Europe after 1990. Data on deaths due to CC were retrieved from the WHO Mortality Database. Trends
in east-central European countries between 1990 and 2017 were assessed using Joinpoint Regression
Program software. CC mortality decreased in the majority of analysed countries. However, an increase
was observed in Latvia and Bulgaria. Despite decreasing mortality in the majority of the analysed
countries, significant differences were observed. In order to improve the epidemiological situation,
effective early detection programmes for cervical cancer ought to be rearranged and based not only on
pap smears but also on molecular methods, as well as on introducing widespread programmes of
vaccination against HPV.

Keywords: cervix uteri; epidemiology; screening; mortality; time trends; east-central Europe

1. Introduction

Cervical cancer (CC) is the ninth most frequently diagnosed neoplastic disease in European women
and the second most common tumour occurring in women aged 15–44 years [1]. As the cause of death
from cancer, it occupies the eleventh place in Europe and holds second place in younger women [1].
However, significant differences occur between European countries in terms of the incidence and
mortality of cervical cancer. According to the Catalan Institute of Oncology and the International
Agency for Research on Cancer, incidence rates in 2018 were 16.0/100,000 for women in Eastern Europe,
and 6.8/100,000 for women in Western Europe, and mortality rates were 6.1/100,000 and 2.1/100,000,
respectively [1].

The east-central European region has 80 million female inhabitants aged over 15 years, who are
the future risk group for cervical cancer [1]. The region may be defined by the following countries:
Albania, Bosnia and Herzegovina, Belarus, Bulgaria, Croatia, the Czech Republic, Estonia, Hungary,
Latvia, Lithuania, Macedonia, Montenegro, Moldova, Poland, Romania, Serbia, Slovakia, Slovenia, and
Ukraine [1]. This regional division is not only geographically important, but it also encompasses the
countries belonging to the former Eastern Bloc, a system that had governed health policy for several
decades very differently from Western Europe. It has undoubtedly contributed to the inequalities
regarding the epidemiology of cervical cancer in Europe. Therefore, the aim of this study is to analyse
CC mortality trends in east-central Europe after 1990.
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2. Materials and Methods

CC mortality trends were investigated in this study for all the countries of central and eastern Europe
(CEE), as aforementioned, except some parts of Albania, Bosnia and Herzegovina, and Montenegro
due to incomplete data. A commonly adopted term used in comparative analyses is EU10, referring to
the ten east-central countries which joined the European Union (EU) in 2004 and 2007 (i.e., Bulgaria,
the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia, and Slovenia),
whereas the term EU15 refers to the EU Member States prior to 2004 (i.e., Austria, Belgium, Denmark,
Finland, France, Greece, Spain, the Netherlands, Ireland, Luxembourg, Germany, Portugal, Sweden,
Great Britain, and Italy).

Data on CC mortality for every analysed country were obtained from the World Health Organization
Mortality Database between 1990 (or in the first year after 1990 for which such data were available)
and 2017 (or in the last available year before 2017). This database provides information concerning
the number of deaths by causes defined in the International Classification of Diseases (ICD) according
to gender, age and calendar year. Our study analysed the standardised mortality rates due to CC in
European countries according to ICD-9 diagnosis code 180 and ICD-10 code C53. Cases encoded as
cervical cancer, cancer of the corpus uteri and unspecified uterine cancer were analysed together for
the group of women aged 15–44. It stems from the fact of a discrepancy, which was observed when
coding the causes of deaths due to uterine cancers and the fact that the majority of deaths due to uterine
cancers were caused by CC among women in this age group [2]. The standard world population was
used to calculate standardised mortality rates. No extrapolation was made for any missing data.

The analysis of the total cervical cancer mortality rates in CEE countries between 1990 and 2015
was performed using the Joinpoint Regression Program ver. 4.5.0.1. This software was used to test
whether time trend factors or their changes within the studied time interval were statistically significant
(p < 0.05). The maximum number of joinpoints was set to 3. In addition, we calculated the average
annual percentage change (APC) between 1990 and 2017, with the number of joinpoints set to 0.

3. Results

The mortality rates of CC are shown in Table 1 for women of all ages (0+) in CEE from the
beginning of the observation period (either in 1990 or in the first year after 1990 for which the data were
available) till the end of the observation in 2017 (or in the last available year before 2017). The rates of
change between 1990 and 2017 are also expressed as APCs. In 1990, the highest rates were noted in
women from Romania, Poland, Hungary and Serbia. They ranged from 7.0/100,000 women in Serbia
and Hungary to 10.1/100,000 women in Romania. The mortality rate for EU10 was 9.6/100,000 women.
At that time, EU15 presented the mortality rate at the level of 3.5/100,000 women. Macedonia and
Croatia were the only countries with the rates lower than the EU15 mean. In 2017, the rates were
lower for the majority of CEE countries compared to 1990. We also observed a decrease in APC for
most of them. However, it increased in Latvia and Bulgaria. The largest decreases in the mortality
rate expressed as APC occurred in Poland, the Czech Republic, and Slovenia and were twice as high
as the APC for EU10. In 2017, the highest rates were noted in Romania, Serbia, Moldova, Lithuania,
and Latvia, whilst the lowest ones in Slovenia, Croatia, and Macedonia. CC mortality is still lower in
Western Europe, and its rate of decrease is higher compared to the CEE countries.

The joinpoint regression analysis results on CC mortality trends for CEE countries are shown in
Table 2 and Figure 1. The countries studied may be divided into several categories according to cervical
cancer mortality trends. The first one (Figure 1A) is observed in those countries where mortality in women
of all ages decreased (i.e., the Czech Republic, Estonia, Slovenia, Lithuania, Moldova, Macedonia, Serbia,
Poland and Romania). In the Czech Republic, Estonia, Poland and Slovenia, such decreases had been
noted since the beginning of the observation. In Lithuania, Moldova, Macedonia, Serbia, and Romania,
the trends changed during the observation. The second group comprised Latvia (Figure 1B), where
cervical cancer mortality increased in all age groups. However, mortality in the oldest women slightly
decreased, but the change was insignificant. The remaining countries demonstrated disproportionate
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mortality trends for various age groups of women. Nevertheless, they were defined according to the
category of trend change observed in all women (0+). In Hungary, Belarus, Slovakia, Ukraine and
Croatia, we observed a decrease in mortality in this age group (Figure 1C). In Hungary, the oldest group
of women (65+) was the only one with an increasing trend. However, it was insignificant. In Belarus,
we observed an increasing trend in the youngest (15–44 years old) and middle-aged (45–54 years old)
groups of women. The trend in the oldest group was decreasing. In Slovakia, an insignificant increasing
trend was observed only in the middle-aged group. The situation was the same in Ukraine, but the
increasing trend in middle-aged women was statistically significant. We also included Croatia into this
group, but an insignificant change of trend in the 0+ group was observed. Moreover, an increasing trend
of mortality had been present in the middle-aged group since 1999. In the remaining groups, the trend
was decreasing. Finally, Bulgaria had been characterised by increasing mortality in the 0+ group of
women until 1999, when it reached a plateau (Figure 1D). The only group with a decreasing trend was
the youngest one.

Table 1. Cervical cancer data availability, mortality rates and annual percentage change (APC) in all
age groups of women (0+).

Country Years

Cervical Cancer Mortality Rates
(per 100,000 Population)

1990 a 2017 b APC
1990 a and 2017 b

Latvia 1990–2015 4.4 6.1 1.7

Bulgaria 1990–2015 3.9 5.7 1.1

Ukraine 1990–2017 5.7 5.2 −0.2

Serbia 1998–2016 7.0 6.7 −0.4

Lithuania 1900–2017 6.9 6.6 −0.4

Belarus 1990–2014 4.4 4.1 −0.4

Croatia 1990–2016 3.4 2.6 −0.5

Slovakia 1992–2014 5.0 4.8 −0.5

Romania 1990–2017 10.1 8.5 −0.6

Moldova 1990–2017 6.7 6.1 −0.7

Macedonia 1991–2014 1.5 2.4 −1.2

Estonia 1990–2016 5.3 4.5 −1.6

Hungary 1990–2017 7.0 4.0 −1.8

the Czech Republic 1990–2017 5.0 3.1 −2.3

Poland 1990–2016 7.7 4.1 −2.3

Slovenia 1990–2015 3.6 2.2 −2.7

UE10 1990–2014 9.6 7.3 −1.2

UE15 1990–2015 3.5 1.9 −2.5
a Or the first available year after 1990; b or the last available year before 2017.
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Table 2. Joinpoint analysis for cervical cancer mortality of women at all ages (0+), 15–44, 45–64 and
over 65 (65+) years old, by country.

0+ 15–44 45–54 65+

Belarus
APC 1 (Period 1) −0.4 * (1990–2014) 1.3 * (1990–2014) 0.3 (1990–2014) −3.9 * (1990–2014)

Bulgaria
APC 1 (Period 1) 3.8 * (1990–1999) 1.0 (1990–2004) 5.0 * (1990–1999) 0.2 (1990–2015)
APC 2 (Period 2) 0.0 (1999–2015) −2.8 * (2004–2015) 0.7 * (1999–2015)

Croatia
APC 1 (Period 1) −2.4 * (1990–2001) −2.5 (1990–2016) −3.3 (1990–1999) −1.1 * (1990–2016)
APC 2 (Period 2) 0.8 (2001–2016) 2.1 * (1999–2016)

the Czech Republic
APC 1 (Period 1) −2.3 * (1990–2017) −3.3 * (1990–2017) −2.9 * (1990–2017) −1.8 (1990–2017)

Estonia
APC 1 (Period 1) −1.6 * (1990–2016) −4.1 * (1990–2016) −0.4 (1990–2016) −2.8 * (1990–2016)

Hungary
APC 1 (Period 1) −1.8 * (1990–2017) 2.2 (1990–1996) −0.5 * (1990–2017) −3.8 * (1990–2008)
APC 2 (Period 2) −4.5 * (1996–2017) 0.4 (2008–2017)

Latvia
APC 1 (Period 1) 1.7 * (1990–2015) 2.4 * (1990–2015) 2.0 * (1990–2015) −0.5 (1990–2015)

Lithuania
APC 1 (Period 1) 2.9 * (1990–2000) 5.1 * (1990–2000) 2.4 * (1990–2002) −1.1 (1990–2017)
APC 2 (Period 2) −1.9 * (2000–2017) −3.2 * (2000–2017) −1.7 * (2002–2017)

Macedonia
APC 1 (Period 1) 6.2 * (1991–2000) 95.0 (1990–1993) 11.8 * (1991–1998) −1.4 (1991–2014)
APC 2 (Period 2) −4.7 * (2000–2014) −4.0 (1993–2014) −2.6 * (1998–2014)

Moldova
APC 1 (Period 1) −0.7 * (1990–2017) 3.1 * (1990–2005) −0.5 (1990–2017) −1.9 * (1990–2017)
APC 2 (Period 2) −5.0 * (2005–2017)

Poland
APC 1 (Period 1) −2.1 * (1990–2009) −2.6 * (1990–1998) −1.0 * (1990–2009) −2.7 * (1990–2005)
APC 2 (Period 2) −3.5 * (2009–2016) −6.1 * (1998–2016) −4.4 * (2009–2016) −1.0 * (2005–2016)

Romania
APC 1 (Period 1) 1.1 * (1990–2002) 0.6 (1990–2000) 1.7 * (1990–2007) −0.4 * (1990–2017)
APC 2 (Period 2) −1.9 * (2002–2017) −5.5 * (2000–2017) −4.4 * (2007–2011)
APC 3 (Period 3) 2.7 (2011–2014)
APC 4 (Period 4) −5.4 * (2014–2017)

Serbia
APC 1 (Period 1) 1.0 (1998–2007) −2.2 * (1998–2016) 2.6 * (1998–2007) −1.1 * (1998–2016)
APC 2 (Period 2) −1.8 (2007–2016) −1.8 * (2007–2016)

Slovakia
APC 1 (Period 1) −0.5 * (1992–2014) −3.2* (1992–2014) 0.2 (1992–2014) 0.7 (1992–2001)
APC 1 (Period 2) −17.3 (2001–2004)
APC 3 (Period 3) 18.1 (2004–2007)
APC 4 (Period 4) −0.2 (2007–2014)

Slovenia
APC 1 (Period 1) −2.7 * (1990–2015) −4.5 * (1990–2015) −2.0 * (1990–2015) −2.5 * (1990–2015)

Ukraine
APC 1 (Period 1) 0.0 (1990–2014) 7.1 * (1990–1995) 0.5* (1990–2017) −4.3 * (1990–2007)
APC 2 (Period 2) −3.3 * (2014–2017) 1.5 * (1995–2009) −1.6 * (2007–2017)
APC 3 (Period 3) −2.7 * (2009–2017)

* statistically significant, p < 0.05.
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Figure 1. Joinpoint analysis of trends in age-standardised mortality rates due to cervical cancer in
women of all ages (a solid circle), 15–44 (a triangle), 45–64 (an empty circle) and over 65 (a square)
years old during the period 1990–2017. ASMR—age-standardised mortality rates. (A)—first pattern;
(B)—second pattern; (C)—third pattern; (D)—fourth pattern.
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4. Discussion

Our study began in 1990, when the Iron Curtain in Europe collapsed, which marked the beginning
of numerous political, economic, social, and public health-related changes. However, those changes
were not rapid. For many years, east-central European countries have been struggling with many
problems left over from the previous political system. Some changes in healthcare made in the 1980s [3]
in the Eastern Bloc had persisted. Furthermore, the importance of clinical medicine had begun to be
emphasised regarding public health. It survived the collapse of the Iron Curtain in many central and
eastern European countries [4–6]. However, at that time, important population-based and organised
early-detection programmes for cervical cancer were not undertaken, as was the case in numerous
western European countries [7]. Therefore, cervical cancer mortality rates remained high in CEE
countries at the beginning of the 1990s, contributing to a significant disproportion between western and
CEE countries [8]. In 1993, the first edition of the European Guidelines for cervical cancer screening was
issued, which set out the basic principles for detecting cervical cancer [9]. The health ministers of EU
countries signed the European Council Recommendation on Cancer Screening in 2003, which included
the organisation of CC screening [10]. It was then backed up with the second edition issued in 2008,
with recommendations for decision-makers on how a well-functioning screening programme should
be organised [11]. In 2004, 2007 and 2013, numerous CEE countries joined the EU and were obliged to
resolve the problem of high CC mortality. As a result, many countries launched programmes for the
early detection of this disease [12]. However, their effectiveness depended largely on the coverage of
the target population [13]. Moreover, organised screening, as opposed to opportunistic screening, is
more cost-effective, because it only examines a defined target population at appropriate time intervals.
It also provides quality assurance at all levels and evaluates programme effectiveness over time [11,14].

Not all CEE countries have managed or decided to introduce such screening programmes for
reducing CC mortality, despite their proven benefits. Those countries which did found differences in
how they were organised, their target populations, screening methods (e.g., conventional cytology
or liquid-based cytology) and whether HPV was investigated in the programme [15]. Studies by
Elfström et al. [15] and by Poljaket et al. [12] investigated the functioning of screening programmes in
selected European countries and found that opportunistic programmes were still adopted in Bosnia
and Herzegovina, Macedonia, Montenegro, Serbia, Bulgaria, and Slovakia. The programme introduced
in the Czech Republic was non-population-based. The screening coverage of the east-central target
population of Europe was also lower than in western Europe and exceeded 60% only in Slovenia [15].
Only in the Czech Republic, Latvia, and Slovenia, all quality indicators of the screening register were
tracked (i.e., comparability, completeness, validity and timelines). An organised screening programme
is one where monitoring and evaluation are audited. Unfortunately, it has not been undertaken in the
majority of CEE countries [15].

The epidemiological situation in CEE countries has changed considerably over the last decades.
A study by Arbyn et al. [16] on the Baltic countries indicated that CC mortality had increased in Latvia
and Lithuania between the early 1980s and 2004 in almost all age groups, but it was stable in Estonia.
A similar upward trend (APCs) had been observed in Bulgaria and Romania since 1980. Between 1989
and 2004, an upward trend still continued in Bulgaria, but it became insignificant. A slight downward
trend had been observed in the mortality of Bulgarian and Romanian women aged over 55 years from
1985 onwards, whilst those aged 20–59 overall showed a concomitant increase, with the exception of
the 20–29 year age subdivision.

As regards some other countries of the tested region, CC mortality for all ages decreased in Bosnia
and Herzegovina, Croatia, the Czech Republic, Hungary, Poland, Slovakia, and Slovenia [17–19].
However, the trend increased in Belarus, Moldova (until the first part of the 2000s), and Ukraine.
In Albania, it remained relatively stable [17,18].

CC mortality trends were investigated in another study by Arbyn et al. [17]. They analysed selected
age groups of women, dating back to between the first part of the 1950s and 2005. The groups were
found to vary significantly over the decades, according to the country and age group. A long-standing
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downward trend in all age groups was observed in the Czech Republic, Poland, and Hungary.
The present study demonstrates that this trend continued on in the Czech Republic and Poland.
Furthermore, other countries have joined this decreasing trend (Estonia, Slovenia, Lithuania, Moldova,
Macedonia, Serbia and Romania). Hungary was excluded because trends in women aged above 65
were insignificantly changed. The aforementioned study also revealed decreasing mortality in young
Croatian women, below 44 years, and in those aged 60–64 years until the 1980s, but an upward trend
in all the other age groups [17]. Our observations confirm that the downward trend in young adult
women continued but was also apparent in those aged over 65 years. In our study, women were divided
into slightly different age groups. Nevertheless, we also found upward trends in other age groups.
The study by Arbyn et al. also showed increased mortality rates in Macedonia and Slovakia in almost
all age groups of women between 1990 and 2000, except for women aged 30–34 and 70–74 years, where
the mortality was decreased [17]. Our study reveals that the changed trends in Macedonia qualifies this
country for the group with decreasing mortality trends in all age groups. In Slovakia, the trend was
upward in women aged over 44 years, whilst it was downward for younger women. The study by
Arbyn et al. also investigated mortality trends in Bosnia and Herzegovina (1985–1990), as well as Serbia,
Montenegro (1995–2000), and Albania. Women’s mortality increased in the group under 44 years in
Bosnia and Herzegovina, Serbia and Montenegro, but decreased in all other age groups. In Albania, the
mortality decreased in the groups under 34 and 80–84 years between 1985 and 2000, whereas it increased
at ages 40–44 years, and was unstably irregular for the other age groups [17]. In Serbia, we observed
decreasing trends for all groups of women. The study by Arbyn et al. showed increased mortality
in Belarus (between 1980–2000) in women under 54 years, but a downward trend in all the other age
groups for the last few years of the study period [17]. We also found declining mortality trends over our
entire observation period in women over 65 years of age, as well as the all-women group (0+). Increases
were seen for women aged up to 65 years. In Slovenia and Moldova, decreases were observed by Arbyn
et al. in women under 54 and in those aged 80–84 years, whereas an upward trend was found for all the
other age groups [17]. In our study, both those countries qualify as presenting falling mortality trends
for all age groups of women. Finally, the study by Arbyn et al. demonstrated increased mortality rates
in Ukraine in almost all age groups of women, except for those aged 70–84 years [17]. The situation in
Ukraine has changed in recent years. Our observations indicate a recent drop in the mortality trend
for the youngest group of women aged 15–44 years and also a downward trend in the oldest group of
women in our study (65+ years) and for the 0+ group. Nonetheless, the upward trend is still observed
in women aged 45–64 years.

When investigating trends in CC mortality dating back several decades, several problems are
encountered, such as inconsistencies in classifying reproductive organ tumors and the fact that the
International Classification of Diseases has been modified several times over recent years. Death
certificates do not precisely distinguish between cervical and corpus uteri cancers since they were
mostly classified as being unspecified uterine cancers. Upon reviewing the data of specific countries
over recent decades, it is noticeable that up to 93% of all uterine cancers were diagnosed in such a
way, for example, in Spain in 1960 [8]. In contrast, the UK classified unspecified uterine cancers only
in 6% of cases at that time. However, in 1995, such diagnoses in Spain were made in 32% of cases,
whereas in the UK, the rate was 21% of cases [8]. Mortality due to cervical cancer is, therefore, affected
by misclassification bias. Some studies, for example, by Levi at al. and Wojtyla et al., have tried to
minimise the problem by investigating the mortality only in young women, in whom cervical tumors
constitute the overwhelming majority of all uterine tumors [2,8]. To our knowledge, this paper is
the first one to illustrate the mortality of women due to CC in all age groups of women living in the
region of central and eastern Europe using a separate method of classifying deaths among young adult
women. In this way, it allows the minimisation of the classification bias and more reliable comparison
of the results between this group and other groups of women.

Our study has several limitations. A change of the International Classifications of Diseases was
made during the period covered by our analysis. Individual countries introduced the new classification
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at different times. In addition, uterine cancers may be classified as cancer of the corpus uteri, cervix
or unspecified parts of the uterus. Both of the above factors make the epidemiological analysis of
cervical cancer prone to classification bias. It is irrelevant in case of changes in the last two International
Classifications of Diseases because all three abovementioned codes have their equivalents in individual
classifications. However, it affects the loss of some cervical cancers classified as unspecified uterine
cancer. The bias can only be minimised for younger women by assuming that uterine cancers in this
age group (under 45 years old) are cervical cancers. As mentioned before, the vast majority of uterine
cancers in this age group are cervical cancers [2,8]. However, this methodology cannot be applied to
other groups of women. Another limitation stems from the comparison of countries with different
populations. Obviously, mortality in our analysis is presented in the form of standardised mortality
rates using the world standard population. Nevertheless, the number of deaths in some countries is
low and small changes in the number of deaths may exert a significant impact on observed trends.

Despite a great deal of effort devoted to reducing and achieving low rates of CC mortality, as
observed in most western and northern European countries, it is still high in most CEE countries. This
study confirms previous observations on the inequalities in female mortality from cervical cancer in
Europe. Nevertheless, the observations are based on the latest data. However, epidemiological studies of
this type are used to shape the current health policy of individual countries and individual health areas.
The observations described in our paper should encourage decision-makers to increase their efforts
to improve the situation, especially where there are available tools to achieve it. Poorly functioning
screening programmes are the main reason responsible. However, the case of Slovenia is exceptional. It
is the only country in the region with a well-functioning and effective screening programme. It included
82.1% of women (data from 2004–2008) and led to a 40% fall in the cervical cancer incidence rate
during 2003–2009 [20]. Great hopes are currently pinned upon protective HPV vaccines. The vaccines,
coupled with fully functioning and organised early-detection programmes for CC, may result in this
disease being no longer regarded as a public health issue in the world. Hall MT et al. [21]. performed a
simulation of what the expected CC incidence and mortality rates in Australia could be if high-coverage
protective HPV vaccination programmes were introduced. They found that in a short time, CC could
be eliminated from the population. The time for eradication is much shorter than that achieved by
screening alone, where the obtained levels of incidence and mortality are significantly lower. Therefore,
it appears that only the simultaneous introduction of appropriate screening programmes coupled with
high-coverage protective vaccinations may lead to the situation when the level of CC mortality in CEE
countries approximates the one observed in Western Europe at the moment.

Nevertheless, there is one more issue that may have an enormous impact on perpetuating the
positive mortality trend generated by the above factors. It is associated with the organisation of
appropriate educational programmes concerning cervical cancer prevention for young women. Those
women are mostly included in the current cervical cancer prevention programme in a given country
because it shapes their awareness of cervical cancer prevention for their entire future life. Sudden
changes in the organisation of screening will have a lower impact on women from older age groups
because their attitude towards cervical cancer prevention has already been shaped. Young women
may not be fully educated and aware of the threat yet, because they have not developed the habit of
undergoing routine screening. New diagnostic methods and changes in screening programmes will be
ineffective if women are unaware of the threat and the possibilities of its prevention.

5. Conclusions

Although CC mortality has decreased in the majority of CEE countries over recent decades, there
are still disproportions between particular countries, as well as between age groups of women within
individual countries from this region of Europe. These countries present significantly higher mortality
rates than western Europe. In order to improve the epidemiological situation for the coming years,
early detection programmes ought to be reorganised and based not only on pap smears but also on
molecular methods, together with widespread programmes of vaccination against HPV.
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Abstract: The aim of this study was to evaluate the knowledge regarding a healthy lifestyle and
prophylaxis during pregnancy among women from rural and urban areas and how this changed
within a 5-year period. Analyses of the population of pregnant women in Poland were made using a
questionnaire survey. The survey was conducted in the years 2010–2012 and 2017. Questionnaires
from 6128 pregnant women were collected. The statistical analyses were conducted using IBM SPSS.
The examined population was comprised of 41% women from rural areas and 59% women from urban
areas. Alcohol consumption was lower among women from rural areas than among urban inhabitants
in 2010–2012; in 2017 a trend of even lower consumption was observed. Folic acid supplementation
was more broadly developed in the urban population; however, in 2017, higher percentage rates of
both populations admitted taking folates before pregnancy. More women in urban than in rural areas
performed physical activity during pregnancy, but the differences decreased in 2017. Knowledge
of a healthy lifestyle and prophylaxis during pregnancy increased regardless of place of residence;
however, the most evident change could be observed among women from rural areas.

Keywords: health behaviors; pregnancy; rural area; urban area

1. Introduction

Contemporary medicine offers access to tools and options that may not only reduce the prevalence
of certain diseases or modify disease-related complications but also extend lifespan and improve its
quality. According to the report published by M. Lalonde in 1974, our lifestyle determines our health
by as much as 50%, whereas the influence of healthcare itself is limited only to 10% [1]. Almost 45 years
have passed since this theory was presented, and although many new statements have been made
since that time, Lalonde’s health field concept clearly reflects the significance of health prevention.
An advanced development in medicine may not be an argument for diminishing the impact that
lifestyle exerts on overall health. Reasonable behaviors aimed at the protection and improvement
of health are particularly important in pregnant women since each mother’s lifestyle has a great
impact on the course of pregnancy and fetal development [2]. Therefore, both worldwide and in
Poland, research studies have been conducted regularly with the aim of evaluating knowledge on
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pro-health factors and behavior among future mothers [3,4]. The identification of risk factors and
assessment of health awareness, particularly in populations of pregnant women, creates the option
to implement specific actions and projects aimed at ensuring proper care or at filling in knowledge
gaps related to the aforementioned issues. Thus, we undertook this study in two specific subgroups:
rural and urban populations of pregnant women. It is worthwhile to mention that, from 2009,
recommendations regarding nearly all aspects of pregnancy were released in Poland which were
intended to be implemented irrespective of the place of residence of the future mother. Such studies
are also important because they show whether such actions bring certain measurable benefits, such as
a reduced number of diseases and complications, which in turn may be translated into lower financial
outlays for secondary prevention. Based on the published analyses on health awareness among
pregnant women, it may be concluded that the results are influenced by similar factors to those among
non-pregnant women, such as age, place of residence, level of education and marital and socioeconomic
status. These factors indicate that there is a positive correlation between a more advanced age of
a pregnant woman, a higher education level, a higher socioeconomic status and a greater care for
health [5,6]. The noticeable differences in the abovementioned observations resulted in the focusing of
educational activities on populations in which the awareness of health prevention importance is still
too low. One of the population groups in East-Central Europe whose economic situation has greatly
improved in the recent years is the inhabitants of rural regions. The Regulation of the Minister of
Health of 16 August 2018 on the organizational standard of perinatal care obliged medical professionals
in Poland to take the same pro-health actions among pregnant patients regardless of their place of
residence or financial status [7].

The aim of this study was to analyze health awareness, expressed both as knowledge and
pro-health behaviors, in the populations of pregnant women living in urban and rural areas. Based on
these data, we attempted to assess changes in health awareness in the two populations within a five-year
observation period; i.e., between the years 2010–2012 and 2017. The working hypothesis assumed that,
despite place of residence, women should have a comparable health awareness, which should increase
in the studied timeframe.

2. Materials and Methods

The study was conducted by the Chief Sanitary Inspectorate and the Institute of Rural Health in
the years 2010–2012 and in 2017 in all Polish public hospitals and involved a group of women and their
children. The analysis was made based on a questionnaire developed within Pol-PrAMS program
(Polish Pregnancy-Related Assessment Monitoring System) using the model of the PRAMS (Pregnancy
Risk Assessment Monitoring System) applied in the United States. All women gave their informed
consent for inclusion before they participated in the study. The Bioethics Committee of the Institute of
Rural Health in Lublin approved the study (permission no. 03/2011).

The participants in the Pol-PrAMS study were 12.066 pregnant women, including 8625 subjects
in the years 2010–2012 and 3441 in 2017. Women hospitalized in public hospitals in Poland for
delivery were asked to fill in the paper version of the questionnaire, which was divided into two parts.
The first one was filled in by the patients and referred to their personal data, pro-health behaviors
and awareness of a healthy lifestyle during pregnancy and the course of pregnancy, whereas the
second part was filled in by healthcare professionals based on medical records of the patients and their
children. The Pregnancy Physical Activity Questionnaire (PPAQ) was used to estimate the physical
activity of pregnant women in both groups. The use of PPAQ allowed the presentation of the physical
activity of pregnant women as their energy expenditure, measured in Metabolic Equivalents of Task
(METs). Physical activity is presented in MET-h/week units. The Mann–Whitney–Wilcoxon test was
used to compare groups in relation to physical activity. The detailed methodology of the Pol-PrAMS
study and the use of PPAQ has been presented in separate studies [8,9].

The demographic population structure in 2010–2012 was significantly different to that studied
in 2017 in terms of age and region of residence. A compromise method of correction was adopted
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by randomly withdrawing those cases that were overrepresented [10]. The population from the
2010–2012 study was referenced to the population structure from 2017 in terms of age, place of
residence (city/village) and region of residence (16 provinces). This data constituted a trivariate table,
covering 3331 women subjects from 2017 divided into 3 × 3 × 16 = 144 subgroups. The number of
subjects in each subgroup was expressed as a percentage of the total. An analogous table was prepared
for the population studied in 2010–2012. Based on the coefficients from the 2017 table, the expected
counts in each subgroup for 2010–2012 were calculated, from which the overcounts and undercounts
could be derived. The population size was reduced so that there were no undercounts present in
the table; i.e., only overcounts were present. This was achieved by reducing the total size of the
interviewed population from the 2010–2012 study to 2797 cases. Current and newly expected counts
were provided for each subgroup. The required number of cases was then randomly selected using
the “SAMPLE n from m” procedure from the SPSS database program, containing the data for each
subgroup of the 2010–2012 study. This procedure randomly selects an m-element sample of cases
from an n-element population [11]. In total, 144 of these procedures were separately performed for
the subgroups. The adjusted study population of 2797 cases did not differ significantly from the 2017
study population in terms of the unified variable structure. Obtained data were compared between the
years of the survey in women residing urban and rural areas. The statistical analysis of the collected
data was made based on a chi-squared test using IBM SPSS software version 25 (IBM Corp., Armonk,
NY, USA).

Due to the fact that some women did not answer some questions, the sample size in the description
of the results is smaller than the actual number of women included for the study; thus, the percentage
value is the so-called valid percentage, calculated for the number of answers and not the number of
completed questionnaires.

3. Results

3.1. Characteristics of the Study Population

The largest part of the study group, both in the years 2010–2012 and in 2017, included women
aged between 26 and 30 years; the smallest one comprised women aged over 35 years. Among the
surveyed participants, women living in urban areas accounted for around 59%, whereas those from
rural regions accounted for around 41% of the study group. The highest percentage in both groups
was represented by women with a normal body weight before pregnancy—i.e., their Body Mass Index
(BMI) was between 18.5–24.9 kg/m2—and they constituted about 67%. The average weight gain of
pregnant women in the years 2010–2012 was 14.4 kg, while in 2017 it was 14.6 kg. Characteristics of
the study population are presented in Table 1.

Table 1. Characteristics of the study population.

Variable
2010–2012 2017

p
N % N %

Age (years) 0.91
Under 25 532 19.0 627 19.0

26–30 965 34.6 1139 34.6
31–35 925 33.1 1073 32.6

Over 35 371 13.3 457 13.8

Place of residence (inhabitants) 0.99
City ≥ 100,000 676 24.2 804 24.1
City < 100,000 967 34.6 1154 34.7

Rural area 1154 41.2 1373 41.2

BMI before pregnancy (kg/m2) 0.2
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Table 1. Cont.

Variable
2010–2012 2017

p
N % N %

<18.5 230 8.4 256 7.9
18.5–24.9 1838 67.6 2147 66.6
25.0–29.9 471 17.3 581 18.0
30.0–34.9 143 5.3 176 5.5
35.0–39.9 25 0.9 53 1.6
≥40 13 0.5 13 0.4

Parameter Mean S.D. Median p

Weight before pregnancy (kg) 0.29
2010–2012 63.5 12.2 61.0

2017 63.9 12.5 62.0

Weight gain in pregnancy (kg) 0.4
2010–2012 14.4 5.6 13.0

2017 14.6 6.2 14.0

3.2. Alcohol and Stimulant Use During Pregnancy

Cigarette smoking by pregnant women living in both urban and rural areas decreased over the
years (Table 2). In the group of women living in urban areas, about 16% of women quit smoking
because of pregnancy, both in 2010–2012 and in 2017. This percentage increased from 14.0% to 15.9% in
the group of women living in rural areas.

Table 2. Alcohol consumption, stimulant use, folic acid supplementation and consumption of various
types of drinks in connection with pregnancy in urban and rural areas in Poland, in the period of
2010–2012 and 2017.

Urban Area Rural Area

2010–2012 2017 p 2010–2012 2017 p
% (N) % (N) % (N) % (N)

Smoking 0.1 0.65
Yes 7.1 (77) 5.4 (104) 6.4 (49) 6.0 (80)
No 76.6 (829) 78.6 (1508) 79.6 (611) 78.1 (1042)

Quit in pregnancy 16.3 (176) 16.0 (306) 14.0 (107) 15.9 (212)

Alcohol
Before pregnancy 45.1 (675) 40.8 (798) 0.01 36.8 (370) 33.1 (454) 0.06
During pregnancy 18.7 (276) 6.0 (118) 0.00 15.4 (152) 3.5 (48) 0.00

Legal highs 0.43 0.62
Yes 0.4 (4) 0.2 (4) 0.1 (1) 0.2 (3)
No 99.6 (1075) 99.8 (1867) 99.9 (764) 99.8 (1304)

Folic acid supplementation
Before and during pregnancy 29.5 (445) 32.3 (598) 0.08 21.0 (211) 27.1 (332) 0.00

During pregnancy 62.0 (937) 62.8 (1164) 0.63 67.4 (675) 66.9 (818) 0.81
Without supplementation 8.5 (129) 4.9 (91) 0.00 11.6 (116) 6.0 (73) 0.00

Water 0.2 0.38
Never 2.4 (38) 1.6 (31) 3.2 (34) 2.3 (30)

Sometimes 13.6 (214) 12.8 (241) 18.5 (197) 17.8 (227)
Every day 84.0 (1319) 85.6 (1612) 78.2 (831) 79.9 (1020)

Sweetened beverages 0.00 0.00
Never 30.1 (440) 38.7 (673) 28.0 (268) 32.5 (378)

Sometimes 51.3 (750) 51.8 (900) 49.0 (469) 57.4 (667)
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Table 2. Cont.

Urban Area Rural Area

2010–2012 2017 p 2010–2012 2017 p
% (N) % (N) % (N) % (N)

Everyday 18.6 (272) 9.4 (164) 23.0 (220) 10.1 (117)

Tea 0.00 0.00
Never 4.8 (75) 4.4 (81) 3.8 (40) 3.1 (40)

Sometimes 27.5 (425) 37.4 (695) 22.1 (232) 32.8 (418)
Everyday 67.7 (1048) 58.3 (1083) 74.1 (777) 64.1 (817)

Cofee 0.00 0.00
Never 40.6 (600) 41.1 (730) 45.0 (434) 42.7 (510)

Sometimes 38.0 (561) 43.6 (775) 34.0 (328) 42.2 (503)
Everyday 21.4 (317) 15.4 (273) 21.0 (203) 15.1 (180)

Women living in rural areas consumed alcohol less frequently than those living in cities, both
before and during pregnancy (Table 2). In 2010–2012 and 2017, 36.8% and 33.1% of women living in
rural areas consumed alcohol before pregnancy, respectively, while the percentages among women
living in the city were 45.1% and 40.8%, respectively. Alcohol consumption during pregnancy in rural
areas was 15.4% in 2010–2012 and 3.5% in 2017, and for city inhabitants, these values were 18.7% and
6.0%, respectively.

In the study population, 0.1–0.4% of women used legal highs during pregnancy; the percentage
rate remained at a very low level both in urban and rural areas (Table 2).

3.3. Folic Acid Supplementation

A majority of the study participants from both rural and city regions began folic acid
supplementation during pregnancy—in the years 2010–2012, 67.4% of the women living in rural areas
and 62% of those living in urban areas supplemented their diet with folic acid, and in 2017, the values
were 66.9% and 62.8%, respectively (Table 2). However, a significantly higher percentage of women
living in urban areas started to supplement folic acid before pregnancy and continued supplementation
during pregnancy compared to women from rural regions. The dose of folic acid taken was not studied.

3.4. Types of Beverages

Considering the types of beverages consumed, the women most frequently chose water. As many
as 84% of urban population studied in the years 2010–2012 and 85.6% of individuals analyzed in 2017
declared drinking water every day, whereas the women living in rural areas declared drinking higher
amounts of sweetened beverages and tea. In the years 2010–2012, the percentage rate was 23% for
sweetened beverages and 74.1% for tea, and in 2017, the values were 10.1% for sweetened beverages
and 64.1% for tea. Coffee consumption decreased among women living in rural and urban areas during
the analyzed years (Table 2).

3.5. Physical Activity

The median for the total value of physical activity in the years 2010–2012 was 200.3 MET-h/week
in women living in urban areas and 188.1 MET-h/week in those living in rural regions. In 2017,
the respective figures were 195.6 MET-h/week in urban areas and 178.4 in rural areas. Over the
analyzed years, the only differences observed in the rural population were related to sedentary physical
activity. The energy expenditure related to household activity among women living in urban areas
increased significantly in the analyzed period of time; however, it decreased significantly in the case
of occupational physical activity. Women living in urban areas more often engaged in occupational
physical activity in pregnancy as well as sport activity, expressed in MET-h/week, compared to rural
inhabitants. Physical activity of analyzed groups of women is presented in Table 3.
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Table 3. Physical activity of women during pregnancy living in rural and urban areas in Poland in the
years 2010–2012 and 2017.

N Mean S.D Median First Quartile Third Quartile p

Urban area
Total physical activity 0.97

2010–2012 1059 215.3 116.3 200.3 140.2 265.6
2017 1897 217.3 117.5 195.6 139.8 270.8

Household activity 0.00
2010–2012 1048 102.8 77.3 80.5 49.6 136.9

2017 1880 112.1 81.7 92.1 52.3 150.3
Occupational activity 0.00

2010–2012 595 38.4 62.0 14 0.0 67.2
2017 1094 33.2 59.0 0.0 0.0 56.0

Sport/execrice activity 0.88
2010–2012 1029 7.6 8.8 4.8 2.4 9.6

2017 1858 8.0 9.8 4.8 2.4 9.6
Sedentary activity 0.00

2010–2012 1048 69.9 41.5 65.9 39.6 97.8
2017 1872 60.4 38.0 54.1 30.6 87.0

Moderate-intensity activity 0.04
2010–2012 1056 53.7 64.1 34.4 9.6 71.0

2017 1890 58.6 70.4 36.0 13.1 78.6
Vigorous-intensity activity 0.00

2010–2012 928 0.9 3.1 0.0 0.0 0.0
2017 1747 1.25 3.9 0.0 0.0 0.0

Rural area
Total physical activity 0.39

2010–2012 762 206.2 118.2 188.1 126.5 268.3
2017 1313 204.2 119.9 178.4 125.6 251.5

Household activity 0.2
2010–2012 753 110.9 85.5 92.1 50.9 145.8

2017 1302 113.2 81.6 93.6 54.4 150.3
Occupational activity 0.16

2010–2012 429 31.0 49.5 0.0 0.0 56.0
2017 710 30.4 60.5 0.0 0.0 52.9

Sport/execrice activity 0.22
2010–2012 732 5.9 7.1 3.6 1.7 8.1

2017 1268 6.2 9.2 3.4 0.8 8.0
Sedentary activity 0.02

2010–2012 742 58.1 40.3 48.2 28.7 84.7
2017 1292 52.6 35.3 47.3 25.6 75.7

Moderate-intensity activity 0.69
2010–2012 754 56.6 66.0 35.3 10.1 77.8

2017 1306 55.5 69.4 32.6 10.5 74.6
Vigorous-intensity activity 0.09

2010–2012 647 0.64 2.73 0.0 0.0 0.0
2017 1175 0.94 3.5 0.0 0.0 0.0

3.6. Body Mass Index

The distribution of BMI among women living in urban and rural areas was comparable in
2010–2012, whereas in 2017, in the rural population, both before pregnancy and in the prenatal period,
the percentage rate of overweight women as well as those with class I (BMI 30–34.9 kg/m2), class II
(BMI 35–39.9 kg/m2) and class III obesity (BMI ≥ 40 kg/m2) was higher than among those living in
urban areas. Comparing the groups of women from both analyzed periods of time, there were no
statistically significant differences observed in relation to BMI before delivery in the rural and urban
population (Table 4).
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Table 4. Body Mass Index (BMI) of women living in rural and urban areas in Poland, before pregnancy
and before labor, in the years 2010–2012 and 2017.

Urban Area Rural Area

2010–2012 2017 p 2010–2012 2017 p
% (N) % (N) % (N) % (N)

BMI before pregnancy (kg/m2) 0.8 0.12
<18.5 8.7 (139) 8.5 (159) 8.2 (91) 7.3 (97)

18.5–24.9 68.2 (1094) 68.8
(1306) 66.7 (744) 63.3 (841)

25.0–29.9 16.8 (270) 16.4 (311) 18.0 (201) 20.3 (270)
30.0–34.9 5.0 (80) 4.8 (92) 5.7 (63) 6.3 (84)
35.0–39.9 0.8 (13) 1.2 (23) 1.1 (12) 2.3 (30)
≥40.0 0.6 (9) 0.4 (7) 0.4 (4) 0.5 (6)

BMI before labor (kg/m2) 0.39 0.05
<18.5 0.1 (1) 0.1 (2) 0.1 (1) 0.1 (1)

18.5–24.9 25.1 (402) 24.3 (458) 21.7 (241) 19.3 (254)
25.0–29.9 46.8 (751) 45.7 (860) 49.2 (547) 45.9 (605)
30.0–34.9 21.6 (347) 21.5 (404) 21.6 (240) 24.9 (328)
35.0–39.9 5.4 (86) 6.9 (130) 6.0 (67) 7.4 (98)
≥40.0 1.1 (17) 1.5 (28) 1.4 (16) 2.5 (33)

4. Discussion

To the best of our knowledge, this is the first study on changes in health awareness in the
population of pregnant women residing in urban and rural areas in Poland. Understanding these
changes is important for healthcare providers to improve counselling during pregnancy and improve
maternal and newborn health outcomes. Rural areas in Poland occupy more than 93% of the country’s
area; this high share automatically becomes a source of causes and effects for differences both at the
regional and local level [12]. Despite this fact, health awareness in the rural population, both expressed
as better knowledge and healthier behaviors declared by surveyed patients, has been increasing
dynamically. These changes in the rural population of pregnant women are probably related to
improvements in road infrastructure and access to the Internet, but these aspects were not studied
in our survey [13]. The increasing health awareness might be also influenced by an increase in gross
domestic product (about 230% in 2016 in comparison to 2002) in the rural population [14].

The analysis of the rural population clearly demonstrates a decrease in the number of births and
professional activity and an increase in expenditure on health and education (in the years 1999–2004).
An additional aspect is the constantly improving access to out-patient health care in rural areas [15].
Additionally, the nature of migration from rural to urban areas has been changing; increasingly
often, people living in rural regions give up permanent migration and decide to choose temporary
migration [14].

Currently, the healthcare offered to pregnant women focuses on the promotion of the so-called
healthy lifestyle already in the preconception period. In pregnancy, the first medical appointment
should be arranged by the 10th week of gestation, and it should include counselling with regard to diet,
folic acid intake, non-use of stimulants and smoking cessation [7,16,17]. It is particularly important
that a healthcare professional and a pregnant woman should cooperate in order to prepare a schedule
of prenatal care that should be modified as required by the patient’s health condition and needs. Thus,
it is possible to achieve the best possible results and avoid mistakes that could lead to complications
and failures.

A permanent problem faced by the Polish society, despite numerous social campaigns, is increasing
alcohol consumption [18]. The problem of consuming both hard and weak liquors is also present for
pregnant women. This is confirmed by the fact that the National Health Plan for the Years 2016–2020
includes a point on the dissemination of knowledge regarding the harmful effects resulting from alcohol
consumption by pregnant women [19]. Moreover, although this aspect remains ignored, it is crucial
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for women to realize the importance of abstaining from drinking alcohol even in the preconception
period; in particular, it should be stressed that the organogenesis stage lasts from the second until the
end of the eighth week, which is particularly important given that a large number of women find it
difficult to define the exact day of conception [20].

A survey performed in 2012 showed that urban inhabitants consume alcohol more frequently
than the rural population [21]; this is probably the reason why this trend is also observed in the group
of pregnant women included in our study. A positive phenomenon, however, is the fact that the
consumption of alcohol among women living in rural as well as in urban areas has decreased over the
analyzed years.

Studies conducted in Poland show that smoking only depends on place of residence to a small
extent. In 2016, it was proved that women living in small towns with up to 20,000 inhabitants were
addicted to smoking less frequently. The highest percentage rate of female smokers was reported in
cities with 100,000–500,000 inhabitants [22].

Our study did not find any statistically significant differences regarding changes in smoking
habits in pregnancy in the analyzed period of time, either in rural and urban areas. In addition,
the percentage of smoking women living in rural and urban areas remained at a comparable level.
In literature sources, it can increasingly often be seen that a negative factor in smoking cessation is
not only a low socioeconomic status but also the fact that women ignore the harmful effects of the
addiction if their previous child was born healthy. Factors that limit smoking cessation also include a
partner who is a smoker, as well as a belief that the addiction may be a stress-reducing activity [23,24].
Due to the large scale and topicality of the problem, not only does an attending doctor play a great
role in increasing the awareness of women, but also midwives, childbirth education institutions and
individuals are important advocates in a pregnant woman’s immediate environment. Importantly, a
woman’s attention should also be focused on reducing passive smoking as a negative factor for the
health of the offspring [25].

Some studies show that women are more often successful at resisting such addictions as cigarettes,
alcohol or caffeinated drinks than, for example, at increasing amounts of vegetables or fruit in their
diet [26]. Our study partly confirmed these data. About 14–16% of women quit smoking during
pregnancy in the analyzed period, while a significant part of them stopped drinking alcohol in
connection with pregnancy, especially among women participating in the study in 2017. Apart from
personal attitude and motivation, healthy lifestyle is also influenced by individual (such as financial
and time-related) and infrastructural options. Although a size of a place of residence determines
physical activity to a small extent only, the greatest percentage rate of active individuals was observed
among people living in cities with more than 500,000 inhabitants, which may result from the better
sport facilities available [27]. In our study, the mean total energy expenditure of women living in
cities increased over the analyzed years, in contrast to women living in rural areas. In addition,
this expenditure among urban residents was higher than among women living in rural areas.

A similar dependency exists regarding the consumption of sweetened beverages in the rural and
urban populations. This may be partly explained by the unfavorable economic situation of rural areas;
however, the phenomena that may influence this situation have not yet been fully investigated [28].
Nevertheless, it needs to be emphasized that the opinions given by the women participating in our
survey show that the consumption of sweetened beverages among the rural population has decreased
significantly in the last few years, and the figures are at present only slightly higher than those for the
women representing the urban population.

An alarming occurrence is an increasing number of rural inhabitants who are overweight or
suffer from class I, II and III obesity, which reflects a general worldwide trend [29,30]. Studies show
that obese individuals are not able to classify their body mass or do not realize that it is abnormal.
Moreover, it has been found that partners of overweight or obese persons deal with the same problem,
which may be an additional factor causing difficulties in maintaining normal bodyweight before and
during pregnancy [31]. Consultation with an attending doctor, proper preparation and the discussion
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of common objectives, including the maximum weight gain during pregnancy, should be one of the
main issues within a preconception care scheme offered to women who plan to become pregnant.
Obesity also generates disturbances in levels of microelements crucial for fetal development; e.g., folic
acid [32].

The influence of folic acid on the development of the fetal nervous system was observed as early
as in the 1960s by the British physician Bryan Hibbard, while, in 1991, the Medical Research Council
proved in its study that daily intake of 4 mg of folic acid may prevent defects of the fetal neural
tube in women who had previously given birth to a child with such an anomaly [33]. More recent
research studies have demonstrated that women of reproductive age planning pregnancy should
commence folic acid supplementation already at 12 weeks before the planned pregnancy [34,35].
According to our data, a majority of women begin to take folic acid after they have their pregnancy
confirmed; this is particularly evident in women representing the rural population. Only every third
women surveyed was aware of the importance of folic acid supplementation before conception and the
recommended dose; this may suggest that only 30% of pregnancies were planned, but this aspect was
not assessed in this study. In contrast, among female transplant recipients, only every third pregnancy
is unplanned [36]. Family planning is therefore of high importance when discussing health awareness
among pregnant women. The targeted promotion of folic acid supplement use should be conducted
periodically by gynecologists and primary care physicians during annual medical screenings [37].

Our study suggests that, despite the universal access to information for both rural and urban
inhabitants and development of prenatal care, there is still a need for education about proper nutrition
and other health-related issues regardless of place of residence. These suggestions are also supported
by Ługowska et al. and Dereń et al. [38,39] and in other populations [40]. Progress in antenatal care
has been made worldwide, which is also supported by our results [41]. Some studies indicate that
not only should recommendations be implemented but also “active clinical mentoring” (including
such activities as organizing and training a national team of mentors including senior midwives,
obstetricians and pediatricians) should be used to improve health awareness even before pregnancy [42].
The meta-analysis by Miteniece E et al. indicated other issues that should be improved, with the
geographical distance to healthcare institutions being one of the most important [43].

5. Conclusions

In the last decade, there has been a considerable change in pro-health behaviors in the population
of women living in rural areas and a slight change among those living in cities. Although the results of
studies seem to be satisfactory, there are still aspects that should be changed in both of the groups.
At the same time, as a result of globalization, other problems may arise in Polish rural and urban
populations, and they could occur paradoxically in both of the groups, posing new challenges to
doctors and other medical professionals providing care to pregnant women.
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39. Dereń, K.; Gaweł, M.; Łuszczki, E.; Jarmakiewicz, S.; Sokal, A.; Polak, E.; Wyszyńska, J. Nutritional behawior
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Abstract: Introduction: In the light of the increased ageing of the world population, social policy needs
to be focused on actions aimed at improving the quality of life of older people. Objective: The main
objective of this study was to assess the quality of life in a population of seniors hospitalized
due to cardiovascular disease. Materials and methods: The study included 408 elderly patients
hospitalized for cardiovascular diseases in the Poddębickie Centrum Zdrowia Hospital in Poddębice,
Łódzkie voivodship, Poland. The study used two survey questionnaires: the author’s survey
questionnaire and the standardized SF36v2 Questionnaire. Statistical analysis of the obtained test
results was carried out in the R program, version 3.5.1. Results: Having analyzed the health status of the
study group, it was found that the largest group of subjects (84.07%) were treated due to hypertension.
Among the ailments that hindered daily functioning, the respondents indicated primarily poor eyesight
(53.68%). Patients assessed their own health as ‘mediocre’ (average) (58.58%). The analysis of the
study results from the SF36v2 Questionnaire showed that the highest quality of life was in the limited
activity due to emotional problems (RE) dimension, social functioning (SF), and physical functioning
(PF); the weakest scores were observed in vitality (VT), general health perception (GH), and health
transition (HT) dimensions. Conclusions: The significant demographic, social and socio-medical
factors that determined respondents’ quality of life were: age, gender, marital status, education and
health situation. The analysis of quality of life according to the SF36v2 Questionnaire showed that the
study group functioned better in the mental dimension (MCS—mental component summary, overall
mental health) than in the physical one (PCS—physical component summary, total physical health).

Keywords: quality of life; the elderly; seniors; health; cardiovascular diseases; physical and psychological
well-being

1. Introduction

The forecasts of the United Nations (UN) predict that by 2030, the percentage of Europe’s population
aged 65+ will reach 23.8%. Currently, Italy, Germany and Greece are leaders among countries with the
highest senior citizen proportion, i.e., people aged 65+ in the general population [1–3]. Although in
Poland the elderly (65+) constitute over 15% of general population (while the EU average is almost 19%),
it should be emphasized that the situation of Poland is only seemingly favorable compared to Europe,
because the situation will change radically in the coming decades. By 2050, Poland will become one
of the European countries with the highest old age ratio—it will double and amount to over 30%.
The oldest age group (80+), which today amounts to about 4% of the general population, also needs to
be considered. According to Eurostat, it will reach almost 10% of the general population in 2050 [1].
Research shows that 80+ individuals suffer from an increasing number of diseases, becoming more
and more dependent and in need of help [1,4–6].
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Cardiovascular disease (CVD) is the most frequently mentioned issue among health problems of
the elderly; it encompasses ischemic heart disease, stroke, and atherosclerosis, which are the main
causes of morbidity, disability and premature mortality in developed countries. The results of the
Global Burden of Disease Study indicate that cardiovascular disease has caused about 15.6 million
deaths worldwide (29.6%). It is estimated that in Europe, cardiological diseases are the cause of 45% of
all deaths, i.e., over 4 million per year [2,3,7,8].

Since 1991, mortality caused by cardiovascular diseases in Poland has systematically decreased;
however, it is still considered ‘high’. In 2015, cardiological diseases were the cause of approximately
46.8% of deaths, while they constituted as much as approx. 52% in the early 1990s [1,3,7].

The most pressing problems of the elderly include not only health problems, but also loneliness,
disability, poverty, and a sense of uselessness. All these problems point to the existing marginalization
of seniors as a group, which may be exemplified by their gradual elimination from active professional
and social life [9–11].

From the psychosocial perspective, old age is a set of various interrelated social, economic, family
and cultural conditions whose impact varies both environmentally and individually; it is a consequence
of losses to which the old person is exposed: the loss of social prestige, impoverishment, and excess of
free time which is difficult to fill up satisfactorily [3,11].

Old age is a difficult period in human life, and one needs to be properly prepared for it.
The development of geriatrics and gerontology results in progress in improving the quality of life in
old age. Therefore, extensive actions should be taken to help the elderly with such numerous health,
social or economic problems that greatly affect their quality of life [7,10,11].

The quality of seniors’ life has become the subject of numerous studies (especially in recent years)
and a topic often raised in scientific articles [12–17]. The concept of quality of life is difficult to define,
as its perception depends on the worldview, experience and education.

According to the World Health Organization (WHO) definition, quality of life is ‘an individual’s
perception of their position in life in the context of the culture and value systems in which they live
and in relation to their goals, expectations, standards and concerns’ [9]. The indicators of quality of life
include the ability to continue to play one’s life roles, the ability to adapt, psychological well-being and
functioning within social groups [9,10].

Undoubtedly, the quality of life changes over time and is significantly susceptible to internal and
external factors such as: family life, friendship, work, neighbors, place of residence, home, education,
health, standard of living, and nationality [9–11]. All these internal and external conditions mean that
the quality of life of the elderly is sometimes expressed by:

� clinical assessment of physical and mental fitness, susceptibility to diseases, disability;
� environmental conditions—housing situation, standard of living, group membership, family status,

support systems;
� ecological environment—relaxation and recreation facilities in the place of residence,

transport conditions;
� lifestyle—diet, smoking, drinking alcohol, exercising;
� economic and living conditions—income from pension, other forms of financial support [11].

Undoubtedly, the quality of life changes over time and is significantly susceptible to internal and
external factors. Currently in the developed world, a new lifestyle has emerged: one with a special
focus on social life, expanding one’s interests and doing sports. The demand for education and training
is on the increase, which is why various forms of activities for seniors (e.g., Third Age Universities) are
currently so popular [15,16,18–20]. A number of standardized research tools on quality of life have
been developed. The most commonly used tool is the SF36v2 Questionnaire, intended for subjective
assessment of one’s health, and it was used in this study. The quality of life of the respondents was
assessed in 11 dimensions (Figure 1) [21–23].
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Figure 1. Dimensions used to assess the quality of life in SF36v2 questionnaire.Source: authors’
own work.

The main objective of this study was to assess the quality of life in a population of seniors
hospitalized due to cardiovascular disease.

The main hypothesisis as follows: demographic and social factors, health, as well as social and
environmental problems in everyday life influence the quality of life of seniors hospitalized due to
cardiovascular disease.

2. Materials and Methods

The study was conducted in 2018 among 408 elderly patients hospitalized for cardiovascular
diseases in the Poddębickie Centrum Zdrowia Hospital in Poddębice, Łódzkie voivodship, Poland.

The criteria for the study group were as follows: age 60+; gender women and men diagnosed with
cardiovascular disease and hospitalized in the Poddębickie Centrum Zdrowia Hospital Health Centre
in Poddębice, admitted to hospital on schedule and based on a referral from a doctor, agreeing to be
included in the study. The exclusion criteria were: age below 60, no cardiovascular disease, or no
consent for participation in the study.

The method used in the study was a diagnostic survey. The research tools used in the study
includedthe authors’ 2-part survey questionnaire. The first part focused on social information, while the
second part aimed at investigating health of the study group. The second tool was the SF36v2 Questionnaire,
intended for subjective assessment of health. It consisted of 11 questions, containing 36 statements, which
helped specify the following elements: physical fitness, limitations due to health condition, pain, general
health perception, vitality, social functioning, sense of mental health, limitations caused by emotional
problems, change of health condition, physical functioning total physical health, mental functioning total
mental health.

Participation in the study was voluntary and involved completing an anonymous survey
questionnaire. The research toolkit was accompanied by the respondent’s statement regarding consent
to participate in the study; respondents were given information about the study. The study was
conducted by the authors of the paper. Respondents could refrain from completing the questionnaire
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at any stage. Fromthe moment of agreeing to participate in the study, the collected data about the
respondents were stored in a secure place with no access by unauthorized persons.

Based on the SF36v2 questionnaire (Quality Of Life Questionnaire), the quality of life of the study
group in 11 dimensions was assessed: physical functioning (PF); role limitations due to physical
problems (RP); bodily pain (BP); general health perception (GH); vitality (VT); social functioning
(SF); mental health (MH); role limitation due to emotional problems (RE); health transition (HT);
physical component summary (PCS); and mental component summary (MCS).

The quality of life in each dimension was expressed by a number 0–100. Higher numbers indicate
a better quality of respondents’ life. There are no standards for SF-36, so it was not possible to assess
whether the results achieved by the respondents meant high or low quality of life. However, a comparison
of dimensions was made to identify areas with the highest and poorest quality of life.

Questionnaire SF36v2 was made available by the Office of Grants and Scholarly Research and
obtained license No. QM046214.

The study was approved by the Bioethics Committee of the Medical University of Lodz, under
number RNN/155/18/KE.

The analysis of the obtained test results was carried out in the R program, version 3.5.1.
The analysis of quantitative variables (i.e., expressed in numbers) was performed by calculating

the mean, standard deviation, median, quartiles, minimum and maximum values. The analysis of
qualitative variables (i.e., not expressed in numbers) was conducted by calculating the number and
percentage of occurrences of each value. Comparison of qualitative variables in groups was made using
the chi-square test (with Yates correction for 2 × 2 tables) or Fisher’s exact test (only when expected
numbers in tables were low). The comparison of the values of quantitative variables in two groups
was made using Student’s t test (when the variable had normal distribution in these groups) or the
Mann–Whitney test (non-normal distribution). The comparison of the values of quantitative variables
in three or more groups was made using ANOVA variance analysis (when the variable had normal
distribution in these groups) or the Kruskal–Wallis test (non-normal distribution). After detecting
statistically significant differences, posthoc analysis was carried out with Fisher’s Least Significant
Difference LSD test (normal distribution) or Dunn’s test (non-normal distribution) to identify statistically
significant differences between groups.

Correlations between quantitative variables were analyzed using the Pearson correlation coefficient
(when both variables had normal distribution) or Spearman correlation coefficient (otherwise).
The strength of correlation was interpreted according to the following scheme:

|r| ≥ 0.9—very strong correlation
0.7 ≤ |r| < 0.9—strong correlation
0.5 ≤ |r| < 0.7—medium correlation
0.3 ≤ |r| < 0.5—weak correlation
|r| < 0,3—very week correlation (negligible) [24].

The normality of variable distribution was tested using the Shapiro–Wilk test.
The analysis adopted the significance level of 0.05. Thus, all p values below 0.05 were interpreted

as significant correlations.

3. Results

3.1. The Overview of the Subjects

The group1 was dominated by women: 227 (55.64%) versus 181 men (44.36%). The age structure
of the study group was as follows: the average age was 70.92 (SD = 6.51) and ranged from 64 to 95;
the median was 68, therefore half of the group was younger than 68, and the other half was older. In terms
of place of residence, the most numerous groups were inhabitants of cities below 100,000—177 people
(43.38%), and over 100,000—126 people (30.88%). One hundred and two individuals (25.00%) lived in
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a rural environment. When analyzing education of the respondents, secondary education (including
post-secondary, non-tertiary education) was the most common—reported by 148 people (36.27%),
followed by 105 people (25.74%) with vocational education, 102 people (25.00%) with higher education
and 43 people (2.45%) with primary education. The structure of marital status of the studied population
was as follows: the largest group comprised married people—222 people (54.41%), followed by widows
and widowers—92 people (22.55%), the divorced—50 people (12.25%), single people—26 people (6.37%),
while cohabitation partners accounted for 10 people (2.45%). The main source of income for the majority
of respondents was disability pension or old-age pension (non-work sources)—263 individuals (64.46%).
Other sources of income included work in private institutions and companies—91 people (22.30%), work in
budgetary institutions—56 people (13.73%), agriculture—20 people (4.90%), while 7 people (1.72%) were
family-dependent. Among other sources of income indicated by the respondents (47 people, 11.52%),
the family allowance and rehabilitation allowance were the most common (Table 1).

Table 1. The overview of the study group.

No. The Overview of the Study Group N %

1. Gender
Woman 227 55.64

Man 181 44.36

2. Age (in years)

Average—70.92

- -

SD—6.52
Median—68

Min—64
Max—95
Q1—66
Q3—74

3. Place of
residence

City < 100,000
inhabitants 177 43.38

City > 100,000
inhabitants 126 30.88

Rural area 102 25.00
No answer 3 0.74

4.
Education of
the subjects

Primary (incomplete) 10 2.45
Primary 43 10.54

Vocational 105 25.74
Secondary, including

post-secondary 148 36.27

Higher. including
bachelor’s degree 102 25.00

5. Marital status

Single 26 6.37
Married 222 54.41

In separation 2 0.49
Divorced 50 12.25

Widow/widower 92 22.55
In a partnership 6 1.47

Cohabitation 10 2.45

6. Source of
income

Work in budgetary
institutions 56 13.73

Work in private
institutions and

companies
91 22.30

Agriculture work 20 4.90
Family-dependent 7 1.72

Casual work 12 2.94
Non-profit 263 64.46

Other 47 11.52

N—number of respondents; %—percentage of respondents; SD—average age of respondents.
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3.2. Health Condition of the Respondents

Analyzing the incidence of treated cardiovascular diseases in the study group, it was found that
343 people (84.07%) had hypertension, followed by varicose veins and venous thrombosis—163 people
(39.43%), arrhythmia and cardiac conduction disorders—133 people (32.60%), atherosclerosis—124 people
(30.39), coronary heart disease—71 people (17.40%), and heart defects—31 people (7.60%). Respondents also
reported other diseases such as stroke and myocardial infarction. Among the ailments that
hindered their daily functioning, respondents indicated primarily poor eyesight—219 people (53.68%),
hearing impairment—114 people (27.94%), as well as imbalance—90 people (22.06%). Respondents also
reported other issues that hindered their everyday life, such as urinary incontinence, headaches, abdominal
pains, and chest pains. The results show that the majority of the study group had persistent pain that
hampered their everyday life (the most common complaints were back and knee pain)—261 people (63.97%).
The majority of the study group—89.46%—took medication prescribed by a doctor. Worryingly, 42 people
(10.29%) stated that they did not follow their doctor’s prescriptions. The majority of patients assessed
their health as ‘mediocre’ (average)—239 people (58.58%). A group of 91 people (22.30%) assessed their
health as ‘good’, 69 people (16.91%) as ‘poor’, and only 2 people (0.49%) as ‘very good’ (Table 2).

Table 2. Health condition of the respondents.

No. Health Condition N %

1.
Treatment connected to

cardiovascular disease (CVD) *

Hypertension 343 84.07
Atherosclerosis 124 30.39

Ischemic heart disease 71 17.40
Rhythm and cardiac conduction disorders 133 32.60
Heart defects (congenital and acquired) 31 7.60

Varicose veins. venous thrombosis 163 39.95
Other 116 28.43

2. Ailments hindering everyday life *

Eyesight impairment 219 53.68
Hearing impairment 114 27.94

Speech disorders 6 1.47
Speech disorders 90 22.06

Other 121 29.66

3. Pain hindering everyday life
Yes 261 63.97
No 146 35.78

No answer 1 0.25

4.
Taking medications prescribed

by a doctor

Yes 365 89.46
No 42 10.29

No answer 1 0.25

5. Subjective health assessment

Very good 2 0.49
Good 91 22.30

Mediocre (average) 239 58.58
Poor 69 16.91

Very poor 6 1.47
No answer 1 0.25

* Percentage does not add up to 100%, as this was a multiple-choice question. N—number of respondents;
%—percentage of respondents;

3.3. Assessment of the Respondents’ Quality of Life with the SF36v2 Questionnaire

The analysis results show that the study group had the best quality of life in the RE, SF and PF
dimensions, while it was the lowest in the VT, GH and HT dimensions. The respondents functioned
somewhat better in the mental dimension (MCS) than in the physical one (PCS) (Table 3).
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Table 3. Quality of respondents’ life in individual dimensions.

Dimension N * Mean SD Median Min Max Q1 Q3

PF 405 56.14 29.82 60 0 100 30 85
RP 408 49.42 25.42 50 0 100 31.25 68.75
BP 407 50.49 20.1 50 10 100 30 70
GH 408 44.47 16.49 45 0 85 35 55
VT 408 46.58 14.75 50 10 90 35 60
SF 408 56.31 23.9 62.5 0 100 37.5 75
RE 408 60.6 27.99 66.67 0 100 50 75
MH 405 52.59 16.13 52 8 88 44 64
HT 408 38.66 20.48 50 0 100 25 50
PCS 404 50.14 19.32 53.03 1.52 90.91 36.36 65.15
MCS 405 52.71 16.05 53.85 6.15 90.77 41.54 66.15

* Some respondents omitted certain questions, thus preventing calculation of some dimensions; PF—physical
functioning; RP—role limitations due to physical problems; BP—bodily pain; GH—general health perception;
VT—vitality; SF—social functioning; MH—mental health; RE—role limitation due to emotional problems;
HT—health transition; PCS—physical component summary; MCS—mental component summary (MCS).

There were statistically significant correlations between the quality of life in the PF and PCS
dimensions and the gender of respondents (p < 0.05). They were significantly higher for men than for
women (Table 4).

Table 4. Quality of life in individual dimensions versus gender of respondents.

Dimension Women Men p *

PF
mean ± SD 52.69 ± 29.69 60.44 ± 29.49 0.006

Median 55 65 NP
Quartile 30–80 35–90

RP
mean ± SD 47.47 ± 24.75 51.86 ± 26.1 0.067

Median 50 50 NP
Quartile 25–62.5 31.25–68.75

BP
mean ± SD 49.29 ± 19.83 51.99 ± 20.4 0.198

Median 50 50 NP
Quartile 30–60 30–70

GH
mean ± SD 44.82 ± 16.87 44.03 ± 16.04 0.996

Median 45 45 NP
Quartile 35–55 35–55

VT
mean ± SD 45.51 ± 14.57 47.93 ± 14.92 0.112

Median 50 50 NP
Quartile 35–55 40–60

SF
mean ± SD 54.79 ± 24.44 58.22 ± 23.14 0.159

Median 50 62.5 NP
Quartile 37.5–75 50–75

RE
mean ± SD 58.52 ± 27.54 63.21 ± 28.41 0.117

Median 58.33 66.67 NP
Quartile 50–75 50–83.33

MH
mean ± SD 52.67 ± 15.84 52.49 ± 16.53 0.88

Median 56 52 NP
Quartile 44–64 4467

HT
mean ± SD 38.55 ± 21.71 38.81 ± 18.89 0.826

Median 50 50 NP
Quartile 25–50 25–50

PCS
mean ± SD 48.58 ± 19 52.07 ± 19.6 0.042

Median 51.52 55.3 NP
Quartile 34.85–63.64 37.88–67.05

MCS
mean ± SD 51.81 ± 15.44 53.86 ± 16.77 0.164

Median 52.31 55.38 NP
Quartile 40–64.62 43.08–66.15

* p = Normal distribution in groups, Student’s t-test; NP = No normal distribution in groups, Mann-Whitney test.
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Analysis of the results found that X correlates significantly and negatively with the quality of life
in the PF, RP, BP, VT, SF, RE, PCS and MCS dimensions (since p < 0.05); therefore, the older the age of
the respondents, the lower the quality of life in these dimensions (Table 5).

Table 5. Quality of life in individual dimensions versus age of respondents.

Dimension
Correlation with Age

Correlation
Coefficient

p *
Correlation
Direction

Correlation
Strength

PF −0.356 p < 0.001 NP negative weak
RP −0.237 p < 0.001 NP negative very weak
BP −0.173 p < 0.001 NP negative very weak
GH −0.052 p = 0.294 NP — —
VT −0.165 p = 0.001 NP negative very weak
SF −0.232 p < 0.001 NP negative very weak
RE −0.229 p < 0.001 NP negative very weak
MH −0.023 p = 0.65 NP — —
HT −0.059 p = 0.238 NP — —
PCS −0.289 p < 0.001 NP negative very weak
MCS −0.174 p < 0.001 NP negative very weak

* p = normal distribution of both correlated variables, Pearson correlation coefficient; NP = no normal distribution
of at least one of the correlated variables, Spearman’s correlation coefficient.

The study found that quality of life in all dimensions depended on the education of respondents
(p < 0.05).

A posthoc analysis was performed, which helped discover that:

• in the BP dimension, respondents with higher education had a higher quality of life than other
respondents; and those with secondary education had a higher quality of life than individuals
with vocational education;

• in the RP, VT and SF dimensions, respondents with higher education had a higher quality of life
than other respondents, and those with secondary education had a higher quality of life than
individuals with primary (incomplete) education;

• in the GH and MH dimensions, respondents with higher and secondary education had a higher
quality of life than individuals with vocational and primary (incomplete) education;

• in the HT dimension, respondents with higher and secondary education had a higher quality of
life than respondents with vocational and primary (incomplete) education, while respondents with
vocational education had a higher quality of life than individuals with primary (incomplete) education;

• in the PF, RE, PCS and MCS dimensions, respondents with higher education had a higher quality
of life than other respondents; and those with secondary education had a higher quality of life
than individuals with vocational and primary (incomplete) education (Table 6).

Table 6. Quality of respondents’ life in individual dimensions versus their education.

Dimension (Incomplete) Primary Vocational Secondary Higher p *

PF
Mean ± SD 38.92 ± 30.84 49.33 ± 29.01 58.71 ± 28.59 68.04 ± 26.21 < 0.001

Median 40 50 65 75 NP
Quartile 10–65 30–75 35–85 51.25–90 H > S,V,P; S > V,P

RP
Mean ± SD 39.27 ± 23.17 45.42 ± 24.43 48.73 ± 26.79 59.8 ± 22.1 < 0.001

Median 37.5 50 50 62.5 NP
Quartile 25–56.25 25–62.5 31.25–68.75 50–75 H > S,V,P; S > P

BP
Mean ± SD 46.98 ± 18.04 43.62 ± 17.33 50.41 ± 20.77 59.51 ± 19.67 < 0.001

Median 50 50 50 60 NP
Quartile 30–60 30–50 30–70 50–70 H > S,P,V; S > V

GH
Mean ± SD 38.11 ± 19.91 41.52 ± 16.29 45.71 ± 14.96 49.02 ± 15.46 < 0.001

Median 40 40 45 50 NP
Quartile 30–50 30–50 35–55 40–58.75 H,S > V,P
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Table 6. Cont.

Dimension (Incomplete) Primary Vocational Secondary Higher p *

VT
Mean ± SD 40.28 ± 16.85 43.81 ± 14.34 47.03 ± 14.56 52.06 ± 12.32 < 0.001

Median 40 45 50 55 NP
Quartile 30–50 30–55 35–56.25 45–60 H > S,V,P; S > P

SF
Mean ± SD 48.35 ± 23 51.67 ± 23.13 56.08 ± 23.21 65.56 ± 23.5 < 0.001

Median 50 50 62.5 75 NP
Quartile 25–62.5 37.5–62.5 37.5-75 50–87.5 H > S,V,P; S > P

RE
Mean ± SD 48.27 ± 29.48 55.71 ± 28.62 62.27 ± 27.41 69.61 ± 24.14 < 0.001

Median 50 50 66.67 75 NP
Quartile 25–75 41.67–75 50–75 50–83.33 H > S.,V,P; S > V,P

MH
Mean ± SD 43.62 ± 18.7 48.23 ± 15.75 54.66 ± 15.37 58.75 ± 12.72 < 0.001

Median 44 50 56 60 NP
Quartile 28–56 36–57 48–64 48–68 H,S > V,P

HT
Mean ± SD 27.36 ± 23.65 35.24 ± 21.29 40.71 ± 19.4 45.1 ± 16.14 < 0.001

Median 25 25 50 50 NP
Quartile 0–50 25–50 25–50 50–50 H,S > V,P; V > P

PCS
Mean ± SD 40.05 ± 19.57 45.15 ± 17.8 51.06 ± 19.05 58.99 ± 17.2 < 0.001

Median 40.91 43.94 54.55 65.15 NP
Quartile 24.24–56.06 34.85–60.61 36.36–65.15 47.73–71.21 H > S,V,P; S > V,P

MCS
Mean ± SD 44.03 ± 18.26 48.71 ± 14.89 53.94 ± 15.22 59.53 ± 13.98 < 0.001

Median 44.62 49.23 55.38 61.54 NP
Quartile 33.85–55.38 36.92–60 44.62–64.62 50.77–69.23 H > S,V,P; S > V,P

* p = normal distribution in groups, ANOVA + results of posthoc analysis (Fisher’s LSD test); NP = no normal
distribution in groups, Kruskal–Wallis test + posthoc analysis results (Dunn’s test); education: H-higher, S-secondary,
V-vocational, P-primary.

The results analysis showed that the quality of life in the PF and RE dimensions depended on the
marital status of the respondents (p < 0.05); it was relatively higher among respondents in relationships
(Table 7).

Table 7. Quality of life in individual dimensions versus marital status of respondents.

Dimension In a Relationship Single p *

PF
Mean ± SD 58.86 ± 28.13 52.29 ± 31.74 0.05

Median 65 55 NP
Quartile 35–85 25–80

RP
Mean ± SD 50.29 ± 25.91 48.2 ± 24.73 0.425

Median 50 50 NP
Quartile 31.25–68.75 31.25–62.5

BP
Mean ± SD 50.04 ± 20.53 51.12 ± 19.53 0.43

Median 50 50 NP
Quartile 30–70 40–60

GH
Mean ± SD 44.6 ± 15.36 44.29 ± 17.99 0.659

Median 45 45 NP
Quartile 35–55 35–55

VT
Mean ± SD 47.29 ± 14.95 45.59 ± 14.46 0.292

Median 50 50 NP
Quartile 35–60 35–55

SF
Mean ± SD 56.88 ± 23.71 55.51 ± 24.21 0.785

Median 62.5 62.5 NP
Quartile 37.5–75 37.5–75

RE
Mean ± SD 62.99 ± 29.16 57.25 ± 25.98 0.032

Median 66.67 58.33 NP
Quartile 50–89.58 50–75
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Table 7. Cont.

Dimension In a Relationship Single p *

MH
Mean ± SD 52.93 ± 16.49 52.12 ± 15.64 0.617

Median 54 52 NP
Quartile 44–65 44–64

HT
Mean ± SD 38.13 ± 20.11 39.41 ± 21.02 0.553

Median 50 50 NP
Quartile 25–50 25–50

PCS
Mean ± SD 51.09 ± 18.51 48.78 ± 20.4 0.407

Median 53.03 51.52 NP
Quartile 37.88–65.15 34.85–66.67

MCS
Mean ± SD 53.6 ± 16.31 51.46 ± 15.65 0.217

Median 54.62 52.31 NP
Quartile 42.69–66.15 41.54–64.62

* p = normal distribution in groups, Student’s t-test; NP = no normal distribution in groups, Mann–Whitney test.

4. Discussion

The term ‘quality of life’ is understood as physical and mental well-being, satisfaction with life,
happiness, and fulfilment of desires. Its perception is multidimensional and based on the subjective
assessment of an individual [15,16,25,26].

The objective of the study was to assess the quality of life in a population of seniors hospitalized
due to cardiovascular disease. The research results help formulate a number of valuable conclusions
which are presented in the final part of the paper.

Along with the socio-economic development, the increase in the standard of living, the development
of production, the appearance of new goods and services, as well as civilizational and cultural changes,
the patterns of behavior of the individuals began to change and their life needs increased. Therefore, there is
a justified need to conduct research on the quality of life, both from the point of view of the individual
and the entire society, which determines the ways, styles and standards of living [12–14,27–30].

The health condition of the respondents was an important element of their quality of life [31–33].
Research showed that the majority of respondents (84.07%) were treated for hypertension, while 39.95%
were diagnosed with varicose veins and venous thrombosis.

Nowadays, hypertension is recognized as one of the most pressing health problems in Poland and
worldwide [2,7,9–11,31,33–36]. According to a report by the World Health Organization, almost 1 billion
people aged 25+ suffer from hypertension. It is a disease with a complex etiology and may be caused
by many factors. Hypertension complications are the cause of 12.8% of all deaths worldwide [2,8].
Many studies have observed that in high-income countries, the percentage of people with hypertension
is reduced due to the promotion of a healthy lifestyle and access to appropriate therapies [4,5,9,37,38].
In other countries, it is necessary to implement measures to improve the detection and treatment of
hypertension [29,37–40].

Other cardiovascular diseases that are relatively common among seniors include atherosclerosis,
coronary heart disease, arrhythmia and heart conduction disorders, and heart defects. In the study
group, these were relatively rare, but other studies have shown that atherosclerosis is relatively common
in adults; over time, it leads to clinically observable cardiovascular diseases, such as coronary artery
disease, stroke, and peripheral atherosclerosis. These diseases are the main cause of death in Poland
and around the world [2,3,7,8]. In Europe, cardiovascular diseases are responsible for around 40% of
deaths before the age of 75 [2,5,41]. Due to effective prevention and treatment, a significant reduction in
mortality due to atherosclerotic diseases has been observed in many European countries [3,5,9,11,36].

The needs and possibilities to access them, as well as associated problems, are an important
quality of life factor for people aged 60+ [11,35,36,40].
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A significant problem for the respondents was pain, which hindered everyday functioning.
This was reported by more than half of the respondents—63.97%. Pain is often found in patients with
pre-existing cardiovascular disease [2,5,7,8,34,35]. Pain significantly worsens patients’ quality of life.
Numerous studies have yielded interesting results regarding the occurrence of chest pain, lower limbs
(oedema of the lower legs), and joint pain [2,3,7,8,35,36,40]. This is a huge problem for patients and
their immediate environment.

To improve patients’ health, and thus their quality of life, it is important to take medication
prescribed by a doctor. Among the patients, 89.46% indicated that they followed doctor’s instructions
regarding medication. However, numerous studies have shown that patients do not take drugs
prescribed by their physician due to, e.g., material difficulties, forgetting about it or ignoring medical
recommendations [4,6,39,40,42].

When self-assessing their health, 58.58% of respondents declared their health to be mediocre
(average), while 22.30% described it as ‘good’. Subjective health self-assessment was important in
assessing patients’ quality of life. Studies by other authors have also shown that most patients
hospitalized due to cardiovascular disease assess their health worse than ‘mediocre’.

Based on the SF36v2 Questionnaire, the quality of life of the subjects was assessed in 11 dimensions.
It was found that the highest quality of life was in the limited activity due to emotional problems(RE)
dimension, social functioning (SF), and physical functioning (PF); the weakest scores were observed in
vitality (VT), general health perception (GH), and health transition (HT) dimensions. The respondents
functioned somewhat better in the mental dimension (MCS) than in the physical one (PCS). In studies
on the quality of life with the SF36v2 Questionnaire, other authors came to the conclusion that in the
population of people aged 50+, the best quality of life was in the physical fitness (PF) and general
health perceptions (GH) dimensions [21–23,43,44].

The results of this study show that there is a relationship between the quality of life and the gender
of the subjects. This relationship was discovered in two dimensions: physical functioning (PF) and PCS
(functioning in the physical dimension, total physical health). It was significantly higher in the group
of men. In a study conducted by Hopman et al., a similar relationship may be noticed, in particular
regarding the highest quality of life in the physical functioning (PF) dimension [23].

The research also confirmed that the quality of life depended on the education of the respondents in
each of the dimensions. Similar conclusions were reached by Lam et al. and Wang et al. Education (higher
education in particular) and high awareness of health or well-being resulted in a higher quality of life of
the respondents [21,22].

The quality of life, as observed in this study, depended on the marital status of respondents.
The quality of life was relatively higher among the respondents in relationships. This is confirmed by
other studies, which proves that a life in companionship, sharing one’s problems, and support of a
loved one in times of illness are priceless and affect both physical and mental health [22,25].

It should be noted that the perception of quality of life by older people is slightly different
compared to the rest of the population before the age of 65. When seniors assess their quality of life,
they include their physical and mental well-being, satisfaction with life, happiness and fulfilment of
desires [15,21,22,45].

Research on the quality of life of the elderly should be a source of information on how to assess
patients’ life situation—preferably by means of self-assessment. Such research may provide valuable
information on how to proceed with patients [2,3,7,8,32,33,35,46,47].

When assessing seniors’ quality of life, various aspects related to health and physical and mental
well-being should be taken into account, as well as social functioning aspects. These reflect a sense
of happiness, a vision of oneself, social comparison, coping with changes and limitations, a positive
attitude, and determination, which in turn reflect the scope of necessary support [25–29].

375



IJERPH 2020, 17, 3721

5. Conclusions

Significant demographic, social and socio-medical factors which determined the quality of subjects’
life included age, gender, marital status, education and health situation, in particular cardiovascular
diseases, visual impairment, hearing impairment, balance disorders and backache.The study also
showed that most of the respondents assessed their health as ‘average’ and their quality of life
was closely correlated with their health.The analysis of quality of life of seniors with pre-existing
cardiovascular disease (assessed with the SF36v2 Questionnaire) indicatedthe highest quality of life
in terms of physical fitness and social functioning, as well as limited activity caused by emotional
problems, andthe lowest quality of life in terms of vitality, perception of one’s own health and health
transition. The study group functioned better in the mental dimension (MCS, overall mental health)
than in the physical one (PCS, total physical health).

Practical implications: It would be advisable to continue research on the quality of life of seniors
in order to discover the social and environmental problems which significantly determine quality of
life of the elderly population. Due to the diverse quality of seniors’ lives, depending on gender, age,
health, education and marital status, measures should be taken to improve their quality of life, in
particular to facilitate the functioning of the elderly in everyday life; additionally, an effective health
education implemented in schools from an early age is recommended to reduce socio-medical and
financial problems before reaching old age, as these problems may have a significant impact on the
quality of life of seniors in the future.
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Abstract: Introduction: Numerous studies conducted in Europe and worldwide have indicated that
employees of hospitality venues are the most exposed professional group to environmental tobacco
smoke (ETS) in the workplace. The purpose of this study was to assess the exposure of employees
of hospitality venues to ETS in the light of changes in anti-tobacco legislation in Poland. Materials
and methods: The study consisted of two stages. The first stage was conducted in 2010, while the
second in 2015. The study was conducted among employees of 300 randomly selected hospitality
venues in the city of Łódź (Poland). In total, 2607 questionnaires were analysed. The study used
two survey questionnaires created and recommended by the Institute for Global Tobacco Control
to study exposure to ETS. Statistical analysis was made with Statistica 13.1 PL (StatSoft, Poland).
Results: In the group of all nonsmoking employees, individuals exposed to ETS at work in 2010
accounted for 72.6%; while in 2015 it was 51.8%. Factors affecting exposure to ETS in the workplace
included, among others: age, marital status, education, position held, presence of a smoking room
on the premises, and noncompliance with the provisions of the anti-tobacco laws. Conclusions:
The prevalence of tobacco smoking among employees of hospitality venues decreased in 2010–2015,
however, it remained high. More than half of nonsmoking employees were exposed to ETS at work.

Keywords: smoking; tobacco smoke; exposure to tobacco smoke; ETS; anti-tobacco law; hospitality venues

1. Introduction

Environmental tobacco smoke (ETS) is the sum of second-hand smoke (SHS) and third-hand
smoke (THS). SHS is the combination of the side-stream cigarette smoke in the intervals between puffs
as a result of cigarette smouldering and the smoke exhaled by the smoker, while THS is the smoke
persisting in the environments long after the active smoking is ceased. Thus, second-hand smoke
exposure consists of an unintentional inhalation of smoke that occurs close to people smoking and/or
in indoor environments where tobacco was recently used, while THS exposure occurs in enclosed
environments where tobacco was used hours or days before [1,2].

Exposure to ETS has serious health consequences. The increased risk of developing malignant
neoplasms, noncancer respiratory diseases, cardiovascular diseases, or pregnancy failure needs to be
highlighted. Due to numerous health threats, promotional and educational activities, as well as new
legal solutions, to protect nonsmokers against passive exposure to ETS have been introduced for many
years [3–6].
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In 1998, the state of California was the first in the United States to introduce comprehensive legal
solutions prohibiting smoking in all workplaces, including bars and restaurants, and in 2004, Ireland
was the first European country to introduce a total ban on smoking in public places [7–12].

Legal measures introduced in other European countries differ in terms of the degree of limitation
of exposure to ETS—ranging from a total smoking ban in all workplaces (including hospitality venues)
to partial protection by means of creating designating areas in bars or restaurants for smokers (separate
rooms where smoking is allowed) [13–17].

Numerous studies conducted in USA, Europe, and elsewhere indicate that it is the employees of
bars, cafes, restaurants, nightclubs, and music venues that are the most exposed professional group
to ETS in the workplace; therefore, this group desperately needs legal protection of their health
interests [18–23].

In recent years, a very large impact on shaping tobacco policy in Poland has been made by the
European Parliament and the European Council. The Polish Anti-Tobacco Act (Act of July 22, 2016,
amending the Act on Protection of Health against the Consequences of Use of Tobacco and Tobacco
Products, Journal of Laws 2016, item 1331) in its current form contains many provisions aimed at
protecting life and health against the consequences of exposure to ETS [17,24,25].

In Poland, the Anti-Tobacco Act (Act of July 22, 2016, amending the Act on Protection of Health
against the Consequences of Use of Tobacco and Tobacco Products, Journal of Laws 2016, item 1331),
despite its restrictions on exposure to ETS, does not fully protect from such exposure [14,17].

Unfortunately, the Polish legislator, despite many amendments made to the Act on Health
Protection against the Consequences of Use of Tobacco and Tobacco Products, did not decide to
introduce an absolute ban on smoking in hospitality venues. It means that these establishments are not
completely smoke-free and safe for employees and customers alike [17,21,26].

Another aspect of tobacco law is their proper implementation, compliance, and enforcement.
Unfortunately, in many hospitality venues, smoking ban is frequently violated, often with the indifferent
attitude of employers, venue owners, staff, and even people exposed to ETS [10,27].

Importantly, according to WHO’s recommendations, the most effective protective measures against
exposure to ETS are only those that lead to complete elimination of smoking and tobacco smoke, while
all other technical solutions, such as ventilation, air filtration, separate smoking rooms, do not provide
complete protection for nonsmokers [3,15,19]. Researches conducted in countries such as Ireland,
Norway, Scotland, and France, whose authorities have decided to introduce a total ban on smoking in
bars, restaurants, and clubs, confirm the decrease in employees’ exposure to ETS, improvement of their
health, and thus, the effectiveness of such strict tobacco laws. In these countries, legal changes were
accompanied by anti-tobacco social campaigns to make people aware of the seriousness of the problem
of exposure to ETS and of health benefits brought by a total ban on smoking in public places [1,2,28,29].

The new legislative solutions are therefore aimed at protecting individuals from exposure to ETS
in public places and protect employees of hospitality venues against such exposure. It is important,
however, that only a full ban on smoking in workplaces (hospitality venues) can effectively protect
employees from exposure to ETS [3,5,7].

The purpose of this study was to assess the exposure of employees of hospitality venues to ETS in
the light of changes in anti-tobacco legislation in Poland.

2. Materials and Methods

The study consisted of two stages. The first stage was conducted in 2010 among 1360 employees of
300 randomly selected hospitality venues in the city of Łódź (Poland). The second stage was conducted
in 2015 in the same establishments. It should be emphasized that in 2015, out of 300 premises included
in the first study, 57 had been closed. Thus, the second stage of the study was conducted among
1247 employees from 243 hospitality venues in Łódź.

To collect empirical data, the study used two survey questionnaires created and recommended by
the Institute for Global Tobacco Control to study exposure to ETS.
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The survey questionnaire used in the first stage of the study contained 41 questions. It covered
basic demographic and work-related questions, as well as questions about smoking and exposure to
ETS at work, at home, and in other public places. The respondents were also asked about their smoking
behaviours, exposure to ETS, and their health. The 2015 survey questionnaire contained 86 questions
and was extended for the purposes of the second stage with additional questions to enable inter alia
assessment of the functioning of the amended anti-tobacco law, opinion on the harmfulness of the
use of regular and smokeless tobacco, and opinion on the introduction of the smoking ban in various
situations and various places. Both survey questionnaires were anonymous and voluntary, intended
for self-completion by respondents.

Our epidemiological study, which assessed the exposure to ETS among employees of hospitality
venues in the light of changes in anti-tobacco legislation in Poland, is one of the first such large
population studies to be carried out in Poland using two questionnaires created and recommended by
the Institute for Global Tobacco Control for ETS exposure testing.

The use of the questionnaire-survey recommended for assessing exposure to ETS and treated as
diagnostic tests in epidemiological studies was verified in pilot studies which confirmed the credibility,
reliability, and validity of the results obtained. They were assessed by experts as appropriate for use
in this epidemiological study. Assessment of ETS exposure is also performed in clinical-laboratory
studies by testing u-cotinine in urine.

However, in epidemiological and population studies (such as our study), a good research tool is
the diagnostic test used by us and recommended by the Institute for Global Tobacco Control, which
helps achieve the intended research goal.

In total, 2607 questionnaires were analysed. The project of the study received a positive opinion
from the Bioethics Committee at the Medical University of Łódź (no. RNN/117/15/KE of April 21, 2015)

Statistical analysis was made with Statistica 13.1 PL (StatSoft, Poland).
The structure of the study groups analysed according to variables was described with structural

indicators (%). To test the relationship between the analysed variables, a χ2 test was used.
Due to the size of groups in individual analyses, the test was modified with Yates’s correction

for continuity.
Single-factor and multifactor regression models were used in the statistical analysis. Single-factor

logistic regression allowed to assess the relationship between exposure to ETS (dependent variable)
and selected demographic and social characteristics, occupation, and working conditions declared
by the respondents (independent variables). Independent variables were also included in the
statistical analysis using a multifactor regression model to assess their simultaneous impact on the
dependent variable.

Additionally, the odds ratios (OR) were calculated with their corresponding 95% confidence
intervals (95% CI). The odds ratio is the ratio of a chance of occurrence of a given phenomenon in one
group to the chance of its occurrence in another group. OR ≈ 1 means that the odds are similar, OR < 1
means that the chance of occurrence in the study group is smaller than in the reference (control) group,
while OR > 1 means that the chance is greater.

3. Results

3.1. The Overview of the Subjects

In the 2010 study group of 1360 individuals, 17.2% of respondents (234 people) were aged 20 and
less, 63.7% (867 people) were aged 21–30, while 13.1% of respondents (178 persons) were aged 31–40.
Among 1247 respondents of the 2015 survey, the percentage of people aged 20 and less was 10.9%
(136 people), 67.2% (838 people) were aged 21–30, and 14% of respondents (175 people) were aged
31–40. There was no statistically significant difference in the structure of respondents by age in 2010
and 2015 (p > 0.05).
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In the group of 1360 subjects in 2010, 34.9% of subjects (475 people) were men, while 65.1%
(885 people) were women.

Among 1247 people participating in the 2015 survey, the proportion of men was 35% (437 people),
while 65% of respondents (810 people) were women. There was no statistically significant difference in
the structure of respondents by gender in 2010 and 2015 (p > 0.05).

In the 2010 study group of 1360 individuals, 1.2% of respondents (17 people) completed primary
education, 10.2% (139 people) completed vocational education, while 59.6% (810 people) completed
secondary education. Higher education, bachelor’s or master’s degree, was declared by 29% of
respondents (394 people).

Among 1247 respondents of the 2015 survey, the percentage of people with primary education
was 1.2% (15 people), 10% (125 people) reported vocational education, while 58.8% of respondents
(733 people) declared secondary education. In particular, 30% of respondents (374 people) declared
higher education, Bachelor’s or Master’s degree. There was no statistically significant difference in the
structure of respondents by education in 2010 and 2015 (p > 0.05).

In the 2010 study group of 1360 respondents, 73.5% of them (999 people) declared being single,
24.6% (334 people) were married, 1.2% of respondents (16 people) were divorced, while 0.8% of
respondents (11 people) declared to be a widow or a widower.

Among 1247 participants of the 2015 survey, 45.4% (566 people) declared to be single, 39.9%
(498 people) were married, 13.3% of respondents (166 people) were divorced, while 1.4% of respondents
(17 people) reported being a widow or a widower. The observed differences were statistically significant
(p < 0.001; chi2 = 272.655) (Table 1).

Table 1. The overview of the study group.

The Overview of the Study Group
2010 2015

Statistical Differences
N % N %

Respondents’ age

20 years and less 234 17.2 136 10.9

p > 0.05
21–30 867 63.7 838 67.2

31–40 178 13.1 175 14

41+ 81 6.0 98 7.9

Gender
F 885 65.1 810 65 p > 0.05
M 475 34.9 437 35

Education

Primary 17 1.2 15 1.2

p > 0.05
Vocational 139 10.2 125 10

Secondary 810 59.6 733 58.8

Higher 394 29 374 30

Marital status

Single 999 73.5 566 45.4

p > 0.001; chi2 = 272.655
Married 334 24.6 498 39.9

Divorced 16 1.2 166 13.3

Widow (er) 11 0.8 17 1.4

3.2. Analysis of Respondents’ Answers on Tobacco Smoking

In 2010, in the study group of 1360 respondents, 24.9% of them (339 people) reported smoking
on daily basis, while 10.4% (141 people) declared occasional smoking. Nonsmokers accounted for
64.7% (880 people). In 2015, in the study group of 1247 respondents, 23% of them (287 people) reported
smoking on daily basis, while 6.7% (83 people) declared occasional smoking. Nonsmokers accounted
for 70.3% (877 people). The observed differences were statistically significant (p < 0.001; chi2 = 14.472).
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In 2010, in a group of 480 smokers, 25.4% of respondents (122 people) said that they smoked
10 or fewer cigarettes a day, 51.9% of respondents (249 people) stated that they smoked from 11 to
20 cigarettes a day, 1% of respondents (5 people) smoked between 21 and 30 cigarettes per day, 0.2% of
respondents (1 person) smoked 31 or more cigarettes a day, while 21.5% of respondents (103 people)
chose ‘I don’t know’ as their response.

In 2015, in a group of 370 smokers, 46% of respondents (170 people) said that they smoked 10 or
fewer cigarettes a day, 31% of respondents (115 people) stated that they smoked from 11 to 20 cigarettes
a day, 22.2% of respondents (82 people) smoked between 21 and 30 cigarettes per day, while 0.8% of
respondents (3 people) smoked 31 or more cigarettes a day. The observed differences were statistically
significant (p < 0.001; chi2 = 212.883).

In 2010, in a group of 1360 respondents, 31.1% (423 people) declared working in a smoking room,
37.6% (511 people) in a nonsmoking room, and 31.3% (426 people) respondents reported working in
both rooms. In 2015, in the group of 1247 respondents, 4.7% (59 people) declared working in a smoking
room, 73.5% (917 people) in a nonsmoking room, and 21.7% (271 people) respondents reported working
in both rooms. The observed differences were statistically significant (p < 0.001; chi2 = 420.681).

In 2010, in the study group of 1360 people, 96.5% (1312 people) declared that the smoking ban
in the nonsmoking room was observed, while 3.5% (48 people) said that the smoking ban was not
observed. In 2015, in a group of 1247 respondents, 88.5% (1104 people) declared that the smoking
ban in the nonsmoking room was observed, while 11.5% (143 people) said it was not observed. The
observed differences were statistically significant (p < 0.001; chi2 = 60.374).

In the group of 1360 respondents in 2010, 89.9% of respondents (1222 people) declared that there
was a room for smokers in their establishment. Among 1247 participants of the 2015 survey, affirmative
answer to this question was given by 56% (698 people). The observed differences were statistically
significant (p < 0.001; chi2 = 384.715).

In the group of 880 nonsmokers surveyed in 2010, 49% (431 people) reported that they stayed in
a room for smokers in their workplace every day, 8.5% (75 people) declared such stay once a week,
15.1% (133 persons) once a month, while 27.4% of respondents (241 persons) replied that they never
stayed in such rooms.

In the group of 877 nonsmokers surveyed in 2015, 25% (219 people) reported that they stayed in a
room for smokers in their workplace every day, 10.3% (90 people) declared such stay once a week, 16.5%
(145 people) once a month, while 48.2% of respondents (423 people) replied that they never stayed in
such rooms. The observed differences were statistically significant (p < 0.001; chi2 = 120.907) (Table 2).

Table 2. Analysis of smoking by hospitality venues staff and their exposure to environmental tobacco
smoke (ETS).

Analysis of Smoking and Exposure to ETS
2010 2015

Statistical Differences
N % N %

Smoking among the staff

Every day 339 24.9 287 23

p < 0.01; chi2 = 14.472Sometimes 141 10.4 83 6.7

I do not smoke 880 64.7 877 70

The number of cigarettes
smoked per day by an
employee

Up to 10 122 25.4 170 46

p < 0.01; chi2 = 212.883

11–20 249 51.9 115 31

21–30 5 1 82 22.2

31+ 1 0.2 3 0.8

I don’t know 103 21.5 – –

Workplace—type of room

Smoking room 423 31.1 59 4.7

p < 0.01; chi2 = 420.681Nonsmoking room 511 37.6 917 73.5

Both rooms 426 31.3 271 21.7
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Table 2. Cont.

Analysis of Smoking and Exposure to ETS
2010 2015

Statistical Differences
N % N %

Compliance with the
smoking ban in
nonsmoking rooms

The regulations are
followed 1312 96.5 1194 88.5

p < 0.01; chi2 = 60.374

The regulations are
not followed 35 48 143 11.5

Presence of a smoking
room in the workplace

Yes 1222 89.9 698 56
p < 0.01; chi2 = 384.715

No 138 10.1 549 44

Staying in smoking rooms
by nonsmoking
employees

Every day 431 49 219 25

p < 0.001; chi2 = 120.907
Once a week 8.5 75 90 10.3

Once a month 133 15.1 145 16.5

Never 241 27.4 423 48.2

3.3. Impact of Selected Factors which Expose Hospitality Venues Staff to ETS in the Workplace in 2010 and
2015—Single-Factor and Multifactor Analysis

In the group of all nonsmoking employees, individuals exposed to ETS at work in 2010 accounted
for 72.6% (639 people). The one-factor logistic regression analysis shows that factors affecting exposure
to ETS at work in 2010 included: age, marital status, education, position held, presence of the smoking
room, noncompliance with the anti-tobacco laws, and the type of room in which a respondent worked.

The largest increase in the odds ratio of exposure to ETS at work was observed among
bartenders/waiters (OR 72.29; 95% CI 17.30–30.20; p < 0.001) and cooks (OR 55.45; 95% CI 13.06–235.46;
p < 0.001).

The highest exposure to ETS at work was reported in the group of people under 20 years old
(OR 7.87; 95% CI 3.48–17.82; p < 0.001) and in the group of people with primary and vocational
education (OR 17.76; 95% CI 5.42–58.17; p < 0.001).

A significant increase in the odds ratio of exposure to ETS was observed among respondents
working in the smoking rooms (OR 6.80; 95% CI 4.38–10.54; p < 0.001).

The analysis also showed a significant increase in the odds ratio of exposure to ETS at work in a
group of people whose workplace did not respect provisions of the anti-tobacco law (OR 5.89; 95% CI
1.39–24.88; p < 0.001) (Table 3).

In the group of all nonsmoking employees, individuals exposed to ETS at work in 2015 accounted
for 51.8% (454 people). The one-factor logistic regression analysis showed that factors affecting
exposure to ETS in the workplace in 2015 included: whether anti-tobacco laws were followed, whether
there was a smoking ban outside the room intended for customers and whether these provisions were
observed, type of venue, working hours, the rules regarding smoking in the workplace, whether there
was a smoking room in the establishment, whether the venue had its own regulations prohibiting the
use of tobacco products by employees indoors, whether these regulations had been communicated
to employees, whether the venue had regulations prohibiting the use of tobacco products by clients
indoors, awareness that exposure to ETS might cause heart disease in nonsmokers, and awareness that
exposure to ETS might cause cancer in nonsmokers.

The largest increase in the odds ratio of exposure to ETS at work was observed among employees
of venues where there was a room for smokers and nonsmokers (OR 42.74; 95% CI 19.24–94.97;
p < 0.001) and among employees of establishments where smoking was allowed in all indoor rooms
(OR 9.68; 95% CI 4.54–20.65; p < 0.001) and at a designated place (OR 3.48; 95% CI 2.33–5.19; p < 0.001).

A significant increase in the odds ratio of exposure to ETS was also observed among people working
in establishments where smoking was not prohibited outside the smoking room intended for customers
(OR 18.64; 95% CI 8.06–43,08; p < 0.001) and in venues whose regulations on smoking ban in rooms other
than the room intended for customers were not observed (OR 6.27; 95% CI 3.72–10.58; p < 0.001).
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Table 3. Impact of selected factors which expose hospitality venues staff to ETS in the workplace in
2010—single-factor analysis.

Variable
Exposed
N = 639

Not Exposed
N = 241

One-Factor Logistic Regression
2010

Age N % N % OR 95% CI p

20 174 89.2 21 10.8 7.87 3.48–17.82 p < 0.001

21–25 257 76.3 80 23.7 3.05 1.48–6.30 p < 0.01

26–30 128 59.8 86 40.2 1.41 0.68–2.94 p > 0.05

31–35 42 61.8 26 38.2 1.53 0.66–3.55 p > 0.05

36–40 18 66.7 9 33.3 1.90 0.66–5.44 p > 0.05

41+ 20 51.3 19 48.7 1.00 Ref.

Gender N % N % OR 95% CI p

Men 152 70.7 63 29.3 0.88 0.63–1.24 p > 0.05

Women 487 73.2 178 26.8 1.00 Ref.

Marital status N % N % OR 95% CI p

Single 539 80.7 129 19.3 4.88 3.47–6.88 p < 0.001

Married 89 46.1 104 53.9 1.00 Ref.

Divorced 4 36.4 7 63.6 0.67 0.19–2.54 p > 0.05

Widow (er) 7 87.5 1 12.5 8.18 0.98–67.97 p > 0.05

Education N % N % OR 95% CI p

Primary and vocational 65 95.6 3 0.4 17.76 5.42–58.17 p < 0.001

Secondary 441 77.4 129 22.6 2.80 2.03–3.86 p < 0.001

Higher 133 55.0 109 45.0 1.00 Ref.

Position N % N % OR 95% CI p

Owner/manager 2 0.2 123 98.0 1.00 Ref.

Bartender/waiter 576 92.2 49 7.8 72.29 17.30–30.20 p < 0.001

Cook 55 47.4 61 52.6 55.45 13.06–235.46 p < 0.001

Other 6 42.9 8 57.1 46.13 7.97–266.85 p < 0.001

Is there a smoking room in the
establishment

N % N % OR 95% CI p

Yes 591 73.6 212 26.4 1.68 1.03–2.74 p < 0.05

No 48 62.3 29 37.7 1.00 Ref.

Is the anti-tobacco law followed N % N % OR 95% CI p

Yes 609 71.8 239 28.2 1.00 Ref.

No 30 93.8 2 6.2 5.89 1.39–24.88 p < 0.05

Room where the respondent works N % N % OR 95% CI p

For smokers 210 87.5 30 12.5 6.80 4.38–10.54 p < 0.001

For nonsmokers 173 50.7 168 49.3 1.00 Ref.

Both rooms 256 85.6 43 14.4 5.78 3.92–8.52 p < 0.001

Is there a ban on smoking outside the
room?

N % N % OR 95% CI p

Yes 375 72.5 142 27.5 1.00 Ref.

No 264 72.7 99 27.3 1.01 0.73–1.39 p > 0.05

Is the ban on smoking outside the
smoking room observed?

N % N % OR 95% CI p

Yes 162 70.7 67 29.3 1.00 Ref.

No 477 73.3 174 26.7 1.13 0.81–1.58 p > 0.05
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The results of the analysis showed a significant increase in the odds ratio of exposure to ETS
among people working in night clubs and music clubs (OR 3.63; 95% CI 1.96–6.75; p < 0.001) and
working after 6:00 p.m. (OR 2.41; 95% CI 1.66–3.49; p < 0.001).

The analysis also showed a significant increase in the odds ratio of exposure to ETS at work in
establishments where there was a smoking room (OR 3.84; 95% CI 2.90–5.08; p < 0.001).

A significant increase in the odds ratio of exposure to ETS was also observed among people
working in establishments where the provisions of the anti-tobacco law were not followed (OR 6.90;
95% CI 3.49–13.63; p < 0.001) and in establishments which did not have regulations prohibiting the use
of tobacco products by employees (OR 3.27; 95% CI 1.57–6.79; p < 0.001) and customers (OR 5.29; 95%
CI 2.31–12.11; p < 0.001) indoors.

Higher exposure to ETS occurred among workers who disagreed with the statement that exposure
to ETS caused heart disease (OR 3.63; 95% CI 2.11–6.24; p < 0.001) and cancer in nonsmokers (OR 3.78;
95% CI 2.33–6.13; p < 0.001) (Table 4).

Table 4. Impact of selected factors which expose hospitality venues staff to ETS in the workplace in
2015—single-factor analysis.

Variable
Exposed
N = 454

Not Exposed
N = 423

One-Factor Logistic Regression
2015

Age N % N % OR 95% CI p

<20 72 52.6 65 47.4 1.10 0.55–2.25 p > 0.05

21–25 150 51.2 143 48.8 1.05 0.54–2.04 p > 0.05

26–30 154 52.0 142 48.0 1.08 0.56–2.11 p > 0.05

31–35 38 60.3 25 39.7 1.52 0.68–3.39 p > 0.05

36–40 19 42.3 27 58.7 0.70 0.30–1.66 p > 0.05

41+ 21 50.0 21 50.0 1.00 Ref.

Gender N % N % OR 95% CI p

Men 150 53.2 132 46.8 1.09 0.82–1.45 p > 0.05

Women 304 51.1 291 48.9 1.00 Ref.
Marital status N % N % OR 95% CI p

Single 214 57.5 158 42.5 1.43 1.08–1.91 p < 0.05

Married 187 48.6 198 51.4 1.00 Ref.

Divorced 48 44.9 59 55.1 0.86 0.56–1.33 p > 0.05

Widow (er) 5 38.5 8 61.5 0.66 0.21–2.06 p > 0.05

Education N % N % OR 95% CI P

Primary and vocational 50 58.1 36 41.9 0.90 0.54–1.51 p > 0.05

Secondary 260 47.0 293 53.0 0.58 0.43–0.79 p > 0.05

Higher 144 60.5 94 39.5 1.00 Ref.

Position N % N % OR 95% CI p

Owner/manager 44 61.1 28 38.9 1.00 Ref.

Bartender/waiter 343 50.5 336 49.5 1.54 0.94–2.53 p > 0.05

Cook 59 51.3 56 48.7 1.49 0.82–2.72 p > 0.05

Other 8 72.7 3 27.3 0.59 0.14–2.42 p > 0.05

Is there a ban on smoking outside the
room for customers

N % N % OR 95% CI p

Yes 358 46.2 417 53.8 1.00 Ref.

No 96 94.1 6 5.9 18.64 8.06–43.08 p < 0.001

386



IJERPH 2020, 17, 3691

Table 4. Cont.

Variable
Exposed
N = 454

Not Exposed
N = 423

One-Factor Logistic Regression
2015

Is the ban on smoking outside the
room for customers observed?

N % N % OR 95% CI p

Yes 355 46.7 405 53.3 1.00 Ref.

No 99 84.6 18 15.4 6.27 3.72–10.58 p < 0.001

Type of establishment N % N % OR 95% CI p

Restaurant/café 268 48.6 284 51.4 1.00 Ref.

Bar 138 52.5 125 47.5 1.17 0.87–1.57 p > 0.05

Night club or music club 48 77.4 14 22.6 3.63 1.96–6.75 p < 0.001

Working hours N % N % OR 95% CI p

Until 6:00 p.m. 279 52.0 258 48.0 1.00 Ref.

After 6:00 p.m. 175 51.5 165 48.5 2.41 1.66–3.49 p < 0.001

Is the respondent concerned about the
effects of ETS on health

N % N % OR 95% CI p

Yes 395 54.3 333 45.7 1.00 Ref.

No or not much 59 39.6 90 60.4 0.56 0.39–0.79 p < 0.01

Workplace smoking rules N % N % OR 95% CI p

Smoking is allowed 46 83.6 9 16.4 9.68 4.54–20.65 p < 0.001

Smoking is allowed in designated
areas 112 64.7 61 35.3 3.48 2.33–5.19 p < 0.001

Smoking is prohibited everywhere 94 34.6 178 65.4 1.00 Ref.

Smoking is prohibited in rooms for
customers 44 20.8 168 79.2 0.50 0.33–0.75 p < 0.001

There is a separate smoking room and
a nonsmoking room 158 95.8 7 4.2 42.74 19.24–94.97 p < 0.001

Is there a designated smoking room in
the establishment

N % N % OR 95% CI p

Yes 310 67.1 152 32.9 3.84 2.90–5.08 p < 0.001

No 144 34.7 271 65.3 1.00 Ref.

Is there a policy for employees N % N % OR 95% CI p

Yes 312 48.7 329 51.3 1.00 Ref.

No 31 75.6 10 24.4 3.27 1.57–6.79 p < 0.01

I don’t know 111 56.9 84 43.1 1.39 1.01–1.93 p < 0.05

Was the policy communicated to
employees

N % N % OR 95% CI p

Yes 225 44.3 283 55.7 1.00 Ref.

No/I don’t know 229 62.1 140 37.9 2.06 1.56–2.71 p < 0.001

Is there a policy for customers N % N % OR 95% CI p

Yes 345 47.9 376 52.1 1.00 Ref.

No 34 82.9 7 17.1 5.29 2.31–12.11 p < 0.001

I don’t know 75 65.2 40 34.8 2.04 1.35–3.08 p < 0.001

No smoking signs in the establishment N % N % OR 95% CI p
Yes 410 50.4 403 49.6 1.00 Ref.

No 13 68.4 6 31.6 2.13 0.80–5.67 p > 0.05

I don’t know 31 68.9 14 31.1 2.18 1.14–4.16 p < 0.05
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Table 4. Cont.

Variable
Exposed
N = 454

Not Exposed
N = 423

One-Factor Logistic Regression
2015

Exposure to ETS causes heart disease
in nonsmokers

N % N % OR 95% CI p

I don’t agree 63 77.8 18 22.2 3.63 2.11–6.24 p < 0.001

I agree 391 49.1 405 50.9 1.00 Ref.

Exposure to ETS causes cancer in
nonsmokers

N % N % OR 95% CI p

I don’t agree 81 77.9 23 22.1 3.78 2.33–6.13 p < 0.001

I agree 373 48.3 400 51.7 1.00 Ref.

A multifactor logistic regression analysis conducted in 2010 shows that the odds ratio of exposure
to ETS among employees of hospitality venues was increased the most by noncompliance with the
provisions of the anti-tobacco laws (OR 24.73; 95% CI 3.54–172.88; p < 0.01).

A significant increase in the odds ratio of exposure to ETS was observed among employees with
primary, vocational, and secondary education (OR 4.78; 95% CI 3.10–7.37; p < 0.001) and among those
working in a smoking room (OR 11.10; 95% CI 6.50–18.94; p < 0.001) (Table 5).

Table 5. Impact of selected factors which expose hospitality venues staff to ETS in the workplace in
2010—multifactor analysis.

Variable
Exposed
N = 639

Not Exposed
N = 241

Multifactor Logistic Regression
2010

Age N % N % OR 95% CI p

<20 174 89.2 21 10.8 1.08 0.43–2.76 p > 0.05

21–25 257 76.3 80 23.7 0.76 0.19–1.03 p > 0.05

26–30 128 59.8 86 40.2 0.43 0.19–0.99 0.05

31–35 42 61.8 26 38.2 1.01 0.39–2.59 p > 0.05

36–40 18 66.7 9 33.3 1.28 0.38–4.29 p > 0.05

41+ 20 51.3 19 48.7 1.00 Ref.

Marital status N % N % OR 95% CI p

Single 539 80.7 129 19.3 3.86 2.47–6.03 p < 0.001

Married 89 46.1 104 53.9 1.00 Ref.

Divorced 4 36.4 7 63.6 0.03 0.01–0.20 p > 0.05

Widow(er) 7 87.5 1 12.5 8.47 0.93–77.59 p > 0.05

Education N % N % OR 95% CI p

Primary + vocational + secondary 506 79.3 132 20.7 4.78 3.10–7.37 p < 0.001

Higher 133 55.0 109 45.0 1.00 Ref.

Is there a smoking room in the
establishment

N % N % OR 95% CI p

Yes 591 73.6 212 26.4 0.96 0.51–1.81 p > 0.05

No 48 62.3 29 37.7 1.00 Ref.

Is the anti-tobacco law followed N % N % OR 95% CI p

Yes 609 71.8 239 28.2 1.00 Ref.

No 30 93.8 2 6.2 24.73 3.54–172.88 p < 0.001

Room where the respondent works N % N % OR 95% CI p

For smokers 210 87.5 30 12.5 11.10 6.50–18.94 p < 0.001

For nonsmokers 173 50.7 168 49.3 1.00 Ref.

Both rooms 256 85.6 43 14.4 7.05 4.33–11.48 p < 0.001
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A multifactor logistic regression analysis carried out in 2015 showed that the odds ratio of exposure
to ETS among employees of hospitality venues was increased the most when the establishment had
both smoking and nonsmoking rooms (OR 10.88; 95% CI 3.94–30.03; p < 0.001).

A significant increase in the odds ratio of exposure to ETS was observed among employees of
establishments that did not have regulations prohibiting the use of tobacco products by employees
indoors and among employees who were unaware of whether such regulations were in force (OR 5.11;
95% CI 1.99–13.15; p < 0.001).

A factor that significantly increased the odds ratio of exposure to ETS was the lack of knowledge
that exposure to ETS caused cancer in nonsmokers (OR 7.95; 95% CI 3.64–17.34; p < 0.001) (Table 6).

Table 6. Impact of selected factors which expose hospitality venues staff to ETS in the workplace in
2015—multifactor analysis.

Variable
Exposed
N = 454

Not Exposed
N = 423

Multifactor Logistic Regression
2015

Age N % N % OR 95% CI p

<20 72 52.6 65 47.4 1.01 0.31–3.25 p > 0.05

21–25 150 51.2 143 48.8 1.27 0.44–3.69 p > 0.05

26–30 154 52.0 142 48.0 1.67 0.58–4.80 p > 0.05

31–35 38 60.3 25 39.7 2.63 0.80–8.71 p > 0.05

36–40 19 42.3 27 58.7 2.81 0.81–9.75 p > 0.05

41+ 21 50.0 21 50.0 1.00 Ref.

Marital status N % N % OR 95% CI p

Single 214 57.5 158 42.5 1.41 0.91–2.18 p > 0.05

Married 187 48.6 198 51.4 1.00 Ref.

Divorced 48 44.9 59 55.1 1.20 0.66–2.19 p > 0.05

Widow(er) 5 38.5 8 61.5 1.14 0.27–4.81 p > 0.05

Is the anti-tobacco law followed N % N % OR 95% CI p

Yes 389 48.5 413 51.5 1.00 Ref.

No 65 86.7 10 13.3 0.50 0.13–1.83 p > 0.05

Is there a ban on smoking outside the
restaurant room

N % N % OR 95% CI p

Yes 358 46.2 417 53.8 1.00 Ref.

No 96 94.1 6 5.9 3.53 1.55–8.04 p < 0.01

Is the ban on smoking outside the room
observed?

N % N % OR 95% CI p

Yes 355 46.7 405 53.3 1.00 Ref.

No 99 84.6 18 15.4 6.63 2.05–21.54 p < 0.01

Working hours N % N % OR 95% CI p

Until 6:00 p.m. 279 52.0 258 48.0 1.00 Ref.

After 6:00 p.m. 175 51.5 165 48.5 0.62 0.34–1.15 p > 0.05

Is the respondent concerned about the
effects of ETS on health

N % N % OR 95% CI p

Yes 395 54.3 333 45.7 1.00 Ref.

No or not much 59 39.6 90 60.4 0.30 0.16–0.56 p < 0.001
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Table 6. Cont.

Variable
Exposed
N = 454

Not Exposed
N = 423

Multifactor Logistic Regression
2015

Workplace smoking rules N % N % OR 95% CI p

Smoking is allowed 46 83.6 9 16.4 0.81 0.20–3.36 p > 0.05

Smoking is allowed in designated areas 112 64.7 61 35.3 1.87 0.97–3.63 p > 0.05

Smoking is prohibited everywhere 94 34.6 178 65.4 1.00 Ref.

Smoking is prohibited in rooms for
customers 44 20.8 168 79.2 0.58 0.34–0.99 p < 0.05

There is a separate smoking room and a
nonsmoking room 158 95.8 7 4.2 10.88 3.94–30.03 p < 0.001

Is there a designated smoking room in the
establishment

N % N % OR 95% CI p

Yes 310 67.1 152 32.9 1.38 0.79–2.41 p > 0.05

No 144 34.7 271 65.3 1.00 Ref.

Is there a policy for employees N % N % OR 95% CI p

Yes 312 48.7 329 51.3 1.00 Ref.

No/I don’t know 142 60.2 94 39.8 5.11 1.99–13.15 p < 0.001

Was the policy communicated to
employees

N % N % OR 95% CI p

Yes 225 44.3 283 55.7 1.00 Ref.

No/I don’t know 229 62.1 140 37.9 1.96 1.25–3.06 p < 0.01

Is there a policy for customers N % N % OR 95% CI p

Yes 345 47.9 376 52.1 1.00 Ref.

No 109 69.9 47 30.1 1.45 0.49–4.25 p > 0.05

No smoking signs in the establishment N % N % OR 95% CI p

Yes 410 50.4 403 49.6 1.00 Ref.

No 13 68.4 6 31.6 1.21 0.24–6.02 p > 0.05

I don’t know 31 68.9 14 31.1 1.84 0.60–5.64 p > 0.05

Exposure to ETS causes heart disease in
nonsmokers

N % N % OR 95% CI p

I don’t agree 63 77.8 18 22.2 1.72 0.72–4.08 p > 0.05

I agree 391 49.1 405 50.9 1.00 Ref.

Exposure to ETS causes cancer in
nonsmokers

N % N % OR 95% CI p

I don’t agree 81 77.9 23 22.1 7.95 3.64–17.34 p < 0.001

I agree 373 48.3 400 51.7 1.00 Ref.

4. Discussion

The issue of exposure of hospitality venues staff to ETS at work is a very important social and
health problem, directly related to the lack of full legal protection for nonsmokers [5,18,28–30].

In 2010, the percentage of nonsmokers exposed to ETS in the workplace was over 72%, while in
2015 it was close to 52%. The analysis of the results obtained from the studies carried out in 2010 and
2015 confirmed a significant decrease in the exposure to ETS and existence of a significant problem in
terms of the exposure of hospitality venues employees to ETS.

In 2010, nonsmoking women declared more frequent exposure to ETS at work, while in 2015 it was
nonsmoking men who were more likely to be exposed. Therefore, it should be stated that hospitality
venues are a unique type of space where exposure to ETS is very high and this threat applies to both
women and men [8–10].
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Despite the introduction of laws prohibiting smoking in hospitality venues, in 2015, more than half
of nonsmoking staff stayed in rooms where cigarettes were smoked, and therefore, were exposed to ETS
at work. Comparing the results of this study with the results of the GATS study (Global Adult Tobacco
Survey), employees of hospitality venues were more often exposed to inhalation of ETS (environmental
tobacco smoke) than those participating in the study in the years 2009–2010 [14,31,32]. Over 33%
of them declared exposure to inhalation of ETS in the last month indoors at work. Additionally,
respondents of the GATS survey declared exposure to ETS: over 98% in bars, pubs, music clubs and
discos, and almost 54% in restaurants, cafes, and bistros [24,32]. When analysing results of studies
presented in 2011, 2013, 2015, and 2017 in reports from a nationwide survey on smoking attitudes, it may
be noticed that the percentage of people exposed to ETS in hospitality venues regularly decreased in
2011–2017 [21,33]. In 2015, 16% of respondents stated that they were exposed to ETS in bars and pubs,
while in 2017, only 12% of them were exposed. In cafes, these values were 9% and 6%, respectively,
while in restaurants, the percentage did not decrease and continued to be 7% [24,27].

In discos and music clubs, the proportion of respondents exposed to ETS also dropped from
15% (in 2009) to 9% (in 2017) [14,34–36]. The presented results showed that employees of hospitality
venues were significantly more often exposed to ETS at work than persons participating in the study
conducted by Bogdanovica et al. [5]. Results of studies carried out in other European countries after the
introduction of complete ban on smoking in hospitality venues show that the percentage of employees
exposed to ETS significantly decreased [1,37–41].

In Ireland, new regulations helped reduce the incidence of ETS in restaurants from 85% to 3%,
and in bars and pubs from 98% to 5%, whereas the cotinine level in the saliva of nonsmokers working
in bars and restaurants fell by around 80% [3,19].

In Scotland, cotinine levels decreased in the saliva of nonsmoking bar and restaurant staff by
89% [42]. Studies in France also confirmed high effectiveness of new laws. There was a significant
decrease in the incidence of ETS, i.e., in bars from 95.9% to 3.7% and in restaurants from 64.7% to 2.3%.
The next stage of the study conducted in 2012 found out that the occurrence of ETS in bars was at the
level of 6.6%, while in restaurants, it was at the level of 1.4% [19]. Finland is another positive example
of the implementation of anti-tobacco laws. In this country, after the introduction of the restrictive
anti-tobacco law, the number of restaurant employees who were not exposed to the ETS increased
from 54% to 82%, while the number of unexposed employees of bars and pubs increased from 10% to
as much as 70% [34]. The changes observed in selected countries by other authors differ significantly
from the results obtained in this study. In the above-mentioned countries, there was a much greater
decrease in the exposure of hospitality venues staff to ETS at work. It results from a comprehensive
anti-tobacco legislation, introducing a total and absolute ban on smoking in public places, including
hospitality venues. The degree of employee exposure to ETS is also influenced by the type of room in
which they work [19,23,34,42].

In our survey conducted in 2010, over 31% of respondents said that they worked in a smoking
room or in both a smoking and nonsmoking room, while the percentage of staff working only in
the nonsmoking room was 37.6%. However, in the study conducted in 2015, there was a significant
increase in the percentage of employees (over 73%) of hospitality venues who claimed to work only in a
nonsmoking room. A multifactor logistic regression analysis carried out in 2015 showed that the odds
ratio of exposure to ETS among employees of hospitality venues was increased the most when the
establishment had both smokers and nonsmokers rooms. The results confirm partial implementation of
the new tobacco laws. As a result of the ban on smoking in hospitality venues that was introduced at the
end of 2010, there was a decrease in the number of bars, cafes, restaurants, and night and music clubs
with rooms excluded from the smoking ban. However, in 2015, the percentage of staffwho worked
in smoking rooms was 4.7%, while 21.7% of staff worked both in smoking and nonsmoking rooms,
which clearly indicates that the almost 5-year period of smoking ban did not completely eliminate the
problem of smoking rooms. A significant impact on the incomplete implementation of the ban is a
possibility left by the legislator to let owners or managers of venues with at least two rooms, i.e., closed,

391



IJERPH 2020, 17, 3691

ventilated rooms, for customers to exclude from the general smoking ban; thus, smoking rooms may
be created, while there is also lack of effective control measures for the smoking ban. As a result of
legal possibility of creating separated smoking rooms, in 2015, there was a fourfold increase in the
percentage of people who claimed that there was a room for smokers in their workplace. Finland is an
example of a country where, similarly to Poland, it was possible to apply for a permission for smoking
rooms; however, such solution was quickly recognized as insufficient protection against exposure to
ETS, and regulations were introduced to strictly prohibit smoking in bars and restaurants [19,34,43].
In addition, research conducted in Finland, Australia, Canada, Germany, and Italy confirmed that only
a total ban on smoking in hospitality venues protects against ETS exposure and leads to a decrease in
the number of cigarettes smoked by employees [7,8,44–48].

The exposure to ETS of hospitality venues employees may be assessed with biomarker analysis
(cotinine in saliva, urine, and plasma) or environmental monitoring (nicotine, PM2.5, and PM10),
as well as an analysis of subjective feelings of employees (number of hours of ETS exposure) [49].

For the purposes of deepening the analysis, the authors of this study reviewed the literature and
presented the analysis of publications on exposure biomarkers [49–52].

The biomarker for exposure to ETS used in all studies was cotinine, the main metabolite of nicotine.
In the analysed studies, the reduction of the biomarker concentration in individuals exposed to ETS
after the introduction of new legislative solutions compared to the concentration observed before the
introduction amounted to 57–89% in establishments where the smoking ban was in force. For example,
in studies conducted in Scotland, the concentration of cotinine in saliva before the introduction of
new legislation was 2.9 ng/mL, while after the introduction, it decreased significantly to 0.4 ng/mL
(by 89%, 95% CI: 85–92%). Fernandez et al. (2009) recorded a statistically significant decrease in
the concentration of the exposure biomarker (from 1.6 to 0.5 ng/mL after the introduction of new
legislative solutions; p < 0.01) (Table 7) only in hospitality venues where a total smoking ban was
introduced [49–57].

Table 7. Changes in the level of ETS exposure after the implementation of legislative smoking
bans—analysis based on biomarkers of exposure.

No. Country Characteristic Reduction References

1. Ireland

Legislation (date of
implementation and type of
restrictions)

III 2004 ban of smoking in indoor
workplaces

80% (p < 0.001)

Allwright, 2005
[49],
Mulcahy, 2005
[50]

Populations 111 bar staff

Biomarker of exposure Cotinine level in saliva Md (IQR)

Biomarker level
Before
smoking ban 29.0 nmol/L (18.2–43.2 nmol/L)

After
smoking Ban 5.1 nmol/L (2.8–13.1 nmol/L)

2. Norway

Legislation (date of
implementation and type of
restrictions)

Ban on smoking in indoor
workplaces

p < 0.001

Ellingsen, 2006
[51]

Populations 25 employees in bars and
restaurants

Biomarker of exposure Cotinine level in urine GM
(95% CI)

Biomarker level

Before
smoking ban

Evening urine collection: 9.5 μg/g
(6.5–13.7 μg/g) creatinine/Morning
urine collection: 15.3 μg/g
(10.3–22.7 μg/g) creatinine

After
smoking Ban

Evening urine collection: 1.4 μg/g
(0.8–2.5 μg/g) creatinine/Morning
urine collection: 1.6 μg/g
(0.9–3.0 μg/g) creatinine

p < 0.001
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Table 7. Changes in the level of ETS exposure after the implementation of legislative smoking
bans—analysis based on biomarkers of exposure.

No. Country Characteristic Reduction References

3. Italy

Legislation (date of
implementation and type of
restrictions)

I 2005 ban on smoking in indoor
workplaces

p < 0.0001 Valente, 2007
[52]

Populations 37 hospitality workers

Biomarker of exposure Cotinine level in urine GM (95%
CI)

Biomarker level
Before
smoking ban 15.4 ng/mL (913–18.3 ng/mL)

After
smoking ban 2.6 ng/mL (1.4–4.9 ng/mL)

4. Sweden

Legislation (date of
implementation and type of
restrictions)

VI 2005 ban on smoking in indoor
workplaces

bd. Larsson, 2008
[53]

Populations 43 hospitality workers

Biomarker of exposure
Cotinine level in urine/percentage
of people with cotinine level below
the limit of detection

Biomarker level

Before
smoking ban 37%

After
smoking ban 67%

5. Scotland

Legislation (date of
implementation and type of
restrictions)

III 2006 ban on smoking in indoor
workplaces

89% (85–92%)

Semple, 2007
[54],
Menzies, 2006
[55]

Populations 126 hospitality workers

Biomarker of exposure Cotinine level in saliva GM (GSD)

Biomarker level

Before
smoking ban 2.9 ng/mL (2.3 ng/mL)

After
smoking ban 0.4 ng/mL (3.7 ng/mL)

6. England

Legislation (date of
implementation and type of
restrictions)

Ban on smoking in indoor
workplaces

75% (p < 0.001) Gotz, 2008 [56]

Populations 75 workers

Biomarker of exposure Cotinine level in saliva M (GM; SD)

Biomarker level

Before
smoking ban 3.4 ng/mL (2.4 ng/mL; 2.5 ng/mL)

After
smoking ban 0.8 ng/mL (0.4 ng/mL; 3.2 ng/mL)

GSD—geometric standard deviation; Md—mediana; SD—standard deviation; IQR—interquartile range; bd.—no
data. Źródło: Polańska, K.; Hanke, W.; Konieczko, K. Hospitality workers’s exposure to ETS before and after
implementation of smoking ban in public places: a review of epidemiological studies. Medycyna Pracy 2011, 62,
211–224 [57].

5. Conclusions

1. Exposure to ETS among hospitality venues staffdecreased in 2010–2015; however, it remained high.

1.1. Despite the introduction of more restrictive regulations that prohibited smoking in
hospitality venues (amendment to the Act on the Protection of Health against the
Consequences of Use of Tobacco and Tobacco Products from 2010), more than half
of nonsmoking employees were exposed to ETS in the workplace.

2. Regulations prohibiting smoking in hospitality venues were often violated by employees
and customers.
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2.1. There is a need for effective control of the implementation and compliance with anti-tobacco
laws in hospitality venues.

3. Only a total ban on smoking in all enclosed work spaces can serve as an appropriate protection
of employees’ health (including employees of hospitality and commercial venues). Legislative
solutions should be introduced to reduce exposure to ETS by placing a total ban on smoking.
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Abstract: A variety of activities potentially contribute to the beneficial effects of probiotic bacteria
observed in humans. Among these is a direct inhibition of the growth of pathogenic bacteria in the gut.
The present study characterizes head-to-head the in-vitro pathogen growth inhibition of clinically
relevant infectious bacterial strains by different types of probiotics and a synbiotic. In-vitro growth
inhibition of Escherichia (E.) coli EPEC, Shigella (Sh.) sonnei, Salmonella (S.) typhimurium, Klebsiella
(K.) pneumoniae and Clostridioides (C.) difficile were determined. Investigated products were a yeast
mono strain probiotic containing Saccharomyces (Sac.) boulardii, bacterial mono strain probiotics
containing either Lactobacillus (L.) rhamnosus GG or L. reuteri DSM 17938, a multi strain probiotic
containing three L. rhamnosus strains (E/N, Oxy, Pen), and a multi strain synbiotic containing nine
different probiotic bacterial strains and the prebiotic fructooligosaccharides (FOS). Inhibition of
pathogens was moderate by Sac. boulardii and L. rhamnosus GG, medium by L. reuteri DSM 17938
and the L. rhamnosus E/N, Oxy, Pen mixture and strong by the multi strain synbiotic. Head-to-head
in-vitro pathogen growth inhibition experiments can be used to differentiate products from different
categories containing probiotic microorganisms and can support the selection process of products for
further clinical evaluation.

Keywords: gut microbiome; antimicrobial activity; pathogen overgrowth

1. Introduction

The invention of antibiotic therapy some 100 years ago was a major step forward in medical
practice, allowing medical practitioners to manage otherwise deadly infections caused by pathogenic
bacteria. However, in the recent past, the rapid increase of bacterial antibiotic resistance has become
a pressing problem of global healthcare [1]. More sensible and less widespread use of antibiotics
is necessary to counteract the increasing loss of their efficacy. While it is clinically challenging to
implement, antibiotics should only be used where their usage is appropriate, and best only in confirmed
cases of bacterial infections. In addition to a careful usage of antibiotics, probiotics or synbiotics should
be considered as prophylactic measures, at least for patients at risk of certain bacterial infections (e.g.,
the elderly admitted to an intensive care unit), as complementary therapy during and after antibiotic
therapy, or even as standalone therapy under certain specific circumstances for bacterial infections.

Every orally taken antibiotic is leading to alterations of the gut microbiota, in some patients with
symptoms (e.g., diarrhea), in others without symptoms [2]. While antibiotic-associated diarrhea (AAD)
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is worrying, the disturbance of the gut microbiota by antibiotics can have more severe consequences.
Among these severe side effects is, for example, pseudomembranous colitis [3], which is caused by
a pathogen overgrowth of the gut, in this case by C. difficile. Pathogenic bacteria are omnipresent in
the human gut. However, as long as the gut microbiota is well balanced and diverse, no pathogen
overgrowth will take place [4]. Disturbance of the equilibrium of the gut microbiota can result in loss of
this pathogenic overgrowth control. Such a can loss then lead to a strong proliferation of pathogens in
the gut and finally result in disease manifestation. Supplementation with certain probiotics or synbiotics
(mixtures of probiotic bacteria with a prebiotic component) during and after antibiotic therapy has
been demonstrated to reduce occurrence of AAD [5].

Today, a huge variety of products containing probiotic microorganisms are available.
These products can be categorized according to their composition: (i) yeast and bacterial products,
(ii) mono strain and multi strain products or (iii) probiotic and synbiotic products. In the present study,
the inhibitions of five bacterial pathogens, E. coli EPEC, Sh. sonnei, S. typhimurium, K. pneumoniae and
C. difficile by representatives of different categories of products containing probiotic microorganisms are
studied. The evaluated probiotics are the clinically well-established mono strain probiotics containing
either Sac. boulardii [6], L. rhamnosus GG [7] or L. reuteri DSM 17938 [8], and two newer products, one
being a multi strain probiotic containing a mixture of three different L. rhamnosus strains (E/N, Oxy,
Pen), the other being a complex multi strain synbiotic containing six lactobacilli (L. acidophilus, L. casei,
L. paracasei, L. plantarum, L. rhamnosus GG, L. salivarius), three bifidobacteria strains (Bifidobacterium (B.)
bifidum, B. longum, B. lactis) and the prebiotic FOS.

Most published in-vitro growth inhibition studies focused on the characterization of only one
pathogenic bacterium and one or a limited number of products containing probiotic microorganisms.
The present study evaluated the antagonistic activity of a range of products in head-to-head in-vitro
growth inhibition experiments with a number of different bacterial pathogens, which can support the
selection of products for future, more in-depth investigations.

2. Materials and Methods

2.1. Probiotics and Synbiotic

The yeast Sac. boulardii probiotic Enterol® (Biocodex, Gentilly, France) contains in each capsule
4.5 × 109 colony forming units (CFU) of the Sac. boulardii strain CNCM I-745. Dicoflor® (Bayer Sp. z
o.o., Warszawa, Poland) contains 6 × 109 CFU of L. rhamnosus GG ATCC© 53103 per capsule. BioGaia®,
(InfectoPharm Arzneimittel und Consilium GmbH, Heppenheim, Germany) contains 108 CFU L. reuteri
DSM 17938 per 5 drops. Lakcid® (Biomed-Lublin S.A., Poland) contains a total of 2 × 109 CFUs as
mixture of the L. rhamnosus strains E/N (40%), Oxy (20%) and Pen (40%), [9]. The complex multi strain
synbiotic Multilac® Baby (Vivatrex GmbH, Aachen, Germany) is a freeze-dried powder. Each sachet
contains a total of 109 CFUs as a mixture of equal CFU amounts of L. acidophilus LA-14; L. casei R0215;
L. paracasei Lpc-3; L. plantarum Lp-115; L. rhamnosus GG, L. salivarius Ls-33, B. lactis Bl-04, B. bifidum
R0071, B. longum R0175 and 1.43 g of the prebiotic ingredient FOS.

2.2. In-Vitro Growth Inhibition of E. coli EPEC, Sh. sonnei, S. typhimurium and K. pneumoniae

For the in-vitro pathogen inhibition experiments with E. coli EPEC (clinical isolate, collection
number 3410/19 E. coli 025), Sh. sonnei ATCC© 9290TM (ATCC, Manassas, VA, USA), S. enterica subsp.
enterica serovar typhimurium ATCC© 14280TM (ATCC, Manassas, VA, USA) and K. pneumoniae subsp.
pneumoniae ATCC© 700603TM (ATCC, Manassas, VA, USA) the respective pathogen was inoculated
on Columbia agar with 5% sheep blood (CM0331, Fisher Scientific GmbH, Schwerte, Germany) and
incubated at 37 ◦C under aerobic conditions for 24 h [10]. Suspensions (100 μL) of the five tested
products (mono strain probiotics Sac. boulardii, L. rhamnosus GG, L. reuteri DSM 17938, the multi strain
L. rhamnosus E/N, Oxy, Pen and the complex multi strain synbiotic) each containing 106 CFU were
inoculated on MRS agar (CM0361, Fisher Scientific GmbH, Schwerte, Germany) and incubated for 48 h
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in the presence of 5% CO2 [11]. After the incubation, 10 mm diameter bars were cut out and transferred
to a Mueller–Hinton agar (CM0337, Fisher Scientific GmbH, Schwerte, Germany) previously inoculated
with the respective pathogen strain with a density of 2 on the McFarland scale. The tested cultures
were stored at 4 ◦C for 4 h, followed by incubation at 37 ◦C for 24 h under aerobic conditions.

2.3. In-Vitro Growth Inhibition of C. difficile

For the in-vitro pathogen inhibition studies with C. difficile ATCC© 9689TM (ATCC, Manassas, VA,
USA), the pathogen was cultivated under anaerobic conditions at 35–37 ◦C for 24–48 h on Schaedler
agar (CM0437, Fisher Scientific GmbH, Schwerte, Germany) [12]. Suspensions each containing 106

CFU of the five evaluated products were inoculated on MRS agar and incubated for 48 h in the presence
of 5% CO2. 10 mm diameter bars were transferred to a Mueller–Hinton agar with 5% horse blood
and 20 mg/L NAD (PP0972, E&O Laboratories Ltd, Bonnybridge, UK) and incubated under anaerobic
conditions for 24 h.

2.4. FOS Control and Measurement of Growth Inhibition

For testing a potential pathogen growth inhibitory effect of FOS, 100 μL of a solution containing
14.3 mg/mL FOS (F8052, Sigma Aldrich, St. Louis, Missouri, USA) was applied to a 10 mm filter disk
that was then administered to respective pathogen testing plates. The multi strain synbiotic was tested
on the same plates as a positive control.

At the end of the incubation, measurements of inhibition zones around the tested colonies were
taken from the outer edge of the colonies to the outer edge of the clear zones. Each test was performed
in triplicate and the arithmetic means of the radii measuring from the edges of the colonies to the
edges of the clear zones were calculated as well as the standard deviations SD (Excel, Microsoft,
Redmont, WA, USA). Independent T-test statistical analyses of datasets were conducted with GraphPad
Prism software version 8.2 (GraphPad Software, San Diego, CA, USA), Datasets were considered as
significantly different when a p-value < 0.01 was achieved.

3. Results

In-Vitro Pathogen Growth Inhibition

In-vitro growth of all five tested pathogenic bacteria were inhibited by all evaluated products.
However, the extent of in-vitro growth inhibitions by the products varied significantly for all tested
pathogens (Figure 1).
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Figure 1. In-vitro growth inhibition of pathogens by different probiotics and a multi strain synbiotic.
The L. rhamnosus E/N, Oxy, Pen mixture contains the three different probiotics in a CFU ratio of 40/20/40.
The multi strain synbiotic contains a mixture of equal CFU amounts of L. acidophilus LA-14; L. casei R0215;
L. paracasei Lpc-3; L. plantarum Lp-115; L. rhamnosus GG, L. salivarius Ls-33, B. lactis Bl-04, B. bifidum R0071,
B. longum R0175 and the prebiotic fructooligosaccharides (FOS). Significant differences (p-values < 0.01)
between the inhibitions by different products are indicated by horizontal lines marked with an asterisk
(*).

The inhibitory patterns found for E. coli EPEC and K. pneumoniae were similar. The antagonistic
effects of the tested products ranked from weak to strong inhibition as follows: L. rhamnosus GG <
Sac. boulardii < L. reuteri DSM 17938 = multi strain probiotic L. rhamnosus E/N, Oxy, Pen < complex
multi strain synbiotic.

For the inhibition of Sh. sonnei and S. typhimurium an inhibition ranking from weak to strong
of Sac. boulardii = L. rhamnosus GG < L. reuteri DSM 17938 = multi strain probiotic L. rhamnosus
E/N, Oxy, Pen < complex multi strain synbiotic was found. While there was a significant difference
(p-values < 0.01) between the inhibitions of Sh. sonnei by Sac. boulardii or L. rhamnosus GG and the
L. reuteri DSM 17938 probiotic or the multi strain probiotic L. rhamnosus E/N, Oxy, Pen, the difference of
the inhibitions by these two groups of probiotics of S. typhimurium was not significant (p-values > 0.01).

The inhibition of the gram-positive C. difficile by the tested products resembled that of Sh. sonnei
and S. typhimurium. The weakest inhibitions were found for Sac. boulardii and L. rhamnosus GG.
Inhibitions by L. reuteri DSM 17938 and the multi strain probiotic L. rhamnosus E/N, Oxy, Pen were
intermediate and the best inhibitory effect was found for the complex multi strain synbiotic.

As shown in Figure 2, FOS alone had no inhibitory effect on E. coli EPEC. FOS also had no
inhibitory effect on the growth of the other four tested pathogens (data not shown).
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Figure 2. Example of the effects of the multi strain synbiotic (A) and FOS (B) on the in-vitro growth of
Enteropathogenic E. coli EPEC.

4. Discussion

A large number of studies have been published which are characterizing the in-vitro pathogen
growth effects of individual probiotic microorganisms. There are also studies which compare the
growth inhibitory effects of individual strains in head-to-head experiments. Less data are available for
the in-vitro growth inhibitory effect of individual multi-strain products. To our knowledge there is no
study published which compares the in-vitro pathogen growth inhibitory effects of probiotic products
from different categories (yeast, bacteria, mono-strain, multi-strain, probiotic, synbiotic) head-to-head.
The present study compares the in-vitro pathogen growth inhibitory properties of products containing
probiotic microorganisms commonly used by physicians in Poland. The in-vitro pathogen growth
inhibition experiments of the present study are not aiming to identify the underlying mechanisms
of growth inhibition or to identify the causes of potential synergistic effects of probiotic bacteria in
the multi-strain products, but to focus primarily on establishing a ranking of efficacy in this one
particular experimental set-up. Inhibition of pathogen growth is only one potential effect exhibited by
probiotic bacteria in the gut and other activities (e.g., inhibition of the adherence of pathogens to the
gut mucosa, stimulation of the host immune system) are also potential contributors to their efficacy.
However, in-vitro pathogen growth inhibition testing is a helpful measure that can be used to support
the selection of products for further investigation, e.g., in clinical trials.

For the in-vitro growth inhibition testing, five bacterial pathogens were selected which physicians
encounter in their day-to-day practice. All five selected bacterial pathogens represent major health
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care concerns. As outlined in the following, infections with these pathogens are not always requiring
antibiotic therapy. In addition, the increasing rate of developing antibiotic resistance in these bacteria
has stimulated the interest in probiotics as prophylactic, alternative or adjuvant therapy for infections
caused by them.

Enteropathogenic E. coli EPEC is a major cause of infant diarrhea [13]. As long as there is no
evidence for a systemic infection, antibiotic therapy is rarely indicated and should be deferred until
culture results are available. Due to this, and the emerging resistance of E.coli against antibiotics [14],
probiotics are considered as additional options to manage E. coli infections [15]. In-vitro pathogen
growth inhibition experiments found no clear E. coli growth antagonism by the yeast Sac. boulardii [16].
In contrast, in-vitro growth inhibitions of E. coli have been described for a number of mono strain
bacterial probiotics, among them L. rhamnosus GG [17], L. reuteri DSM 17938 [15] and multi strain
probiotics [15,18,19].

Shigella infections are a major public health problem in areas of poor sanitation with especially
high incidence, morbidity and mortality in children [20]. Shigellosis is spread by fecal-oral transmission
and ingestion of a small number of Shigella bacteria can already cause clinical disease. Most patients
recover from Shigellosis without antibiotic treatment within 5−7 days. Various antimicrobial agents
are effective in the treatment of severe cases of Shigellosis, however, a globally emerging antibiotic
resistance is observed [21]. Consequently, probiotics are considered as an alternative approach
to manage Shigellosis. Sac. boulardii has been shown to interfere with Shigella pathogenesis [22],
however, in-vitro growth inhibition of Sh. sonnei by Sac. boulardii has not been published. Inhibition of
in-vitro growth of Sh. sonnei has been demonstrated for L. rhamnosus GG [17], for L. reuteri [23] and a
number of other lactobacilli [24]. For the multi strain products investigated in this study, results from
in-vitro growth inhibition of Sh. sonnei have not been demonstrated.

Most food-borne bacterial gastroenteritis is caused by S. typhimurium. Antibiotic therapy is not
advised for most of the patients with S. typhimurium infection, as the infection is often self-limiting
and antibiotic resistance of the bacterium is on the rise [25]. Therefore, especially for severe cases or
patients with persistent infections [26], non-antibiotic treatment alternatives are needed [27]. There is a
large amount of studies, including human clinical trials, indicating that Sac. boulardii has potential in the
prevention and treatment of infections with S. typhimurium [28]. However, no study has been published
comparing the in-vitro growth inhibition of S. typhimurium by Sac. boulardii with that of bacterial
probiotics. In-vitro growth inhibition of S. typhimurium has been shown for a number of individual
lactobacilli strains, [17,29,30]. The method has also been used for the search for new lactobacilli strains
with growth inhibitory potential against S. typhimurium [19,31]. Our group has recently published that
S. typhimurium was more strongly inhibited by a multi strain synbiotic (different from that investigated
in the present study) when compared with the in-vitro growth inhibition caused by its individual
bacterial strains [30].

K. pneumoniae is responsible for an alarming increase in hospital infections, especially in intensive
care units. More and more antibiotics have lost their efficacy against K. pneumoniae, and strains of
K. pneumoniae have emerged that are resistant against most of the presently available antibiotics [32,33].
Consequently, interest in probiotics/synbiotics as alternative options to manage infections with
K. pneumoniae has emerged. Few studies have investigated the effect of probiotics on the in-vitro
growth of K. pneumoniae [34–36], however, all with promising results.

For an initial C. difficile infection (CDI), the exposure to antibiotics is the most important risk
factor [37]. In this context, it is important to note that certain antibiotics (e.g., clindamycin, quinolones,
cephalosporins) are associated with a higher risk of causing CDI. The pathology of CDI is characterized
by a disruption of the gut microbiota, resulting in an overgrowth by C. difficile, production of toxins
and disease development. Characteristic symptoms are diarrhea and abdominal pain. In severe
cases, the CDI can result in a life-threatening pseudomembranous colitis. Recurrence of CDI is a
not uncommon observation. First step in the treatment of CDI is discontinuing the therapy with the
inciting antibiotic as soon as possible. Depending on severity of the CDI, three antibiotics can be
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considered for therapy: metronidazole, vancomycin and fidaxomicin [38]. In addition, supporting the
diversity of the gut microbiota is an important therapeutic objective in the management of CDI [39].

In-vitro growth inhibition of C. difficile by a number of mono strain probiotics, among them
L. rhamnosus, and bifidobacteria has been described [40,41]. To our knowledge, the present study is the
first which compares head-to-head the in vitro-growth inhibition of C. difficile by representatives from
different categories of products containing probiotics.

The products evaluated in the present study can be categorized by the following criteria:
(i) yeast/bacteria, (ii) mono strain/multi strain and (iii) probiotic/synbiotic (containing probiotic and
prebiotic components). While the in-vitro pathogen growth inhibitory effects vary among the tested
products, the inhibitory effects seem not to be pathogen-dependent. Weakest pathogen inhibition
is observed for Sac. boulardii and L. rhamnosus GG, intermediate for L. reuteri DSM 17938 and the
L. rhamnosus E/N, Oxy, Pen mixture and strongest inhibition is found for the multi strain synbiotic. This
finding is in line with the hypothesis that multi strain probiotics exhibit superior growth inhibitory
effects towards pathogenic bacteria because they are combining a broader range of independent
antibacterial activities, some of which might even act synergistically [42,43]. However, it has to be
mentioned that in-vitro characterization of the potential synergistic effects in multi strain probiotics,
especially those containing a larger number of different strains, can hardly be demonstrated due
to the fact that thousands, if not millions of potential combinations would have to be investigated.
Synbiotics might have an additional advantage over pure probiotics, as their prebiotic component
provides a source of energy, potentially supporting the proliferation of their probiotic components.
Based on our experiments, we can exclude that FOS itself has an inhibitory effect on one of the tested
pathogenic bacteria.

An obvious limitation of the present study is that it is using only one experimental set-up to
establish an in-vitro efficacy ranking among the evaluated products. No efforts have been undertaken
to investigate the underlying mechanisms of the observed pathogen inhibitions or the underlying
mechanisms of potential synergies in the multi strain products. Dedicated human clinical studies will
be necessary to evaluate if these in-vitro findings will translate into clinical benefits for patients.

5. Conclusions

In-vitro growth inhibition of a variety of pathogens is helpful to differentiate products and product
categories containing probiotic microorganisms. Based on the results of the present study, multi strain
probiotics should be preferred in case a strong in-vitro growth inhibition of a broad range of pathogens
is desired. Our study results can support the product selection for future clinical investigations.
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Abstract: Does the health of women and men living with and without minor children differ, and are
age differences evident in the association? For self-rated general health, depression, back pain,
overweight, smoking and sporting inactivity, the GEDA data 2009–2012 (18–54 years, n = 39,096) were
used to calculate prevalence for women and men stratified by parental status (living with children:
yes/no) and age. Moreover, we calculated odds ratios and predictive margins, performing logistic
regressions with interaction terms of parental status and age. Women and men aged 45–54 living with
children are healthier than those not living with children. Parents aged 18–24 smoke more frequently
and do less sport; young mothers are also more likely to be overweight and suffer from back pain
than women not living with children. In multivariable analysis, the interaction of living with children
and age is significant for all outcomes (except depression and back pain in men). Living with children
is an important social determinant of health, highly dependent on age. It is to be discussed whether
the bio-psycho-social situation has an influence on becoming a parent, or whether parenthood in
different phases of life strains or enhances health.

Keywords: family; living with children; parenthood; mother; father; self-rated health; health behavior;
mental health; Germany

1. Introduction

Living together with children can contribute to good health through close social and emotional
relationships as well as mechanisms of structuring everyday life, social control and meaningfulness of
life. On the other hand, living with children is associated with a number of demands and obligations
as well as conflicting role expectations that can lead to stress and poor health [1–3]. This is especially
true when problems in the partnership or the sole responsibility for the upbringing of the children,
financial worries or low social support occur. In addition to the effects of co-residence with children on
the health of women and men (“causality” hypothesis), the health and health behavior of women and
men can also have an influence on the probability of finding a partner or starting a family (“selectivity”
hypothesis) [2,4].

1.1. State of Research

The current state of research on the health and health behavior of parents is inconsistent.
Whereas some studies have reported better health and healthier behavior among parents than among
women and men without children, other research reports poorer health among parents. In turn,
some studies have found no association between parenthood and health.
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Firstly, this variation is related to the large number of different health outcomes investigated.
Inconsistent results have been found in particular in self-rated general health [5–13] and mental
health [1,13–25]. For overweight or obesity, however, the majority of studies have reported higher
prevalence or a higher BMI for mothers [13,26–31], while the findings for men are heterogeneous [13,32].
For physical activity and in particular for the exercise of sports, results are also found to the disadvantage
of parents [27,33–38]. However, more household-related physical activity has been evident among
women and men with children [39]. The diet of mothers follows the current recommendations
to a greater extent than of nonparents [40]; nevertheless, mothers consume more calories [27,41].
With regard to tobacco and alcohol consumption, women and men with children behave more healthily
than those without children [42–48].

Besides the dependence on health outcome, results on the association between parenthood and
health also vary with the number and age of children [26,40,49–51] as well as the partner, employment
and socioeconomic statuses [52,53]. For example, many studies have reported a higher psychosocial
and health burden especially for single parents [5,15,16,54–56]. There are also differences by gender
in the association between parental status and health, with significantly more studies analyzing
the health of mothers (e.g., [7–10,12,17,23,55,57]) than of fathers [31,36,58–63]. Gender-comparative
studies, in turn, do not produce consistent results (e.g., [54,64–69]), so that it is not possible to assess in
general terms whether the health of parents is associated with gender. However, the social system and
welfare state regulations also seem to influence the association between parental status and health.
International comparisons have supported the thesis that parenthood in the USA is associated to a
greater extent with poor health than in Western and especially Northern European countries, for which
positive links between parenthood and health have often be found [44,64,70–74]. Hansen [75] assumes
that these country-specific differences can be attributed to the fact that the Nordic welfare states offer
families much more comprehensive public support (such as available and affordable daycare, flexible
work schedules, job leave security, cash benefits, and paid parental leave) than the USA or Australia.

Besides this, it can be assumed that a large part of the inconsistent results can be attributed to their
relationship to different age groups [76]. Although most results are adjusted for age, the moderating effect
of age on the association between parenthood and health is rarely analyzed explicitly. When age-stratified
results are reported, almost all studies have shown that very young parents in particular are severely
affected by health problems [5,55,76–80]. This is supported by studies that include the age at first birth.
The birth of the first child shortly after and especially before the mother’s 20th birthday is associated
with poorer health [12,20,25,52,78,81], less healthy behavior [45] and higher mortality [61,82].

Some studies have found that women and men who became parents late in life have a lower
mortality rate and higher life satisfaction than childless women and men [61,73,82–84]. For example, in
Margolis and Myrskylä [79] the association between parenthood and happiness at the age of 15 to 29 is
negative, while it is not significant at the age of 30 to 39 and positive from the age of 40. Other studies
have suggested that—especially in women—an age of around 30 years at the birth of the first child
seems to be associated with good maternal health [20,85,86]. According to Graham [57] mothers show
better physical and mental health and well-being compared to childless women, especially at the age
of 34 to 44; while childless women perform better at a very young age and in old age. Carlson [85] has
found that a deviation from the anticipated age at birth of the first child in younger and older mothers
is accompanied by an increase in depressive symptoms.

With regard to Germany, Helbig et al. [18] have concluded that for 18- to 49-year-olds there
is no moderating effect of age on the association between parental status and mental health.
Stöbel-Richter et al. [23] have also found no age differences in the association of parenthood with
depression or anxiety in 18- to 50-year-old women. In an analysis by a German health insurance
company [78] on sick days of employed women and men with and without family-insured children,
there are no differences in parental status in the middle working age (30–44 years), while young
working parents have a slightly above average number of sick days and older men with children have
a below average number of sick days. Becchetti et al. [87] have found higher happiness among parents
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compared to nonparents only from the age of 55 onwards. In a longitudinal study with data from
the German Socio-Economic Panel, Myrskylä and Margolis [83] have shown that in women and men
who became parents late in life (from the age of 35), happiness increased with the birth of the first
and second child and remained then at a stable level for a longer period of time. On the other hand,
happiness decreased in women and men who became parents between the ages of 18 and 22. Women
and men who became parents at ages 23 to 34 have increasing happiness before a first birth and in the
year of birth, but afterwards happiness decreases to the baseline level or below.

The short overview of the international and national research on the health of parents and on
the moderating effect of age on the association between parenthood and health shows: (a) that the
association between the parental status and different health outcome parameters varies, (b) that
international findings on the health of parents cannot easily be transferred to Germany due to the
varying social systems and family policies, and (c) that so far there are only a few gender-comparative
studies on age differences regarding the association between parental and health status.

1.2. Aim of the Study

The aim of this analysis is to compare the health and health behavior of women and men living
with and without children in Germany and to explore whether age differences in this association can
be observed.

The research questions are:

• Are there differences in the health and health behavior of women and men according to parental
status (living with children)?

• Does the association between health/health behavior and parental status in women and men vary
with age?

2. Materials and Methods

2.1. Data

For the analyses, the pooled data of the study “German Health Update” (GEDA) from 2009,
2010 and 2012 were used, which were carried out by the Robert Koch Institute as part of health
monitoring [88]. The GEDA study is a nationally representative telephone survey of German-speaking
adults who live in private households and have a landline phone connection. Data were collected using
computer-assisted telephone interviews. Random samples of telephone numbers from the German
fixed-line network were generated, adapting the Gabler–Häder method [89]. The sample consists of
62,606 women and men aged 18 and over. The cooperation rate at respondent level (the proportion of
interviews that were completed after initial contact with a potential participant), was 51.2% in 2009,
55.8% in 2010 and 76.7% in 2012. The response rate (the proportion of completed interviews to the
number of neutral non-responses in the adjusted gross sample) amounted to 29.1% in 2009, 28.9% in
2010 and 22.1% in 2012 [88]. The absolute number of cases per survey year in the total sample were
21,262 in 2009, 22,050 in 2010 and 19,294 in 2012.

The GEDA surveys of the years 2009–2012 provide a large representative data set on health and
disease, determinants of health, and the use of health services for use in national and European health
reporting systems, health policy, and public health research [88]. Owing to the sample size of the
pooled data, it is well suited for the analysis of subsamples.

Each GEDA round was approved by The Federal Commissioner for Data Protection and Freedom
of Information, and verbal informed consent was obtained in advance from all participants.

For this analysis, the sample was limited to participants aged 18 to 54. The number of cases of
women aged 55 years and above living with minor children is relatively small. After plausibility
checks of the age data of the household members, 50 participants were excluded, so that the analyses
were based on data from 39,096 women and men (weighted proportions: women: 49.1%, men: 50.9%).
The sample description is given in Table 1.
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Table 1. Description of the sample.

Variables
Women Men

n
Unweighted

% Weighted
Missing %

Unweighted
n

Unweighted
% Weighted

Missing %
Unweighted

Total 21,379 100.0 0 17,717 100.0 0

Outcome variables

Poor self-rated general health 0.1 0.1
Yes 3921 19.9 2663 17.5
No 17,442 80.1 15,044 82.5

Depression 0.3 0.1
Yes 1931 8.6 889 5.2
No 19,382 91.4 16,804 94.8

Back pain 0.1 0.1
Yes 3868 18.9 2115 13.3
No 17,484 81.1 15,580 86.7

Overweight 2.8 1.0
Yes 6875 35.0 9054 53.7
No 13,898 65.0 8,486 46.3

Smoking <0.1 <0.1
Yes 6780 33.4 6613 40.0
No 14,590 66.6 11,100 60.0

Sporting inactivity 0.1 <0.1
Yes 5490 29.2 4451 29.0
No 15,878 70.8 13,260 71.0

Predictor and control variables

Age groups 0 0
18–24 years 3221 15.9 3262 16.2
25–34 years 4408 24.1 3650 24.0
35–44 years 6771 27.1 5187 27.0
45–54 years 6979 33.0 5618 32.8

Parental status 0 0
Child(ren) in household 9731 55.3 6082 37.0
No child in household 11,648 44.7 11,635 63.0

Pre-school child in household (0–6 years) 0 0
Yes 4109 19.2 2688 15.2
No 17,270 80.8 15,029 84.8

Partner status 0.4 0.6
Partner 13,022 67.6 10,097 63.7

No partner 8266 32.3 7521 36.3

Socioeconomic status 0.2 0.2
High 6492 16.0 6120 17.0

Middle 12,608 61.6 9680 59.2
Low 2236 22.4 1889 23.8

Employment status 0.5 0.4
Full-time employed 7919 34.2 13,581 76.4
Part-time employed 8496 39.8 1692 9.1

Not employed 4867 26.0 2379 14.5

Residential region 0 0
West Germany 17,195 80.5 14,216 79.9
East Germany 4184 19.5 3501 20.1

Survey year 0 0
2009 7909 37.5 6058 34.2
2010 8186 38.5 6269 34.6
2012 5284 24.0 5390 31.2

2.2. Variables

Outcome variables: The analysis included self-rated general health, depression, back pain,
overweight, smoking, and sporting inactivity as outcome variables. Self-rated general health was
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surveyed using the question “How is your general state of health?”. The response categories were
dichotomized into “very good/good” versus “fair/poor/very poor”. Depression was assessed by asking
whether the respondent was suffering from depression or depressive mood in the last 12 months
diagnosed by a doctor or psychotherapist (12-month prevalence). The 12-month prevalence of back
pain is based on the question as to whether the respondent has had at least three months of persistent
back pain in the last 12 months. Overweight data are based on respondents’ height and weight data.
According to the WHO definition, overweight occurs when the Body Mass Index (BMI) is greater than
25 kg/m2. Information on smoking (“yes”/“no”) was asked with the question “Do you smoke from
time to time—even if only occasionally?” In the present analysis, the response categories “daily” and
“occasional” were combined to “yes”. The data on sporting inactivity (“yes”/“no”) are based on the
respondents’ self-declaration that they have not practiced any sport in the last 3 months.

Predictor variable: Parental status is based on information provided by participants on all persons
living in the household (relationship to respondent and age). We define women and men as parents
when they live together with at least one own child under 18 years. We did not differentiate among the
respondents’ biological children, adopted children, or stepchildren (social parenthood).

Moderator variables: Age and sex are defined as moderator variables. The results of the descriptive
analyses are stratified by age groups (18–24 years, 25–34 years, 35–44 years and 45–54 years) while in
the multivariable analyses age (in completed life years) is included as a metric variable. All analyses
are stratified by sex.

Control variables: Socioeconomic, employment and partner statuses as well as the age of the
youngest child and the residential region are taken into account as control variables. The socioeconomic
status was determined by means of an index which included information on school and vocational
education, occupational status and net household income and which allows classification into “low”,
“medium” and “high” status groups [90]. For measurement of employment status (self-defined),
we differentiate among “employed full-time”, “employed part-time,” and “not employed.” The partner
status takes into account living with a partner in the same household (“yes”/“no”), regardless of the
marital status. With regard to the age of the youngest child, living with a pre-school aged child (0–6
years) (“yes”/“no”) was included. Furthermore, we controlled the logistic models for the residential
region (“West Germany”/“East Germany incl. Berlin”).

2.3. Data Analysis

In the first step, prevalences were calculated for all outcome variables for women and men with
and without children in the household (parental status) stratified by age groups and sex.

In the second step, we calculated multivariable logistic regressions over the entire age range
for each outcome variable. In these models, age was used as a metric variable (completed life years,
centered on the minimum age of 18 years). Age modelling (age vs. age squared) was performed
by calculating the BIC (Schwarz’s Bayesian information criteria) for selecting the (fully adjusted)
model with the best “fit” (=lowest BIC value). For the analysis of the moderating effect of age on the
association between parental status and health, the interaction between parental status and age or age
squared was included in the models. Depending on the model with the best “fit”, there were three
variants of the interaction term: (a) parental status#age, (b) parental status#age and parental status#age
squared, (c) parental status #age squared.

All models were adjusted for socioeconomic, employment and partner statuses, the age of the
youngest child and the residential region. Odds ratios and predictive margins (adjusted at the mean)
were calculated for all models [91]. In this paper, we present the predictive margins graphically.
All calculations were carried out using a weighting factor that corrects for deviations within the sample
from the population structure (as of 31 December, 2010) regarding age, sex, education and federal
state. The analyses were conducted with the StataSE 15 statistical software (StataCorp, College Station,
TX, USA) using the survey (svy) module. Statistical significance in the descriptive as well as in the
multivariable analysis was determined using p-values (p < 0.05).
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3. Results

Looking at the raw prevalence for the total group of 18- to 54-year-olds (Table 2, first column),
it can be seen that women and men living with children are more often overweight and less frequently
active in sports than women and men in childless households. Men with children also suffer more
frequently from back pain. On the other hand, women and men with children smoke less often than
those without children. Moreover, women living in households with underage children are less likely
to report poor general health and suffer from depression than women in childless households.

However, a comparison of age-stratified prevalence for women and men with and without children
shows that there are significant age differences (Table 2). In the youngest age group (18–24 years),
the prevalences for all outcome variables are higher in women and men with children than in women
and men without children—although not all differences reach statistical significance. In women,
all prevalences (except for those for poor general health) are significantly higher in those living with
children. Among men, significant differences according to parental status are only found in back pain,
smoking and sporting inactivity.

In the group aged 45–54, the opposite association can be observed. In this age group, the prevalences
of all health outcomes are higher in women and men from childless households than in women and men
living with children. In women, for all health outcomes significant differences according to parental
status were found, whereas in men the differences in prevalence for depression and overweight are not
statistically significant.

The results of the multivariable models including the entire age range can be found in Tables 3 and 4
(odds ratios and p-values). In Figure 2, the predictive margins for each health outcome presenting the
interaction of parental status and age are shown separately for women and men.

For women, the interactions between age and parental status are highly significant for all health
outcomes (p < 0.001). Figure 2 shows that the association between parental status and health varies
greatly with age. Young women (up to approx. 30 years of age) without children are healthier and
behave healthier when comparing with women with children of the same age. Among women aged
approximately 30–40 years, there are hardly any health differences according to the parental status.
For women over the age of 40, those who live with children in the household are healthier and behave
more healthily than women without children. From the age of 36, women with children are less likely
than women without children to be depressed. It can also be observed that the predicted probabilities
in women with children hardly change with age, while significantly higher predicted probabilities are
found among women in childless households in the older age groups (except smoking).

The patterns of smoking and sporting inactivity in men are similar to that of women. For self-rated
health and overweight, the differences between men with and without children are smaller than for
women, but the interaction terms are still significant. For depression and back pain, however, there are
no significant interactions between parental status and age in men.
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Women Men 

  
(a) Poor self-rated general health 

  
(b) Depression 

  
(c) Back pain 

  
(d) Overweight 

Figure 1. Cont.
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(e) Smoking 

  
(f) Sporting inactivity 

Figure 2. Health of women and men by parental status and age (in completed years) (predicted
probabilities in %, 95% CI, adjusted for partner, socioeconomic and employment statuses, pre-school
child in the household, region of residence). � Child in the household; • No child in the household;
Interaction between parental status and age: * p < 0.05; ** p < 0.01; *** p < 0.001; n.s.: not significant.

4. Discussion

This paper examines whether there are associations between living with underage children and
health as well as health behavior and whether these associations vary with age.

Without a differentiation according to age, a rather inconsistent picture emerges with regard to
the association between parental status and health. For each health outcome, prevalence not stratified
for age, nevertheless, largely coincides with the results of international research: women and men
living with children are more often inactive in sports and more often overweight than women and
men without children [26–28,31,33,37]. In contrast, women and men living with children smoke
less often than childless women and men [45,48]. Moreover, mothers in particular often rated their
general health better than women in childless households [5,6,9,10]. Mothers also suffer less from
depression than women living without children, while men show no association between parental
status and depression. This gender-differentiated pattern is also found for depression in Nomaguchi
and Milkie [1] and Kalucza et al. [19], but not in Helbig et al. [18].

When age is taken into account, however, the present analysis reveals a rather clear pattern: the
association between parental status and health or health behavior varies greatly with age. This is
particularly true for women, where younger mothers are less healthy or behave less healthily and older
mothers are healthier or behave more healthily than women of the same age without children. In the
age between the end of 20 and the beginning of 40, however, there is only little or no difference in health
by parental status. In men, this pattern is similarly pronounced only in health behavior (smoking and
sporting inactivity) and slightly less pronounced in self-rated general health and overweight, but not in
depression and back pain. This age gradient is consistent with some existing study results, which have
also found poorer health for parents in the younger age group and better health or well-being for
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parents in the older age group than for nonparents of the same age [73,76,78,79,84]. The differences
by sex described here are also found in the study by Margolis and Myrskylä [79] in the way that the
association between parental status and happiness is greater among women aged 40 and over than
among men. In contrast, evaluations of the insured-person data of the Techniker Krankenkasse [78]
have shown the age effect particularly among men. However, this could be related to the fact that
parenthood is represented in the insured-person data by the indicator of family-insured children,
and this indicator identifies women with children worse than men with children. The result that the
age differences in the association between co-residence with children and health in our analysis are
more pronounced among women than among men could possibly be explained by the fact that the
everyday life of women is influenced to a greater extent by living with children than that of men.
This is reflected, for example, in greater responsibility for the care and upbringing of children as well
as in greater problems in reconciling family and work life [79,92]. All in all, when comparing our
findings with other study results, it must be taken into account that parenthood can be defined in
different ways (fertility history versus living with children).

It is to be discussed whether the results reported here are to be interpreted as age effects or cohort
effects. The observed age effect in the association between parental status and health could be explained
on the one hand by the fact that the effect of parental caregiving changes with aging or varies between
different phases of life. On the other hand, the described differences by age could also indicate cohort
(or period) effects. Margolis and Myrskylä [79] can show, for the association between parenthood and
happiness in a comparison of two cohorts, that the age gradient can be measured in both cohorts and
thus cannot be attributed to cohort effects.

However, it can be assumed that it is less the age itself than the phase of life and the respective
social context that have an influence on whether parental caregiving strains or enhances health. It can
be presumed that, especially for young mothers and fathers, the close temporal link between education
or entry into the labor market and the social role of parenthood can lead to reconciliation problems
that can be accompanied by poorer health. Studies have shown, for example, that young mothers
are often still in education at the time of their first child’s birth, have not yet established themselves
professionally and live in less stable partnerships, which often leads to social disadvantages in the
further course of their lives [80,93]. Although Arnett [94] describes “emerging adulthood” as a “roleless
role” in which young women and men have a wide range of opportunities and are much less restricted
by role obligations than in all other phases of life, this does not apply equally to men and especially to
women, who are already parents in this phase of life. In contrast to partnership, cohabitation, education
or occupation, parenthood is not reversible. However, it is also quite conceivable that young women in
particular, who have problems finding a satisfactory education and employment (possibly also due
to poor health), consciously opt for the early formation of a family and a more family-oriented life
plan [95]. Since studies also show that women who became mothers at an early age have experienced
strong social disadvantages in childhood [93,96–98], it can be assumed that this is also reflected in poor
health (social selection processes).

The analysis has some limitations. A main limitation is that the present analysis was carried
out with cross-sectional data that do not allow statements regarding whether parental caregiving
influences health or whether the health status influences the probability of starting a family (reverse
causality or selection processes). In addition, the results can be distorted by unobserved heterogeneity
in that—in addition to the control variables included here—other unobserved personality traits and
social factors influence both the health status and the probability of parenthood, but in fact there is no
causal relationship between parenthood and health [75,99]. In a review on parenthood and happiness,
Hansen [75] concludes that findings from cross-sectional studies on the association between parental
status and well-being can only be attributed to a small extent to selection processes and unobserved
personality traits. Kalucza et al. [19] also came to the conclusion in longitudinal analyses regarding the
association between parenthood and mental health that there is no evidence of selection processes in
women, but there is in men. Myrskylä and Margolis [100] even assume that the effect of parenthood
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is underestimated rather than overestimated in cross-sectional studies, because they found stronger
positive effects of parenthood on happiness in Germany in longitudinal analyses than in cross-sectional
analyses. However, the results presented here do not clarify to what extent the bio-psycho-social
situation has an influence on whether and at what age women and men have children (selectivity),
or whether parenthood in different phases of life (also taking into account the number and age of
children) strains or enhances health (causality) [4,101].

A further limitation is that the analysis presented here is based on data on persons in the common
household; it can therefore only reflect social parenthood. Parents who do not live with their own
children (e.g., after separation or divorce) cannot be identified. The same applies to parents whose
children have already left their parents’ home. Particularly in the group of older respondents who do
not live with a child in the household, it is therefore not possible to differentiate between childless
women and men and parents whose children had already left the parental household. Therefore,
it cannot be ruled out that some of the reported results are confounded by the fact that women and men
who had already become parents around the age of 20 and who may be less healthy are responsible for
the poorer health status of women and men without children in the household over the age of 40.

Furthermore, no information is available on the age of the respondents at the birth of the first
child. It can be assumed that—in addition to the phase of life in which the women and men were
when taking part at the survey—the age of the first child’s birth is also a decisive influencing factor,
which is, moreover, associated with education and socio-economic situation [102]. Moreover, it could be
important for health status whether parenthood was planned or childlessness was intended—especially
since there are clear links with education [75]. Other important influencing factors can be assumed to
be the quality of the parent-child relationship [22,103] or the parenting stage [104]. Simon and Caputo
were able to show that parents whose children were 30 years and older reported better mental and
physical health than parents of younger children [104].

There was also no analysis of whether the differences by age in the association between parental
and health status varies with partner, employment or socioeconomic statuses, nor the region of
residence (moderation effects). However, in a study by Margolis and Myrskylä [79] the moderating
effect of income on age differences in the association between parenthood and happiness was small.
It was only found in the group aged under-20 and in parents with three or more children. The authors
have also shown that the age gradient in the association between parenthood and happiness is not
moderated by partnership [79]. A moderating effect on age differences in the association between
parental status and health could also be assumed with regard to employment status; however, there
are no studies on this issue yet. For Germany in particular, it is also of interest for further analyses as
to what extent there are differences between East and West Germany. Until the fall of communism
in 1989, there were clear differences in reproductive biographies (e.g., a significantly younger age of
mothers at the birth of their first child in East Germany). However, it can be assumed that this is more
important with regard to the health status of older women and men, because since reunification there
has been a convergence of reproductive biographies in East and West Germany [102]. In a longitudinal
analysis using data from the German Socio-Economic Panel, Hank [105] was able to show that early
motherhood in women aged 50 and over has been associated with poorer physical health in Western
Germany, while late motherhood has been associated with lower psychological well-being in Eastern
Germany. A comparison of Western and Eastern European countries has come to a similar finding.
In both Western and Eastern Europe, early parenthood has been associated with poorer general health
in later life, but the interrelationships have been much less pronounced in Eastern than in Western
Europe [96].

Overall, a deeper understanding of the association between parenthood and health throughout
the life course requires longitudinal analyses and a more precise distinction between fertility history
and phases of living with children or social parenting.
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5. Conclusions

The present analysis shows that the association between living with children and the health and
health behavior of women and men varied greatly with age. This was particularly true for women,
where younger mothers were less healthy or behaved in less healthy ways and older mothers were
healthier or had healthier behaviors than women of the same age without children. Among men,
this pattern was similar only for health behavior and it was slightly less pronounced for self-rated
general health and overweight.

Thus, living together with children is an important social determinant of health strongly associated
with age which is relevant for both research and health promotion.

With regard to health promotion for parents, a mixture of measures at the individual, the communal
as well as the societal level seems promising—especially targeting young parental caregivers up to
the age of 25. As Myrskylä and Margolis [100] can verify for Germany that changes in family policy
(extension of parental leave benefits in 2007) were accompanied by a significant increase in the
well-being of parents in the period around the birth of a child, measures at the societal level could
play an important role in improving the health of parents [106]. Thus, Lee et al. [107] have shown
that California’s paid family leave policy had positive impacts on several parental health outcomes
such as self-rated health, overweight, psychological distress, and alcohol consumption. As there are
large differences between countries in family leave policies, the effects on parents’ health would be an
interesting topic for future studies [108,109]. It would also be of interest to analyze whether there are
differences in the effects of the policy measures by age.

Nomaguchi and Milkie [3] emphasize the importance of parents’ welfare for the parents themselves
as well as for child development and the overall health of society.
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Abstract: Malnutrition, in all its forms, during the critical stages of child growth and development can
have lifelong impacts on health and well-being. While most forms of malnutrition can be prevented
with simple dietary interventions, both undernutrition and overnutrition remain persistent and
burdensome challenges for large portions of the global population, especially for young children
who are dependent on others for nourishment. In addition to dietary factors, children’s health also
faces the growing challenges of climate change, environmental degradation, pollution, and infectious
disease. Food production and consumption practices both sit at the nexus of these issues, and both
must be significantly transformed if we are to achieve the 2030 Sustainable Development Goals. Food
sources (i.e., animal-source foods vs. plant-source foods), food production practices, the effects of
food processing, the impacts of a more globalized food system, and food loss and waste have all
been receiving growing attention in health and sustainability research and policy discussions. Much
of this work points to recommendations to reduce resource-intensive animal-source foods, heavily
processed foods, and foods associated with excessive waste and pollution, while simultaneously
increasing plant-source options. However, some of these recommendations require a little more
nuance when considered in the context of issues such as global child health. All types of foods can
play significant roles in providing essential nutrition for children across the globe, and for improving
the well-being and livelihoods of their families and communities. Dairy foods provide a prime
example of this need for nuance, as both dairy production practices and consumption patterns vary
greatly throughout the world, as do their impacts on child health and food system sustainability.
The objective of this narrative review is to highlight the role of dairy in supporting child health in
the context of food system sustainability. When considering child health within this context it is
recommended to take a holistic approach that considers all four domains of sustainability (health,
economics, society, and the environment) to better weigh trade-offs, optimize outcomes, and avoid
unintended consequences. To ensure that children have access to nutritious and safe foods within
sustainable food systems, special consideration of their needs must be included within the broader
food systems transformation narrative.

Keywords: child health; child nutrition; dairy; food security; food systems; nutrition; sustainability;
sustainable food systems

1. Introduction

Supporting the health and well-being of children today is foundational to building
a successful future for generations to come. Proper nourishment throughout childhood
and adolescence is critical to supporting growth, development, and learning, as well
as productivity and overall health later in life [1,2]. Despite the abundance of scientific
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evidence and global efforts to improve early life eating patterns, malnutrition, in all its
forms, remains one of the most significant challenges to child health around the world.
Global rates of undernutrition and overweight and obesity continue to rise, and one out of
three children under the age of 5 is failing to thrive due to poor dietary patterns [3]. The
global population is projected to grow from 7.7 billion today to nearly 10 billion by 2050,
with most of this growth likely to occur in parts of the world where malnutrition is highest
and healthy diets are most unaffordable [4]. Without proper nutritional interventions, the
future of child health will continue to worsen, resulting in future generations being less
healthy than current ones. The problem of growing global rates of childhood malnutrition
does not arise in isolation, nor can it be resolved through an approach that only focuses
on improving dietary patterns. Childhood malnutrition is inextricably linked to several
other global sustainability issues; and while inadequate food intake and poor diet quality
are both leading causes of childhood malnutrition, these are just symptoms of deeper and
more systemic issues such as poverty and food insecurity. At present, food insecurity
affects roughly one-quarter of the global population and has been consistently increasing
at the global level for years, affecting the diets and health status of hundreds of millions of
children around the world [5].

In addition to malnutrition, poverty, and food insecurity, the present generation of
children must also contend with global health issues such as climate change, water scarcity,
pollution, and global pandemics. These issues all affect, and are all affected by, food systems
and dietary patterns. For example, COVID-19 has worsened all forms of malnutrition
across the globe, causing significantly more wasting and stunting in the world’s children [6].
This pandemic has also forced more than 1.6 billion children out of school around the
world, putting critical school meals out of reach for many who rely on them for consistent
daily nourishment [7]. While the COVID-19 pandemic will eventually become less of a
threat to children’s well-being, climate change will likely be more of a threat, and the
devastation from both underscore the imminent need for all food system actors to prepare
for future global crises by transitioning food systems to be more resilient to future shocks.

In the face of climate change and COVID-19, a ‘business-as-usual’ approach to food
systems will be disastrous for the planet and its populations [8,9]. Multiple aspects of food
systems need to drastically change if we are to achieve the 2030 Sustainable Development
Goals (SDGs). A growing body of literature on healthy and sustainable diets points to
recommendations to reduce resource-intensive animal-source foods, heavily processed
foods, and foods associated with excessive waste and pollution, while simultaneously
increasing plant-source options ([10–14]). However, some of these recommendations
require a little more nuance when considered in the context of issues such as global
child nutrition and health. For example, there are many plant-source and animal-source
foods that are resource intensive, heavily processed, rich in nutrients to limit (i.e., salt,
sugar, unhealthy fats), associated with high levels of food loss or waste, and/or linked to
inordinate pollution and greenhouse gas (GHG) emissions. Yet, there are also many plant-
source and animal-source food options that are minimally processed, locally available,
relatively low in associated sustainability impacts, and rich in the exact nutrients that
children need for proper growth, development, and immune function. For both health and
sustainability purposes, the latter options should be prioritized in food systems transitions,
regardless of whether they are sourced from plants or animals.

Among animal-source foods, meat and dairy are often singled out as food groups to
limit in the sustainable food systems literature. However, these food groups each contain a
wide variety of dietary options that are both nutritionally and sustainably heterogenous [15].
In other words, these food groups are not equivalent to each other, nor are they uniform in
their makeup. Due to their nutritional and health distinctions, meat and dairy are treated
very differently in global food-based dietary guidelines (FBDGs), with dairy being more
commonly recommended than meat (dairy is recommended in >70% of FBDGs, while
meat in recommended in <55%), and also recommended in higher frequency (dairy is
recommended an average of one to four servings/day in FBDGs, meat is recommended at
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approximately five servings per week) [16,17]. Regarding sustainability, the differences
between environmental impacts such as carbon footprint can range up to 25-fold between
dairy and meat products, with intensive milk production systems being associated with
some of the lowest emissions intensities among animal-source foods [15]. The global dairy
sector is also linked to nearly 1 billion livelihoods, which is significantly more than any
other food sector [18], and leaders across the sector are currently financing a growing
number of science-based efforts toward more sustainable food systems [19–22]. Taken
together, these factors make dairy an intriguing case study for its role in the health and
sustainability of food systems for present and future generations. Therefore, the objective
of this review is to highlight the roles of dairy in supporting child health and well-being in
the context of food systems transformation.

2. The Global State of Child Nutrition

The present state of our global food systems and dietary patterns are failing to help
millions of children meet their nutritional needs. Globally, 45% of deaths in children under
the age of 5 are associated with undernutrition [23]. 144 million children among this age
group are stunted, 47 million suffer from wasting, and 38 million are overweight [24].
While the prevalence of stunting has been declining globally since 2000, its prevalence
is still increasing in regions such as Africa. At present, wasting is highest in Asia and
Oceania, where 1 in 10 children under the age of 5 has an increased risk of death due to
wasting [24]. In all regions, the rising prevalence of overweight children under the age
of 5 is concerning. Most of these issues are predicted to worsen due to the dual crises of
COVID-19 and climate change [25].

Inadequate food intake and poor diet quality (imbalanced nutrient intake and/or
imbalanced energy intake) are two of the major drivers of malnutrition. Globally, about half
(53.1%) of children aged 6–23 months reach the minimum recommended frequency of meals,
with only 29.3% meeting minimum dietary diversity and 18.9% meeting the minimums
for an acceptable diet for healthy growth and development [26]. Across childhood and
adolescence, dietary patterns tend to be lower than national recommendations in nutrient-
rich foods including fruits, vegetables, animal-source foods (e.g., meat, dairy, poultry,
eggs, and fish) and fortified foods [26]. In all geographic regions, inadequate fruit and
vegetable intake is common. Among adolescent girls in low- and middle-income countries
(LMICs), only 16% meet the daily serving recommendation for dairy and 46% meet dietary
recommendations for meat, poultry, or fish [27]. Diets with low intakes of fruits, vegetables,
and animal-source foods put children at risk for nutrition deficiencies, with many of the
micronutrients that are missing in children’s diets globally (iron, calcium, zinc, folate,
vitamin B12, vitamin D) found mainly in animal-source foods [28].

Not only are poor diets the leading cause of many forms of childhood undernutrition;
they are also a leading cause of childhood overweight and obesity. Globally, more than
38 million children under the age of 5 years are overweight or obese, and more than 340
million between the ages of 5–19 years are overweight or obese [29]. Once considered only
an issue in high-income countries (HICs), overweight and obesity are increasing in LMICs,
which now must face the double-burden of malnutrition, encompassing the impacts of
undernutrition as well as obesity and overweight. For example, since 2000, the number of
overweight children under the age of 5 in Africa has risen by nearly 24%, while in Asia,
almost half of the children under the age of 5 are overweight or obese according to the
World Health Organization (WHO) [29]. Unfortunately, large data gaps exist on overall
dietary quality in children, limiting characterization of the effects of early life dietary
quality over the course of life [30].

Childhood overweight and obesity are major risk factors for non-communicable
disease (NCD)-related deaths from cardiovascular disease (CVD), type 2 diabetes (T2D),
cancer, and musculoskeletal disorders (e.g., osteoarthritis, osteoporosis) [1,31]. These
largely preventable diseases claim more than 40 million lives each year, or nearly three-
quarters of all global deaths [32]. The pathophysiology and related symptoms of many
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diet- related NCDs begin in childhood, creating a variety of costs and offsets that often
last for decades, including detriments to physical health, social and economic status, and
overall quality of life. These costs and offsets also carry over to social institutions, affecting
the time and resources of families, schools, work, government programs, and healthcare
systems. It is estimated that the global cost of CVD alone will rise from approximately
$863 billion in 2010 to over $1 trillion by 2030, further underscoring the value of focusing
on child nutrition and healthy weight early in life [33]. Prioritizing the nutrition and health
of the young, especially those who are poor and/or vulnerable, is not only a way to prevent
unnecessary suffering and social costs, but also a way towards improving the health and
well-being of all future populations as well as the economic stability of our future social
systems [34].

In addition to the negative effects on physical health (i.e., body size, body weight,
risk for NCDs), poor childhood nutrition is also associated with substandard neurological
development, cognitive function, and psychosocial outcomes [2,35]. These issues manifest
in various ways, such as impairments to visual processing, attention, memory, motor
skills, and overall intelligence. While many of these early impairments can have lifelong
effects [36], many others can be minimized or reversed with early life dietary improve-
ments [2]. Taken together, these factors highlight the massive impacts that early childhood
nutrition can have on physical and mental health and show that a global shift towards
healthier diets could greatly reduce our population’s current and future disease burden.

3. Global Efforts Pushing Towards Healthier Diets for Children and More Sustainable
Food Systems

In 2016, The United Nations (UN) established a set of 17 SDGs to “promote prosperity
while protecting the planet” [37]. SDG #2, “Zero Hunger” aims to end hunger, achieve
food security, improve nutrition, and promote sustainable agriculture by 2030,unifying
healthy diets and sustainable food systems in one important goal. However, at present,
progress in the fight against global malnutrition is insufficient to meet SDG targets for
2030 [24], with the prevalence of multiple forms of malnutrition among children under the
age of 5 remaining stubbornly high year-over-year [5]. Alongside persistent malnutrition,
children face the additional challenges of current and future impacts of environmental
degradation from their food systems and consumption patterns. And while climate change
receives the bulk of attention, there are many more sustainability issues that rarely receive
media headlines.

Therefore, the UN and its collection of specialized organizations that prioritize child
health and sustainability (e.g., WHO, United Nations Children’s Fund (UNICEF), and
the Food and Agriculture Organization (FAO)), are making it clear that sustainable food
systems are about more than protecting the environment and improving dietary patterns.
There are also numerous social and economic factors to consider for current and future
generations. For example, the UN’s Committee on World Food Security High Level Panel
of Experts on Food Security and Nutrition (CFS HLPE) defines sustainable food systems as
the intention “to provide food security and nutrition today, in such a way that does not
compromise the environmental, economic, and social bases that generate food security
and nutrition for future generations” [38]. The recent UN Food Systems Summit, which
took place in September of 2021, echoed this sentiment. The UN Secretary-General made it
clear that in addition to nourishing people and respecting nature, sustainable and resilient
foods systems must also emphasize equitable livelihoods, decent work and empowered
communities [39]. Summit participants are aiming to put these recommendations into
action by supporting two new multi-stakeholder and multi-sectoral coalitions, one with a
focus on healthy diets from sustainable food systems and the other focused on providing
healthy school meals to children [40]. Also, with an eye towards the future, leaders of the
2021 Food Systems Summit convened a Global Youth Summit Dialogue focused on the
critical roles of youth in achieving the SDGs and laying the groundwork for sustainable
food systems transformation [41]. This call to action to food system actors to be more
inclusive of younger generations is also reflected in shifting policy recommendations, such
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as in global FBDGs that are placing more focus on childhood health [42], and a more holistic
approach to dietary patterns that are inclusive of sustainability factors [43].

4. Factors Affecting Food Systems Transformation

There are numerous ways to assess the health and sustainability impacts of foods,
with factors such as food source (i.e., animal-source foods vs. plant-source foods), protein
quantity and quality, and carbon footprint receiving significant attention of late [11,44–47].
Although these are all critical issues for achieving healthier diets from more sustainable
foods systems, they by no means comprise a comprehensive list. There are hundreds of
compounds in foods that matter for health (e.g., vitamins, minerals, amino acids, fatty acids,
fibers, probiotics, phenolics), hundreds of factors that matter for food system sustainability
(e.g., carbon footprint, water footprint, land use, fertilizer use, cost of production, food
lost or wasted, eutrophication, food accessibility and affordability) and many ways to
measure and compare foods (per kg, per 100 kcal, per serving, per g of nutrient, etc.). Any
combination of these variables may provide useful information for understanding the
health and sustainability impacts of foods or diets.

Furthermore, these variables are constantly changing, making it difficult to predict
how altering one aspect (e.g., pesticide us, fertilizer use, grazing schedule) may affect
another (e.g., biodiversity, crop pollination, crop yield). While certain indicators may be
more important than others for global health and sustainability, decision-making that only
focuses on simple or singular indicators (e.g., carbon footprint/kg food) will likely lead
to missed opportunities to mitigate tradeoffs or capitalize on food system synergies. For
example, issues such as intensification, incentivization, and subsidization are potential
game changers when it comes to improving the health and sustainability of food systems,
but at the same time, these types of policies and practices can also have unintended
consequences across all sustainability domains [48]. Similarly, research models show that
reducing a major food system variable, such as the availability of animal-source foods in
the food supply, may moderately reduce GHG emissions, but at the same time negatively
impact hundreds of millions of agricultural livelihoods, as well as the availability of
essential nutrients in the food supply, and the overall well-being of a large portion of the
global population [49–51]. If we are to collectively achieve the SDGs by 2030, all major food
system actors must unite behind “win-win” (i.e., synergistic) solutions that aim to solve
multiple sustainability issues at once without causing new ones [52]. Accomplishing this
task of optimizing food systems transformation will require a huge shift in industry and
government support towards transdisciplinary approaches to research and policy decisions,
with many of these new strategies dependent on the development and deployment of
evidence-based innovations and technologies [53,54]. These “win-win” science-backed
strategies, such as food fortification, regenerative agriculture, sustainable intensification,
carbon capture/sequestration, blockchain technologies, upcycling of byproducts, waste
valorization, improvements in biofuels, and the creation of safer agrochemicals [55–58],
will all play key roles towards enabling safer, healthier, and more sustainable futures for
the next generations.

5. Dairy’s Essential Role in Child Health Within Sustainable Food Systems

5.1. Meeting the Nutrition and Health Needs of Children

To meet the nutrient needs necessary for proper growth and development, children
require a balanced and varied diet of safe, nutrient-rich foods. In general, FBDGs from
around the world recommend that these nutrient-rich foods come from both plant- and
animal-source food groups on a daily basis [17]. The most commonly recommended food
groups in FBDGs are fruits/vegetables and dairy foods-with approximately 70% of FBDGs
recommending daily intake of milk and other dairy foods, and most of the other 30% of
FBDGs consolidating dairy food recommendations into those for “protein foods” or “foods
from animals” [17]. Among animal-source food groups, dairy foods, such as milk, cheese,
and yogurt, contain an unmatched set of essential nutrients, which are rich in several of
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the nutrients of public health concern for underconsumption in both LMICs and HICs (e.g.,
calcium, iodine, potassium, zinc, vitamin A, vitamin D) [42,59]. Dairy foods are primarily
recommended in FBDGs because they contribute nutrients critical for healthy growth and
development, including calcium, vitamin D and high-quality protein [16]. Consuming
adequate amounts of these nutrients is especially important to support skeletal health in
childhood and adolescence [60]; and emerging research also suggests that the beneficial
microbes found in fermented dairy foods may act in concert with calcium and vitamin D
to benefit bone health later in life [61].

Although not often mentioned in FBDGs, dairy foods are also rich in magnesium,
phosphorus, riboflavin, selenium, and vitamin B12 [42]. Many of the essential nutrients
(and bioactive compounds in the case of probiotics) that dairy foods provide are under-
consumed globally, and their adequate consumption has been shown to help improve
growth in young children and to contribute to proper brain development and/or overall
health in humans of all ages [3,42,62,63]. Additionally, the consumption of milk and other
animal-source foods by undernourished children in LMICs has been linked to reduced
risk of morbidity and mortality as well as improved cognitive function [64]. Obtaining
similar quantity and quality of protein and micronutrients strictly from plant-source foods
can be challenging for young children, given their small stomach size and the amount of
plant-source foods required to meet requirements [65]. Research from the U.S. also shows
that replacing dairy foods with nutrient-equivalent non-dairy options can lead to increases
in both the cost and energy content of dietary patterns, primarily having to do with the
difficulty in achieving nutrient adequacy for calcium and vitamin D from low/no dairy
diets [66].

Higher consumption of foods that are sources of vitamin A, B, complex vitamins, vita-
min C, vitamin D, zinc, iron, and/or selenium are recommended both for children and vari-
ous vulnerable populations, including those who are malnourished, immune-compromised,
and/or at a higher risk for contracting COVID-19 and other infections [32,67,68]. In the
absence of dairy and other animal-source foods in the diet, it can be extremely difficult
for young children to meet requirements for several of these micronutrients, unless they
are consuming highly fortified options [65]. While fortified foods can provide a safe and
cost-effective public health strategy for preventing nutrient deficiencies around the world,
several of the main vehicles for fortification tend to be highly processed plant-based ingre-
dients (salt, sugar, flour, oils) [69] which are commonly listed in global FBDGs as dietary
components to limit [17]. Although fortified plant-source foods can possess a host of the
essential nutrients required to prevent deficiencies, experts regard animal-source foods as
the most effective first-line choice in the treatment of mild and moderately undernourished
children [70]. The importance of animal-source foods is also recognized by Codex Alimen-
tarius (which is an internationally recognized collection of guidelines and codes aimed at
ensuring the safety, quality, and fairness of the international food trade), which requires that
ready-to-eat therapeutic foods contain 50% dairy protein, which further demonstrates the
importance of high-quality macronutrients for interventions within extremely vulnerable
populations [71].

FBDGs inform national governments on food policy, with many of their dairy food
recommendations resulting in the inclusion of daily dairy foods in school meals programs
across the globe. In the U.S., dairy has been a mainstay in dietary guidelines since their
inception, resulting in milk being a staple in U.S. school meal programs and serving
as the main food source of nine essential nutrients (i.e., protein, calcium, phosphorus,
magnesium, potassium, vitamins A, B12, D and riboflavin) in the diets of U.S. children and
adolescents [72]. Healthy school meals that include dairy have been shown to close nutrient
gaps and support improved academic performance and behavior [73]. And while not
generally considered in FBDGs, many chronic diseases are diet-dependent and frequently
begin in childhood, affecting quality of life and well-being throughout adolescence and
adulthood. Adequate dairy intake in youth can beneficially impact health later in life [74],
and adults who consume higher levels of dairy food, especially fermented dairy foods,
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may have a lower risk of several chronic diseases such as CVD, T2D, hypertension, and
stroke [75].

The scientific evidence clearly shows that the inclusion of adequate dairy foods in
children’s diets can benefit their development and overall health in multiple ways (e.g., by
preventing nutrient deficiencies, reducing the risk for later-onset chronic disease, providing
beneficial probiotics through cultured products, for use as a vehicle for fortification, and as
a base ingredient for therapeutic foods) [60–62,71,76,77]. The potential health benefits of
consuming adequate dairy are well-documented, as are the reductions in healthcare costs
and unnecessary suffering from deficiencies, infections, fractures, and NCDs [78–80]. In
addition to these essential and potential benefits for human nutrition and health, the FAO
and WHO also include milk and dairy products among the foods that fit within sustainable
healthy diets for several other reasons as well (e.g., acceptability, accessibility, adaptability,
and affordability), all of which may can impact child well-being [81].

5.2. Helping Families, Communities, and Economies Thrive

Approximately one billion people globally rely on the dairy sector to support their
livelihoods and sustain their local communities [18]. Beyond the farm, milk collection,
processing, distribution, and retail all generate direct and indirect employment and income.
A 2018 systematic literature review on the dairy sector’s impact on poverty reduction
demonstrated dairy cow ownership and/or improvement of dairy cow production had a
positive impact across several indicators, including gross household income, household
nutrition, crop yields, and household expenditure [82]. This finding and its consistency
across study types, countries, and indicators demonstrates that engagement in dairy pro-
duction is a key factor in improved household welfare around the world. The review also
provided strong evidence that dairy production can be part of the solution for improving
sustainable development, as it can significantly contribute to poverty reduction at both the
family and community levels, both of which are directly related to improving child health
and well-being outcomes.

Dairy farms and businesses also provide substantial support to the economy in de-
veloped countries. In the U.S., dairy farming and production supports more than three
million jobs that generate more than $150 billion in annual wages and over $600 billion
in overall economic impact [83]. Dairy farmers also strengthen rural economies in the
U.S. by promoting economic opportunity, maintaining and modernizing infrastructure,
and establishing human services for their communities. For example, the National Milk
Producers Federation has provided high-speed broadband internet and connectivity to
rural areas through policy advocacy, funding and coordination, and enhanced mapping of
coverage to encourage adequate development [84].

Dairy farming also empowers rural women around the world by increasing their
income and influence over vocational and household expenditures. Globally, 37 million
dairy farms are led by women, and 80 million women are engaged in dairy farming to
some extent [85]. Income generated by dairy farming often enables families in LMICs to
provide better educational opportunities to their children. For example, a 2006 study which
evaluated the impact of a dairy cattle transfer program on Tanzanian families, showed that
participating families that were considered highly income insecure prior to the program
were able to send their children to secondary school and, in some cases, to more costly
private schools, within three to four years of starting the program [82].

For rural, low-income families, household milk production is associated with positive
community impacts. A 2016 study examining the impact of livestock distribution by Heifer
International in Zambia showed that distribution of dairy cows to a subset of families
led to a statistically significant increase in milk consumption among the community [86].
Importantly, even the households that did not receive an animal in the study demonstrated
increased milk consumption due to the increase in the availability and affordability of
milk within the community. This type of community “spill-over effect” from increased
milk production does not only apply to the milk either, as the addition of dairy cows to
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certain low-income communities can also contribute to a more abundant, affordable, and
accessible supply of draught power, fuel, clothing, bedding, and other animal-derived
necessities for life [82,87]; all of which in turn can impact the health and well-being of the
children living within those households and communities.

5.3. Supporting Environmental Sustainability with a Focus on Carbon and Climate

Climate change is predicted to worsen child health and well-being for both present
and future generations [88]. The continued rise in GHG emissions will likely lead to an
increase in natural disasters, infectious disease, food and water insecurity, mass migration,
psychological stress, and respiratory disease, among other harms [89,90]. While all food
production systems produce GHGs, the amount can vary considerably based on factors
such as the production methods being used, the geographical location of production, the
time of the year of production, and the type of distribution networks and end markets
being used [91–93]. In the case of livestock production there are even more granular factors
that can make a difference such as the species, breed, age, and diet of the animal. As a
result, there may be up to a 50-fold difference in associated GHGs between similar food
products [94].

Cow’s milk provides an interesting case study in how agricultural practices can impact
GHG emissions. The emission intensity for milk, which roughly equates to the amount
of GHGs produced per unit of milk, is lowest in developed regions with large-scale milk
production systems such as the U.S., ranging on average between 1.3 to 1.4 kg CO2 eq. per
kg fat-and-protein corrected milk, while developing dairy regions with smaller scale farms
have higher emission intensities ranging on average between 4.1 to 6.7 kg CO2 eq. per kg
fat-and-protein corrected milk [95]. The differences in these numbers are largely dependent
on the farming practices used, with more intensive production methods resulting in lower
GHG emissions [96,97]. Importantly, emission intensities for milk across all regions has
declined by almost 11% from 2005 to 2015, reflecting improvements in on-farm efficiency
through improved animal productivity and better management [95]. These declines in
emission intensities will likely continue into the future as further improvements are made
to animal feeds, genetics, and manure management systems [98].

While GHGs get the most attention in sustainability discussions, it is important to note
that a food’s carbon footprint is only one sustainability measure out of many that matter.
Although often underappreciated or ignored in the media, livestock production does play
several vitally important roles in healthy and sustainable food systems. For one, ruminants
utilize land for grazing that is not suitable for growing crops, and they also upcycle
low-nutritional quality foods (including agricultural byproducts), that would otherwise
rot or be burned and release GHGs. In this manner, ruminants are able to convert low-
quality/inedible plants and byproducts into nutrient-rich foods for human consumption
while at the same time minimizing the release of GHGs from unused byproducts [99,100].
Livestock can also improve the health and value of non-arable lands through ecosystem
services such as manure fertilization, land aeration, improved biodiversity, improved
ecosystem water productivity, and improved carbon sequestration [65].

There are still notable opportunities in all food sectors, including the dairy sector,
to reduce environmental impacts. In contrast to many industries, the dairy sector has
continuously invested in research and innovation over the last several decades to reduce
its impacts and natural resource use by making significant advancements in areas such
as crop production, water use, animal genetics, animal care, and food safety [101]. The
dairy sector has further committed to advancing sustainable dairy production around the
world through the development of a Dairy Sustainability Framework focused on tracking
and improving key impacts related to GHGs, soil, water, waste, biodiversity, animal care,
working conditions, and product safety [102]. The Innovation Center for U.S. Dairy’s
recently established ‘Net Zero Initiative’ aims to drive the industry to achieve carbon
neutrality, optimized water usage, and improved water quality by 2050 [19]. Additionally,
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its Dairy Stewardship Commitment defines a rigorous set of standards that demonstrate
positive social, economic, and environmental impact [101].

Global thought leaders increasingly recognize that dairy production and other live-
stock farming practices can and are on the path to being more sustainable [65,103]. Addi-
tional efforts, including research and advancements in innovation and technology, need to
be made to ensure all food production systems, including those in LMICs, become more
sustainable [65]. Mitigating climate change, preserving biodiversity, and preserving natural
resources through sustainable farming practices will support the healthy environments
needed for today’s children and future generations to flourish.

6. Conclusions

Hunger and malnutrition continue to persist among children at devastatingly high
levels. Despite global efforts, significantly greater support for child health and welfare is
urgently required for achieving the SDGs. Scalable solutions are needed to address these
issues and their underlying causes, such as poverty, poor sanitation, and food insecurity.
These solutions should come from collective efforts by major food systems actors (i.e.,
academia, industry, governance, civil society), and aim to consider the potential trade-offs
and synergies of food system transformation. But the science will only take us so far.
These innovations and interventions will need to be designed and delivered with care,
going beyond food system stakeholders to the socioeconomic support systems for children–
namely caregivers, families, schools, and communities. Food Systems transformation must
engage children and adolescents as agents of change, not just as dependents and consumers.
While it is critical to provide adequate nutrition for growth and development, engaging
children in nutrition education and sustainability actions also can help pave a path to a
healthier and more sustainable future for all.

Due to their interconnectedness and everchanging nature, it may not be possible to
simultaneously maximize the health and sustainability of complex food systems. How-
ever, it is imperative that we make significant and continuous improvements towards
both. Although dairy production can be resource intensive and is associated with greater
environmental impacts than many plant-source options, the dairy industry as a whole
continues to transform towards more environmentally sustainable practices, while at the
same time maintaining positive contributions to local and global economies, human health
(especially child nutrition), and community well-being. Finding the right balance between
these types of trade-offs among health, society, economics, and the environment will play a
key role in determining the successes and failures of food systems transformation and, in
time, the future well-being of our population and planet.
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Abstract: The aim of this review is to clarify the relative association between adenomyosis and
infertility and the possible treatment for an infertile patient. Although adenomyosis is detected more
often in women of late reproductive age, its influence on pregnancy rates is important, especially
considering the tendency to delay pregnancy among women in developed countries. In this article,
we present a critical analysis of the literature data concerning the impact of adenomyosis on fertility.
The possible effects of treatment on the pregnancy rate will also be discussed. We conducted a
literature search; publications from Pubmed, Embase and Cochrane databases published from 1982
to 2019 were retrieved using terms ’adenomyosis and infertility’ and ’adenomyosis and pregnancy
outcomes’, extensively studied in the aspects of diagnosis, pathogenesis of infertility and possible
treatment methods. Molecular studies have given deep insight into the pathogenesis of adenomyosis
in the recent few years, but there is a huge discrepancy between in vitro studies and praxis. Oral
contraceptive pills, anti-prostaglandins, oral or parenteral progestins, danazol and gonadotrophin-
releasing hormone (GnRH) analogues have all been used to control menstrual pain and menorrhagia
in women with adenomyosis, but they temporarily suppress the menstrual cycle. Additionally,
endometrial ablation and hysterectomy used to alleviate pain caused by adenomyosis exclude
pregnancy planning. The development of imaging techniques—ultrasound and MRI—enables
the diagnosis of adenomyosis with very high accuracy nowadays, but the methods of treatment
mentioned above have not given satisfactory results in women planning pregnancy. For these
patients, the high-intensity-focused ultrasound method (HIFU) and combined treatment before
assisted reproductive techniques can prove beneficial in adenomyosis patients.

Keywords: adenomyosis; infertility; GnRH; in vitro fertilisation

1. Introduction

The aim of this article was to provide readers with the newest information useful in the
management of infertility in adenomyosis patients. Adenomiosis, well-described at the end
of the 19th century, still remains a mysterious disease with severe implications on fertility.
We conducted a literature search—publications from Pubmed, Embase and Cochrane
databases published from 1982 to 2019 were retrieved using terms ‘adenomyosis and
infertility’ and ‘adenomyosis and pregnancy outcomes’. Data of this search are provided in
Figure 1. We focused on all aspects of infertility in adenomyosis: Symptoms, pathological
background, diagnostics and possible management.
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Figure 1. Process of data extraction.

2. Definition and Symptoms

Adenomyosis is defined as an invasion of the endometrium into the uterine my-
ometrium, which results in an enlargement of the uterus, formation of adenomyotic tu-
mours, profuse menstrual and inter-menstrual bleeding and recurrent pain. Microscopically
ectopic nonneoplastic, endometrial glands and stroma surrounded by the hypertrophic
and hyperplastic myometrium are noted.

The prevalence of adenomyosis fluctuates between 5 and 70% [1]. Before the age of
40 years, the disease affects 2 in 10 women, whereas between 40 and 50 years, the incidence
increases to 8 in 10 women [2]. However, the incidence of adenomyosis is difficult to
establish due to the lack of a unified definition and diagnostic criteria based on noninvasive
diagnostic tests [3]. There are no pathognomonic clinical features for adenomyosis, nor
laparoscopic criteria that could be implemented for the diagnosis [4].

In fact, adenomyosis was previously diagnosed in premenopausal women only on
the basis of pathological examination after hysterectomy [5,6]. Nowadays, the diagnosis
is based on imaging techniques such as transvaginal ultrasound scan (US) and magnetic
resonance imaging (MRI) [7]. In one third of cases, adenomyosis is asymptomatic. The
most common clinical symptoms are menorrhagia (up to 50% of patients), dysmenorrhea
(30%) and metrorrhagia (20%), with other medical conditions such as enlarged uterus and
infertility [2,6].

Adenomyosis may be accompanied by other mild oestrogen-dependent benign dis-
orders such as endometriosis (70%), uterine fibroids (50%) and endometrial hyperplasia
(35%). In the retrospective analysis of 945 patients who underwent hysterectomy, a signifi-
cant positive correlation was found between the progression of adenomyosis and history of
prior abortion, history of previous pregnancies and occurrence of leiomyoma. By contrast,
there was no correlation with smoking, normal delivery, caesarean section, endometrial
hyperplasia or ovarian endometriosis [8].

3. Pathogenesis

The pathogenesis of adenomyosis is still unclear. It may develop de novo from a
metaplastic transformation of the embryological pluripotent mullerian remnants. The
second theory, suggested by Bergeron et al., is an invasion of the basal endometrium into
the myometrium through an altered or absent JZ (junctional zone—the area representing
the internal myometrium) [9]. The invagination and intramyometrial spreading may be
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due to higher oestradiol receptor expression in the adenomyotic foci. Another hypothesis
formulated by Leyendecker et al. concerns ’auto-traumatisation’ of the uterus which leads
to the TIAR (Tissue Injury And Repair) mechanism as the main cause of adenomyosis [10].
According to the authors, high intrauterine pressure, especially during menstruations, can
cause a rupture of the archimyometrium mainly in the cornual region of the uterus. The
TIAR mechanism causes a vicious cycle of hyper-estrogenic activity and expression of
P450 aromatase. The TIAR mechanism can also occur after multiple D and C procedures
(dilatation and curettage).

Many macromolecules such as hormones, cytokines and antigens might play a role
in the pathogenesis of adenomyosis. The hyper-estrogenic environment promotes IL-10
expression. IL-10 may have an influence on the maintenance of host immunosuppression,
augmenting the growth of adenomyotic foci. IL-1 and IL-6 mediate the inflammatory
response by COX2- and PGE2-dependent pathways. An abnormal congestion of reactive
oxygen species is also observed in adenomyosis, with the presence of ROS (reactive oxygen
species), the nitric oxide derivative, being particularly abundant [11].

Moreover, the myometrium itself may be involved in disease development by influ-
encing local biochemical factors like cytokines and oestrogens, which play a role in smooth
muscle metaplasia and/or the trans-differentiation of fibroblasts into myofibroblasts [12].

A new direction of research is the expression of messenger RNA (mRNA) and long
noncoding RNAs (lncRNAs) in adenomyosis. Lnc RNAs, earlier considered as transcrip-
tional noise due to their low level of expression, are now being studied for a variety of
biological functions, such as immune response and cell differentiation. Zhou et al. investi-
gated the expression patterns of lncRNAs in human adenomyosis tissue. In microarray
analysis, they showed that uc004dwe.2 lncRNA, which may affect the angio- and lymphan-
giogenetic function of NRP2 (neuropilin 2), is overexpressed in the ectopic endometrium
compared to eutopic endometrium [13]. The limited understanding of lncRNA function in
adenomyosis requires further research.

4. Diagnostics

Adenomyosis occurs in two different forms: Diffuse and focal, usually observed
during transvaginal US examination. Focal forms of adenomyosis are presented as pseudo-
widening, adenomyoma and haemorrhagic cysts [1]. So far, various systems have been
proposed to describe adenomyosis [14].

4.1. Ultrasound

Ultrasound is the first-line imaging tool in the infertile patient. General diagnostic US
features of the two forms of adenomyosis are presented in Table 1.

Table 1. Sonographic features of diffuse and focal adenomyosis.

Diffuse Adenomyosis Focal Adenomyosis

globally enlarged uterus focal disturbances in myometrium layer
asymmetric thickness anterior and posterior wall =

pseudo-widening sign sometimes focal form diagnosed as intramural myoma

cystic myometrium (cystic anechoic spaces) anechoic cysts
junctional zone not clearly visible, thickening of the JZ

heterogeneous echogenicity of the myometrium

A characteristic symptom observed during ultrasound examination is the general
enlargement of the uterus, which usually reaches 12 cm in length and cannot be explained
by the presence of uterine fibroids, and is a characteristic finding in US examination. In
addition, a sign called ‘the question mark form of the uterus’ (when the uterine corpus
is flexed backwards, and the cervix is directed anteriorly towards the urinary bladder)
is related to high sensitivity and specificity (92% and 75%, respectively) of US [1]. The
transformation or the junctional zone is a layer that appears as a hypoechoic halo surround-
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ing the endometrial layer [11]. Thickening of the junctional zone is a visible US sign of
endometrial invasion into the myometrium. In a patient with suspected adenomyosis, a JZ
thickness greater than 12 mm strongly suggests the presence of an affected myometrium,
while a JZ thickness between 8 and to 12 mm may suggest solely adenomyosis, but other
signs are required to confirm its presence [2].

Indeed, 2D—and 3D—TVS allows easy recognition of diagnostic signs (Figure 2).
Eisnenberg et al. observed a very high overall prevalence (89.4%) of sonographic signs of
adenomyosis in women undergoing laparoscopic surgery for endometriosis, much higher
than in the control group [6]. In this study, a higher risk of infertility was correlated with a
greater number of sonographic signs of adenomyosis. Additional examinations such as
MRI are useful in identifying the variation in JZ and to exclude concomitant disorders [1].

 
Figure 2. Globally enlarged uterus with heterogenic myometrium (yellow arrow) and asymmetric
thickeness (white arrow); 41 year-old nulliparous woman with 5 years of infertility anamnesis
(own material).

4.2. Hysteroscopy

In a specific group of patients (mainly those with an abnormal uterine bleeding
pattern), hysteroscopy can be a valuable diagnostic technique which, on the one hand,
enables direct visualisation of the uterine cavity, and, on the other hand, enables the
collecting of material for histopathological examination. Although visual inspection does
not allow a definite diagnosis, a number of features have been identified that may indicate
the presence of adenomyosis: Pronounced hypervascularisation on the endometrial surface,
an irregular endometrium with small openings, the so-called strawberry pattern of the
endometrium and fibrous and haemorrhagic cystic lesions. More information can be
obtained from the behaviour of the uterine muscle during the biopsy with a diathermy
loop resectoscope. The presence of adenomyosis may be indicated by an irregular sub-
medial myometrium, a distortion of the normal myometrial architecture noticeable during
resection and the presence of intramural endometriomas [15].
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4.3. MRI (Magnetic Resonance Imaging)

Pelvic MRI is the reference standard for the noninvasive detection of the adenomyosis
in patients with infertility [16]. However, it requires expensive equipment and extensive
knowledge and experience while assessing images. One should keep in mind that MRI
better predicts adenomyosis while performed in the secretory phase of the menstrual cycle.
The agreement is that a junctional zone of more than 12 mm in width is strongly associated
with the disease. When the JZ measures 8–12 mm, the following key features should be
assessed: More than 5 mm difference between the maximum and minimum thickness of the
JZ, poor definition of borders of the JZ or high signal intensity foci in the myometrium [17].

4.4. Histological Evaluation

The key features in the diagnosis are endometrial glands within uterine muscles. The
glands are circular in shape, filled with blood and surrounded by endometrial stroma. The
epithelium of the glands could be pseudostratified, may have mitoses, and are densely
packed spindle cells without nuclear atypia. Between epithelial cells, macrophages loaded
with hemosiderin are observed. The surrounding myometrium is usually hyperplastic.
There should be at least 2.5 mm distance between the endomyometrial junction and the
adenomyotic gland to establish proper diagnosis of adenomyosis [9]. A histopathological
report is obviously not required to treat qualified patients for infertility.

5. Biological Influence of Adenomyosis on Fertility—Possible Mechanisms

Recent studies show that adenomyosis negatively affects in vitro fertilisation, preg-
nancy and the live birth rate, as well as increases the risk of miscarriage. In addition,
adenomyosis enhances the risk of obstetric complications, such as premature birth and
preterm rupture of the amniotic membranes [18,19].

Fertility in adenomyotic patients could be disturbed by various mechanisms. Abnor-
mal utero-tubal gamete and the embryo transport and disruption of endometrial function
and receptivity have been described [2]. An enlarged uterus, anatomical distortion and
intramural adenomyoma can all influence the shape of the uterine cavity. It may have a neg-
ative impact on sperm migration, embryo transfer and implantation potential [2,20]. The
researchers suggested an association between spontaneous abortion and JZ function [21].
Chiang at al. observed a comparable dependence [22]. An average JZ greater than 7 mm
was correlated with higher implantation failure [23].

Hyperactivity of the myometrium is also observed in adenomyosis. Changes in my-
ocytes are also found on the cellular level—calcium circulation is distorted, which implies
irregular muscle contractions, dysfunctional uterine hyperperistalsis with increased in-
trauterine pressure and the development of hyperplastic myometrial tissue. The thickening
of the junctional zone is a visible sign of endometrial invasion into the myometrium.
Alerted myometrial contractility may impair sperm progression towards the peritoneal
opening of the tubes [2].

Distortion of the uterine cavity can be visualised in hysterosalpingography (HSG),
and occurs in 78% of patients with diffuse adenomyosis and 54% cases of focal adeno-
myosis compared to 37% of women without adenomyosis. These findings may suggest the
association between adenomyosis and the probability of abnormal utero-tubal transport [5].

Adenomyosis-associated changes may also worsen endometrial receptivity [24]. En-
dometrial receptivity is defined as physiological molecular and histological phenomena
occurring during a restricted time of the menstrual cycle, making the uterus exclusively
receptive to blastocyst attachment and implantation (so-called implantation window).

Evidence of reduced endometrial receptivity and impaired decidualisation in adeno-
myosis was found at the molecular level. Abnormal function of the implantation-associated
molecules such as HOXA10, LIF, MMP, IL-6, IL -10, cytochrome P450 and RCAS1 has been
described [25].

The decreased expression level of HOXA10 genes in the secretory phase endometrium
appears to be involved in impaired implantation in women with adenomyosis. Similarly,
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a deregulation of leukaemia inhibitory factors (LIF) in uterine flushing fluid during the
implantation window has been reported in adenomyosis [5,26,27]. Jiang et al. reported the
down-regulation of the NR4A receptor and FOXO1A in adenomyotic tissue, which leads
to incorrect decidualisation [28]. Whether these changes can be restored by the progestins
given during the implantation window remains unknown due to the lack of conclusive
data in humans [29,30].

Certain cell adhesion molecules, such as integrins, are also extensively studied in
adenomyosis. Integrins are transmembrane receptors, which activate signalling pathways
and mediate cellular signals such as regulation of the cell cycle. Integrins are responsible
for endometrial receptivity. Abnormal expression of both integrin β-3 and OPN mRNA
(osteopontin, responsible for the trophoblast-endometrium interaction) is found in ade-
nomyosis patients, and it is suggested that this abnormal expression may be responsible
for in vitro fertilisation (IVF) failure despite good embryo quality [31]. Integirn β3 to-
gether with osteopontin (OPN) are involved in cell–cell interactions, and their proper
functioning is inevitably related to uterine receptivity. In the endometrium of adenomyotic
patients, the levels of β3 and OPN were statistically lower compared to nonadenomyotic
controls [25,27]. The influence of medical treatment (gonadotrophin-releasing hormone
(GnRH) analogues, ovarian stimulation) on integrin expression and endometrial receptivity
has so far been studied in animal models and could only partially be conclusive for human
pathology [32,33].

It is a well-known fact that chronic inflammation has a negative impact on
fertility [34–38]. In the case of a patient with adenomyosis, an increased expression of
IL-1b and CRH (corticotrophin-releasing hormone) in the eutopic endometrium was ob-
served [34]. In addition, the presented data showed differences in both cellular and
humoral immunity in the eutopic endometrium of an adenomyotic uterus compared to
the unaffected control [35]. Ishikawa et al. reported an increased inflammatory response
in the endometrium due to the presence of a higher expression of pro- and anti-oxidative
cytokines like Cu, Zn-SOD and Mn-SOD [36]. Other authors confirmed these findings
by investigating the nitric oxide (NO) concentration in endometrium, macrophage activa-
tion, Il-6 and neurotrophins [25,37]. NO is involved in modulating uterine contractility
during pregnancy and relaxing vascular smooth muscles. An abnormal high level of free
radicals such as nitric oxide has a negative impact on sperm transport, implantation and
decidualisation [38].

6. Impact of Adenomyosis Treatment on Fertility and Implication for Clinical Practice

As in the case of endometriosis, the management strategy of adenomyosis depends
primarily on the presented symptoms. The pharmacological treatment of adenomyosis is
similar to that of endometriosis, but the data concerning its influence on fertility remain
inconclusive. Final treatment with a hysterectomy is the most effective way of achieving
symptoms control and provides high satisfaction rates. However, for obvious reasons, it is
unacceptable for women wishing to have children. Fertility-saving treatment has variable
success rates for both pain and bleeding. Moreover, some of the available nonsurgical
management methods severely interfere with fertility. The methods accepted for treatment
of adenomyosis are listed in Table 2 and described in detail below:

Table 2. Adenomyosis treatment.

Pharmacological Surgical

Anti-inflammatory drugs Endo-myometrial ablation
Oral contraceptives High-intensity focused ultrasound

GnRH Ablation
progestins Electrocoagulation of adenomyosis foci

Resection of adenomyosis foci
Hysterectomy
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6.1. Surgical Methods

Endo-myometrial resection is effective and indicated in patients with the disease
limited to the endo-myometrial junction and allows the reduction of heavy menstrual
bleeding [39]. However, in patients who desire pregnancy, endo-myometrial resection is
contraindicated [40]. Destruction of the endometrium together with JZ can cause serious
complications in patients who managed to conceive, such as miscarriage, preterm labour
and placentation complications. An unexpectedly high rate of pregnancy complications is
reported in a systemic review by Kohn et al. [41]. Embolisation has also been described as an
effective treatment of symptoms resulting from adenomyosis. This endovascular procedure
causes the closing of vessels that supply the uterus. Premature ovarian insufficiency (POI)
is mentioned as a consequence of embolisation and its rate should not be underestimated.
It can affect both hormone production and ovarian reserve, leading to premature and
iatrogenic amenorrhoea and infertility. Endometrial receptivity is also diminished after
this procedure. Therefore, it should be contraindicated in women planning pregnancy but
is useful in the post-reproductive age [42]. The high-intensity focused ultrasound method
(HIFU) uses the thermal effect of the ultrasound beam, which causes coagulative necrosis
within the targeted adenomyotic lesion. The lesion should be clearly visible in ultrasound
or under MRI so that the beam could be precisely directed. This means that this method
will be unsuitable for the diffuse form of adenomyosis. After the procedure, patients can
attempt to conceive much earlier than after surgical treatment, but the exact time of delay in
conception is unknown. Zhang et al. published data which indicate that the rate of uterine
ruptures during pregnancy or delivery is lower than after classical surgical methods [43].
In a retrospective analysis of HIFU-treated patients, Zhou et al. found that 54 patients
out of 68 conceived after HIFU, delivering 21 babies [44]. Although the miscarriages rate
appears to be quite high, other severe complications like uterine rupture did not occur.
It is suggested that in the HIFU method, myometrium around the adenomyotic lesion is
intact, so there is no scar on the uterine wall. In classical surgical methods, the removal of
significant amounts of myometrium with the adenomyotic lesion may result in a reduction
in myometrial capacity of the uterus and in the formation of uterine scars. The first one can
cause a lack of susceptibility of the uterus to grow during pregnancy, while the latter can
cause a risk of uterine rupture. Otsubo at al. presented results of fertility-saving surgical
excisions of diffuse adenomyotic foci and suggested that preservation of a 9 to 15 mm
thickness of the uterine wall after excision with classical surgical methods is safe for future
pregnancies [45].

Electrocoagulation has also been applied to focal or diffuse disease. However, the main
disadvantage of electrocoagulation is that it may be less accurate than surgical excision, as
well as poorly controlled during the procedure. Younes et al. concluded in the recent meta-
analysis that conservative surgery in adenomyosis could improve fertility in some patients,
but the rate of resulting successful pregnancies varied between surgical centres [46].

6.2. Pharmacological Methods

Nonsteroidal anti-inflammatory drugs (NSAIDs) are widely used in endometriosis-
associated pain, but there are only a few randomised trials in endometriosis and none
of them were performed in adenomyosis [47]. Their impact on fertility is negative; they
can cause a delay in ovarian follicle rupture, but there is some evidence that NSAIDs
can be used as a co-treatment in the IVF procedure [48]. OCs (oral contraceptives) are
used in the treatment of adenomyosis to reduce the menstrual bleeding by decidualisation
and subsequent endometrial atrophy. Patients with dysmenorrhoea and menorrhagia
may benefit from the resulting amenorrhoea, which may alleviate symptoms. Medical
therapy with OCs enables satisfactory, long-term pain control in two-thirds of women
with symptomatic endometriosis or adenomyosis. However, there is no published in-
formation on the impact of OCs therapy on the subsequent fertility improvement [49].
GnRH analogues have been used to induce a constant hypoestrogenic state in women
with histologically proven adenomyosis [40]. Although their use is accepted in patients
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with dysmenorrhoea due to adenomyosis, there are still very few data on their impact
on future fertility. In one small case series published by Huang et al., authors did not
show an improvement in fertility after the GnRH analogue management combined with
conservative microsurgery [50]. Other results found in the literature are also vague—as
presented in Table 3. An antiproliferative and anti-inflammatory effect of progestins was
the basis of their use in adenomyosis treatment [51]. It has been found that they are at least
partially effective in controlling pain symptoms associated with adenomyosis. They were
able to reduce uterine volume and affect abnormal uterine bleeding, but their influence on
fertility is poorly documented in either short case series or case reports [52–54].

7. IVF Outcome in Adenomyosis

The results of studies devoted to the efficacy of assisted reproductive techniques,
such as in vitro fertilisation and embryo transfer (IVF-ET) and intracytoplasmic sperm
injection (ICSI), on pregnancy rates in patients with adenomyosis showed conflicting
results. Mijatovic et al. did not observe significant differences in clinical pregnancy rates
in patients with adenomyosis in infertile women with proven endometriosis who were
pretreated with long-term GnRH-agonist compared to controls [55].

Additionally, Thalluri and Tremellen noticed statistically significantly lower clinical
pregnancy rates in patients subjected to IVF-ET with adenomyosis despite the GnRH
stimulation protocol [56]. Contrarily, Costello et al. did not observe impaired fertility
among patients with adenomyosis who received GnRH during IVF-ICSI [57].

Finally, Vercellini et al. published a meta-analysis confirming the negative effect
of adenomyosis on the IVF-ICSI outcomes, impairing the rate of clinical pregnancy and
implantation and increasing the risk of early pregnancy loss [58].

Adenomyosis was a risk factor reducing the rate of implantation and clinical preg-
nancy, as well as increasing the risk of early pregnancy loss. The presented data are
generally inconclusive—see Table 3. The cohorts of patients were heterogeneous; pa-
tients were of different ages and differed in the clinical presentation of adenomyosis and
concomitant endometriosis. The classification of patients to an appropriate group for
studying purposes is difficult, which is connected to the lack of standards in the diagnosis
of adenomyosis.

Table 3. Fertility outcomes and impact of different procedures on adenomyosis symptoms.

Author Treatment
Patients Results

N Fertility Bleeding Pain

Kwack et al.
2018 [59]

conservative
adenomyomectomy with

TOUA (transient occlusion of
uterine arteries)

116

5/116 conception
by natura

l5/11 conception by ART
7 live births

menorrhagia:
52/116 complete remission

53/116 partial remission

dysmenorrhea:
98/116 complete remission

18/116 partial remission

Al Jama et al.
2016 [60]

treatment with
Gn-RH agonist 22 3/22 pregnancies

1/22 live birth
improvement in dysmenorrhea and menorrhagia was

noted at the 6- and 12-month follow-up visits in
both groupscombined conservative

surgery and Gn-RHa therapy 18 8/18 pregnancies
6/18 live births

Saremi et al.
2014
[61]

resection of adenomatosis
lesions with a thin margin
after sagittal incision in the

uterine body

103

14/70 conception by ART
7/70 conception

by natural
16/70 live births

decrease of 65% in the
number of patients with a
heavy bleeding pattern;

decrease of 41% in the
number of patients with

dysmenorrhoea symptoms;

Kishi et al.
2014 [62]

laparoscopic
adenomyomectomy

with laser
102

conception by natural:
16/75 (<40 y) and 0/27

(40 or more y)
conception by ART:

15/75 (<40 y) and 1/27
(40 or more y)

delivery: 26/75 (<40 y)

no data no data

Chang et al.
2013 [63]

ultramini- or
mini-laparotomy

conservative surgery and
Gn-RHa therapy

56 23/56 pregnancies
15/56 live births no precise data

VNRS-6 (six-point verbal
numeric rating scale)

baseline of 3.96 ± 0.41 to
0.32 ± 0.46 1st year,
0.68 ± 0.78 2nd year
1.27 ± 1.22 3rd year,
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Table 3. Cont.

Author Treatment
Patients Results

N Fertility Bleeding Pain

Dai et al.
2012 [64]

local excision of
adenomyoma at laparotomy 86 2/86 pregnancies no data

alleviation of
dysmenorrhea

-12 months after treatment:
>80% reduction in 77/79

(97.5%);
50–80% reduction in 2/79
(2.5%); -24 months after

treatment:
>80% reduction in 45/48

(93.8%); 50–80% reduction
in 3/48 (6.2%);

Huang et al.
2012 [50]

excision of the adenomyosis
tissue using a microsurgical
technique and a six-month
course of GnRHa therapy

9

6/18 conception by ART
3/18 conception by

natural
2/18 live births

no data

pain score
4.7 ± 0.5 before treatment
0.33 ± 0.5 after 3 months
1.0 ± 0.9 after 12 months

Osada et al.
2011 [65]

adenomyomectomy with a
triple-flap method, without

overlapping suture lines
104

4/26 conception by
natura

l12/26 conception by
ART

14 live births

VAS (visual analogue scale)
hypermenorrhoea, 10

pre-surgically
3.27 ± 2.17 at 3 months,
2.89 ± 1.77 at 6 months,

2.63 ± 1.3 at 1 year,
2.87 ± 1.77 at 2 years

post-surgery

The VAS findings
(dysmenorrhoea, 10

pre-surgically)
1.61 ± 1.43 at 3 months,
1.54 ± 1.62 at 6 months,

1.44 ± 1.65 at 1 year,
1.67 ± 1.79 at 2 years

post-surgery.

Takeuchi
et al. 2010

[66]

laparoscopic enucleation of
juvenile cystic adenomyoma 9 2/3 pregnancies no data

dysmenorrhea 8–10 on the
VAS before the surgery,

decreased to 2 by 6 months
after

Nishida et al.
2010 [67]

adenomyomectomy with
unilateral salpingectomy 44 1/16 live births reducing menstrual blood

loss, no quantitative data

dramatic relief from
dysmenorrhea, no
quantitative data

Hadisaputra
et al. 2006

[68]

laparoscopic resection
+GnRH analogue after

surgery
10 3/10 pregnancies no change in the symptom

of menorrhagia

75% reduction in
dysmenorrhea after

treatment

myolysis +GnRH analogue
after surgery 10 2/10 pregnancies no change in the symptom

of menorrhagia

58.31% reduction in
dysmenorrhea after

treatment

Rajuddin
et al. 2006

[69]

laparotomic resection 32 3/32 pregnancies
2/32 live births

after intervention, 28/32 experienced disappearance of
symptoms (dysmenorrhea, pelvic pain, menorrhagia,
dyspareunia), while 4/32 had remaining symptoms;

treatment with aromatase
inhibitor of anastrozole 23 2/23 pregnancies

1/23 live births
after therapy 14/23 experienced a disappearance of
symptoms, while 9/23 had remaining symptoms;

Takeuchi
et al. 2006

[70]

laparoscopic
adenomyomectomy and

hysteroplasty
14 2/14 pregnancies

all 8 cases of
polyhypermenorrhea

improved, no precise data
available

dysmenorrhea—VAS
during menstruation

decreased
from 10 before operation to

2.5 after operation.
Fujishita et al.

2004 [71]
classical reduction surgery 5 0/5 pregnancies 2/5 relief of menorrhagia and dysmenorrhea

transverse H incision method
and the reduction surgery 6 1/6 pregnancies 3/6 relief of symptoms

8. Conclusions

There is no specific treatment for patients with adenomyosis who want to retain their
uterus or wish to preserve fertility [72]. Sometimes, combined treatment can be proposed:
Laparoscopy, GnRH treatment and in vitro fertilisation [73].

When comparing pharmacological and surgical treatment, the latter appears to be
more effective but some details are unclear, i.e., how long pregnancy should be delayed
after treatment and whether hormone treatment after surgery improves fertility outcome.
Despite many studies on the pathogenesis of fertility failure in adenomyosis, their results
are not correlated with treatment. Thus, it is of great importance to explore new, more
effective, safe and less invasive managing strategies in women with infertility due to
adenomyosis.
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Abstract: Background: Many studies show the occurrence of several multiple endocrine
neoplasia syndromes caused by different mutations, for example, in MEN1 and RET genes.
Nevertheless, there are less common mutations causing multiple endocrine glands tumors.
Examples of such mutations are CHEK2 gene mutations, causing breast, kidney, gastric, colorectal,
prostate, lung, ovarian, and thyroid cancers. Case description: In 2005, a 30-year-old woman
was admitted to the hospital due to uncontrolled hypertension and obesity. Performed tests have
shown ACTH (adrenocorticotropic hormone)—independent micronodular adrenal hyperplasia
(AIMAH) as a cause. In 2010, the further diagnostic analysis revealed Cushing’s disease caused
by ACTH-secreting pituitary microadenoma. Additionally, in 2011, the patient underwent the
strumectomy of multinodular struma. Papillary thyroid carcinoma was found in the excised tissue.
In 2018, transvaginal ultrasonography revealed a tumor of the right ovary. After a performed
hysterectomy with bilateral salpingo-oophorectomy, the histopathology result has shown female
adnexal tumors of probable Wolffian origin (FATWO) located in the broad ligament of the uterus.
Due to the history of multiglandular diseases, the patient was referred to genetic testing. We found a
positive pathogenic mutation in CHEK2-suppressor gene involved in DNA repair, cell cycle arrest,
and apoptosis in response to DNA damage. Conclusion: CHEK2 variants may predispose to a
range of endocrine glands tumors, including those identified in our patient. Multiple endocrine
glands tumors, as in the presented patient, are a serious problem of public health, due to numerous
hospitalizations and necessary repeated surgical treatments. Moreover, the association between
CHEK2 and ovarian cancer can be a serious problem with reproductive health.

Keywords: CHEK2; MEN; Cushing syndrome; hypertension; multiple endocrine glands tumors

1. Introduction

The term multiple endocrine neoplasia (MEN) encompasses several distinct syndromes featuring
tumors of endocrine glands, each with its characteristic pattern. MEN type 1 describes the association
of pituitary, parathyroid, and pancreatic islet cells [1]. In contrast, MEN type 2 (MEN 2) condition is
associated with pheochromocytoma, medullary thyroid carcinoma, hyperparathyroidism, mucosal
and digestive neurofibromatosis, and Marfanoid habitus [1]. Mutations in the PRKAR1A and KIT
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genes predispose to rare Carney’s syndrome. Except for the triad of diseases—gastric stromal
sarcoma, pulmonary chondroma, and paraganglioma, they can also cause micronodular adrenal
hyperplasia, pituitary adenomas, and ovarian and thyroid tumors [2]. Tumor-associated mutations
in the PTEN gene may cause Cowden’s syndrome, in which multinodular struma, follicular thyroid
cancer, uterine, and genitourinary tract tumors are observed [3]. CHEK2 gene encodes checkpoint
kinase 2, which is a serine/threonine kinase activated upon DNA damage and is implicated in pathways
that regulate DNA repair, cell cycle arrest (in gap 1 phase), or apoptosis in response to the initial
damage. When activated, the encoded protein is known to inhibit CDC25C phosphatase, preventing
entry into mitosis, and has been shown to stabilize the tumor suppressor protein p53 [4]. Loss of
kinase function caused by mutations in the CHEK2 gene has been linked with Li–Fraumeni syndrome,
sarcomas, breast, and colorectal cancer, brain, thyroid, lung, ovary, bladder, and prostate and kidney
tumors [4]. In Poland, there are three polymorphic variants of CHEK2, which are present in 5.5%
of the population [5]. The missense CHEK2 I157T allele was found in 4,8% of controls, and it was
more common in cancer cases than in controls—the association was significant at the p ≤ 0.01 level [5].
Studies reported no significant difference in the survival of the p.I157T carriers and non-carriers [6].
To summarize, CHEK2 is a multisite cancer gene that increases the risk of several cancers.

In this case report, we present a 44-year-old woman with multiple malignancies of endocrine
glands without a pattern characteristic for described syndromes, caused by CHEK2 mutation.
Multiple endocrine glands tumors, as in the presented patient, are a serious problem of public
health due to numerous hospitalizations, necessary repeated surgical treatments, and quality of life [7].

2. Case Report

In 2005, a 30-year-old woman was admitted to the Department of Endocrinology, Poznan University
of Medical Sciences, Poznan, Poland, with uncontrolled hypertension and obesity. On physical
examination at admission, the patient was 163-cm tall and weighed 87 kg, with a body mass index
(BMI) of 33 kg/m2. The mean arterial pressure in daily measurements was 140/105 mmHg. In the
clinical examination, Cushing syndrome was suspected. In the hormonal evaluation, elevated cortisol
concentration with the normal circadian rhythm of cortisol secretion was found.

Nevertheless, in a dexamethasone suppression test, the patient presented an elevated cortisol
concentration after administration of 1 mg of dexamethasone (Table 1). Serum and diurnal urine
concentration of Na, K, Ca, and phosphates were normal. The serum glucose profile is presented in
Table 2.

Table 1. Concentrations of chosen hormones in the described patient in 2005.

Hormonal profile in 2005

Hormone Result Normal Range

ACTH 27.7 pg/ml 0–50 pg/ml

ACTH after 1 mg of
dexamethasone 4.4 pg/ml

Cortisol at 8 am 1354–1151–949.8 nmol/l 220–690 nmol/l

Cortisol at 6 pm 967.9 nmol/l
50–165 nmol/l

Cortisol at 8 pm 503 nmol/l

Cortisol after 1 mg
dexamethasone 120.5 nmol/l

ACTH, adrenocorticotropic hormone.

Table 2. Patient’s blood glucose level before treatment in 2005.

Time of Measurement 8 AM 11 AM 5 PM 8 PM

Blood glucose concentration [mg/dl] 78 111 94 118
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Among the complications of hypertension, the patient revealed a hypertensive retinopathy of
stage I/II.

We also performed dual-energy X-ray absorptiometry: T-score at L1–L4 lumbar spine was −1.57,
and the patient was diagnosed with osteopenia.

Due to adrenocorticotropic hormone (ACTH)-independent hypercortisolemia, we performed
diagnostic imaging; an adrenal computed tomography (CT) scan revealed the presence of moderately
enlarged left gland presenting homogeneous absorption with no focal changes, whereas the right
adrenal gland appeared normal. Magnetic resonance imaging (MRI) did not confirm any lesions in the
pituitary gland. The biological and radiological data were highly suggestive of ACTH-independent
Cushing’s syndrome. Surgical removal of the left adrenal gland was performed. Histopathology
results showed micronodular adrenal hyperplasia. The patient was prescribed indapamide 1.5 mg
once daily and perindopril 5 mg once daily. Moreover, sodium and potassium, calcium, and vitamin
D3 supplementation were prescribed.

Despite surgical treatment, in 2010, the patient was admitted to the hospital due to recurrent
uncontrolled hypertension. Her BMI was 35.8 kg/m2, and mean arterial pressure in daily measurements
was 155/120 mmHg. Skin hyperpigmentation was observed. The hormonal profile is presented in
Table 3 and the patient’s blood glucose level before treatment in 2010 is presented in Table 4.

Table 3. Concentrations of chosen hormones in the described patient in 2010.

Hormonal profile

Hormone Result Normal Range

ACTH at 8 am 47.6 pg/ml
<60 pg/ml

ACTH at 6 pm 47.35 pg/ml

Cortisol at 8 am 26.7 μg/dl 4.2–38.4 μg/dl

Cortisol at 6 pm 25.8 μg/dl 1.7–16.6 μg/dl

Cortisol in 24-h urine
collection 359.304 μg/d 32–243 μg/d

ACTH, adrenocorticotropic hormone.

Table 4. Patient’s blood glucose level before treatment in 2010.

Time of Measurement 8 AM 11 AM 5 PM 8 PM

Blood glucose concentration [mg/dl] 99.4 86.4 102.6 91.8

Adrenal angiography did not show any focal changes. MRI of the sella region was therefore
performed, revealing a hypointense pituitary tumor of 5 mm in diameter located in the left anterior
pituitary lobe. These MRI findings were highly suggestive of pituitary microadenoma.

Trans-sphenoidal total resection of the pituitary tumor was performed.
Upon immunohistochemical examination, the resected pituitary microadenoma cells exhibited positive
staining for the ACTH antibody. The patient was prescribed perindopril 5 mg once daily, losartan
50 mg once daily, spironolactone 50 mg once daily, bisoprolol 5 mg once daily, indapamide 1.5 mg
once daily, acetylsalicylic acid 75 mg once daily, desmopressin 0.1 mg twice daily, and hydrocortisone
20 mg–10 mg–0 mg daily.

Subsequently, in 2011, the patient was admitted to the Department of Surgery for a scheduled
strumectomy due to multinodular struma, which had been diagnosed in 2010. During the physical
examination, an enlarged and fibroelastic thyroid was identified. The serum concentration of
thyroid-stimulating hormone (TSH), free triiodothyronine (fT3), and free thyroxine (fT4) were normal,
indicating euthyreosis. The hormonal profile is presented in Table 5.
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Table 5. Concentrations of chosen hormones in the described patient.

Hormone Result Normal Range

TSH 1.97 μIU/ml 0.5–4.8 μIU/ml

fT3 3.26 pg/ml 2.3–4.2 pg/ml

fT4 1.22 ng/dl 0.8–2.3 ng/dl

TSH, thyroid-stimulating hormone; fT3, free triiodothyronine; fT4, free thyroxine.

Ultrasound imaging demonstrated multiple nodules in both thyroid lobes, with the biggest solid
nodule with calcification and hypoechoic outline measuring 1.17 × 1.82 cm.

The patient underwent a total strumectomy. Histological sections from the left lobe showed
features of papillary thyroid carcinoma. The lesion was 1 cm in diameter with hyaline-fibrous
capsule and calcification inside. Histopathology also revealed a multinodular struma of the right lobe.
The patient was prescribed levothyroxine 100 μg (1 × 1), and she was qualified for iodine treatment.

In 2018, the patient was admitted to the Department of Gynecological Endocrinology Poznan
University of Medical Sciences, Poznan, Poland, due to irregular menstrual cycle.

In the transvaginal ultrasonography, multiple small uterine fibroids were revealed.
The endometrial thickness was 7 mm. The right ovary was enlarged by a cystic-solid, unilocular tumor
with a size of 97 mm × 69 mm with central blood flow. There were no abnormalities in the left ovary
revealed in the ultrasound examination.

Additionally, a hormonal analysis was performed (Table 6).

Table 6. Hormonal analysis.

Hormone or Biochemical
Marker

Result Normal Range

FSH 6.05 mIU/ml 3.5–12.5 mIU/ml

LH 4.91 mIU/ml 1.4–9.6 mIU/ml

Estradiol 40.95 pg/ml 12.4–233 pg/ml

Prolactin 5.6 ng/ml 5–25 ng/ml

Testosterone 0.08 ng/ml 0.06–0.82 ng/ml

DHEA-S 1.53 μmol/l 0.96–6.95 μmol/l

HE4 72.21 pmol/l <150 pmol/l

CA125 71.4 U/ml <35 U/ml

ROMA 17.55% (high risk) <11.4%

FSH, follicle-stimulating hormone; LH, luteinizing hormone; DHEA-S, dehydroepiandrosterone sulfate; HE4,
human epididymis protein 4; CA125, cancer antigen 125; ROMA, Risk of Ovarian Malignancy Algorithm.

Due to ultrasound features and elevated Risk of Ovarian Malignancy Algorithm (ROMA) results,
the patient was qualified for surgical treatment. Hysterectomy with bilateral salpingo-oophorectomy
and retroperitoneal tumor excision were performed. Histopathology results have shown uterine
glandular polyp (0.5 cm), serous superficial papillomas and superficial endometriosis in both ovaries,
and female adnexal tumor of probable Wolffian origin (FATWO) located in the broad ligament of
the uterus. The FATWO was 8 cm in diameter, contained a variable admixture of diffuse, solid,
and sieve-like cystic areas filled with blood. Macroscopically, the tumor was soft and uncapsulated.
Immunohistochemical examination revealed an interesting profile of this tumor: ER(+), PgR(+), AR(+),
GATA3(+), calretinin(+), HBME(+), WT1(+), cytokeratins AE1/AE3(+), CK7(+), CKAE 1/3 (+), melan
A(+), α-inhibin(+), CD99 (+), CEA mono(−), PAX8(−), TTF1(−), RCC(−), CK20(−), CD117(−), S100(−),
EMA(−), HMB45(−), and Ki67 (5%).
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Due to a history of multiglandular diseases: micronodular adrenal hyperplasia, pituitary adenoma,
papillary thyroid carcinoma, and ovarian tumor, the patient was referred to genetic testing for mutations
associated with multiple gland malignancy. We performed an analysis of 83 genes deletion/duplication
(Invitae Multi Cancer Panel) in the whole blood sample. The Invitae Multi-Cancer Panel analyzes
83 genes associated with hereditary cancers across major organ systems, including: breast and
gynecologic (breast, ovarian, uterine); gastrointestinal (colorectal, gastric, pancreatic); endocrine
(thyroid, paraganglioma/pheochromocytoma, parathyroid, pituitary); genitourinary (renal/urinary
tract, prostate); skin (melanoma, basal cell carcinoma); brain/nervous system sarcoma and hematologic
(myelodysplastic syndrome/leukemia) cancers: AIP; ALK; APC; ATM; AXIN2; BAP1; BARD1; BLM;
BMPR1A; BRCA1; BRCA2; BRIP1; CASR; CDC73; CDH1; CDK4; CDKN1B; CDKN1C; CDKN2A;
CEBPA; CHEK2; CTNNA1; DICER1; DIS3L2; EGFR; EPCAM; FH; FLCN; GATA2; GPC3; GREM1;
HOXB13; HRAS; KIT; MAX; MEN1; MET; MITF; MLH1; MSH2; MSH3; MSH6; MUTYH; NBN; NF1;
NF2; NTHL1; PALB2; PDGFRA; PHOX2B; PMS2; POLD1; POLE; POT1; PRKAR1A; PTCH1; PTEN;
RAD50; RAD51C; RAD51D; RB1; RECQL4; RET; RUNX1; SDHA; SDHAF2; SDHB; SDHC; SDHD;
SMAD4; SMARCA4; SMARCB1; SMARCE1; STK11; SUFU; TERC; TERT; TMEM127; TP53; TSC1;
TSC2; VHL; WRN; and WT1 gene mutations. We received positive results—pathogenic variant, exon 4.
c.470T > C (p.Ile157Thr) heterozygous, with low penetrance identified in CHEK2, and a variant, exon
17. c.2484C > T (silent) heterozygous, of uncertain significance identified in KIT. Both mutations are
not associated with MEN1 or MEN2 syndromes.

3. Discussion

The c.470T > C (p.Ile157Thr) variant in the CHEK2 gene is classified as a pathogenic variant
with low penetrance. The isoleucine residue is moderately conserved, and there is a moderate
physicochemical difference between isoleucine and threonine. Experimental studies find that this
missense change reduces the binding of CHEK2 protein to Cdc25A, BRCA1, and p53 proteins in vitro
and may have a dominant-negative effect on cells. However, it does not affect CHEK2 protein kinase
activity [8]. The relationship between these experimental findings and cancer risk is unclear. Patients
presenting CHEK2 mutations present a predisposition to certain cancers. The lifetime risk of breast
cancer in females with a single pathogenic CHEK2 variant is 25–39% [9]. The risk was found to be
more pronounced for lobular type breast tumors [10]. This variant has low penetrance because it
does not confer the same level of cancer risk as other CHEK2 pathogenic variants. There is also
a reported association between CHEK2 and other cancers, including male breast, kidney, gastric,
colorectal, prostate, lung, ovarian, and thyroid cancers. Still, the lifetime risk of these other cancers is
unknown [5,11–13]. Biological relatives have a chance of being at risk for CHEK2-related conditions
and should consider testing if clinically appropriate.

A variant of uncertain significance, c.2484C > T (silent), was identified in KIT. This sequence
change affects codon 828 of the KIT mRNA. It is a “silent” change, meaning that it does not change the
encoded amino acid sequence of the KIT protein. This variant has not been reported in individuals
with KIT-related diseases. The KIT gene is associated with autosomal dominant piebaldism [14],
gastrointestinal stromal tumors (GISTs) [15], and familial mastocytosis [16]. The clinical significance of
this result is uncertain. In summary, the available evidence is currently insufficient to determine the
role of this variant in disease. Therefore, it has been classified as a Variant of Uncertain Signification.

Genetic testing was performed for our patient, and it was positive for the pathogenic variant
c.470T > C (p.Ile157Thr) with low penetrance identified in CHEK2 and a variant c.2484C > T (silent)
of uncertain significance identified in KIT. KIT mutation, as a silent one, is not suspected of being a
cause of the patient’s clinical condition. On the other hand, in the described patient, we identified
CHEK2-associated typical tumors, like papillary thyroid cancer.

It was reported that the CHEK2 mutation was seen in 73 of 468 (15.6%) unselected patients
with papillary thyroid cancer, compared to 28 of 460 (6.0%) age—and sex-matched controls (OR 3.3;
p < 0.0001) [17]. On the other hand, it was a truncating mutation (IVS2+ 1G > A, 1100delC or del5395)
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that was associated with a higher risk of thyroid cancer (OR = 5.7; p = 0.006), than was observed in the
missense mutation I157T (OR = 2.8; p = 0.0001) [15], which we identified in the patient. The patient
was also diagnosed with micronodular adrenal hyperplasia. This disease’s correlation with a mutation
in CHEK2 is uncertain. It is known that CHEK2 is a TP53-associated gene [8]. Because of that, they
are similarly linked to Li–Fraumeni syndrome and presumably hyperplasia and tumors of adrenal
glands [18]. Moreover, the patient was suffering from pituitary microadenoma. CHEK2 mutations
have also been found in some brain tumors, such as meningioma or glioma [19].

The patient was also diagnosed with a uterine glandular polyp and FATWO. Endometrial polyps
carry a small risk of cancer. The risk of endometrial cancer in women with endometrial polyps is
1.3% [20]. While mutation in CHEK2 has been reported in patients with endometrial cancers [5],
and because of that, it is worth considering if CHEK2 mutation affected our patient’s uterine polyps.
In the literature, we found information indicating that positive associations were seen with the CHEK2
I157T missense variant and ovarian cystadenomas (OR = 1.7; p = 0.005), borderline ovarian cancers
(OR = 2.6; p = 0.002), and low-grade invasive cancers (OR = 2.1; p = 0.04) [21]. All these data indicate
that CHEK2 variants may predispose to a range of ovarian tumor types of low malignant potential. It is
difficult to refer to the association between FATWO and CHEK2-related cancers, because of its rarity.

FATWO is a very rare gynecologic neoplasm of low malignant potential, with fewer than 90 cases
being reported worldwide [22]. It is presumed to be derived from the mesonephric (Wolffian) duct
remnants in the upper female genital tract [23]. Moreover, some recurrent and metastatic cases have
been reported in approximately 11% of cases [24]. Tumor-defining molecular alterations have yet to be
discovered. FATWO originates from mesonephric (Wolffian) duct remnants. Tumors are present along
the trajectory of the Wolffian duct: from the ovarian hilum, along the mesosalpinx, broad ligament,
lateral aspects of the uterus and cervix, to the outer third of the vagina. There are no disease-specific
mutations or genetic alterations identified [25]. Many patients remain asymptomatic, and the tumors
are discovered incidentally [22]. Sometimes patients can present lower abdominal pain or distention,
pelvic mass, abnormal vaginal bleeding, or ascites [23]. In most cases, tumors are not hormonally active.
In rare cases, hormonally active tumors can cause endometrial hyperplasia [26]. Most tumors are
unilateral, and rarely bilateral. On diagnostic imaging, FATWO are usually well defined, encapsulated,
lobulated masses. As in our case, they may demonstrate solid and cystic areas. In an MRI, they present
with low signal intensity rim around the tumor on T2 weighted MRI images [27,28]. Although most
cases of FATWO are benign, a few aggressive cases occur [24].

Due to the found mutation, screening, and prevention of breast and colorectal cancers was
implemented in the case of our patient, due to multiple neoplasia in the past. The patient is only
44 years old, and the lifetime risk of breast cancer in females with a single pathogenic CHEK2
variant is 20–44% [13]. Interestingly, mutations of CHEK2 have been associated with resistance to
anthracycline-based chemotherapy in patients with breast cancer [29]. Significant associations of the
CHEK2 I157T variant with colorectal cancer susceptibility were found (OR = 1.67, 95% CI = 1.24–2.26,
p = 0.0008) [13]. There are limited guidelines for screening and prevention of CHEK2-related breast
and colorectal cancers.

According to the correlation between CHEK2 and TP3 genes and the role of CHEK2
(suppressor gene that is involved in DNA repair, cell cycle arrest, or apoptosis in response to
DNA damage)—mutations to the CHEK2 gene have been labeled as causes to a wide range of cancers.
Thus, micronodular adrenal hyperplasia, pituitary microadenoma, papillary thyroid cancer, uterine,
ovarian, and retroperitoneal (FATWO) lesions are possible after-effects of CHEK2 missense mutation
identified in the patient.

4. Conclusions

The described case is undoubtedly significant and important for gynecologists, endocrinologists,
geneticists, and other practitioners. It is not clearly established whether there is a significant link
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between a constellation of tumors presented in a described patient and the mutation found in the CHEK2
gene. Further evaluation of the neoplastic risk associated with CHEK2 gene mutation is necessary.

In conclusion, we want to underline that in cases of multiple endocrine neoplasias, thought should
be directed at genetic testing and mutations. Additionally, possible predispositions and syndromes
should be considered, because they may change how the patient is monitored clinically. Multiple
endocrine glands tumors, as in the presented patient, are a serious problem of public health due
to multiple hospitalizations and necessary repeated surgical treatments. Moreover, the association
between CHEK2 and ovarian cancer can be a serious problem with reproductive health.
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