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Abstract: This article introduces the Special Issue on “Citizen Science and Geospatial Capacity
Building” and briefly evaluates the future trends in this field. This Special Issue was initiated for
emphasizing the importance of citizen science (CitSci) and volunteered geographic information (VGI)
in various stages of geodata collection, processing, analysis and visualization; and for demonstrating
the capabilities and advantages of both approaches. The topic falls well within the main focus
areas of ISPRS Commission V on Education and Outreach. The articles collected in the issue have
shown the enormously wide application fields of geospatial technologies, and the need of CitSci and
VGI support for efficient information extraction and synthesizing. They also pointed out various
problems encountered during these processes. The needs and future research directions in this
subject can broadly be categorized as; (a) data quality issues especially in the light of big data;
(b) ontology studies for geospatial data suited for diverse user backgrounds, data integration, and
sharing; (c) development of machine learning and artificial intelligence based online tools for pattern
recognition and object identification using existing repositories of CitSci and VGI projects; and
(d) open science and open data practices for increasing the efficiency, decreasing the redundancy, and
acknowledgement of all stakeholders.

Keywords: geospatial capacity building; citizen science; volunteered geographic information;
crowdsourcing; participatory GIS

1. Introduction

Citizen science and volunteered geographic information (VGI) are gaining importance
with the ubiquitous use of mobile technologies. In this new era, ordinary citizens may
contribute to scientific processes based on their interest and abilities. The activities they
may contribute to range from biology to environmental monitoring to classification of
galaxies, all of which have a spatiotemporal dimension. The increasing demands on this
research agenda are encouraging scientists from diverse backgrounds to collaborate under
the term of “Citizen Science (CitSci)”. Geospatial tools and technologies enable many CitSci
projects and also benefit from them. Geospatial capacity building, which is one of the main
focus areas of ISPRS Commission V on Education and Outreach, also benefits from these
developments.

The Special Issue on “Citizen Science and Geospatial Capacity Building” aimed
at emphasizing the increasing importance of CitSci, open science and open data in the
scientific world for capacity building. The research articles collected in the Special Issue on
“Citizen Science and Geospatial Capacity Building” demonstrated the increased efforts on
the capacity building by researchers and citizen scientists; and outlined the significance of
data quality in various projects, the possibilities provided by web and mobile geographic

ISPRS Int. J. Geo-Inf. 2021, 10, 741. https://doi.org/10.3390/ijgi10110741 https://www.mdpi.com/journal/ijgi
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information system (GIS) technologies, web-based sharing of resources, the role of social
media and crowdsourcing data collection methods, and semantical issues. The published
articles are briefly introduced in the next Section. The main contributions of the Special
Issue are summarized in the final section, and the future directions derived therefrom
are presented.

2. Contributions of the Special Issue

The study by Singh et al. [1] presented a novel approach for the prediction of future
habitats for monitoring of a bird species, the Jacobin cuckoo (Clamator jacobinus), using a
combination of spatial modeling and machine learning (ML) techniques, i.e., the maximum
entropy (Maxent) algorithm. The predictions were carried out for the years 2030 and
2050 under various future global climate modeling approaches using the Coupled Model
Intercomparison Project (CMIP5)’s climate data of the CNRM-ESM2-1 [2]. An extensive
review on the use of CitSci for biodiversity research was provided in the study. The study
demonstrated the usability and essentiality of CitSci collected geodata for this kind of
global analysis, which cannot be carried out by using institutional observations solely. The
species distribution data was obtained from the Global Biodiversity Information Facility
(GBIF) repository [3].

In a similar context, Zhang [4] analyzed the spatial sampling pattern of eBird
(www.ebird.org (accessed on 15 October 2021)) data for analyzing the geographical and
temporal distributions of the participants using the Maxent algorithm. The study revealed
various types of biases (i.e., spatial, temporal, contributor and observation) in the collected
data. The outcomes of the study indicated that the volunteers’ efforts are uncoordinated,
concentrated in highly accessible areas, which yield to hotspots with poor geographical
coverage and in specific time periods, such as weekends. The diversity in the backgrounds
(e.g., expert birders are more interested in rare species) and the contribution frequency of
the volunteers also cause biases in the eBird database. The study emphasized that such bias
patterns should be taken into account when performing analyses and deriving conclusions
from VGI data.

Samulowska et al. [5] addressed the data bias in VGI and developed a geospatial
web platform with a robust quality assurance (QA) approach. The article includes an
extensive literature review on the CitSci contribution for air pollution mapping. The
authors proposed a validation method for the detection and removal of bias in CitSci
collected data by using a logical workflow and rules specifically designed for air pollution
assessment. They concluded that the citizens can provide reliable data together with
scientists, and can contribute to the QA process as well. On the other hand, the motivating
mechanisms for participation require further research.

Gulnerman et al. [6] also analyzed the anomaly and the bias in VGI obtained from a
social network service (SNS), i.e., Twitter, by using the data from Istanbul, Turkey. The
data was obtained from approximately 80 k users with a total amount of 4 million tweets.
They focused on the spatiotemporal patterns of the data in a 1 km × 1 km grid. With
their proposed statistical approach, it was possible to detect anomalies and biases and
replace with the expected values. The study revealed several outcomes such as; highly
active users produce the majority of the data; the anomaly patterns may vary and the
normalization approach should be defined accordingly; the anomaly pattern is stronger in
dense population areas; and the biases also exhibited different temporal patterns.

Gray et al. [7] developed an open source tool named Community Water Data Analysis
Tool (CWDAT) for water quality monitoring. In the system design, they co-created with
the citizen scientists and put special emphasis on the data quality assessment and user
engagement. By developing and providing the tool as open source, they also contributed
to geospatial capacity building. A major outcome of the study was that the engagement
of volunteers in the design stage facilitates the participation and contributes to the citizen
perception of data quality, which is a significant issue, as stated in many other CitSci
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projects. The authors also emphasized the importance of presentation (e.g., visualization)
and availability of proper guidelines for an increased success.

Yalcin et al. [8] developed a mobile app (“I felt the quake”) to aid emergency manage-
ment after earthquakes and to support earthquake-related studies by providing timely and
spatially accurate data. The study includes an extensive review on the use of CitSci in earth-
quake related hazards and the availability of similar CitSci apps. The proposed app utilizes
a modified version of the Mercalli scale, a scientific standard to assess the earthquake
intensity. The scale was modified by [8] for increasing its usability and understandability
by non-professionals. The volunteers were also trained by giving specific guidelines. In
the experimental application, it was proven that the CitSci data quality can be as high as
those provided by professionals when appropriate tools and guidelines are provided.

Vahidnia and Vahidi [9] analyzed the spatial data infrastructure (SDI) aspect of geopor-
tals with a focus on public participation, and proposed a model called “Open Community-
Based Crowdsourcing Geoportal for Earth Observation Products” (OCCGEOP) particularly
for Earth Observation (EO) data. The framework considered the well-known spatial data
structures and methodological standards from Open Geospatial Consortium (OGC), quality
control and engagement mechanisms, facilitating the communication between users for
improved interaction and sharing, data search and discovery and relying on open source
technologies. The authors emphasized the importance of ontology to resolve or to reduce
the semantic heterogeneity and to contribute to semantic interoperability; and pointed
out these issues as future work. Integration of existing SNS and overcoming the language
barriers were also mentioned for the same purpose.

Perdana and Ostermann [10] analyzed the background of participatory toponym
handling and addressed several issues on the use of CitSci for leveraging the knowledge
in this field in collaboration with governments. In the study, a generic framework was
proposed for toponym handling and modified for Indonesia by utilizing collaborative
learning among multiple stakeholders. The study emphasized the importance of open
science and showed the applicability of the generic framework locally for concrete cases. An
important outcome of the study was the acceptance of CitSci by national government in the
legal framework. The authors stated that the different user perspectives and backgrounds
as well as the motivations remained among the key issues in participatory approaches.

3. Summary and Future Directions

The scientific contributions and lessons-learned from the articles published in the
Special Issue can be summarized as following;

• The CitSci and VGI are highly valuable for geospatial capacity building and for
facilitating scientific developments.

• Open science and open data are key for multi-stakeholder (e.g., citizens, local and
national governments, multinational organizations) collaboration.

• The citizen scientists have diverse backgrounds, and co-creation activities help to
overcome issues sourced from this diversity.

• Although the data quality remains among major challenges, several approaches
such as statistical, logical, spatial analysis, machine learning (ML), and collaborative
methods can be utilized for this purpose.

• Revealing the spatial, social and temporal patterns in the CitSci collected data also
supports reliable knowledge extraction and increasing the data quality.

• The geospatial application fields of CitSci and VGI are diverse and can benefit from
each other for efficient implementation and analysis of such projects.

• Ontological studies are essential for developing scalable frameworks and increasing
the participation capability, interoperability, and building the necessary capacity at
various levels (e.g., local, regional, national, etc.).

• Platform integration efforts, i.e., between SNS and specifically developed CitSci envi-
ronments, can also improve the success of such studies.

3
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Based on the lessons learned and the recent developments in geospatial technologies,
the concrete proposals and future directions derived from the views of the Guest Editors
can be listed as:

• Considering the advancements in communication infrastructures and increased acces-
sibility to the mobile computing devices such as cellular phones, the amount of data
collected by individuals in the form of digital photos have been boosted, in addition
to digital sound and sensor data such as raw GNSS measurements and accelerometers.
Efficient utilization of these sensors and their data in CitSci projects can be promoted
further.

• Individuals most of the time share the data they collect through various social media
environments such as Facebook, Twitter, Forums, Trip and sightseeing blogs. This
unconsciously shared data may include highly valuable information for managing
emergency situations, better decision making and scientific experimentation. However,
the extraction of such information, especially location of geographic information, from
such a heap requires development of advanced data crawlers that may consume
available metadata, apply artificial intelligence (AI) tools such as natural language
processing (NLP), knowledge engineering, social network analysis, classification and
sorting. This may be considered as the next generation of search engines, which are
intelligent enough to decide whether a piece of information fits a specific purpose.
Even after a successful searching and sorting of such a dataset is achieved, extraction
and transformation of usable information from the dataset requires a definition of
quality metrics and also development of software tools.

• On the other hand, when guided by higher level objectives, volunteered collection of
such information with predefined quality metrics, data model and user interface is
possible. There are various success stories for the VGI such as OpenStreetmap, eBird
and WikiMapia, just to name a few. Although there are important standardization
efforts mostly by Open Geospatial Consortium (OGC) to increase the interoperability
of geographic information, the applications of these standards for VGI collection,
storage, search and retrieval are still important issues.

• In order to cultivate multi-disciplinary research on VGI, tools and techniques are
needed to simplify the merge of observations collected by different volunteer groups.
OGC Semantic Sensor Network Ontology and Sensor Web Enablement related stan-
dards for example may provide the necessary common language for crawling, col-
lecting, storing, searching and integrating sensor data from different studies. In this
context, advanced software tools such as mobile applications that collect location
information, photos and sensor data from cellular phones, gateways for cheap Internet
of Things (IoT) sensors, sensor databases and services for extraction, transformation,
load and analysis of sensor data.

• There is a need to make use of existing repositories of CitSci and VGI projects for
developing AI, ML and deep learning (DL) based innovative solutions for object
identification with faster retrieval on near real time basis. This would enable the
utilization of the voluminous data in a more meaningful and lucid manner.

• Research on re-usable/configurable software development frameworks that rely on
the abovementioned standards may ease the establishment of SDIs for VGI. In addition,
these frameworks may also overcome the common problems associated with data
quality, privacy and abuse and also bi-directional feedback. With such advanced
tooling and contribution from volunteers, we may get closer to better understanding
of our local neighborhood as well as global events.

Author Contributions: Conceptualization, validation, formal analysis, writing—original draft prepa-
ration, writing—review and editing, Sultan Kocaman, Sameer Saran, Murat Durmaz, Senthil Kumar.
All authors have read and agreed to the published version of the manuscript.
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Abstract: There has been increased collaboration between citizens and scientists to achieve common
goals in scientific or geographic data collection, analysis, and reporting. Geospatial technology is
leveraging the power of citizens in such efforts. Governments have been exploring participatory
approaches. This situation should be balanced by sharing knowledge and collaborative learning
between stakeholders involved in the participatory activity. Training and education are enhanced
by providing guidelines, sharing best practices, and developing toolkits. For toponym handling,
a generic framework and capacity building are needed to increase public awareness and enable
citizen toponymists. This paper addresses issues around citizen involvement in increasing toponymic
knowledge through citizen science and geospatial capacity building. First, we examined the current
practice of toponym handling and developed a generic framework. We then used stakeholder feedback
and other resources to modify the framework for Indonesian use. Second, we conducted collaborative
learning to share information and bridge the knowledge gaps among multiple stakeholders. Third,
we applied insights and lessons learned from these activities to develop ideas, suggestions, and action
plans to implement participatory toponym handling in Indonesia.

Keywords: participatory toponyms; knowledge sharing; public participation; citizen science;
geospatial capacity building

1. Introduction and Research Objectives

Since 1959, the United Nations Group of Experts on Geographical Names (UNGEGN) has promoted
the preservation of toponyms and encouraged each country to collect and maintain toponyms [1,2].
UNGEGN provides an umbrella for each country to develop its regulations by developing a legal
framework for toponym collection and maintenance. A national names authority (NNA) or a group
of experts on toponymy (toponymists) have the responsibility to share their knowledge and existing
technical and legal framework with the stakeholders. Stakeholders may include groups of experts on
toponyms from academic and research institutions, the government, non-governmental organizations
(NGOs), and members of the public (individual volunteers or local communities). Toponym collection
has usually been conducted by a government agency, such as a national mapping agency (NMA) as
part of its topographic mapping activity, or any other institution like an NNA or coordinating body on
toponyms [3,4].

Typically, the government agency and toponymists work together to provide standardized
toponyms in the form of a geographical index or dictionary, known as a gazetteer. In many
developing countries, limited resources impede the creation of a comprehensive national gazetteer.
Another source of toponymic crowdsourced geographic information (CGI) are global gazetteers
(e.g., Geonames, the Alexandria Digital Library Gazetteer, the Getty Thesaurus of Geographic Names,

ISPRS Int. J. Geo-Inf. 2019, 8, 500; doi:10.3390/ijgi8110500 www.mdpi.com/journal/ijgi
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and DBPedia Places). Gazetteers must include minimum information (place names, types of features,
and geographical coordinates) to be used or connected by linked data or ontology [5,6], but they have
varying coverage and there is no common classification of features. Moreover, fitness for purpose and
licensing may be issues. For example, Geonames data sources (http://www.geonames.org/datasources/)
for Indonesia are harvested from the Open Data initiative, as provided by national agencies (Open
Data Indonesia, Badan Informasi Geospasial (BIG), the Geospatial Information Agency, and Badan
Pusat Statistik, the Central Agency on Statistics) and local governments (Bandung City and Sulawesi
Tengah Province). In this situation, the government agency and toponymists cannot rely only on global
gazetteers to populate their toponym files to build a national gazetteer. We should therefore consider
using the power of multiple stakeholders working together—especially members of the public, that is,
citizens—to contribute to such efforts.

Technological developments (e.g., Web 2.0, mobile internet access) have increased the involvement
of citizens in various activities. This is often called crowdsourcing [7]. Toponymic geographic
information harvested from CGI or volunteered geographic information (VGI) offers potential
information to investigate place names changes of man-made features [8]. Yet toponymic practices have
included only a few such efforts. These include crowdsourcing and GIS-based methods in Austria [9],
and Kadaster Netherlands using crowdsourcing to get feedback from citizens regarding place names
on topographic maps [3]. In addition, private sector engagement in crowdsourced toponym handling
platforms is increasing. These include Google’s Local Guide program and Facebook’s community
of Place Editors. Non-profit mapping communities (e.g., the Humanitarian OpenStreetMap Team
and local participatory mapping organizations) also collect, maintain, and share their place-based
information, including toponyms [10,11]. A different strategy would be to encourage citizens to become
toponymists, using their attachment to the places and their ability to share knowledge on toponyms.
Involving citizens in research-related activities, known as citizen science [12,13], is an established
practice in many scientific disciplines. In this research, we contribute to the wider citizen science body
of knowledge by investigating methods to foster collaboration among toponym stakeholders and to
enable citizen toponymists through participatory toponym handling (PTH) [14].

The key research questions in this paper are:

• How can we streamline the working processes and link multiple stakeholders through PTH?
• How can PTH combine techniques in a flexible way to speed up data availability, completeness,

and to meet user needs?
• What technical and legal elements of toponyms are needed for the collaboration of multiple

stakeholders in handling toponyms?
• What lessons can be learned from collaborative learning and sharing knowledge

among stakeholders?

Our approach includes collaborative workshops, focus group discussions (FGDs), interviews with
the key actors, and qualitative fieldwork. The key contributions of this paper are:

• A participatory toponym handling framework that can be modified to accommodate
multiple stakeholders.

• A strategy for collaborative learning of participatory toponym handling that involves
multiple stakeholders.

• Outcomes and lessons learned from a case study to improve and adapt the generic framework for
concrete implementation.

Our paper is structured as follows: In Section 2 we outline our research context, which consists of
the framework of PTH and the concepts of collaborative learning and knowledge sharing. In Section 3,
we outline our research workflow, including short explanations of the activities. Section 4 presents
the results, Section 5 contains a discussion, and Section 6 offers conclusions and recommendations for
future research.
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2. Research Context and Related Work

2.1. Participatory Toponym Handling

Conventional toponym handling does not usually include active citizen involvement [1,15].
There have been several attempts to incorporate citizen participation by developing mobile and
web-based applications. For example, a toponym collection “game” was created to clean up the
toponyms database of The Instituto Geográfico Nacional (IGN), or National Geographic Institute [16]
and a “web gazetteer” using the Ordnance Survey dataset was used to build a historical gazetteer
of Great Britain [17]. These two examples illustrate the need for a standardized but adaptable
framework to engage citizen toponymists in different contexts since current approaches vary and relate
to particular contexts.

The uncertainty and ambiguity derived from citizen involvement should be considered prior
to integration with the authoritative data. The ambiguity and uncertainty of toponymic CGI or VGI
are being investigated increasingly [18,19]. These two problems would affect the evaluation process
of toponymic files and gazetteer related to inconsistency and accuracy. The uncertainty of toponym
collected by volunteers may be correlated to the missing or incorrect category tags [20]. While the
ambiguity of place names might increase to a more detailed level, such as at the national, regional and
local level, than across nations [20], it can be related to similarity place names information [21].

Citizen participation depends on the willingness of the government to consider the possible benefits
such as supplementing the government’s limited human resources and increasing the accessibility
and extent of toponym information. To understand citizen participation in toponyms better, we have
developed a framework to guide the handling of toponyms. In this framework, we consider a citizen
science ontology [22] to connect participatory toponym handling as part of geographic citizen science.
Handling toponyms usually consists of toponym collection, maintenance, and publication, as well as
education and training, including how to utilize and enrich toponym databases. In this research, we use
the term “participatory” to refer to a toponym handling processes that involves the collaboration of
multiple stakeholders, including the active involvement of citizen toponymists.

Public participation can gather information and knowledge to enrich authoritative data. It requires
members of the public to contribute or collaborate in specific activities to tackle some public or research
problems. The United States Geological Survey (USGS) has a long history of using crowdsourcing data
collection to support topographic mapping [23]. Also, national agencies develop VGI pilot projects
for topographic data collection, for example, Map Gretel, developed by the National Land Survey
of Finland (NLS) [24]. Indonesia’s NMA, Badan Informasi Geospasial (BIG), developed PetaKita
(https://petakita.big.go.id/, also available in the Google Play store) to support community involvement
in participatory mapping. It was based on a one-map database designed NGOs in 2014, which was
less successful in engaging users due to a lack of contributors. BIG continues to improve the PetaKita
application user interface to make it simpler, more intuitive, and user-friendly. Recent studies and
actual work on geographical data collection indicate that engaging the public remains a challenge.

2.2. Sharing Knowledge of Toponyms Through Collaborative Learning

In this research, collaborative learning is a constructive process in which multiple stakeholders
learn together, are actively involved, and share their understanding of information and knowledge of
toponyms based on their roles and capabilities. These stakeholders typically share knowledge during
geospatial capacity building, using toponymic education and training. For example, an NNA can
conduct toponymic workshops, hold meetings with stakeholders, and publish toponymic guidelines.

Knowledge is classified into two types: Tacit (or implicit) and explicit knowledge. Knowledge
sharing (KS) in an organization or project is an essential process that transfers both tacit and explicit
knowledge through people as social capital [25] and technology to speed up the process [26,27].
Tacit knowledge can be documented and shared by observation, coordination, and communication
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among stakeholders. Explicit knowledge is easy to transfer and share within an organization, such as
experience and expertise [28,29].

Technical tacit knowledge can be transferred and communicated to multiple stakeholders on
toponyms in many ways. For example, to know the process of toponymic investigation, we establish
coordination and communication between multiple stakeholders, including scientists (the experts on
toponyms) and citizens. The citizens can observe, learn, and conduct a systematic investigation of
toponyms from the scientists. Technical stakeholders also include teachers and surveyors who can
show how to create a basic form to collect toponyms using mobile apps.

Meetings were organized with multiple stakeholders on how to reveal the language, history,
and meaning of toponyms. Local people can share explicit knowledge with scientists, and vice versa.
It works if the interests and preferences of stakeholders on toponyms are shared based on their needs.
Local citizens usually know how to pronounce toponyms and are often willing to share their local
knowledge of places in their neighborhood.

3. Methods and Research Workflow

For this project, we used a research workflow to describe the development process of the PTH
framework through collaborative learning (see Figure 1). The focus of this workflow is collaborative
learning, which enables stakeholders to apply and share their knowledge about toponym handling.
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Modified 
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Toponym 
Practices
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Interviews

Citizen Science 
Ontology

Adopted Framework

Provide info

Modified Framework
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Framework)

Figure 1. Research workflow.

We first investigated several relevant resources on toponymic guidelines, citizen science, VGI,
and crowdsourcing. We combined parts of a citizen science ontology developed by a COST Action
(https://cs-eu.net/wgs/wg5) [22] to modify the framework. Then, we improved the framework using
existing knowledge and feedback from multiple stakeholders. Changes requested by stakeholders
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were made in an iterative process. When a new change request was made, the modification was
approved or rejected after several discussions.

We employed gamification to stimulate participation and fuzzy cognitive mapping [30,31] to
bridge the knowledge gaps between stakeholders. These methods were used to boost stakeholder
interactivity in FGDs and workshops. We used two game elements (achievements and rewards) to
encourage citizens to discuss or give feedback on specific issues and to suggest ideas for toponym
handling projects. Each contribution to the discussion of a participatory toponym handling project
earned a point, and badges were awarded. We provided rewards during the workshops and FGDs,
and after the assessment was completed. The rewards included gifts (mugs, key chains, magnets),
toponym books, and certificates. The strategy was to engage different stakeholders, build collaboration,
and gain knowledge. The fuzzy cognitive mapping employed by stakeholders in the FGDs depicts the
relationships between elements of toponym handling.

The scope of the FGDs ranged from technical to legal aspects of volunteer and scientific information
on toponyms. The workshops enabled stakeholders to discuss and implement the modified framework.
The workshops on technical aspects examined the exploration, adoption, and implementation of the
plan for participatory toponym handling. A toponym handling system that used a mobile application
for toponym collection also was discussed and introduced in the workshops. It is called SAKTI
(http://sakti.big.go.id/sakti/webgis/) (Sistem Akusisi Data Toponim Indonesia/Indonesian Toponymic
Data Acquisition System), and it was developed by BIG. The mini-workshops were conducted
to manage and monitor progress and identify levels of engagement. In the workshops on legal
drafting, we discussed and reviewed UNGEGN recommendations, best practices from other countries,
and regulations in Indonesia related to toponyms. Recommended texts on the definition of toponyms
and about technical issues was ere elaborated and promoted to be translated into a legal document.

In addition, we interviewed personnel involved in toponym practice, and we administered
a questionnaire to relevant stakeholders and key actors. In the evaluation step, we identified the
training conducted by the Indonesian NNA in 2018 as the baseline for the learning process and
knowledge sharing mechanism. Then, we compared it with the feedback from the workshops and
recommendations from interviews with participants.

4. Results

4.1. Fuzzy Cognitive Map and a Generic PTH Framework

During the FGDs, a fuzzy cognitive map was generated to illustrate the workflow and problems
in toponym handling. The elements in this mind map and connections between elements were then
incorporated into the PTH framework through discussions on essential toponymic content such as the
meanings and interpretations of place names. To increase citizen involvement, Organization must be
addressed as the focal point for problems in Indonesia’s toponyms practice.

Figure 2 shows a fuzzy cognitive map of (participatory) toponym handling as one of the outcomes of
the discussions about organizational challenges (represented in red lines) and opportunities in toponym
handling (represented in blue line: support and black line: regular relationship). Most participants
strongly recommended the integration of knowledge sharing and participatory approaches. This could
be achieved through policy change and capacity building for multiple stakeholders. Such efforts
increase collaboration between academics, local government, NGOs or the private sector, and members
of the public. Challenges facing current toponymic practices in Indonesia cut across financing, human
resource needs, standardization, and policy.

A framework for PTH was developed through several steps shown in the workflow (Figure 1).
The participatory approach is relatively new in toponym handling. In this case, we start learning
from the existing workflow of VGI and citizen science or crowdsourcing as the lowest level of citizen
science (according to Haklay’s typology of participation [14]. Currently, local governments are
actively involved in toponym handling, and they sometimes involve university students to explore
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participation through crowdsourcing in toponymic surveys [32]. Based on these background situations,
our initial proposal for a generic framework for PTH included three processes: Traditional survey,
citizen participation, and toponymic CGI or VGI.
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and cultural 
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Figure 2. Fuzzy cognitive map of (participatory) toponyms handling in the Indonesian case study (blue
line: support, red line: challenge, black line: regular relationship).

In the initial proposal, we focused on how toponym handling could help provide an enriched
toponymic file and gazetteer. The initial generic framework on handling toponyms using a participatory
approach was introduced and modified after several discussions. During these processes, stakeholders
shared their knowledge and information on handling toponyms. In the modified framework
(see Figure 3), we then changed the focus from data-oriented problems to toponym handling as
a project-based approach. In the modified framework, we define eight classes: Stakeholder, Actor,
Role, Project, Task, Toolkit, Method, and Dataset. The types of toponym handling in a proposed generic
framework are covered in Method. Some categories in that framework were adopted from Citizen
Science Ontology [22], for example, elements in Role class and Project class.
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Figure 3. Modified participatory toponym handling (PTH) framework based on stakeholder feedback
and citizen science ontology.

4.2. Testing Participatory Approach and Exploring Stakeholder Involvement.

There is a traditional concept of mutual assistance in Indonesia, known as gotong-royong [33].
A participatory approach is very similar to it. By testing or adopting the PTH framework,
new information was generated through collaborative learning, which led to the adjustment of
the generic framework into an actual condition in the Indonesian case study. We adapt the PTH
framework in a concrete implementation on a regional case study in Yogyakarta through iteration of
collaborative learning. Collaborative learning in the workshops and FGDs was achieved by citizen
toponymists, researchers, and the government by cooperation in identifying, deciding and developing
the toolkit for toponymic surveys. This includes both the development of mobile and web applications
and the building of supportive project sustainability.

The questionnaires and interviews were conducted during June and July 2019, and we received
feedback from 132 respondents and interviewees (a total of 150 participants in workshops and FGDs).
The questionnaire was categorized into five groups. The first set of questions aimed at defining context
and stakeholder groups. The second set explored the current organizational focus and involvement
on toponyms. The third set examined the participant’s preparation for the workshop and spatial
literacy. The fourth group was intended to evaluate content and facilitation for the workshops. Finally,
the fifth group explored basic knowledge on toponymy, personal appraisal, and viewpoint, including
questions of voluntary participation in toponym handling. Some questions might not apply to all
stakeholder groups.

The citizens who participated in the workshops opted for interviews instead of a questionnaire.
In the interviews, we asked the same questions as in the questionnaires, but we allowed deviations to
remain flexible in collecting information and establishing a connection with citizens. The interviews
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worked on exploring their fundamental knowledge about toponyms, their perspectives on current
toponymic activities, and the prospect of inviting them to join toponyms data collection using the
participatory toponymic approach. During the interview, two examples of questions arose: “In your
words, what are the toponym collection problems we should be trying to solve? What would be your
contribution to a participatory toponym handling project?”

There were four lists of questions on stakeholders’ background, involvement, and willingness to
share knowledge during PTH development and framework testing. Figure 4a shows the percentages
of stakeholders interested in PTH and in participating. Some members of the public (8%) were willing
to play an active role in participatory toponym handling projects. Figure 4b shows stakeholder
participation in current toponyms practice. Most of the participants in the workshops and FGDs
were from local committees at the district/city level and provincial level. However, thirty percent
of respondents were not part of any toponym collection team or committee in Indonesia. Figure 4c
indicates spatial familiarity. More than half of the participants in the workshops were not familiar
with spatial data. This information allowed us to provide a better introduction to toponyms as part of
geographic data collection using mobile and web applications.
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Figure 4. Multiple stakeholders' background and satisfaction on collaborative learning: (a) type of
multiple stakeholders; (b) stakeholders involvement in toponyms; (c) stakeholder familiarity with
spatial databases or GIS software; (d) knowledge sharing satisfaction.
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In general, participants involved in the development and evaluation of the PTH framework were
satisfied with knowledge sharing through collaborative learning activities (see Figure 4d). They realized
and felt their considerations on the importance of place names in their daily lives and how elderly
people gave names that had meanings linked to geographical phenomena. This was shown through
their help collecting the toponyms for their neighborhood. The private sector was represented by a GIS
consultant who works on capacity building of participatory GIS for villages. The workshops offered
opportunities for future projects of collaboration. The private sector and one university in Yogyakarta
are planning to set up a geospatial capacity building workshop to introduce geo-entrepreneurship and
mobile apps for geographic data collection.

Understanding stakeholders and engaging with them can help to develop sustainable projects
and promote organizational interoperability. Organizational interoperability focuses on how different
stakeholders work together to reach common goals. Humanitarian OSM Indonesia shared its experience
in building support for the ecosystem as part of the working environment and got the community to
utilize their skills and knowledge.

4.3. Technical and Legal Elements of PTH for Consideration in Indonesia

It is important to consider the technical and legal aspects of any adaptation of a generic framework
to a concrete case. As the responsible stakeholder on the national level, the recommendations of the
FGDs are that BIG should consider and discuss developing comprehensive policies on how to link and
cooperate on toponymic technical, organizational, and regulatory problems. In addition, BIG should
continue outreach efforts to promote campaigns on toponymy and cooperate with the community
such as Google Local Guide, Facebook Place Editor, OSM community, and local NGOs. Meanwhile,
to motivate contributors, they might provide a certificate as a reward for the contributor’s efforts in
collecting toponyms.

BIG and other stakeholders in workshops on technical and legal issues are working together to
address existing practices with Indonesian toponyms. Legal problems on toponyms in Indonesia began
with the change from the previous organizational setting to BIG’s responsibility as NNA. This resulted
in a dualism of parallel regulations on toponym handling.

The legal aspect guides how to use crowdsourced geographic information (from global gazetteer,
OSM, and many other sources, including local place names information from local participatory
mapping activity) for completing and enriching the national gazetteer. NNAs should consider
synchronization of existing toponyms with other potential sources (toponymic CGI, such as global
gazetteer Geonames and OSM dataset). During the process of drafting legal documents, we realized
that there is a need to evaluate the protocols and existing SOPs established by BIG or other agencies.
Despite this, there is still no SOP or regulation on participatory toponym handling.

To deal with the verification and integration of multiple sources of toponymic files and gazetteers,
we adopted criteria from three sources: the gazetteer quality criteria developed by Hill [34], the A4C4
quality requirements by Swisstopo [35], and the data quality requirements of Indonesian topographic
base maps [36], especially for attribute accuracy for toponyms. Gazetteer quality criteria from
Hill [34] were previously used to compare global gazetteers (Geonames and TGN) with gazetteers
produced by mapping agencies from Ordnance Survey 50K and SwissNames 3D [37]. In addition,
the stakeholders chose two quality criteria (Swisstopo and BIG) because they are fit to assess the
mapping agency’s gazetteer.

Table 1 shows the criteria for verification that stakeholders proposed during discussions in FGD 5
to FGD 7. The criteria and descriptions were modified from [34–36]. These criteria can be used by BIG
to check and assess the toponymic data quality before the integration of crowdsourced toponym files.
Appendix A shows the details in Table A1 complete with measuring units. Each criterion involves
qualitative and quantitative considerations based on discussion sessions on implementing and testing
PTH. These criteria must be reviewed again by multiple stakeholders before carrying out verification
tests. Measurement results will be stored in metadata of toponymic files and gazetteer. Together,
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the toponymic dataset and other relevant information will be used to continue with the next verification
steps with a group of experts on toponyms.

Table 1. Verification criteria for toponymic files and gazetteer.

Criterion Description

Authority Data source, production

Accuracy Number of detectable errors in names, footprints, and feature types

Availability The degree to which the toponymic files and gazetteers are freely
available and not limited by restrictive conditions of use (data access)

Actuality Date of data specific survey; the degree to which the toponymic files
and gazetteer have incorporated changes

Completeness Steered by toponymic surveying rules; the degree to which the scope
of toponymic files and gazetteers are covered completely

Scope /Coverage Small communal database, regional/national coverage, or
worldwide coverage

Consistency Data consistency and coherence

Richness of annotation Amount and detail of descriptive information, beyond the basics of
name, footprint, and feature type

Granularity Whether data includes large, well-known features only or features of
all sizes and those that are less well known

Balance Uniform degree of detail, currency, accuracy, and granularity across
scope of coverage

Source: Modified from [34–36] and measurement unit harvested based on FGDs (FGD 5 to FGD 7).

Another output from the workshops and FGDs on technical and legal aspects (FGD 3 to FGD 7) is
a draft of a new government regulation. It was established through high-level discussions led by BIG
and supported by the Faculty of Law, Universitas Gadjah Mada, Indonesia. The draft proposal for the
new regulation on toponyms includes four recognized approaches to collecting toponyms (Figure 5).

A field survey is the traditional way that national agencies and local committees collect
toponyms. Secondary data compilation is the collection of toponymic information from government or
non-governmental organizations, published or unpublished. This method supports the field surveys
and provides additional details and links to toponyms. There are two novel approaches in the
draft of the new regulation on toponyms in Indonesia: participatory mapping and crowdsourcing.
This regulation defines participatory mapping as activities to collect toponym data by involving
community groups or organizations. In contrast, crowdsourcing is defined as toponym collection that
involves citizens, especially individuals, where data are stored in the organizer’s database. These two
approaches allow a local government to encourage multiple stakeholders to be more active in toponym
handling, specifically enabling citizen toponymists. A simple step to enable citizens to become
toponymists is to ask people to help to preserve toponyms surrounding their neighborhood.
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Figure 5. Proposal of toponym handling in a draft government regulation on toponyms in Indonesia
(modified from BIG, 2019).

5. Discussion

Developing a generic framework and modifying it through collaborative learning must be a
robust process to ensure that the generic framework can be adapted for different settings. Examples
of citizen participation in geographic data collection (sometimes related to toponyms) have often
been studied by researchers outside of the UNGEGN members. This includes toolkit development
(gamified mobile apps for collecting points of interest, landmarks, or toponyms) in relation to specific
themes. Discussion of citizen participation in the official toponymic workflow has been ongoing since a
UNGEGN meeting in 2012. At that time, government officials and researchers (members of UNGEGN)
shared their lessons learned. They tried to enable local governments or other related actors to collect
toponyms voluntarily. This was a definite improvement, but it still lacked active involvement from
citizens as toponymists. Any NNA or other associated organization needs a generic framework of
PTH to be included in its current toponymic workflow.

The initial proposal for a generic framework focused on different approaches to enable citizen
participation in official workflows of toponym collection. Participants in the discussions and
modifications of the generic framework recommended having a participatory toponym handling as
a project. Furthermore, a Citizen Science Ontology (developed by Working Group 5—Improve data
standardization and interoperability of Citizen Science COST Action [22]) provided a foundation to
establish or modify the initial generic framework into a more implementable workflow.

Streamlining the workflow of toponym handling needs common goals and agreements among
stakeholders. Different perspectives, tasks, interests, and purposes also trigger new challenges in
building and harmonizing participatory toponym handling. Several meetings are required to delineate
a common understanding of the different roles played by multiple stakeholders before a mutually
approved outcome can be achieved. This common understanding can help to address certain problems.
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For example, where there are limited human resources for collecting toponyms, lecturers and students
from an academic institution, who volunteer as part of their community service program, can support
the local committee on toponyms in conducting a toponymic field survey. They may provide training
to establish participatory toponym handling or work together with society. This kind of participatory
approach is flexible enough to be implemented in Indonesia as long as it is supported with reliable
information on handling toponyms. A pilot project showed that the participatory dataset could enrich
toponymic information and include areas not covered by toponyms from the government.

Dealing with classical problems of toponym collection by the government (e.g., lack of human
resources and budget limitation), academics and community members proposed a concrete action
plan on how to involve citizens as toponymists—for example, student internships or fieldwork that
connects academic study and community service practice. This concept remains a challenge because
cooperation between academics, local authorities, and people is necessary. Moreover, it depends on
every region’s character and nature to encourage and involve the citizen. The modified framework
can be adopted and modified according to the characteristics of each country or region. In addition,
local conditions also help the implementation of this type of project. It would be useful to understand
local characteristics before implementing this type of toponym handling project and to engage with
multiple stakeholders.

On the other hand, the strategy of collaborative learning and knowledge sharing inspired BIG
to develop their action plans. The involvement of multiple stakeholders on sessions concerning
technical and legal concerns and the implementation of toponyms from multiple perspectives is going
to be adopted in upcoming technical assistance to the local committee. An action plan to enable
public participation in handling toponyms is being discussed by NNA in Indonesia. The adoption of
participatory toponym handling is represented in the new Indonesian draft of a government regulation
on toponyms. Regarding the two citizen-based approaches to collect toponyms, there is a need for
research on the incentives and disincentives for toponym handling, and how organizers can actively
engage citizens. Data collected or contributed by the citizens will be maintained as a citizen layer
to be verified and integrated into official toponymic files and gazetteers. The future work is to
develop toponymic guidelines or procedures by detailing technical steps of the toponymic workflow as
proposed in the draft government regulation. Meanwhile, NNA is continuously working on high-level
discussions with multiple ministries involved in reviewing the draft of toponymic regulation.

One suggestion from stakeholders is that training and education still need to leverage contributors
for handling toponyms, either by the participatory or by the traditional approach. Each stakeholder
recognizes their role in handling toponyms and offers their potential support to conduct or establish
co-created or collaborative toponymic field survey projects. Local people learned directly from a group
of experts on toponyms about toponymic diagnosing and the meaning of place names. The experts also
realized their roles in promoting toponyms to the community by collaborating with local government.
However, the intensity of meetings between multiple stakeholders in workshops or FGDs and the
inclusion of citizen toponymists in toponymic collection projects should be considered to cover working
areas, and the toolkit for toponym collection may help to improve the process of participatory toponyms.
Nevertheless, the participatory approach demonstrated that citizen toponymists can provide toponymic
data with voice recordings, photos, and other relevant information.

6. Conclusions

A long journey of sharing knowledge and collaborative learning on toponyms by multiple
stakeholders provided meaningful feedback to improve and modify the framework. The results
revitalized the relationship between them and should be maintained by the NNA in Indonesia.
The next steps are to implement the framework through toponymic survey projects and promoting the
roles of citizen toponymists in participatory toponym handling. Embedded knowledge on toponyms
maintained in toponymic files and gazetteers and toponymy itself should be part of open science
where a citizen could share and learn about toponyms in their neighborhood and other regions.
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From this research, it can be concluded that establishing participatory toponym handling in
Indonesia requires a collaborative approach and openness from multiple stakeholders. The case
study of the participatory approach in Yogyakarta has shown that the generic framework can be
implemented in concrete situations. The spirit of gotong-royong would be a valuable factor for enabling
Indonesia’s citizen toponymists and for conducting collaborative learning as part of geospatial capacity
building on toponyms. One achievement is that the national government agreed to include citizen
participation (participatory mapping and crowdsourcing) in the new draft of the toponymic legal
framework. Concrete action plans still need to be established and initiated by NNA.

The limitation on funding and human resources becomes the primary concern in several regions
due to the minimum understanding by multiple stakeholders at the regional, provincial, city/district,
and sub-district levels. In this case, Indonesian NNA should provide the national program on toponyms
as an umbrella for local governments and guidance to manage their budgeting and human resource
allocation. Continued communication through toponymic training and education can leverage and
sustain public participation in toponym preservation as part of their daily communication and activities.
Toponymic guidelines should be published or provided through local committees until the lowest
level of administrative areas are publicly available on the website or other platforms.

Different perspectives, backgrounds, characteristics, and motivations of citizens to participate as
toponymists in participatory toponym handling remain one of the issues to be discussed. Knowledge
sharing and collaborative learning through comprehensive information on technical and legal aspects
encourage people to contribute or be involved in toponym collection and preservation. Finally,
the NNA should consider how to handle toponymic files (including crowdsourced and volunteered
geographic information) in their technical workflow and national program. Multiple stakeholders
involved in toponym handling are ready to enable citizen-based approaches and optimize existing
toolkits and methods.
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Appendix A Verification Criteria for Toponymic Files and Gazetteer

Table A1 describes the criteria, descriptions, and measurement units for verifying toponymic files
and gazetteer.
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Table A1. Details of verification criteria for toponymic files and gazetteer.

Criterion Description Measurement Unit

Authority Data source, production Various sources, experts, field survey,
mapping agency, NNA, or other authorities.
Authorization status:
1: verified by authoritative agencies/experts
0: not verified yet

Accuracy Number of detectable errors in names,
footprints, and feature types

Calculated in percentage (%) by comparing
detectable errors toponymic features to total
data collection.

Availability The degree to which the toponymic
files and gazetteers are freely available
and not limited by restrictive
conditions of use (data access)

Information on details of data accessibility
(e.g., types of data license)
Degree of availability:
0: Restricted or limited access
1: Free
2: downloadable
3: Online access

Actuality Date of data specific survey; the
degree to which the toponymic files
and gazetteer have incorporated
changes

Date of survey (data collection timestamp)
and date of changes (last update information)

Completeness Steered by toponymic surveying rules;
the degree to which the scope of
toponymic files and gazetteers are
covered completely

Cannot be calculated (?), calculated based on
administrative area coverage (�) or other
boundaries (such as research boundaries) –
calculated in percentage (%)

Scope /Coverage Small communal database,
regional/national coverage, or
worldwide coverage

Worldwide, national (country name), regional
(province name), local (district, sub-district),
small communal (village or neighborhood),
specific area (study/research area)

Consistency Data consistency and coherence Calculated in percentage (%) by comparing
inconsistent data to total data collection.
1: Consistent - If all the database value is
registered following the structure of the
toponym files and toponymic writing rules.
0: Inconsistent – If there is any information
not following the rules.

Richness of
annotation

Amount and detail of descriptive
information, beyond the basics of
name, footprint, and feature type

Qualitative approach based on toponymic
content richness. Complete information may
include pictures and voice recording (High),
place names and feature types or footprint
information (Medium), limited to place
names information only (Low).

Granularity Whether data includes large,
well-known features only or features
of all sizes and those that are less well
known

1: Very coarse—only specific large toponym
with minimum information distributed
2: Coarse—large features only
3: Medium – well-known features only or
feature of all sizes
4: Fine—covered all types of features and
those that are less well known

Balance Uniform degree of detail, currency,
accuracy, and granularity across scope
of coverage

0: Cannot be calculated (?)
1: Balance in across coverage area (Uniform)

Source: Modified from [34–36] and measurement unit harvested based on FGDs (FGD 5 to FGD 7).
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Abstract: Over the past few decades, geoportals have been considered as the key technological
solutions for easy access to Earth observation (EO) products, and the implementation of spatial
data infrastructure (SDI). However, less attention has been paid to developing an efficient model
for crowdsourcing EO products through geoportals. To this end, a new model called the “Open
Community-Based Crowdsourcing Geoportal for Earth Observation Products” (OCCGEOP) was
proposed in this study. The model was developed based on the concepts of volunteered geographic
information (VGI) and community-based geoportals using the latest open technological solutions.
The key contribution lies in the conceptualization of the frameworks for automated publishing of
standard map services such as the Web Map Service (WMS) and the Web Coverage Service (WCS)
from heterogeneous EO products prepared by volunteers as well as the communication portion
to request voluntary publication of the map services and giving feedback for quality assessment
and assurance. To evaluate the feasibility and performance of the proposed model, a prototype
implementation was carried out by conducting a pilot study in Iran. The results showed that the
OCCGEOP is compatible with the priorities of the new generations of geoportals, having some
unique features and promising performance.

Keywords: community-based geoportal; citizen science; crowdsourced earth observation product;
volunteered geographic information (VGI); remote sensing; spatial data infrastructure (SDI)

1. Introduction

Efficient management, use, and sharing of geographic information is integral to the
achievement of good governance and sustainable development objectives and brings
significant economic, social, and environmental benefits to the countries. Over the past few
decades, the concept of geoportals has emerged as one of the key technological solutions for
improving the efficiency and effectiveness of geospatial activities. The geoportal allows the
data consumers to access, search and discover geospatial data and enables data producers
to publish and share geospatial data. Furthermore, this online infrastructure may provide
other geographic information services such as data visualization, editing, and analysis to
its various stakeholders [1,2]. The geospatial data are distributed and made available by
the different data producers using a variety of technologies and formats. In this term, the
geoportal provides effective solutions to the geospatial data interoperability; it facilitates
the multi-source data integration and enables the stakeholders to access the geospatial
information and maps in the standard formats [3]. The geoportals connect the geospatial
data producers and consumers directly and improve collaboration and cooperation among
the various stakeholders, leverage existing geospatial resources, and ease the finding of
relevant geospatial products; hence, it plays a key role in preventing duplicated efforts,
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inconsistencies, delays, and wasted time and resources [4]. The geoportal is one of the
key components that are needed for establishing spatial data infrastructure (SDI) [5]. It is
considered as the most visible part of SDI and the entry point to it [6,7]. Due to the key
functions and unique characteristics, and high demand for Earth observation (EO) products
(raw and processed imagery), along with the general-purpose geoportals, the specialized
geoportals have been designed and implemented exclusively for EO products [8–10].

Crowdsourcing [11] is an increasingly common means of obtaining of geospatial data
in recent years as it can provide large volumes of low-cost, and up-to-date open geospatial
data over large geographical extents in a short period [12–14]. This concept has been
successfully used over the last 10 years in the new generation of online spatio-temporal
mapping and monitoring projects in the various areas such as land use/land cover map-
ping projects (e.g., OpenStreetMap, Mapillary and Geo-Wiki), biodiversity mapping and
monitoring projects (e.g., iNaturalist and eBird), and damage, hazard mapping and moni-
toring projects (e.g., Humanitarian OpenStreetMap and Did You Feel It?), and pollution
mapping and monitoring projects (e.g., NoiseTube and Safecast) [15–18].

Most of the previous studies that aimed to blend the concept of crowdsourcing with
airborne, and space-borne remote sensing (hereafter remote sensing) have mainly been
focused on (1) providing crowdsourced ground truth samples to be used in training and val-
idation steps of image classification, (2) using the crowdsourcing technique for geotagging
and visual interpretation of remotely-sensed imagery, and (3) exploiting volunteers’ power
for manual modification and enhancement of the formal classification results [12,17,19,20].
A relatively small body of literature (e.g., [21–28]) has discussed the potential, application,
and different dimensions of using the crowdsourcing technique for producing EO products.

By the rise of the citizen science [29] paradigm in the domain of remote sensing, the
rapid increase in the availability of low-cost sensors and remote sensing platforms, and
the growth of open data, free and open-source software solutions, and free and open
training courses in recent years, a considerable volume of crowdsourced EO products
have been produced by volunteers over recent years that have traditionally been produced
by professionals. In this context, the deployment of inexpensive platforms, including
unmanned aerial vehicles (UAV), balloons, and kites equipped with low-cost sensors for
voluntary acquisition of EO data, has been increasingly prevalent [21]. Moreover, following
a growth in the number of do-it-yourself (DIY) small satellite (e.g., DIY picosatellite)
missions [30], the new citizen science applications for these relatively low-cost platforms,
such as voluntary remote sensing, are gradually emerging. Similarly, over the past years,
the light aircrafts equipped with cameras have been used as volunteer pilots for the
voluntary acquisition of EO data [23]. The crowdsourced raw EO products that are collected
through the voluntary remote sensing projects are partially openly shared through the few
existing online platforms designed for hosting openly licensed remotely-sensed imagery
(e.g., OpenAerialMap) [21,31]. Alongside the rise in production of the raw EO products,
the increasing availability of open remotely-sensed data produced by volunteers and as
well as professional EO data producers [32], free and open-source geospatial software, and
free and open geospatial education, and the growth in the number and processing power
of personal computing devices over the past few years have facilitated image processing
tasks for the volunteers and have enabled them to produce various voluntary processed
EO products according to their levels of expertise.

Some previous contributions have studied the different dimensions of the integration
of volunteered geographical information (VGI) [33] or Web 2.0 [34] paradigm in SDI
and geoportals to study the various advantages and features of them (e.g., [7,35–41]).
However, until now, less attention has been paid to the development of geoportal models
for hosting VGI—particularly the crowdsourced EO products. In this context, to the best of
our knowledge, so far, no model has been proposed in the existing literature (especially
those specifically developed for serving EO products) to provide the technological solutions
for (1) supporting volunteer EO product providers to provide map services in accordance
with the SDI interoperability standards, and (2) facilitating the communication between
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geoportal users (and facilitating the ordering of voluntary EO products, and control of
their quality) simultaneously.

In this research, a schema for geoportals named “Open Community-Based Crowd-
sourcing Geoportal for Earth Observation Products” (OCCGEOP) was introduced. Furthermore,
a prototype implementation of the proposed model was developed for crowdsourcing
EO products, and then to test the prototype system, a pilot study was conducted in Iran.
The proposed model was designed in compliance with open-source solutions and Open
Geospatial Consortium (OGC) standard services. In the proposed model for our geoportal,
the crowdsourcing concept plays a major role, meaning that the volunteers may share their
EO products with others via standard structures and formats. The proposed model exploits
the civic participation and integrates social community capabilities and local knowledge
of volunteers into geoportal architecture to facilitate the user-to-user communication and
directs and coordinates the production, sharing, and accessing of voluntary EO data in the
geoportal. In this context, the main contributions of this study are (1) the conceptualization
of an open SDI geoportal for voluntary earth observation products in a community-based
setting, and (2) designing a model for the proposed concept and implementing a prototype
for the developed model for the first time.

The remainder of this paper is organized as follows: Section 2 presents the related
works to this research. Section 3 describes the features and properties of OCCGEOP.
Section 4 proposes the architecture for OCCGEOP and presents the prototype implemen-
tation of OCCGEOP. Section 5 provides some results from the implemented OCCGEOP
prototype system. Section 6 discusses the advantages, features and capabilities of OCC-
GEOP and evaluates the opinions and preferences of OCCGEOP’s expert and practitioner
users about them. Finally, the last section is reserved for the conclusion and provides some
recommendations for future work.

2. Related Works

The first contributions on geoportals and explanations of its principles were carried out
through the development of the United States national spatial data infrastructure (NSDI)
in 1994 [42]. The development of the earliest major geoportal, the NSDI clearinghouse net-
work, was organized by the United States Federal Geographic Data Committee (FGDC) [43].
NSDI clearinghouse network is now a distributed system of Internet-based agency servers
containing field-level metadata of digital spatial data and searchable catalogs as well as
available applications, and services. In 2003, the Geospatial One-Stop (GOS) geoportal
was developed as part of the United States e-Government initiative [1]. GOS aimed to
promote geospatial data collection and maintenance coordination and alignment across
all levels of government [44]. One of the advantages of GOS over the NSDI clearinghouse
network was that a web-based geoportal interface in GOS made it possible for users to be
connected to data providers [45]. The GOS user may communicate with the system via
a simple web browser (thin client) or a geographic information system (GIS) application
(thick client). One of the most efficient examples of geoportals that extended the feature of
sharing geographic information based on region or theme is the Infrastructure for Spatial
Information in the European Community (INSPIRE) geoportal. INSPIRE was developed
in 2007 to facilitate spatial or geographical information accessibility and interoperability
for a wide range of sustainable development purposes in Europe [46]. Currently, many
countries have taken fundamental steps in the development of geoportals at the national
level [2]. Modern web-based geoportals such as NASA’s Earth Observing System Data
and Information System (EOSDIS) include direct access to raw data in different formats
from various resources, such as satellites, aircrafts, field measurements, full metadata, and
visual tools to interact with data on online maps [47]. In addition, the geoportals have been
designed to be used in many other fields and applications such as agriculture, disaster
management and early warning, land and water management, urban planning, air quality,
and energy [2,48–54].
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The main direction of studies on modern geoportals is now to provide effective ways
to handle big data, develop web services shared with different parties, and application
programming interfaces (APIs) for developers and the end-users [55,56]. De Longueville [7]
discussed the possible strategies for the development of the new generation of geoportals
including the facilitation of the user-to-user communication (for sharing of users’ common
interests and needs) and dataset and map sharing based on users requests and establishing
a ranking mechanism to create “the most popular data” listings for geoportals.

The coordinated series of agreements on technology standards, institutional arrange-
ments, and policies within an SDI provide an interactive connection of geospatial data,
metadata, users, and resources, which can appear in a geoportal [57]. In this sense, the
main advantage of this infrastructure is the sharing of spatial data produced by various
public and private organizations in accordance with defined standards [58]. Currently,
OGC and the International Organization for Standardization (ISO) have played a key role
in standardizing web-based geospatial data and services to make them interoperable [59].
OGC provides the best open solutions and standards for achieving the geospatial data
interoperability by providing a comprehensive framework of services and models [60].
Some OGC standard services such as Web Coverage Service (WCS), the Web Map Service
(WMS), the Web Feature Service (WFS), and the Catalog Service for Web (CSW) have been
frequently used in the design of geoportal architectures [61,62]. Service metadata can also
be published based on standards such as ISO19115 and ISO19139 [63].

Among recent studies on geoportals, Granell et al. [64] presented a conceptual archi-
tecture and service-oriented implementation of a regional geoportal. Using their developed
geoportal, they specifically focused on unified monitoring of rice crop at a regional scale.
Iosifescu-Enescu et al. [65] proposed a cloud-based architecture for a Swiss academic
geoportal so-called Geodata Versatile Information Transfer environment (GeoVITe). They
discussed that the cloudification mechanism has a major impact on making the geoportals
scalable on-demand. Furthermore, they discussed that the use of public clouds reduces
the upfront costs of conventional computing infrastructures. Dareshiri et al. [66] have
developed a recommender geoportal to enhance the functionalities of traditional geo-
portals. The proposed framework is able to evaluate the behaviors of users and suggest
geospatial resources to the geoportal users according to their desires and preferences.
Kadochnikov et al. [67] developed a real-time geoportal for air pollution and meteorologi-
cal data monitoring. To create this system, they adopted mechanisms to provide real-time
geospatial data as OGC web map service standards.

3. Features and Properties of OCCGEOP Model

The general workflow of the proposed OCCGEOP model for coordination, sharing,
publishing, standardization, searching and discovery, and accessing of the voluntary
EO products as well as facilitating users’ communication, giving feedback, and rating
published products, and management and maintenance of the proposed system have been
depicted in Figure 1. In the proposed system, the volunteers (whose skills and competence
were approved by the administrators of the system) are able to share their original EO
products on the geoportal. All the users (data consumers) are able to use the system to
search for volunteers as well as to search and discover map services using the generated
data catalogs (published in standard CSW form in the geoportal) for the crowdsourced
map services and access the generated standard crowdsourced map services (published in
standard WMS and WCS forms in the geoportal). If an end-user needs a map service that
has not been shared and published in the system, he/she can send his/her request to the
volunteers for the production and sharing of his/her requested EO product. Furthermore,
a user is able to give feedback on the contributions of volunteers and ratings of their shared
EO products (more details about the workflow of the proposed model and its components
will be provided in the following sections).
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Figure 1. General workflow of the “Open Community-Based Crowdsourcing Geoportal for Earth Observation Products”
(OCCGEOP) geoportal model.

The main features that have been taken into account in our proposal for the OCCGEOP
model could be categorized into seven major areas and research lines (Figure 2). Some of
these features are also available in some of the existing contemporary geoportals and do
not show much difference at least in the concept; however, some features of OCCGEOP
are novel and were designed consistent with the features and goals of new generations
of geoportals. In Sections 3.1–3.7, the main features and properties of OCCGEOP will be
introduced and discussed briefly.

 

Figure 2. The main features of the OCCGEOP geoportal model.
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3.1. Accordance with OGC Standards

OGC standards are developed to render discoverable, accessible, interoperable, and
reusable location information and services. The OCCGEOP, as one of its goals, has consid-
ered in its plan homogenizing the heterogeneous crowdsourced EO products (in formats
and themes) via interoperable and reusable standard OGC map services such as WMS and
WCS as well as being discoverable through standard metadata services. This is consistent
with the priorities of many modern geoportals where they concentrate on interoperability
by implementing standards for the exploration and use of geographic data and services. As
OCCGEOP is developed in accordance with OGC standards, GIS specialists and software
developers can easily use the standard EO data of OCCGEOP with other open, interoper-
able, and reusable geospatial resources and integrate it in other standard interfaces and
web-based GIS platforms.

3.2. Data Quality Control and Volunteer Engagement Mechanisms

The core of the OCCGEOP model is the crowdsourcing concept. Although VGI can
potentially be used in different scientific research and practical projects, concerns over
the quality of the crowdsourced data may remain as a barrier to its adoption by the data
consumer [17,68,69]. Therefore, the assessment and assurance of VGI quality may reduce
the concerns of the consumers of such data. The OCCGEOP users who do not want to share
data in the system do not need to be authenticated. However, to reduce the aforementioned
concerns, only the verified users can serve as the providers of crowdsourced EO products
in OCCGEOP. In this term, upon the initial registration of a user who requested to take
the data provider role in OCCGEOP, the administrators of OCCGEOP conduct a basic
screening of the qualifications and experience of the user based on the information provided
by the user in the online registration form. Then, if the qualifications and experience of the
user meet the minimum requirements defined for data providers, the role of the user is
promoted to the data provider role and a permit is granted to the user to access the tools
for the generation of the new map service. In this basic approach for reducing the chance
of sharing poor quality user-generated content [70] over the geoportal, it is assumed that a
user with higher levels of self-declared skill and expertise in a particular area generally can
produce a higher quality data in that area compared to the users with lower levels of skill
and expertise [68,71]. This basic quality assurance approach has been used successfully in
some other projects that deal with user-contributed information. The ratings and comments
of other users on a crowdsourced geospatial product can serve as a proxy indicator for
the quality of the product [68,72]. In this sense, the OCCGEOP model uses a star ranking
mechanism for ranking a shared EO product in addition to the comments feature that
enables the users to post their comments on a product. The indicators of data producers’
provenance and reputation have been used in previous studies and projects to quantify
the quality of the data [68,73]. The OCCGEOP model also uses a mechanism for ranking a
provider of crowdsourced EO products using average star ratings (the feedbacks given by
other users) and contribution history for his/her previous shared products. The computed
score for a provider of a crowdsourced EO product through this mechanism can serve as
an indicator for the trustworthiness level of the data provider and a proxy indicator for the
quality of his/her shared products over the geoportal—including the products that have
not been rated by other users yet.

Previous studies have emphasized the positive impact of recognition or reward (e.g.,
adding a score, token, or badge to users’ online profiles based on the quality or quantity
of their previous contributions) on sustaining the engagement of the volunteers in the
participatory and citizen science projects [74]. In this context, the estimated score for the
data providers in OCCGEOP can help to retain the engagement of the volunteers in the
geoportal and enhance the popularity of the application of it.
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3.3. Automatic Conversion of User’s Products to Standard Services

Another goal of OCCGEOP is to provide embedded frameworks for automatically
transforming heterogeneous user-generated EO products into standard services such as
WMS and WCS. In most of the existing geoportals, there is no room for volunteers to
present their geospatial products in the form of standard map services. Such activities
are typically carried out by professional service providers and experienced mediators in
geoportals. However, in the OCCGEOP design, the volunteers are able to share standard
map services without engaging in a complicated process of publishing the services. In the
OCCGEOP, the users can upload regular data formats such as GeoTIFFs or Shapefiles and
use the automated mechanisms to transfer them into the standard map services on the GIS
server and share them with other users. Such a functionality can lead to the realization of a
crowdsourced geoportal.

3.4. Communication between Users

The organization of user communities is in line with the vision of the next generation
of geoportals. In OCCGEOP, the users are enabled to request their desired product by
exchanging messages within the system. The volunteer who receives the message can
create the map service based on their expertise and then publish it. In OCCGEOP, a user’s
profile and related descriptions about specialties and capabilities of him/her, as well as
the previously produced map services in the system, can be seen by other users. A user
can interact with other users and their actions through giving feedback (comments) on
the contributions of other users and rating of their products. Using the query features
in OCCGEOP, individuals can also be aware of their community’s geographic area of
interest, subject and type of EO products, and the situation of constantly growing user-
generated content.

3.5. Dynamic Web Page

A dynamic web page can display different content each time it is viewed in response
to different contexts or conditions [75]. Using state-of-the-art technologies, dynamic and
interactive web pages make a request to the server, interpret the data, and refresh the
current screen in such a way that the user never knows that something had ever been sent
to the server. As with many other geoportals, the interactive map component as well as the
communication components for exchanging messages or scoring web services have been
designated in OCCGEOP based on dynamic web page technologies. As the important Web
2.0 technologies, Asynchronous JavaScript and XML (AJAX) programming use JavaScript
and the Document Object Model (DOM) to update selected regions of the page area without
undergoing a full page reload. Using this method in OCCGEOP will result in a faster, more
interactive, and more communicative geoportal.

3.6. Search and Discovery of Data and Volunteers

A common feature in all geoportals, as in OCCGEOP, is the search and discovery of
geospatial information based on metadata such as products’ bounding box, time limits, and
other descriptions such as accuracy, spatial resolution of the products. In the OCCGEOP
model, upon conducting a search and discovery, the service details (e.g., EO product
thumbnail, an overview of the map, download link, and most importantly, the standard
map service parameters) are provided for the user. Using the so-called standard map
service parameters such as hostname, type of service, category name, and service name,
etc., an EO product is easily reusable in another web-based GIS as an online geospatial
layer. It is worth noting that the search and exploration capability in OCCGEOP is not
limited to geospatial data but also applies to volunteers, i.e., finding their profile and
related products.
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3.7. Resting on Open-Source Technologies

Full reliance on open-source modules and components either for dealing with geospa-
tial data or for other parts of the client and server is one of the most important points in
OCCGEOP. This not only minimizes the expenses of the initial implementation of OCC-
GEOP but also makes the modification of the source code and software development easier.
For instance, as will be explained in the next section, OCCGEOP will use GeoServer tech-
nology as a GIS engine in the background to publish standard WMS and WCS. Using such
a strategy, no one has to worry about purchasing multiple licenses for internal components
of OCCGEOP and installing these components several times.

4. Proposed Architecture and Prototype Implementation of OCCGEOP

4.1. Design and Technologies

Figure 3 presents the three-tier system architecture and adopted technologies for
OCCGEOP. The system architecture is designed and implemented based on the state-
of-the-art open-source technologies and components, the main components of which are
discussed in the following. The open-source software technologies include Bootstrap (a free
and open-source CSS framework for responsive web front-end development), JQuery (a
JavaScript library designed to simplify traversal and manipulation of the HTML Document
Object Model (DOM) tree), OpenLayers (a JavaScript open-source library for displaying
map data in web browsers), Django (a Python-based free and open-source web framework
that follows the model–template–views architectural pattern), GeoServer (a Java-written
open-source server enabling users to publish, process and modify geospatial data), and
PostgreSQL (a free and open-source relational database management system).

The presentation tier offers interfaces for the front-end framework from which user
interactions such as communication with others, content generation, retrieving, and visual-
ization of data are handled. Web pages, menus, icons, and widgets were designed using
HTML, CSS, and Bootstrap libraries. To provide dynamic capabilities such as collecting the
comments and scores about published geospatial services, participating in polls, filtering
EO products and volunteers, the various Web 2.0 technologies such as AJAX, JavaScript,
and JQuery as well as interfaces for using and presenting online map services such as
OpenLayers API were used in the presentation tier.

The logic tier contains the server-side web core framework and application server
along with some specific applications, including the request of EO products, the discovery
of data and volunteers, scores and feedback, and adding map service and metadata. This
layer offers a business logic for service and data connectivity and allows communication
between end-users and remote data and services. The core logic tier of the proposed
architecture is based on one of the most efficient web frameworks, Django. Django is a
framework for developing high-level web applications in Python. Therefore, the main
server-side programming language in this architecture is Python. Django follows the
structure of model–view–controller pattern (MVC). In an MVC model, the code for working
with the database (i.e., model) and the controller or business logic, which are the main
modules of the system in Python, and the parts related to the rendering responses to
the user interface (i.e., view) are separated. For example, the visual representation and
template of the system do not contain any information such as the database and data
storage parameters, the layer corresponding to respond to user requests, and the caching
information for later use. Each information is related to a separate section and, if necessary,
each section can exchange information or send a request to other sections. The appearance
(i.e., HTML tags) or site template is stored in separate files. The control section is also
created and stored as Python modules. In this case, the programmer will deal with the
control modules and the designer with the HTML tags. If the purpose is to use a database,
there is no need to write SQL statements, but this can be addressed through the internal
mechanisms of Django with Python statements that enable the retrieval of the data, and
deleting, updating and inserting a new record.
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Figure 3. System architecture of OCCGEOP and the configuration of open-source technologies.

The most important modules as business logic can be divided into main items,
including the admin module for the accessibility of admin pages, models for database
design, filters for creating filters in user queries, forms for developing web forms for cases
such as creating a new map service, URLs to structure links in the application, and views
to process user requests and display responses on the web. In the logic tier, the get and
post requests from clients are responded to via the open-source Apache HTTP server.
In addition, GeoServer, which is an open-source GIS server technology for sharing and
publishing map services and can publish data from any major spatial data source using
OGC standards, was adopted in OCCGEOP. The logic tier enables the users to upload EO
products and automatically transfer them to OGC standards such as WMS and WCS, and
eventually share it with others. The OGC Web Map Tile Service (WMTS) [59] is also pro-
vided because the caching function is already enabled by default in GeoServer. Therefore,
to increase the performance, at the time of displaying maps on OpenLayers, the tile-based
map presentation is called.

Volunteers can log into the system and have access to map service generation tools
after registering in the system and being verified by the admin. Any published EO product
by volunteers can then be discovered and accessed by the search subsystem. To upload the
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EO products by a volunteer, he/she is required to provide additional metadata information
about the product such as additional description, time of acquisition of the base image,
accuracy, sensor type, and geographical bounding rectangle of the product. The system
supports popular geospatial data formats such as GeoTIFF, ArcGrid, and Shapefile for the
input data. The system administrator can grant users access to upload geospatial data as
well as delete or modify metadata. The administrator can also create a new category for
EO products within the system.

The data tier focuses on databases, including user and volunteer data, map services,
registered metadata, categories of EO products, reviews and ratings from users, and
request messages. It supplies the logic layer and specific applications with data as well as
information on data sources. The data tier also stores the source image files of volunteers’
provided EO products. Django’s default database, SQLite, was used in the programming
phase of the data tier for this purpose, which will be replaced with PostgreSQL in the
production phase. The proposed data model is linked to Django modules such as pycsw
and GeoServer, where pycsw is an open-source server-side implementation of the CSW
metadata standard (catalog service) written in Python. By using this technology, spatial
metadata standards such as ISO 19115 and FGDC were provided in the proposed model.

4.2. Database Model

A data model developed for OCCGEOP has been demonstrated in Figure 4. The
classes and details of this data model can be expanded as needed. The main classes in this
data model are category, map service, user, user profile, request, and feedback.

Figure 4. A data model for the implementation of OCCGEOP.

Category class contains the properties of a group of EO products such as a unique
identifier, name, number of views, and description of that category. A category can include
multiple generated map services. A map service stores the various metadata elements in
the database, such as service name, description, the acquisition time of the base image,
bounding rectangle (minimum latitude, maximum latitude, minimum longitude, and
maximum longitude), type of satellite and sensor, and spatial resolution of the layer.
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Metadata can also include other items such as the spatial reference system, the amount
of cloud cover, and the accuracy measures for the data. In addition, information such as
a unique identifier, number of views, average score, service parameters, and thumbnail
picture for the service is provided with the EO product to the end-users. Each map service
is essentially a subset of a category and is generated by one of the system’s volunteer data
providers, and the relations between a map service and a category or map service and a
user have been established with the aid of foreign keys to keep the database integrated.
Basic user information contains a unique identifier, username, password, email address,
phone number, and postal address. As mentioned previously, a data provider is ranked
based on the average scores of his/her published EO products in the OCCGEOP model.
Other details, including user expertise, profile image, and personal website, are listed
in the user profile as assets in a one-to-one relationship with the user class. A user may
send a request to another volunteer regarding the production and sharing of a required
EO product. In this sense, the records about the request’s sender and recipient, as well
as message content and associated time, are created based on the model’s request class.
Finally, the feedback class is in charge of establishing the link between a user and a map
service to record and reflect relevant feedback and comments.

4.3. Use Cases and Activities

A representation of the main types of users and their interaction with the OCCGEOP
and the different use cases in which the users are involved has been illustrated in Figure 5.
The principal types of users in OCCGEOP include registered users, anonymous users, and
administrators.

Figure 5. Important use cases and the interactions within the OCCGEOP.
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All registered users are eligible to request EO services, search map services and other
users, view map service details (e.g., preview the product on the map and view service
metadata), score map service, and download resources or use services. As explained before,
only the registered users whose competence has been approved can publish the EO product
in the system. The anonymous or unregistered users can only search for map services,
view map service details, and download resources or use services. The administrator is
responsible for defining and adding new thematic categories, handling users and verifying
them, controlling the resources, and other usual tasks such as monitoring the server status
or creating the database backup.

Figure 6 presents the major activities in the OCCGEOP and the different decision
paths that occur from a starting point to an ending point. For instance, a registered user
can access one of several activities after logging into the system, namely advanced search,
update profile, and/or search for users. If an eligible registered user aims to add a new map
service, he/she must fill in the metadata elements, upload the EO product, and proceed to
the automatic generation of a WMS or WCS service.

Figure 6. Activity diagram of the main decision paths that various types of users may confront.
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4.4. Implementation of a Prototype

A prototype implementation of OCCGEOP was performed based on the proposed
architecture, the technology, database design, and the required capabilities presented in
the form of an activity diagram in the previous section.

The main components and features of the implemented system are presented in
Figures 7–12. These figures demonstrate how the user interacts with the geoportal. Figure 7
shows the geoportal homepage, which displays the main menus before the user registers
and logs into the system. Therefore, the menus only provide an advanced search for map
services and a few general items. A public poll and a list of the most frequently visited
map services are to the left of this webpage.

Figure 7. The home page of the OCCGEOP geoportal and menus.

Figure 8 illustrates the advanced search function of this system based on user-defined
bounding boxes, as well as some metadata such as map category, service descriptions,
time limits, etc. The search results include a list of names of map services, a snippet of
the descriptions, the thumbnail of crowdsourced EO data products, and a link to details
of the service. It should be noted that in the prototype implementation, the confirmed
registered users voluntarily published their self-produced processed EO products (e.g.,
spectral indices images).

Figure 9 displays the detailed information of a map service. Previewing the remote
sensing product overlaid on the OpenStreetMap base map, service rating (using rating
stars), metadata, name, and profile of the volunteer who has prepared the product, WMS
or WCS service parameters for calling the service, as well as the product download link
in GeoTIFF format, are all among the features that the detail page provides to users, both
members, and nonmembers.

Figure 10 is a screenshot after logging into the system where some new menus are
accessible for the registered volunteer. In this figure, the user is adding a new map service.
As described in the OCCGEOP model overview, after filling out a descriptive form of
metadata elements and uploading the EO product, the user triggers the automated creation
of WMS and WCS standards from data. In this model, automated processes for the
development of standard map services and pre-designed metadata input web forms help
to preserve data homogeneity and interoperability.
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Figure 8. Advanced search for finding an Earth observation (EO) product service based on location boundary on the map
and metadata such as category, title, a term in the description, and time span; the result includes the name of map service, a
snippet of the description, the thumbnail, and a link to details.

 
Figure 9. The details of map service including the preview, star score, metadata, download link, and service parameters.
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Figure 10. A web form for publishing a new EO product service by a volunteer.

Figure 11 shows the searching functionality for finding the members of the portal and
the links to the members’ profile. Within a profile, the area of expertise of the volunteer
and the EO products that the volunteer has published are presented.

Figure 11. Searching for registered users and volunteers and visiting their profile.
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Finally, Figure 12 shows the communication functionality of the OCCGEOP model,
where a user can send request messages to other volunteers (e.g., for requesting EO
products) or receive the request messages from other volunteers in the system.

Figure 12. Sending or receiving request messages to publish an EO product.

The prototype implementation is now running experimentally on a Windows server
temporarily available at http://78.38.208.204:8000. Python 3.4 and Django 1.10 were used
for the development of this system. The Client URL (CURL) technology was used to
convert the data to the standard formats on server-side and disseminate them through the
GeoServer. The CURL commands, which run as a Python library, made it possible to make
this data conversion possible through network protocols. The important note is that it takes
a short time to convert data to standard map services, making it promising for providing
a dynamic web portal. Restricting the data uploading and conversion mechanism in this
way prevented heterogeneity in user-generated content.

5. Results

5.1. An Overview of Crowdsourced EO Products and Automatically Published Services via
Prototype System

The proposed OCCGEOP model was generally developed for serving the crowd-
sourced raw and processed EO products in raster data format. The implemented prototype
of this model was tested by conducting a pilot project for crowdsourcing EO products
in Iran. In this sense, by using the OCCGEOP prototype system, a set of EO products
was obtained through the crowdsourced approach from volunteers across the country.
The crowdsourced data in the prototype system encompass both raw and processed EO
products. The reviewing of the crowdsourced datasets has revealed that all of the shared
raw EO products were acquired by the volunteers by employing the UAV-based optical
sensors. Moreover, the crowdsourced processed EO products were voluntarily produced
based on (1) the images acquired by the volunteers using UAV-based optical sensors and (2)
the open images obtained by satellite-based optical and radar sensors. The crowdsourced
processed EO products in the system were generated by volunteers using the different types
of image processing techniques, including spectral indices calculation, supervised image
classification, differential radar interferometry, and photogrammetry. The crowdsourced
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EO products in the experimental geoportal cover different thematic EO areas, including
the environment, natural hazards, and urban mapping and monitoring as well as base
mapping.

Figure 13 presents examples of the created standard map services using the crowd-
sourced EO products in the implemented prototype system. Figure 13a shows a shared
very high resolution (VHR) image from a private garden in Mashhad, Iran, acquired by
a UAV-based Canon EOS M3 sensor in 2020. Figure 13b presents a VHR digital terrain
model (DTM) image for a rural area near Tangal-e Mazar village, Khorasan Province,
Iran, produced based on the stereo images obtained by a UAV-based 1-inch 20MP CMOS
sensor in 2020. According to the shared metadata for the product, the image was initially
generated by the volunteer for a road construction project, and then he shared it voluntarily
with the system.

Figure 13c,d illustrate a modified normalized difference water index (MNDWI) image
and a temperature condition index (TCI) image for an area located in West Azerbaijan
and West Azerbaijan Provinces, Iran. These EO products were produced using the images
obtained by the Landsat 8 Operational Land Imager (OLI) sensor in 2017. After the sharing
of the MNDWI image (Figure 13c) by the volunteer in the system, a user asked him if he
could produce and provide the TCI image for the same study area. Upon this request, the
volunteer shared a TCI image (Figure 13d) in the system. Figure 13e shows the classified
image of a district in Tabriz, Iran. According to the metadata of the product, the image was
produced by processing the data that were acquired through the Sentinel-2 Multi Spectral
Instrument (MSI) sensor in 2019, using the support vector machine (SVM) classifier. The
shared image contains seven classes (building, road, soil, tree, grass, crop, and water) with
an overall accuracy of 81%. This processed EO product was shared by a volunteer via the
system upon a request by a user of the system. Finally, Figure 13f presents an interferogram
image for land surface displacement in an area in Kermanshah Province, Iran caused due to
the 2017 Iran–Iraq earthquake. The product was generated by the processing of Sentinel-2
synthetic aperture radar (SAR) data (obtained in 2017) based on the differential radar
interferometry technique.

As was mentioned in Section 4.4., the crowdsourced EO products can be downloaded
directly from the implemented geoportal using the provided product’s download link. In
addition, the implemented prototype can visualize the published maps in the web browsers
via WMS standard (Figure 13). Furthermore, for the sake of geospatial data interoperability,
a URL for the WMS layer can be generated in the following general format by appending
the required parameters for the GetMap operation that are provided by the prototype sys-
tem: (http://Hostname:port/geoserver/CategoryName/wms?service=WMS&version=1.
1.0&request=GetMap&layers=CategoryName:ServiceName&OtherParameters). Similarly,
the client has access to the WCS service by appending parameters for the GetCoverage operation
to the service’s URL in the following format: (http://Hostname:port/geoserver/ows?service=
WCS&version=2.0.0&request=GetCoverage&coverageId=CoverageId&OtherParameters). These
capabilities are getting power from open technical solutions (including GeoServer technol-
ogy and OGC data interoperability standards) and enable a user to simply and routinely
import the EO product as a WMS (or a WCS) layer into their desktop GIS or Web GIS
platforms (which support these capabilities) and view it using the provided URL. For
example, Figure 14a demonstrates how a user (data consumer) add the WMS layer of
a crowdsourced Normalized Difference Vegetation Index (NDVI) product (from an area
located in West Azerbaijan and West Azerbaijan Provinces, Iran) that was published in
OCCGEOP prototype to a GIS software (QGIS software). Basically, the metadata of an EO
product are provided within the implemented prototype (Figure 9); however, the adopted
OGC data interoperability standards in the implemented OCCGEOP also enable the user
to access the service-level metadata via a web browser using different methods such as
WMS GetCapabilities or WCS DescribeCoverage. For example, Figure 14b shows the
service-level metadata for the WMS layer of a crowdsourced MNDWI product (for an area
located in West Azerbaijan and West Azerbaijan Provinces, Iran) that was accessed through
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the WMS GetCapabilities method by a user. Similarly, the user also can invoke the WCS
DescribeCoverage operation to request more information about the coverage of service,
including the area occupied by the coverage, spatial reference system, information about
its resolution, and available image bands.

  

(a) (b) 

 
(c) (d) 

  
(e) (f) 

Figure 13. Examples of crowdsourced EO products in the implemented prototype system; (a) unmanned aerial vehicle
(UAV)-based RGB image of a private garden in Mashhad, Iran, (b) UAV-based digital terrain model (DTM) image from a
rural area near Tangal-e Mazar village, Khorasan Province, Iran, (c) modified normalized difference water index (MNDWI)
image for an area located in West Azerbaijan and West Azerbaijan Provinces, Iran, (d) temperature condition index (TCI)
image for an area located in West Azerbaijan and West Azerbaijan Provinces, Iran, (e) classified image of a district in Tabriz,
Iran, (f) interferogram image for land surface displacement in an area in Kermanshah Province, Iran.
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(a) 

 
(b) 

Figure 14. (a) Adding the Web Map Service (WMS) layer of a crowdsourced NDVI product (for an area located in West
Azerbaijan and West Azerbaijan Provinces, Iran) into the QGIS software using the URL provided by the service; (b) accessing
the service-level metadata for the WMS layer of crowdsourced MNDWI product (for an area located in West Azerbaijan and
West Azerbaijan Provinces, Iran) using the WMS GetCapabilities method.

5.2. Performance Analysis and Optimization of the Prototype System

One of the most important analyses in creating prototype systems is performance
testing. This can lead the developer to produce the final product with the desired quality
to serve the end-users. In this sense, the GTmetrix (http://gtmetrix.com), a free tool to
easily test the performance by crawling the web data, was used. This tool could analyze
the performance of the implemented prototype system and recommend solutions for
optimizing the system. Using the provided technical solutions by GTmetrix, we were able
to improve the efficiency and optimize the OCCGEOP prototype system. As can be seen
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in Figure 15, using the GTmetrix tool an analysis was performed through GTmetrix test
server located in London using a Chrome browser on 1 November 2020.

(a) 

(b) 

Figure 15. Analysis of the performance of the prototype system using GTmetrix tool based on (a) page load times and (b)
speed scores.

Based on the results of this analysis, several solutions were adopted to improve the
performance of the prototype system. For instance, using the provided recommendations,
the size of the images was optimized in this study. In this sense, by loading optimum
size images, we were enabled to reduce the load times of pages. Furthermore, a tile-
based representation of map services was adopted as an effective approach. Another
recommendation was to avoid using URL redirects. There are many reasons for redirecting
the browser from one URL to another, such as indicating the new location of a resource
that has moved or monitoring clicks and pages of reference logs. Regardless of the reason
for this issue, redirects trigger an extra HTTP request–response loop and add latency
for round-trip-time. Hence, the number of redirects provided by the web portal was
minimized—particularly for the resources required to start the homepage. The analysis
also recommended deferring the parsing of web scripts. Regularly, the browser must parse
the contents of all JavaScript tags in order to load each web page, which adds additional
time to the page load. Therefore, the initial load time of pages has been decreased by
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minimizing the amount of script required to render the page and preventing the parsing
of the unneeded script until it needs to be performed. Setting a far-future expiration date
for cached resources was another suggestion by GTmetrix. The resource expiration date
specifies how long a file must be kept in the cache so that in future page views, the file
does not have to be downloaded again. Using the far-future expiration strategy helped
us to reduce the returning visitor load times. Finally, the removal of references to non-
existent resources was another issue that was recommended by GTmetrix and consequently
was addressed in this study. By optimization of the OCCGEOP implemented prototype
according to the provided recommendations of GTmetrix tool, the two main indicators
in measuring the system’s performance, so-called YSlow and PageSpeed, were improved
from 74% to 76% and from 61% to 86%, respectively. Furthermore, the pages’ full load times
were decreased on average from 3.7 s to 1.8 s. According to the recommendation of the
GTmetrix tool, it is expected that the system’s performance will be improved even more by
employing other technical methods such as serving static files from a cloud service, avoid
unnecessary cookie traffic, and deploying our content across multiple, geographically
dispersed servers—the solutions that can be adopted in the complete implementation
of OCCGEOP.

6. Discussion

The OCCGEOP integrated the social and participatory characteristics into the conven-
tional attributes of geoportals. The synergy of this integration brings various benefits to an
SDI and its stakeholders; several of them will be highlighted here. First, the proposed sys-
tem builds the capacity for supplying both unused and used user-generated EO products.
In this context, the OCCGEOP facilitates the crowdsourcing and sharing of the unavailable
EO products and helps to integrate and publish the existing fragmented user-generated EO
products on a voluntary basis. Second, the adopted solutions for publishing standard maps
from the heterogeneous voluntarily shared EO products in the proposed system realize the
interoperability of the shared products and their metadata. These consequently facilitate
and accelerate the discoverability, accessibility, and utilizability (use or reuse of shared
data [76] for the purpose defined by data consumers) of the shared data and reduce the
cost and time of the analyses of these products. Third, the adopted community-based data
quality assessment approach (using end-user-contributed scores and feedbacks) alongside
the employed top-down approach for screening of the volunteer data producers may help
to filter out the poor quality products and reduce the skepticisms in using or reusing such
data. Fourth, the existing two-way communication mechanism between data producers
and consumers may help to improve the quality of the products and expand the data cov-
erage over time without a centralized management. Fifth, the crowdsourced EO products
provided through data as a service (DaaS) [77] strategy to the end-users may benefit the
research and applied projects that consume EO data by delivering the EO products on
demand for free regardless of geographic locations and affiliations of data consumers. This
advantage is more significant in developing countries such as Iran, where the lack of open
EO products has always been an important obstacle to the projects. Sixth, the existence
of volunteer data providers allows the system administrators and technical personnel to
focus on geoportal maintenance and supervision tasks instead of data provision, data
manipulation, and publication; thus, this allows for saving time and money. Seventh, the
community-based and participatory nature of the proposed model connects the broader
community with EO and EO products by increasing public participation and improving the
citizens’ engagement in EO, and disseminating open EO products among the public. Last
but not least, similar to the citizen science projects, the OCCGEOP may provide learning
opportunities for the system users, increase social interactions, and raise awareness of both
crowdsourced EO data producers and consumers about the existing various challenges
and opportunities on the Earth system spheres.

A comparative study of the main capabilities of OCCGEOP with the three worldwide
well-known geoportals, including the INSPIRE, the NASA EOSDIS, and the Global Earth
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Observation System of Systems (GEOSS) portal, has been performed in this study. INSPIRE
is based on the infrastructures for spatial information established and operated by the
member states of the European Union. NASA’s EOSDIS has been designed as a vendor to
provide key Earth observation data management capabilities from various sources (e.g.,
satellites, aircraft, field measurements, etc.). The GEOSS portal enables discovery and
access to diverse data from independent Earth observation, information, and processing
systems [78]. Jiang, van Genderen, Mazzetti, Koo and Chen [2] discussed the capabilities
of these geoportals in detail.

Obviously, the functionalities of the implemented prototype and capabilities of OCC-
GEOP in its current experimental form are still far from the strong design and comprehen-
sive capabilities of the well-established aforementioned geoportals. However, it is possible
to compare the essence of OCCGEOP vision and its main capabilities with the vision and
main capabilities of the aforementioned three geoportals, especially from the perspective
of crowdsourcing. Table 1 presents the comparative analysis of OCCGEOP with INSPIRE,
NASA EOSDIS, and the GEOSS Portal according to 15 key items.

Table 1. Comparative analysis of OCCGEOP vision and capabilities with the three target geoportals.

Item INSPIRE Geoportal GEOSS Geoportal EOSDIS Geoportal OCCGEOP Geoportal

Standard Services such as WMS and WCS
√ √ √ √

High Volume Data Coverage
√ √ √ ×

Correspondence with Metadata Standard
√ √ √ √

Distributed Server
√ √ √ ×

Data Preview × √ √ √

Visual Spatial Selection Search
√ √ √ √

Time Filter for Search × √ √ √

Providing Crowdsourced Data × × × √

Downloadable Resource
√ √ √ √

User Identification × √ √ √

Online Private Workplace × √ √ √

Online Translator
√ × × ×

Automatic Conversion of User Data to
Standard Map Services × × × √

Online Solution to Receive Feedbacks
from Users × √ √ √

Interactive User Requests for Publishing
Geospatial Web Services × × × √

In some aspects, such as providing standard map services (e.g., WMS and WCS),
correspondence with metadata standards, visual and spatial selection search, and pro-
viding downloadable resources, OCCGEOP and the target geoportals all follow the same
vision; however, some others are different. The three targeted geoportals adopt a top-
down policy driven method to define processes of data entry, transfer, maintenance, and
delivery. On the contrary, the OCEGEOP benefits from a bottom-up approach; hence,
it is based on the crowdsourced data production paradigm. Although such an interac-
tive communication is primarily designed for the bottom-up processes, it can serve as a
coordinator in top-down processes too. Furthermore, compared with the three targeted
geoportals, the OCCGEOP can provide unique capabilities such as the automatic conver-
sion of crowdsourced geospatial data to standard map services and user-to-user interactive
communication that facilitates the request for the provision of voluntary services. The
OCCGEOP is equipped with functionalities that some of the target geoportals do not
benefit from. Examples are data preview on the map, time filter for search, create and post
metadata, user identification, online private workplace and profile for users, and online
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solution to receive feedback from users. While the three target geoportals have all been
designated to address the big data challenges, OCCGEOP is still weak in this regard and
needs to improve the efficiency of high volume and big data coverage. Nevertheless, this is
more about using powerful hardware and distributed servers than about the portal’s logical
architecture. The three targeted geoportals have the capacity to access distributed servers
at a large scale. Eventually, based on this comparative analysis and the 15 items evaluated,
OCCGEOP has an acceptable and promising performance. As the present implementation
of OCCGEOP is merely a prototype, to make the system more practical, the identified
shortcomings can be improved on in future studies.

For further evaluation of the adopted approaches in the system and the capabilities of
the proposed model, 40 volunteer experts and practitioners in the area of geoinformatics
were asked to use the experimental implementation of the OCCGEOP and assess it by
participating in a designated survey conducted in this study.

The participants of the survey were asked three fundamental questions about the
visions behind the OCCGEOP (Table 2). The majority of the survey participants (1) agreed
on the necessity of designing a new generation of geoportals for crowdsourced EO products,
(2) expressed that a geoportal for crowdsourced EO products can supply some of their
needs that cannot be addressed in other geoportals, and (3) believed that the visions behind
the OCCGEOP will be pervasive in the new generation of geoportals in future.

Table 2. Feedbacks of survey participants on the OCCGEOP vision.

Questions Answers

Do you agree with the necessity for designing
community-based geoportals for crowdsourced EO products?

Do you currently need the Earth observation products that
cannot be obtained from the authoritative geoportals?

Do you agree with the ideas used in OCCGEOP being pervasive
in the new generation of geoportals?

Table 3 shows survey participants’ feedback on five main features of the implemented
prototype of OCCGEOP. These five main features that were evaluated by the survey
participants include the spatial selection and searching of data, user-friendliness clarity of
menus, uploading data and automatic standard map service generation, searching users
and sending request message, and providing service detail and map preview.

The survey participants evaluated these features qualitatively by rating them using
one of four categories: very strong, strong, moderate, and weak. According to the results,
on average, 86% of survey participants were satisfied or very satisfied with each of the
features and capabilities of the prototype system. These promising results of the survey on
the adopted features in the prototype implementation of OCCGEOP showed that the imple-
mentation of the robust Django framework and Web 2.0 technologies in OCCGEOP could
successfully create user-to-user communication, dynamic, and interactive environments
in the geoportal. Generally, VGI is considered as data that are multi-source, unstructured,
heterogeneous, uncertain, improperly documented, and loosely coupled with metadata;
therefore, interoperability and standardization of VGI have always been considered as
challenging issues in the integration of such data in the authoritative data sources and
GISs [79–81]. In this term, integration of VGI, which is generated in a bottom-up process
with the conventional geoportals and SDIs that are designed with the top-down models
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for the handling of authoritative data, is inherently a challenging issue [79]. However, in
this study, the implemented prototype could generally address the aforementioned issues
by creating simple web forms, automating conversion and standardization processes, and
simple data quality control processes. The OCCGEOP can connect the professionals with
amateurs tightly and interactively, direct, facilitate and accelerate the production and
sharing of crowdsourced EO products. Moreover, the standard map services in OCCGEOP
created through the bottom-up process could be integrated, at least structurally, with other
standard maps created by the top-down strategies as well as standard platforms to create
robust offline or online and distributed GIS.

Table 3. Feedback of survey participants on the main capabilities of the implemented prototype of OCCGEOP.

Criteria Scores

Spatial Selection and Searching Data

User Friendliness and Clarity of Menus

Data Uploading and Generation of Automatic Standard Map
Service

Searching Users and Sending Request Message

Providing Service Details and Map Preview

7. Conclusions and Future Works

In the new generations of geoportals, taking the advantages of the VGI and devel-
oping a community-based environment for facilitating user-to-user communication are
considered as two main priorities. In this context, this research introduced a new model
for geoportals named “Open Community-Based Crowdsourcing Geoportal for Earth Ob-
servation Products” (OCCGEOP) based on the concepts of VGI and community-based
geoportals and conducted a prototype implementation for the proposed model for envi-
ronmental and climate change-related crowdsourced EO products. The proposed model
enables user-to-user communication in the geoportal, eases the coordination of the produc-
tion of crowdsourced EO data, as well as facilitating the administration, standardization
and quality assurance, discovery, publishing, accessing, and sharing of the voluntary EO
products. The heterogeneity of VGI is one of the main challenges in the integration of
VGI in the geoportals. The automated mechanisms for transforming the heterogeneous
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data structure of crowdsourced EO products in OCCGEOP allow all voluntary maps to
be generated in accordance with SDI standards. The conducted comparison of the dif-
ferent features and capabilities of the proposed model with the features and capabilities
of three existing well-established geoportals in this study revealed that (1) the proposed
OCCGEOP model is compatible with the priorities of the new generations of geoportals
and (2) the proposed model has some unique features and capabilities for integration of the
crowdsourcing paradigm into the geoportal that the other studied geoportals are missing.
Furthermore, our survey about the system users’ beliefs and preferences showed that the
majority of the participants agreed with visions of the proposed model and on average,
86% of the participants in the survey are satisfied or very satisfied with each of the features
and capabilities of the implemented prototype for the proposed model. The promising
performance of the implemented prototype of OCCGEOP made it possible to consider the
full implementation of OCCGEOP as a workaround geoportal that enables the handling of
increasingly growing crowdsourced EO products.

Given that the selected names or descriptions in the voluntary map services can be
expressed in different ways, one of the future directions of this research is to use ontology
to resolve or reduce the semantic heterogeneity and contribute to semantic interoperability
in OCCGEOP. The OCCGEOP model considered the approaches for assurance of crowd-
sourced EO data quality. However, in future works, the feasibility of using more robust
approaches for the assessment of the credibility and trustworthiness of crowdsourced EO
products in OCCGEOP should be investigated. The sharing of events related to crowd-
sourced data generated within OCCGEOP on social networks is another functionality that
can be developed in future studies. In this sense, when a map service is produced in OCC-
GEOP, a user would be able to share it as an event (including a photo of the map, a general
description, and the time of production with a link to the geoportal service details page)
on social networks. The idea of sharing EO production events can contribute to the more
direct and rapid diffusion of EO-derived information among the general public as well as
attracting more viewers and volunteer contributors to the geoportal. In the current research,
a survey on the beliefs and preferences of a group of Iranian geoinformatics experts and
practitioners was conducted for assessing the quality of the design of the system. In the
future, further study will be needed to obtain the opinions of a larger and more diverse
group of the local audience, including the users with less experience in geoinformatics.
Furthermore, in this study, the prototype of OCCGEOP was implemented in the Persian
language to be used in Iran. Therefore, another future direction of this research is to imple-
ment the English version of the system to be used by international users. This will make
the audience of the developed geoportal more diverse and enable us to conduct a more
comprehensive survey on the beliefs and preferences of OCCGEOP users for enhancing the
design of the system accordingly. As the OCCGEOP model was developed in accordance
with interoperability standards, the various dimensions of integration of the OCCGEOP
as a node into a national SDI (NSDI) (e.g., Iranian NSDI) are interesting research lines for
future works. Conducting a further investigation on adopting the distributed servers to
handle high volume and big crowdsourced EO data at a large-scale is necessary and is a
high priority for the development of OCCGEOP. Another direction is to use the OGC APIs
in developing OCCGEOP. In this sense, by using the resource-centric API solution pre-
sented by OGC APIs, reaching more modern, effective, and rapid web development would
be possible. While OGC services usually use the Representational State Transfer (REST)
protocol for communication, using OGC API in developing OCCGEOP can enable us to
use any style of communication and improve interoperability in the (Information Technol-
ogy) IT industry. Similar to the major existing SDI geoportals developed for EO products,
OCCGEOP mainly focused on publishing, finding, and accessing EO products. However,
future research could examine the feasibility of integrating geoprocessing services in a
standardized way through OGC’s Web Processing Service (WPS) as a marginal service
for the system. In OCCGEOP, data are provided and evaluated by users for the users.
Therefore, the ultimate success of OCCGEOP is tied to the participation and engagement of
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the citizens in the system. In this sense, alongside the technical and technological aspects
of OCCGEOP, future research should be conducted to determine the effective approaches
for attracting citizens and sustaining their engagement in the system.
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Abstract: Social media (SM) can be an invaluable resource in terms of understanding and managing
the effects of catastrophic disasters. In order to use SM platforms for public participatory (PP)
mapping of emergency management activities, a bias investigation should be undertaken with regard
to the data related to the study area (urban, regional or national, etc.) to determine the spatial data
dynamics. Thus, such determinations can be made on how SM can be used and interpreted in terms
of PP. In this study, the city of Istanbul was chosen for social media data research area, as it is one
of the most crowded cities in the world and expecting a major earthquake. The methodology for
the data investigation is: 1. Obtain data and engage sampling, 2. Identify the representation and
temporal biases in the data and normalize it in response to representation bias, 3. Identify general
anomalies and spatial anomalies, 4. Manipulate the trend of the dataset with the discretization of
anomalies and 5. Examine the spatiotemporal bias. Using this bias investigation methodology, citizen
footprint dynamics in the city were determined and reference maps (most likely regional anomaly
maps, representation maps, time-space bias maps, etc.) were produced. The outcomes of the study
can be summarized in four steps. First, highly active users generate the majority of the data and
removing this data as a general approach within a pseudo-cleaning process means concealing a large
amount of data. Second, data normalization in terms of activity levels, changes the anomaly outcome
resulting from diverse representation levels of users. Third, spatiotemporally normalized data present
strong spatial anomaly tendency in some parts of the central area. Fourth, trend data is dense in the
central area and the spatiotemporal bias assessments show the data density varies in terms of the
time of day, day of week and season of the year. The methodology proposed in this study can be used
to extract the unbiased daily routines of the social media data of the regions for the normal days and
this can be referred for the emergency or unexpected event cases to detect the change or impacts.

Keywords: volunteered geographic information; social media; public participation; spatiotemporal
bias

1. Introduction

Over the past two decades, public participatory (PP) mapping has evolved rapidly from paper to
digital mapping [1–3]. Social media (SM) platforms that provide huge volume of crowdsourced data
to digital mapping are not regarded as an appropriate participatory mapping resource, even though
SM can be used as a pioneering platform that increases individual participation rates for PP mapping
with its features of large data production capacity and uninterrupted data collection platforms. Global
Navigation Satellite Systems’ (GNSS) antennas in smart devices and public use of these devices, enable
and foster location-based crowdsourced applications. The data is generated by the users of these
applications and is referred to as Volunteered Geographic Information (VGI) [4,5]. The users can be
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thought of as unconscious volunteers for social media (SM) VGI, as deliberate volunteers for peer
production VGI and as public participators for in citizen science based VGI [6–8]. The way of producing
these forms of VGI is referred to as neo-geography in that it adopts neo-geographers (i.e., volunteers)
who contributes to mapping activity without being expert [9]. This inexperience with regards to data
production is questioned in the context of data quality [10–12], demographic bias (such as, gender,
socioeconomic and educational aspects) [13,14] sampling bias (referring to volunteer sampling) and its
impact on the generated data [15,16].

In their very first form, citizen science projects in the very first forms were carried out with the
use of paper maps [1]. However, with the technological developments in computer and web sciences,
nowadays they are mostly carried out with the help of a range of online platforms [17–19] designed
for collecting data for citizen science purposes. These platforms are designed to collect data within
a limited time period for specified purposes. On the other hand, there are also dedicated webpages
deployed for local citizen science projects such as DYFI (Did You Feel It) [20]. DYFI served by the
USGS, collects data from volunteers with regards to how intense they feel an earthquake, in order
to show the extent of damage and shaking intensities on a map. Although the project is designed
and structured to collect and process data, the count in terms of volunteers’ response responses to
individual earthquakes (the participation rate) to each earthquake is pretty low [21]. Although the
project has been replicated for different countries such as New Zealand, Italy and Turkey [20,22] there
is still not any organized approach by the relevant authorities [23].

SM platforms, although not seen as the proper way to organize citizen-based projects, still have a
high and continuous data serving capacity around the world involving 3 billion of users [24]. In fact,
SM with its wide, continuous, active data collection and serving capacity can be used as a pioneering
platform for carrying out citizen-based projects especially for monitoring out of the ordinary events
such as multi-emergency circumstances in big cities. However, bias in SM data can be seen an obstacle
with regard to such projects. In order to use SM data as a citizen-based monitoring system, the data
georeferenced in a particular area (such as a city, region or country) should be pre-assessed. In this way,
ways in which to use and interpret the SM data as a tool with regard to city monitoring can be inferred.

1.1. SMD Studies on Emergency Mapping

SMD has already in use for disaster management for more than a decade. Houston, et al. [25]
present a comprehensive literature on the functionality of SM in terms of the disaster management
phases. The very first example of event detection with SMD was conducted by Sakaki, et al. [26]. Social
media was also considered for disaster relief efforts by Gao, et al. [27] and Muralidharan, et al. [28], for
crisis communication by Acar and Muraki [29] and McClendon and Robinson [30] and for evacuation
ontology by Ishino, et al. [31] and Iwanaga, et al. [32].

Most of the former and latter studies have focused text-based filtering at first for detecting an
event [33–36]. The filtering techniques were mostly used for a limited number of keywords related to
a disaster domain (such as; hurricane, flood and storm for meteorological disasters) [36]. In respect
to that, this kind of studies has selection bias due to determined keywords [37]. This might not be a
problem for coarse-grained spatial analyses due to an abundance of data however; this may lead cause
detection problems for the local events. Yet the studies are mostly basing on an event type instead of
being a comprehensive monitoring system to detect any disastrous event anomalies. In addition to
that, the spatial grain of the detection analyses are mostly coarse as county or city level [35,36], even
the studies are focusing the spatial consideration at first [37].

Historical data exploration plays an important role in comprehensively monitoring unusual events
in a fine-grain spatial level within a city [37,38]. That is why SMD should be assessed in terms of
anomalies, trends and bias. In this way, citizen footprints on social media can be interpreted in several
ways as base maps for further local event detection investigations. The most operational use of the
proposed method can be on emergency mapping because of rapid succession and the ability to compare
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the difference with the daily life trends. Since, phases of emergency management requires rapid
real-time data on the region of interest to compare the ongoing situation with the preparedness plans.

1.2. Aim and Region of the Study

In this study, the aim is to propose a methodology for bias investigation in order to reveal citizens’
footprints in a city and to produce reference maps (most likely regional anomaly maps, representation
maps, spatiotemporal bias maps, etc.). The city of Istanbul was chosen as the case study area as it
is one of the biggest cities in the world with 18 million inhabitants and one which expects a major
earthquake that could possibly have a catastrophic impact on the city [39,40]. Twitter platform is used
as the data source, since it is one of the most commonly-used social media network for spreading the
information all over the world [24,41]. Such data is referred to as Social Media Data (SMD) in this
paper. With regard to the investigation of the SMD, the methodology includes the following steps:
data acquisition and data tidying, determination of the representation and temporal bias in the data,
data normalization for removing user representation bias, detection of anomalies in non-spatial and
spatial data, the discretization of anomalies and the production of a trend map and the investigation of
spatiotemporal bias. The data investigation outcomes in this study are discussed from the perspective
of citizen-based event mapping with the use of SM data. In this way, the assessment techniques with
regard to SM data is presented in this study for the benefit of the citizen-based geospatial mapping
capacity building.

1.3. Bias in SM-VGI

Nearly half of the world population are unrepresented in SM due to internet censorship or
access unavailability [42]. Consequently, this study of bias in social media data (SMD) starts with a
consideration of the inadequacy of the technological and political infrastructure. Moreover, the usage
rate of smart devices and computers affects the representation rate of societies and individuals. In
addition to the representation of societies may not be equal which is mostly explained in terms of
demographic (age, education, social status) differences. For several reasons, some parts of a society
might be over-represented while other parts may be under or not represented at all [15,43]. However,
determining demographic bias is mostly not possible due to the lack of availability of volunteers’
personal data in VGI [16,44]. Additionally, volunteers of the platform might not even be a person, in
that they can be a bot, a staff team member (who embodies and promotes a company) and/or a troll (a
fake account).

Basiri, et al. [44] suggest that there are more than 300 types of bias and that crowdsourced data
might tend to have some of those. Since volunteers are contributing directly without being asked to
participate, SMD do not include “selection bias.” However, the volunteers diversely show “representation
bias” due to their immense activity rate. Also, population density possibly creates “systematic bias”
over space. Due to the reputation of places, volunteers tend to share popular locations more, to
flaunt and to be visible at the same page with others. This is referred to as “Bandwagon bias” and as
which affects the spatial distribution of VGI. “Status-quo bias” is also a reflection of the demographic
background of volunteers over space and is seen as specific types sharing a point of interest [44].
While Bandwagon and Status-quo biases plead to spatial bias, the temporal dimension creates varying
patterns with regard to changing activities or participation rate s corresponding to the time of day,
day of the week and season of the year. This changing trend is referred to as “spatiotemporal bias” and
entails misinterpretation in the case of a comparison of improper temporal slices.

There have been number of attempts to identify spatial patterns, trends and biases with regard to
the SMD. Li, et al. [45] conducted a research on Twitter and Flickr data at the county level in order
to understand users’ behavior as a result of demographic characteristics. The study also offers some
exploratory graphs about the number of tweets over time and presents tweet density maps that are
normalized by the population density at the county level. Another study is about understanding the
demographic characteristics of users who enable location services on Twitter [41]. The study offers
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strong evidence based on demographic effects on the tendency of enabling geo-services and geotagging.
Lansley and Longley [46] searched for the dynamics of the city of London using topic modelling
and quantified the correspondence of topics with the users’ characteristics and location. Arthur and
Williams [47] conducted a research to identify regional identity and inter-communication between
cities. The researchers found that regional identity that is quantified by text similarity and sentiment
analysis of posted tweets in terms of several UK cities. Malik, et al. [48] conducted research to find the
relationship between the census population and the number of geotagged tweets using statistical tests.
They found that there were no impacts of population on tweets density. However, they did identify
several other impacts such as the income level of the population, being in a city center and the age of
the population. Another study with regard to the user bias in terms of the tweeting frequency of users,
proposed the removal of the top 5% of active users from the data to avoid such biases [49].

In this respect, the studies carried out mostly focused on the demographic background of the
users, the relationship between population and tweets density, representation bias or topic variances
over coarse-grained space. However, those were not searching for a year based fine spatial data pattern
and for biases that can allow the monitoring a city with a better interpretation of spatiotemporal data.
However, this study is designed to present spatiotemporal variances with regard to representation
diversity and anomalies and trends in the data, without blocking or removing any users’ data that is a
commonly adopted way of previous studies for data cleansing.

2. Materials and Methods

The methodology of this study is presented in five subsections and the conceptual flow of
methodology can be followed from Figure 1. In the first Section 2.1, details of data acquisition
techniques and data tidying steps are explained. In the second Section 2.2, the data investigation
methodology in terms of users’ activity levels and temporal levels are introduced. In addition, the
application of user-weighted normalization techniques is introduced to investigate the impact of users’
activity levels on the temporal data variation. In the third Section 2.3, details of the investigation of
data anomalies are presented in two stages anomaly detection over non-spatial data and anomaly
detection over spatially-indexed data. In the fourth Section 2.4, the methodology involved in obtaining
regular data is explained in order to produce spatially-indexed overall trend data and a map. In the
fifth Section 2.5, bias assessment details are incorporated into the methodology flow. Bias investigation
in terms of temporal levels is explained step-by-step in this last part.

Figure 1. Conceptual Data Investigation Flow in the Subsections.

2.1. Data Acquisition and Data Tidying

The data flow of this part is composed of the following steps—data downloading, storing,
sampling and tidying (Figure 2). Geo Tweets Downloader (GTD) [50] is chosen as the downloading
software, since this study aims to monitor tweeting pattern within a spatial bounding box. GTD
is a software that uses Twitter APIs to download georeferenced tweets and ingests this data into
PostgreSQL in real time. GTD has acquired data during the year 2018 within the bounding box of
Istanbul City. There were several interruptions such as electricity and internet cuts in the downloading
server during this data acquisition process that lasted for one full year. Therefore, the acquired data
has been sampled into weeks. Data continuity from Monday to Sunday inclusive was determined as
the only sampling rule and starting from the first week of each month, each hour was checked as to
whether or not there was a missing data. Based on this, the data was composed of 12 complete selected
weeks belonging to each month of the 2018 year.
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Figure 2. Data downloading and tidying flow.

Data was tidied with the addition of three temporal level columns for further investigation in the
following sections. The first level (timeLevel1) shows four different time intervals of the day; night
(00:00–06:00), before midday (6:00–12:00), after midday (12:00–18:00) and evening (18:00–00:00). The
second level (timeLevel2) shows the day of the week from Monday to Sunday inclusive. The third
level (timeLevel3) shows the month of the year from January to December inclusive. In the database
time level values are represented by an integer value. On this basis, timeLevels 1, 2 and 3 have 4, 7
and 12 integer values, respectively. In addition to these time level columns, a time vector column was
calculated with the formula given in Figure 2. According to this calculation, the timeVector has values
from 1 (night, Monday, January) to 336 (evening, Sunday, December).

2.2. Data Overview

Data investigation was composed of a user representation level search, the tweet count variation
in terms of time level and a normalized tweet count in terms of time level. The investigation started
with data generators representation levels that may cause noisy weights over data. The activity level
of each user was determined by using one of the most common k-means clustering technique on the
overall users’ activities. In terms of the activity level decision, 1. data was grouped by username, 2. a
tweet count for each user was calculated, 3. the min, mean, standard deviation values of tweet counts
were calculated (Figure 3). The histogram of the tweet count was not well represented since it was
highly right skewed. However, a summary of tweet count is as follows:

Min. 1st Qu. Median Mean 3rd Qu. Max. Std.
1.00 1.00 4.00 53.91 17.00 4378.00 185.474

4. As the tweet number 1 is associated with many users in the overall dataset, it has been separated
as the first cluster. Since the data is not normally distributed, the k-means clustering is applied on
the remained dataset by separating it into 3 clusters. In the k-means clustering implementation, we
followed the traditional approach as listed below.

1. 4 is chosen to be clusters number
2. Place the centroids c1, c2, c3 and c4 randomly
3. Repeat steps 4 and 5 until convergence or until the end of a fixed number of iterations
4. For each user’s tweet number—find the nearest centroid (c1, c2, c3 and c4)—assign the user to

that cluster
5. For each cluster j = 1..4 - new centroid =mean of all points assigned to that cluster
6. End

57



ISPRS Int. J. Geo-Inf. 2020, 9, 222

 
Figure 3. Data investigation methodology flow.

Each cluster representation can be seen in Table 1.

Table 1. User representation level clusters detail.

Cluster Min Max Average Std. Dev.

c1 1 1 1 0
c2 2 261 26.68 41.18
c3 262 944 497.95 185.44
c4 947 4378 1393.81 397

According to this, the min value 1 was specified as the single representation class of the activity
level, the max value of cluster 2 (261) is bounding the upper part of the second activity class, the max
value of cluster 3 (944) is bounding the upper part of the third activity class and lastly, the max the max
value of cluster 4 (4378) is bounding the upper part of the fourth activity class. With the addition of the
user activity levels to datasets as shown in Figure 3, the number of users and tweets in terms of activity
level were investigated in terms of the plots in the “Results” section.

The number of tweets in terms of time levels was also investigated in terms of the circular bar plots
in the “Results” section, to make general inferences with regard to any temporal bias. The variation in
the number of tweets was firstly plotted over the raw data count without any weighting. In addition,
the number of tweets is normalized with the technique described below. The normalized number of
tweets in terms of time level is investigated in order to discuss the impacts of the representation level
to temporal data variations.

Due to the nature of the SMD data, there is a noticeable variance in the number of tweets and
user behaviors which lead to some data being “outlier,” a term which is used to describe any unusual
behaviors. However, it is often not possible to determine whether those outlier data are invalid or
whether the data represent valid information for the overall dataset or task to achieve. Therefore, in
this paper, those outlie tweet numbers/users’ behaviors, which deviate noticeably from the overall
data, are purposely not removed but rather all the users are assigned weights based on their activity
levels. Through the use of these assigned weights, each user is represented at various levels in the used
data latter. Thus, we followed two-step normalization procedures (entitled inter-normalization and
intra-normalization) to capture and handle each particular user’s behavior and the tweet information
that exists.
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In terms of intra-normalization, each users’ weight is determined based on their tweeting numbers
in comparison with the overall tweet dataset. In this paper, we follow the analogy that if user A
tends to send large numbers of tweets (e.g., ~100) on a normal day, this number of tweets will
increase–accordingly in the event of a disaster occurrence. On the other hand, user B, who tends to
send a smaller number of tweets (e.g., 1 or 0) on a normal day, will increase the number of tweets in
parallel with this normal daily tweet number. Therefore, user A is assigned with a smaller weight
than is user B for each tweet. This approach can allow us to cope with any discrepancy in tweeting
behavior between the users. The weight determination of each user is carried out on their overall
tweet numbers in the overall dataset and each user’s tweet number is divided by the maximum (cmax)
number of tweets.

The user weighting is implemented as follows:

wi =
(
1− ui

cmax

)
, (1)

where wi is the determined weight of the i’th user, ui is the total tweet numbers and cmax is the maximum
number of tweets which were sent respectively.

After each user’s weight is determined, the overall tweet number (ni) of each user in the general
pool is calculated by simply multiplying the user weight with the users’ overall tweet number.
Consequently, the inter-normalization is completed by allowing each user tweet’s number to contribute
in a ‘compromising manner’ to the general pool. In addition, by following this procedure, each user’s
contribution is utilized without being ignored or removed from the dataset. After gathering the
weighted tweet numbers (ni) from each user, in the intra-normalization, time-based tweet numbers are
summed, and the commonly-used cube root transformation is implemented for each time-based tweet
number (2) and the min-max normalization is applied on this gathered (ct) tweet numbers dataset

ct =
3

√∑N

i=1
nt

i , (2)

where ct is the transformed tweet number on a time t. N is the weighted user numbers which are
tweeted at time t and ni is the weighted tweet numbers from the intra-normalization. Consequently,
that applying intra and inter-normalization procedures enable the representation of each user and each
tweet in the final normalized dataset.

2.3. Anomaly in Data

The anomaly investigation was carried out in two stages that were applied to both non-spatial
data and spatial data. The AnomalyDetection R package [51,52] was adopted for the applications. The
package was created by Twitter for anomaly detection and for visualization where the input Twitter
data is highly seasonal and also contains a trend. The package utilizes the Seasonal Hybrid Extreme
Studentized Deviate test (S-H-ESD) which uses time series decomposition and robust statistical metrics
along with the ordinary Extreme Studentized Deviate test (ESD). The S-H-ESD provides sensitive
anomaly output specializing in Twitter data, with the ability to detect global anomalies as well as
anomalies have a small magnitude and which are only visible locally. To compute the S-H-ESD
test, Anomaly Detection package provides support for the time series method and for the vector of
numerical values method where the time series method gets the timestamp values as inputs while the
vector method requires an additional input variable “period” for serialization. Both methods require
a maximum anomaly percentage, “max_anoms” (upper bound of ESD) and the “direction” of the
anomaly (negative, positive or both) [51,52].

In this study, the vector method of the AnomalyDetection package is used. The period variable is
set as 28, since 7 days of data is used and since each day is divided into 4 periods according to the
hour of the given tweets. Hochenbaum, et al. [53] experimented with 0.05 and 0.001 as the maximum
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anomaly percentages in their experiments. They achieved better precision, recall and F-measure values
with 0.001, though with very few differences between each other. Considering the experiment setup of
Hochenbaum, Vallis and Kejariwal [53], the maximum anomaly percentage is chosen as 0.02 as the
optimum value.

For the first anomaly application stage as presented in Figure 4, 1. data are grouped by timeVector
and summarized as tweetCount, userCount and normalizedTweetCount, 2. the counts are ordered by
timeVector, 3. anomaly detection is applied to the vectorized counts.

 
Figure 4. Anomaly Detection Stage 1.

For the second stage, spatiotemporal anomaly is assessed as presented in Figure 5. The steps are
1. spatial grids (1 × 1 km) within the Istanbul bounding box, which is spatially joined with the data,
2. data is grouped by timeVector and gridId and summarized as tweetCount (as the distinct count of
the usernames) and grid geometry, 3. a figure and ground map is visualized to display unrepresented
spatial grids, 4. anomaly detection is applied to the spatially normalized tweetCount for each grid,
5. anomaly assessment is done with the normalized anomaly rate in terms of time intervals, 6. an
anomaly map is visualized and spatial pattern is tested with the Moran I.

 
Figure 5. Anomaly Detection Stage 2.
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In the second step, tweets from the same user within the same time interval and a 1 × 1 km grid are
counted as 1 tweet. This is done to avoid over-representation of a user. In the fifth step, the normalized
anomaly rate is formulated (3) for the anomaly assessment. The anomaly and expected values that are
provided by the AnomalyDetectionVec part is used with the timeVector indexes (i) in this formula and
the normalized anomaly rate is calculated for each grid and timeVector pair. The overall anomaly map
is produced with the sum of the normalized anomaly rate for each grid. By this normalized anomaly
rate values, the most anomalous spatial grids were plotted and tested with the Moran’s I algorithm.

normalized anomaly rate =
anomalyValue− expectedValue∑

i(timeVector) anomalyValue− expectedValue
(3)

Moran’s I is the measure of global and local spatial autocorrelation. Global and local Moran’s I
are utilized for this part and for the following parts of the study, in order to determine the observed
anomalies, trends and temporal differences, either clustered, dispersed or random in space. The
“spdep” R package [54] was used to calculate global and local Moran’s I which are formulated (4), (5)
based on the feature’s location and the values of the features [55].

I =
n∑n

i=1
∑n

j=1 wij

∑n
i=1
∑n

j=1 wij(xi − x)
(
xj − x

)
∑n

i=1(xi − x)2 (4)

Ii =
(xi − x)∑n

k=1(xk − x)2/(n− 1)

n∑
j=1

wij
(
xj − x

)
. (5)

The variables are n = number of features indexed by i and j, x = spatial feature values, x =mean
of x, wij =matrix of feature value weights. The values of Moran’s I range from −1 (negative spatial
autocorrelation) to 1 (positive spatial autocorrelation) and returns 0 value for a random distribution.
The Spdep package provides moran.test() and localmoran() functions. In this study, both for global
and local spatial autocorrelation calculations, moran.test() and localmoran() functions were used
with the following arguments: x (the numeric vector of the feature attributes), listw (spatial weights
for neighboring lists that is calculated by the nb2listw function in the spdep package), zero.policy
(specified as TRUE to assign zero value for features with no neighbors). The functions’ return values
include Moran statistics (I, Ii) and the p-value of the statistics (p value, Pr()). A value of less than 0.05
for the p-value means that the hypothesis is accepted and is spatially correlated for Moran’s I [54,55]. It
is also taken into consideration for interpreting the results of all Moran’s I tests in this study.

2.4. Data Discretization and Trends

In this part of the study, the trend dataset is manipulated as presented in Figure 6. Steps are
as follows: 1. detected anomalies in the data were discretized, 2. the discretized anomalies were
replaced with expected values in terms of gridId and timeVector and assigned as regular data, 3. data
were grouped by gridId with the summary of the tweetCount mean value for the overall trend data,
4. an overall trend map was produced and tested with Moran I for the trend values’ spatial pattern
determination. The trend map so produced represented the general dynamics of the city and was also
used as the reference in order to quantify the spatiotemporal bias in the next section.
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Figure 6. Data replacement with expected value.

2.5. Spatiotemporal Bias Assessment

The spatiotemporal bias was assessed in terms of hour, day and seasonal levels and the flow
of the assessment was displayed in the Figure 7. The assessment steps are as follows: 1. data was
divided into sub-datasets in terms of time levels as 4 sub-datasets (night, bmidday, amidday, evening)
for timeLevel1, 7 sub datasets (from Monday to Sunday) for timeLevel2, 4 datasets (winter, spring,
summer, autumn) for timeLevel3, 2. these sub-datasets were grouped by gridId and summarized
as average tweetCount, 3. each grouped and summarized dataset was assessed with a comparison
between the avgTweetCount of each grid in the sub-data and the trend data, 4. Maps of the bias
assessment were visualized and tested with the Moran I for spatial pattern investigation.

 
Figure 7. Bias assessment flow.

In the bias assessment part of the flow, the comparison was handled by taking the average tweet
counts’ difference in sub-datasets and trend data. This differences in value were plotted in five classes;
two classes (low, less) for negative values, a trend class for 0 values, two classes (more, high) for
positive values. These values were tested with the Moran I for quantifying the spatial correlation of
the values.

3. Results

Data acquired and sampled for this study cover over 4 million tweets generated by nearly
76 thousand volunteers. The most active volunteer has 4378 tweets, while one third of all volunteers
have just one tweet within all data. Average tweet count per user is 54 with 186 standard deviation. This
reveals that the activity of volunteers is disunited and the most active group is highly overrepresented.
This condition requires scrutinization to understand whether those groups are more active due to the
unordinary situations or as their general behavior. As initial step to explore data, user’s activity levels
are classified by depending on the k-means clustering method instead using min, mean and standard
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deviation values of user’s tweet numbers as explained in the methodology. In respect to this, users’
representation levels (R.L.) are classified as a single (1), second level representation (2), third level (3)
and fourth level (4) as the highest active class. The percentage of users per representation levels (a)
and the percentage of tweet amounts corresponding to users’ representation levels (b) are illustrated in
Figure 8 as chord diagrams. The diagrams present, nearly 90% of users represent themselves one time
or less than 262 times, just the opposite their total representation in data equals to less than 30%. This
initial analysis uncovers the reality in diverse representation levels of users and this variation points to
representation bias. Many studies in literature omit the data come from over-represented groups in
order to decrease representation inequality but also cause a big chunk of data to conceal in this way.

  
(a) (b) 

Figure 8. Representation level (R.L.) by (a) percentage of users; (b) percentage of data.

The total number of tweets belongs to each user helps to draw an overview of users’ representation.
However, this might be misinterpreted without consideration of temporal variation. The high
representation of a user may indicate either over-representation regularly spread overtime or a specific
situation that has greater importance for just one period of time. In other words, some of the users
considered as over-represented themselves while they do this representation in a limited time interval
but underrepresented for the rest of the time. In respect to that, representation varies among users,
likewise, it varies for a user temporally due to several circumstances such as seasonal (summer or
winter), emergencies (natural disasters, terror attacks), politics (election, referendum).

In order to explore a number of tweets to each temporal level in one hand, a circular bar plot is
combined. This gives the general temporal variation view of tidied data with some delusions due
to inequalities in user/bot representations. Each bar in the plot represents daily data size according
to the stacked time slices of the day as it is explained in the methodology section. Data without any
weights considering user representation and normalization is visualized in Figure 9a. With respect
to that, data production during a nighttime interval is pretty low or almost none for some days, not
because of system failure but because of temporal reasons. The biggest number of tweets is generated
in the evening time for nearly every day though it is explicitly less than after middays for some days
such as 20, 49, 50 (Figure 9a).
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(a) 

 
(b) 

Figure 9. Circular stacked bar plots for the 2018-year data (a) number of tweets in each temporal level;
(b) normalized number of tweets in each temporal level.

There might be several misinterpretations while assessing the number of tweets in regard to time
slices due to diverse representation levels of users. In order to avoid this, number of tweets to temporal
level 1 is normalized by weight assignment to each user. According to that normalization, tweet counts
for each time slice are recalculated by taking the sum of each user tweet count multiplied with its user
weight. Normalized data is displayed in Figure 9b as similar to Figure 9a. The number of tweets is
obviously decreasing for all bars and a higher decreasing relative to previous numbers means higher
overrepresentation level is normalized for time slices.

Diversity in representation level might create uncertainty on the number of data and requires
to question whether data has any trend to do further inferences depending on that. In this general
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perspective without any location-based dimension, data is assessed with the anomaly detection
algorithm in order to extract any trending activity. Three anomaly assessments are performed over
tweet count (a), user count (b) and normalized tweet count (c) (Figure 10) respect to the time vector.
While tweet count and user count have 6 anomaly slices which 4 of them are matched with each other,
the normalized count has 3 anomaly slices that are all the common with both tweet and user count
anomalies. According to these matches, diversity in representation creates three more anomalies than
the normalized representation. However, the matching anomaly slices 195 between the tweet and user
count is also notable to be considered even it is not in the normalized count anomaly. Anomaly values
in overall data are detected at 1.79%, 1.79% and 0.89% respectively. This can be interpreted that data
has strong trends for the assessment of 24 periodic time slices.
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Figure 10. Anomaly in (a) number of tweets; (b) number of users; (c) normalized number of tweets.

Besides diverse representation levels of users, spatial representation is another aspect in order
to understand data. Istanbul bounding box is divided into 100 m × 100 m grids to visualize this
representation as represented and “unrepresented” grids as missing data. Figure and ground map
(Figure 11a) of the missing data perfectly match the shape of the city (Figure 11b). This matching can be
taken as Twitter is a living bionic tool for Istanbul that more or less represents the living area of the city.
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(a) 

(b) 

Figure 11. Istanbul city (a) figure and ground map for tweet representations; (b) urban area and social
media geotags.

A lattice-based monitoring system was designed in order to understand the spatial footprints of
users. Grid size is determined as 1 km × 1 km since it is well enough for fine-grained event detection.
The number of tweets is spatiotemporally normalized corresponding to the grids. In order to explore
the spatial dynamics of the Istanbul, anomaly analysis is performed for each grid over the spatially
normalized tweet count values as time vector with 336 slices. Each detected anomaly values for a grid
is normalized with the overall anomaly amount detected in its time interval. In this way, the detected
anomaly magnitude for a grid is calculated regarding the overall anomaly. The normalized anomaly
rate per grid was calculated by adding all anomaly magnitudes for a grid and visualized in Figure 12.
This reveals the locations where most likely to have an anomaly in the city. In addition, this anomaly
tendency map was tested with global and local Moran’s I spatial correlation algorithm. The global I
score and the p-value were found to be 0.24 and less than 0.0001, respectively, which means the values
were slightly positively correlated and the significance of the test is pretty high. In order to assess
the positive and negative spatial autocorrelation, the anomaly tendency map was also tested with
local Moran’s I. It appears from Figure 12a, there are high anomaly rates in the center part of Istanbul,
the local Moran’s test confirms that there is positive spatial autocorrelation with the high positive Ii
(Figure 12b) and low p-value (Figure 12c) in this area.

In order to understand general dynamics of the city, data was discretized from its anomalies
detected previously. The anomalous values were replaced with the expected values for the related part
of the data. In Figure 13, the average value of this retrieved trend data was represented in 4 classes.
The first class includes the two most active grids that have an average of 535 and 10,473 for 6-h. These
spots are outliers and the closest value to the outliers is approximate to 50 tweets average in defined
temporal level. There are two main reasons behind these outliers. The first, Istanbul geotags of social
media platforms (Figure 11b) are located within these grids. The second, spots are located in the central
area of Istanbul (Figure 11b) where the old city and touristic attractions are dense. The second and
third classes grids by their activity have nearly the other 10% of the grids. The area covered with the
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second and third classes is matching with the urban area of Istanbul. These darker green grids show
the central location bias of the data for general terms but also give the opportunity of monitoring them
with the higher capacity of users’ representation. The last class that covers nearly 90% of spatial grids
include less than 1 tweet average within the 6-h interval. This lowest active class comprehends mostly
residential areas, rural parts and seaside. While general activities within the darker areas presumed to
be easily inferred from the tweet contents, the lowest active area could be easily spotted when there
are extraordinary events.

 

 
(a) 

  

(b) (c) 

Figure 12. Anomaly tendency assessment (a) Overall anomaly rate; (b) local Moran’s I; (c) local
Moran’s p-value.

 

 
Figure 13. Average tweet count of trend values in each grid within 6 h.
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Time is another aspect to detail spatial data review and citizens’ footprints might vary in terms of
different time levels. Therefore, the comparison between the trend map and maps belonging to different
time levels was tackled at three temporal levels. The difference values defined with five classes that are
below trend (least-low, low-trend), trend, above-trend (trend-high, high most). Difference values have
positive and negative numbers, in addition, with the few exceptions values are not differentiated to
much in these maps. With respect to this, threshold values for these classes were determined manually
after exploring the data with several automatic classification techniques (such as; quantile, equal,
standard deviation, kmeans, etc.). In Figure 14, the night map (a) has lower values than the trend map
in the central parts while fringe parts of the urban areas have near values to trend. The difference in the
second map (b) is more diverse and in some distributed areas the value is higher than the trend. In the
third map for after midday time (c) and fourth map for evening time (d), the difference was reversed as
the values are higher nearly in all parts of the city but dense in the central area of Istanbul (Figure 14a).

  
(a) (b) 

  
(c) (d) 

Figure 14. Difference in the number of tweets between time level 1 and trend maps (a) night; (b) before
midday; (c) after midday; (d) evening.

For the second temporal level, days of the week were considered. It is explicitly seen, maps of
weekdays (a, b, c, d, e) are pretty similar to each other while the weekend days (f, g) apart from them
with the spots having higher values near Istanbul Strait and along seaside (Figure 15). Basing on
this weekday’s map, there are no direct clustered values for a region and central areas are a mix of
classes above and below trend values. The most part belongs to classes that are less than the trend
in weekdays, while the most and specifically the central and coastline parts have higher values than
trends for weekends.

In the third time level assessment, seasons of the year were mapped (Figure 16). The central area
has high value spots in winter and spring seasons while this area has less value in summer and autumn
seasons (Figure 16). These seasonal plots reflect one side class for all parts of the city, that are above
trend for winter and spring, below trend for summer and autumn.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

 
(g) 

Figure 15. Spatiotemporal Bias for Temporal Level-2 (a) Monday; (b) Tuesday; (c) Wednesday;
(d) Thursday; (e) Friday; (f) Saturday; (g) Sunday.

Global Moran’s I was adopted to test the comparison maps’ values spatial correlation. Though the
I value is changing between −0.1 and 0.1 for each map and the p-values are above 0.1, it is not possible
to say the time variance is spatially auto correlated. That means there is no significant difference
between the difference values spatially although there is certain difference between the trend and time
level maps as those seen in Figures 14–16.
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(a) (b) 

  
(c) (d) 

Figure 16. Spatiotemporal Bias for Temporal Level-3 (a) Winter; (b) Spring; (c) Summer; (d) Autumn.

4. Discussion

Social media is an invaluable source of data that is generated by human sensors due to its
immense sensing capability and continuity [56,57]. Though it has various types of accountholders [58],
the content and the spatial activity of each of them varies too [59]. There is research that provides
background information to explain the activities of users on social media and categorizing them [41,60].
And some research on the credibility of users [61,62] and some others try to determine coordinated
users who behave together and manipulate data content [63]. And studies claim social media is full of
rumors and most part of the accountholders spreading wrong information while there are emergencies
and do not correct the content even if they are informed later [64,65]. In respect to this, social media
data requires to be assessed without removing any data but accepting all these deficits and considering
them with the nature of itself, since it is not possible to control each user credibility in real-time without
historical data or demographic information. Although data includes several issues such as credibility,
rumors, representation inequalities in terms of user, it has a reference pattern in order to be assessed
for monitoring systems. This study evaluated and presented general citizen footprint, most likely
regional anomaly maps and spatiotemporal biases in Istanbul. These inferences as reference maps
provide interpretation easiness for monitoring the city.

This study evaluates a-year SMD with the methodology given in Section 2.1. From the data
revealed in this study it has been realized that to investigate the spatiotemporal change in SMD, the
difference in representation levels of users should be normalized. For spatial exploration, miscellaneous
representations of users are avoided with the spatio-temporal normalization technique. Anomalies
that data might have due to an unusual event or coordinated users’ activity, detected and replaced
with the expected value. The locations, which tend to have more anomaly counts are determined as
location biased spots. And the data norm displays the most represented locations by the more account
holders. Besides that, the data norm is used as reference to explore spatiotemporal biases. It is obvious
that data has several kinds of biases and the evaluated data can be used as a reference to discriminate
any abnormality.

The results of this study can be enhanced with the finer spatial grain for lattice-based monitoring
and finer time grain instead of 6 hourly. Further studies can also be developed over data content
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by doing several text analyses in order to find the most co-occurred word in a lattice and make a
contribution to the reference map in that way.

Istanbul is the most populated city in Turkey with over 15 million citizens [66] and 3 million
visitors which makes this city very important to be monitored for the sake of the living standards and
responsive emergency management as well. There are several smart city projects separate conducted
by local authorities; however, those projects are limited with the base map digitization or some
municipality paperwork processes. Since citizens of Turkey have high potentials to generate spatial
data on Twitter compared to other many countries, Twitter is eligible for citizen-based projects in
Istanbul [41]. In further studies, evaluated data in this study provide the benchmarking knowledge to
establish a dynamic monitoring system for Istanbul.

This study exposed four outcomes as mentioned below. The first outcome reveals that highly
active users generate the majority of the data and as a general approach, removing this data within a
pseudo-cleaning process conceals a large amount of data. The second one is the anomaly outcome
results changes due to the diverse representation levels of the users. That is why; data normalization
in terms of representation levels plays an important role in the detection of the true anomaly. The third
outcome exposes that, as shown in Figure 12a, spatiotemporally normalized data represent strong
spatial anomaly tendency at the urban center. The last outcome shows that the trend data is dense in
the urban center and the spatiotemporal bias assessments show the data density varies in terms of the
time of day, day of week and season of the year.

Twitter API is used in this study as in commonly used for other academic studies. Twitter declares
that this API provides randomized 1% of public tweets in real-time [67]. There are empirical research
that tests this randomization by comparing this sampled amount with the Firehose API data which
provides the whole public tweets [68,69]. Studies found out there is no significant indication that the
sampling of the Twitter API is biased with one exception since Twitter randomized the tweets by
assigning ID for each tweet regarding the millisecond time. Because, this randomization is plausible
since it exceeds a person’s capability to share tweets in that quickness, unlike a bot. The used data
within this study is normalized both spatially and non-spatially to avoid representation bias that can
also eliminate noise due to bot accounts.

In this study, PostgreSQL with the PostGIS extension is used for data handling. PostgreSQL is
an open-source relational database management system (RDBMS) that can be deployed to different
environments such as a desktop, a cloud or a hybrid environment database. The storing capacity and
the time cost for the processes rely on the specifications of the environment. This relational database is
adequate to handle a large amount of data for basic operations (such as; insert, select and update) as
in this study but could not be the best option for big data studies transactions [70]. NoSQL database
like MongoDB has enhanced functionality on the big data processing performance especially the
ones performed on unstructured data. SMD has unstructured content and RDBMS has issues while
structuring the big amount of data. For this reason, NoSQL should be preferred while processing
the big amount of unstructured text of SMD [70,71]. This work is also planned to extend with other
cities’ data including text mining in the context of space-time and the finer-grained temporal analyses.
Therefore, in further studies a NoSQL database management system will be considered to handle
such data.

There are numerous studies that conceptualize the measures of data quality in the context
of VGI [72,73]. Data quality studies on VGI are mostly tackling data quality measures such as;
completeness, positional accuracy and granularity on Open Street Map [11,73,74]. Generally, approaches
for data quality are assessed in two class as intrinsic and extrinsic. In the intrinsic assessment, there is
no use of an external reference map unlike extrinsic data quality assessment [75]. SMD was assessed in
several aspects in this study in order to understand data bias, anomalies and trends. Since there is no
external data use for these assessments within this study, this study provides the methodology for
assessing the intrinsic data quality of the SMD.
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The methodology proposed in this study can be used to extract the unbiased daily routines of
the social media data of the regions for the normal days and this can be referred for the emergency or
unexpected event cases to detect the change or impacts. Data assessment in this study is based on
revealing the citizen footprints in SM and designed to explore anomalies, trends and bias within data.

In further studies, inferences from this study will be used to functioning a citizen-based monitoring
system for Istanbul. The system design conceptually will follow the steps; tweets are collected in
real-time, a number of tweets from the distinct users for each spatial grid is calculated, normalized
number of tweets is assessed with the anomaly detection algorithm with regression line over trend
data, detected anomalies are assessed with the most likely regional anomaly maps and the decision is
made for emergency conditions. In addition, the proposed methodology is planned to work out on
other big cities in order to contribute to other researchers by providing the results (reference maps) on
a designed webpage for our future projects.
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Abstract: Volunteered geographic information (VGI) has great potential to reveal spatial and temporal
dynamics of geographic phenomena. However, a variety of potential biases in VGI are recognized,
many of which root from volunteer data contribution activities. Examining patterns in volunteer data
contribution activities helps understand the biases. Using eBird as a case study, this study investigates
spatial and temporal patterns in data contribution activities of eBird contributors. eBird sampling
efforts are biased in space and time. Most sampling efforts are concentrated in areas of denser
populations and/or better accessibility, with the most intensively sampled areas being in proximity to
big cities in developed regions of the world. Reported bird species are also spatially biased towards
areas where more sampling efforts occur. Temporally, eBird sampling efforts and reported bird species
are increasing over the years, with significant monthly fluctuations and notably more data reported
on weekends. Such trends are driven by the expansion of eBird and characteristics of bird species and
observers. The fitness of use of VGI should be assessed in the context of applications by examining
spatial, temporal and other biases. Action may need to be taken to account for the biases so that
robust inferences can be made from VGI observations.

Keywords: volunteered geographic information (VGI); data contribution activities; spatial and
temporal patterns; biases; eBird

1. Introduction

Empowered by the ubiquitous geospatial technologies such as global navigation satellite system
trackers and location-aware smart phones, many ordinary citizens are now acting as human sensors and
voluntarily contributing geo-referenced ground observations regarding a broad array of natural and
social phenomena. Such geospatial data contributed by citizen volunteers are collectively referred to as
volunteered geographic information (VGI) [1]. The most prominent VGI initiative is OpenStreetMap
(OSM) [2], a platform on which volunteers compile map data (e.g., detailed streets, roads, points of
interest etc.) for much of the world. eBird, a popular citizen science project [3,4], is yet another VGI
platform where birdwatchers around the world contribute and share geo-referenced birding records
on a daily basis. Data from such VGI platforms has been widely used, for example, to support land
management, network modeling and routing [5], and biodiversity conservation and research [3,6].

VGI has a great potential for revealing spatial and temporal dynamics of the geographic phenomena
under observation [7,8]. However, VGI data quality issues have long been under scrutiny and,
particularly, a variety of potential biases in VGI are recognized [3,9–15]. In order to draw robust
inferences from VGI, such biases need to be understood and properly accounted for in VGI data
analyses [16–18]. Some of the biases (e.g., observer and taxonomic biases) can be attributed to volunteer
contributors’ background (e.g., social, demographic and economic status, level of expertise); others are
deeply rooted in their data contribution activities [3,19,20]. For example, individual volunteers have
their own interests or motivations and often determine where and when to conduct observations at their

ISPRS Int. J. Geo-Inf. 2020, 9, 597; doi:10.3390/ijgi9100597 www.mdpi.com/journal/ijgi
77



ISPRS Int. J. Geo-Inf. 2020, 9, 597

own will, having no intent to coordinate sampling efforts with each other nor to follow any designed
sampling scheme (e.g., stratified random sampling). As such, volunteer data contribution is often biased
in space and time, which leads to biased spatial and temporal coverage in VGI observations. Examining
spatial and temporal patterns in volunteer data contribution activities improves understanding of the
spatial and temporal biases embedded in VGI. Such investigation in turn sheds light upon devising
methods for bias mitigation to improve the reliability of inferences made from VGI [17,18]. It also
helps identify any spatial and temporal observation gaps within VGI datasets toward which future
sampling efforts can be directed.

A few studies have examined patterns in volunteer data contribution activities in various projects,
and some consistent patterns exist. With respect to contributor variability, a relatively small
share of volunteers often contribute most of the data whilst a large portion of contributors are
ephemeral [19,21–23], which is a phenomenon of participation inequality consistently observed
across online communities that is characterized by Zipf’s law and the 90-10-1 rule [24–26].
Regarding temporal variability, volunteer data contributions are very uneven across time [21].
For instance, most contributions to OSM were made during the afternoon and evening hours and
more contributions were made on Sundays [22]. Twitter users tweet the most around 13:00–1400
and 20:00–21:00 throughout the week while Flickr users are more active during weekends and most
photos are taken during the afternoon hours [23]. In terms of spatial variability, most geographic areas
have few contributors and contributions and most contributions tend to cluster in major cities with
high population density [23,27]. As for identifying the pattern-shaping factors, Bittner [28] identified
social biases in data contributions to OSM and Wikimapia in Jerusalem, Israel. Boakes et al. [19]
revealed species abundance, ease of identification and tree height were positively related to the number
of records that contributed to three biodiversity citizen science projects in the Greater London area.
Based on a study using data from four citizen science projects in Denmark, Geldmann et al. [29]
suggested distance to roads, human population density and land cover can be used to account for
spatial bias in volunteer sampling efforts. Li et al. [23] discovered that well-educated people in the
occupations of management, business, science, and arts are more likely to be involved in the generation
of georeferenced tweets on Twitter and photos on Flickr. Although these studies examined patterns
in volunteer data contribution through an array of lenses, few have investigated the patterns along
the spatial and temporal dimensions at the same time (except [23]). More research is also in need for
modeling and understanding how various factors may shape volunteer data contribution patterns.

This study aims to thoroughly examine the spatial and temporal patterns in volunteer data
contribution activities among eBird contributors. eBird was launched by the Cornell Lab of Ornithology
and the National Audubon Society in 2002 and has become the world’s largest biodiversity-related
citizen science project [3,30]. eBird data are freely accessible to anyone and have been used to
support conservation decisions and help inform bird research worldwide [30]. Using the eBird
mobile application or website, birders can upload information regarding when, where, and how they
conduct birding and fill out a checklist of the birds seen and heard. As of 31 December 2019, over a
half-million eBird contributors had collectively contributed over 50 million geo-referenced sampling
events (i.e., checklists) containing more than 700 million bird observations on over 10,000 bird species
across 253 countries and territories around the world [31].

The data contribution patterns in eBird have been examined through spatial or temporal profiling.
For example, researchers profiled the number of submitted observations and checklists over the years
2003–2013 by month [3,6,32]. Yet, there lacks temporal profiling at finer granularity. In assessing global
survey completeness of eBird data, La Sorte and Somveille [33] visualized the number of checklists,
the number of species, and survey completeness (calculated by day, week, and month) based on data
accumulated during 2002–2018 within equal-area hexagon cells that are 49,811 km2 in area at the
finest spatial resolution. It is a rather coarse spatial resolution to reveal spatial patterns at finer spatial
scales. Many of these results (except [33]) have been outdated given the fast-growing capacity of eBird.
For instance, from 1 January 2015 through 31 December 2019, over 33 million new sampling events
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(~62% of the total) and 450 million new bird observations (~ 64% of the total) were submitted to eBird,
and the cumulative number of contributors more than doubled [31]. The eBird website (ebird.org)
provides interactive grid cell maps (~20 km resolution) showing the spatial distribution of the number
of observed bird species and species relative frequency [34]. Such visualizations help understand
trends in species distributions. However, they are not very useful for revealing the spatial and temporal
patterns in birder’s data contribution activities (i.e., sampling efforts). In summary, an up-to-date,
wholistic spatial and temporal profiling of the eBird data at finer spatial and temporal resolutions, and
modeling effects of factors in shaping sampling efforts are much needed to better understand the status
quo of data contribution patterns in VGI projects such as eBird and beyond.

This study reports a comprehensive profiling of eBird data to discover the spatial and temporal
patterns in volunteer data contribution activities. Discovering the patterns helps understand spatial
and temporal biases and thus informs better data use. It can also reveal spatial and temporal gaps in
existing sampling efforts; birders may direct future birding efforts to under-observed regions and/or
time periods to improve eBird data coverage. Besides, the effects of environmental and cultural factors
in shaping the spatial pattern of volunteer sampling efforts is explored in this study through spatially
explicit modeling. The modeling provisions quantitative information on spatial variation of sampling
efforts, which may be incorporated into other modeling process (e.g., species distribution modeling)
for explicitly accounting for spatial bias to improve modeling performance [29].

2. Materials and Methods

2.1. eBird Data

eBird data (version: July 2020) were requested and downloaded from the eBird website (ebird.org),
and records with an observation date before or on 31 December 2019 were used for analysis in this study.
The dataset contains sampling event data and bird observation data [31]. Essentially, sampling event
data have records regarding where (latitude, longitude), when (observation date) and by whom
(identified by observer id) each birding session (identified by sampling event identifier) was conducted.
These records reflect birder’s sampling efforts. Bird observation data contain information on the
observed bird species (identified by species scientific name) and their count estimates, among others,
during each birding session. A bird observation can be related to a sampling event base on a common
sampling event identifier present in both records.

eBird data were pre-processed, parsed and loaded into PostgreSQL/PostGIS, a free and open-source
object-relational database with geospatial capabilities (postgis.net). As of 31 December 2019,
a cumulative total of 548,365 eBird contributors (observers) had contributed 53,837,394 sampling events
containing 716,876,356 bird observations on 10,379 bird species in 253 countries and territories around
the world. The distribution of eBird data across the countries and territories is highly skewed (Table 1).
The countries and territories with the 10 largest numbers of sampling events account for 89.9% of
sampling events and 84.6% of sampling locations world-wide.

Table 1. Top 10 countries and territories most intensively sampled by eBird contributors.

Country/Territory
Sampling Events Sampling Locations

Observers Species
n % n %

United States 36,540,720 67.9% 5,166,510 61.6% 417,288 1444
Canada 6,304,830 11.7% 915,075 10.9% 59,733 761

Australia 1,392,746 2.6% 218,756 2.6% 11,176 876
India 1,005,541 1.9% 219,430 2.6% 18,824 1536
Spain 757,638 1.4% 148,401 1.8% 9484 687

United Kingdom 714,712 1.3% 123,621 1.5% 11,898 756
Mexico 488,476 0.9% 108,411 1.3% 15,813 1140
Taiwan 453,852 0.8% 75,321 0.9% 3421 742

Costa Rica 383,191 0.7% 68,171 0.8% 12,855 930
Portugal 369,303 0.7% 59,118 0.7% 4170 620
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2.2. Visualizing Spatial and Temporal Patterns

The spatial and temporal patterns in data contribution activities of eBird contributors were
examined by visualizing results of spatial and temporal queries and analyses on the eBird data.
SQL (standard query language) queries were used to obtain summary statistics regarding sampling
events, observers, and reported bird species. The first two statistics reflect sampling efforts of eBird
contributors, whilst the third indicates observed diversity of bird species.

The above summary statistics were aggregated and mapped on a grid of 0.25◦ latitude × 0.25◦
longitude cells (~28 km × 28 km at the equator) across the globe to visualize spatial patterns. Temporal
patterns were visualized by aggregating and plotting the summary statistics over time periods of
various granularities (year, month, day of week). These visualizations together provide a wholistic view
of the spatial and temporal patterns in the volunteer data contribution activities of eBird contributors.

2.3. Modeling Sampling Efforts

The above spatial and temporal visualizations, although useful to uncover spatial and temporal
patterns in volunteer data contribution activities, provide little insights on the underlying drivers
shaping the patterns. To this end, spatial modeling was conducted to identify and quantify the effects
of environmental and cultural factors in shaping the current spatial patterns in sampling efforts of
eBird contributors. The Maxent approach (Section 2.3.3) was adopted to model the spatial pattern in
eBird sampling efforts based on sampling locations in the most recent full year of 2019 (Section 2.3.1)
and covariate data characterizing environmental and cultural factors (Section 2.3.2).

2.3.1. Sampling Efforts

There were 2,131,692 geographically unique eBird sampling locations world-wide in 2019 (Figure 1).
These sampling locations represent volunteer sampling efforts in a most recent full-year cycle. Note that
locations on the sea represent observations made from ships.

 
Figure 1. Spatial distribution of eBird sampling locations in 2019.

2.3.2. Covariates

A set of five covariates representing environmental and cultural factors was used for modeling
the spatial pattern in eBird sampling efforts. According to analyses of data from four citizen science
projects in Denmark [29], land cover, population density and road density often are the major variables
that determine spatial bias in citizen science. These covariates are indicators of vegetation/land
use condition, human activity intensity and infrastructure. In addition, the country-level United
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Nations Human Development Index (HDI), a summary measure of average achievement in key
dimensions of human development including life expectancy, years of education and gross national
income per capita [35], was used in modeling because birding as a recreational activity is more often
conducted by highly educated citizens with higher annual income [36]. Although the covariates are
often correlated, each of them does contain a certain amount of independent information. Moreover,
the Maxent modeling method used in this study (Section 2.3.3) does not require uncorrelated variables
to achieve good model performance.

Besides, given that eBird is a global project with contributors from all over the world submitting
data through either the eBird mobile app or website, contributor’s knowledge of the written language
in which the app or website is available could also play a role in determining the large-scale spatial bias
in eBird data. Specifically, as of August 2015, the eBird mobile app is only available in five languages
including Spanish, French, Chinese (Traditional), German, and English [37], although more languages
have been added since then. The language in which the app and website is available may impact
where and who would use them for contributing data to eBird. Therefore, a country-level official
language map was used as an additional cultural variable in modeling the spatial pattern in eBird
sampling efforts. Note that although spoken languages often have ambiguous geographic boundaries,
official languages have much more clearly delineated boundaries (e.g., political boundaries). Moreover,
official languages, often including both the spoken and written components, are widely taught in a
country’s school system.

A consensus world land cover dataset compiled by the EarthEnv project [38] was downloaded
from here [39]. Population density map projected for 2020 produced by NASA’s Socioeconomic Data
and Applications Center [40] was downloaded from here [41]. Road density data compiled by the
Global Roads Inventory Project [42] were downloaded from here [43]. The road density was for all
roads (highways, primary roads, secondary roads, tertiary roads, and local roads). The most recent
release of 2018 HDI data [35] with HDI values for all United Nations member countries [35] were
downloaded from here [44]. The country-level official language map compiled by CIA World Factbook,
University of Groningen was downloaded through a web feature service here [45]. It contains the first,
second and third (if any) official languages of each country. In this study, countries were categorized
based on the ordered list of official languages. Land cover, population density, and road density data are
in raster format at a spatial resolution of 30 arc seconds (about 1 km at the equator). The vector-format
HDI map and language map were rasterized to the same spatial resolution as the other covariates
(Figure 2).

Frequency distributions of the sampling locations on the covariates were plotted against their
respective background frequency distributions (distributions of all covariate values across the world)
(Figure 3). The background distribution of the official language covariate was computed as per-language
percentages of the 2019 world population at the country level (population data were obtained here [46]).
The background distribution of HDI was computed as frequency distribution of the country-level HDI
values weighted by the population of each country in 2019. Relative frequencies of land cover type,
population density and road density were computed as area percentage. The frequency distributions
show that the sampling intensity of eBird contributors is higher in areas of cultivated and managed
vegetation and in urban/built-up areas. Although only about 40% of the sampling locations are in areas
with population density above 100 persons/km2, this is a high percentage considering the background
distribution. About 75% of the sampling locations are in areas with road density greater than 250 m/km.
Approximately 65% of the sampling locations are in countries where English is the official language
(e.g., U.S. and U.K.) and another 10% in countries where Spanish is the official language. Finally, 80% of
the sampling locations are in well-developed countries with HDI greater than 0.9. All indicate biases
in sampling efforts along dimensions of the environmental and cultural factors.
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Figure 2. Covariates used for modeling the spatial pattern in sampling efforts of eBird contributors.

 
Figure 3. Frequency distribution of sampling locations and of the world on the covariates.
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2.3.3. Modeling Method

The Maxent (maximum entropy) approach [47] was adopted to model the spatial pattern
in eBird sampling efforts. Maxent is a general-purpose machine-learning method for making
predictions or inferences from incomplete information and it has been widely used in various
application domains, for example, modeling species distribution based on species “presence-only” data
(e.g., occurrence locations) [47] and modeling geographic distribution of tourists from the locations
tourists visited [48]. Maxent is well suited for modeling eBird sampling efforts as birding locations are
also “presence-only” data. A conceptual overview of the Maxent method is provided below (readers
interested in the mathematical details are referred to [47]).

Maxent estimates a probability distribution over a geographic area consisting of discrete raster
cells (probability surface) based on two inputs: localities indicating the occurrences of a target event
and covariate data layers characterizing the environmental factors that affect the event’s occurrences.
The probability of the event occurring at a cell is a function of the in-situ environmental conditions.
The probability distribution is determined following the maximum entropy principle. That is,
the distribution should be as close to a uniform distribution as possible while conforming to
constraints embedded in the event occurrence localities. For example, expectation of the distribution on
environmental variables should be close to the empirical averages observed at the occurrence localities.
Maxent has been widely applied in various domains such as for modeling species geographic
distribution [47] and for predicting geographic distribution of tourists [48].

In this study, eBird sampling locations (i.e., occurrence localities) and raster data layer of the
four environmental and cultural covariates were input to Maxent to estimate the probability of a
location being sampled by birders (sampling probability). The Maxent software version 3.4.0 [49] was
used in this study. Most parameter settings of Maxent were kept to the defaults (e.g., auto feature,
cloglog output format) as they have been fine-tuned on a large dataset and are supposed to work
well in general [50]. Changes were made on four parameters. First, samples (eBird sampling
locations) were not added to background as the author observed adding samples to background
would greatly degrade model performance because the large number of sampling locations when
added to background would severely bias background. Second, the number of background points
was set to 500,000 (the default is 10,000) given the large study area (i.e., world continents and islands)
from which random background points are selected. Third, the maximum number of iterations
was changed from the default 500 iterations to 2,000 iterations to ensure the optimization procedure
converges. Fourth, Maxent by default removes sample locations that are within the same raster cell
of the covariates. This default setting was changed such that only duplicate locations with identical
geographic coordinates were removed. Since the duplicates are removed by the model, information
regarding repeated visits of the same location was not considered in the modeling process. The model
thus effectively models the probability of the occurrence of at least one sampling event at a location,
which is different to modeling the total spatial bias in eBird sampling efforts, as some sites/locations have
many sampling events. After removing out-of-extent locations and duplicate locations, the number of
eBird sampling locations was reduced to n = 1,920,182. Half of the locations (n = 960,091) were used
for model training and the other half were used as test data for evaluating model performance.

Maxent model performance was evaluated by computing AUC (the area under the curve) of
the predicted sampling probability map based on sampling locations in the test data and randomly
selected background locations [50]. The AUC, a threshold-independent model performance measure,
is the probability that the predicted sampling probability at a randomly chosen location will be
higher than that at a randomly chosen background location [47]. The AUC ranges from 0 to 1,
with AUC = 1 indicating perfect model performance, AUC = 0.5 indicating performance comparable
to a random model, and AUC < 0.5 indicating worse-than-random model performance.
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3. Results

3.1. Spatial and Temporal Patterns

3.1.1. Sampling Events

Sampling events conducted by eBird contributors were highly biased over the geographic space
(Figure 4). Much of the world has not yet been sampled by eBirders. Among the grid cells that have
been sampled, half have fewer than nine sampling events within a cell. Sampled areas are mostly
developed regions of the world with better accessibility (e.g., higher road density). The most intensively
sampled areas are in proximity to big cities of the world.

 

Figure 4. The number of cumulative eBird sampling events as of 31 December 2019 mapped over
0.25◦ latitude × 0.25◦ longitude grid cells. Intervals were determined loosely following quartile
classification method.

On a yearly basis, the total number of sampling events has been increasing exponentially (i.e., at a
faster pace) since 2002 (Figure 5). Over the months of the years 2002–2019, the number of sampling
events in the northern hemisphere increased starting from March or April and peaked in May (Figure 6).
Sampling efforts then significantly decreased and reached the lowest in July or August. In the southern
hemisphere, sampling events were the fewest in May or June and the most in October or November.
The overall number of sampling events across the world followed a monthly trend similar to that in
the northern hemisphere. Over the days of the week through the years (Figure 7), there were more
sampling events on weekends than on weekdays.

The number of species reported across sampling events is skewed (Figure 8). On average,
13 species were reported in each sampling event. Yet, no more than nine species were reported in half of
the sampling events. About 15.5% of the sampling events reported only a single species, 36.1% reported
2–10 species, 37.5% reported 10–30 species, and 10.6% reported 30 species or more.
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Figure 5. Number of sampling events in each year (2002–2019).

 
Figure 6. Percentage of sampling events in each month relative to the yearly total number of events.

Figure 7. Average number of sampling events on each day of the week over the years.

There are sampling events associated with very large number of species. After checking records
in the database, it was found there are n = 29 events with 300 or more observed species, and n = 480
events with 200 or more species (statistics obtained based on bird observations reviewed and approved
by eBird). Most (n = 349) of the events have associated trip comments providing contextual information,
although some are not in English. Overall, many of these events with large number of species are
not ‘regular’ birding events. For example, some events are (1) compilations of birding records over
prolonged birding periods (e.g., days or weeks), (2) records imported from publications, (3) birding
events involving groups of birders who submitted records in a single record, (4) special birding events

85



ISPRS Int. J. Geo-Inf. 2020, 9, 597

such as field guide, and (5) Big Day birding events where birders aimed to find as many birds as
possible in a single day. Nonetheless, such birding events are not expected to have a significant impact
on the reported statistics in this article (e.g., average number of species per event), given the very large
sample size (n = 53,837,394 events in total).

 

Figure 8. Frequency distribution of sampling events by the number of reported species.

3.1.2. Observers

The spatial distribution pattern of eBird contributors (observers) over the 0.25◦ latitude × 0.25◦
longitude grid cells (Figure 9) was similar to that of the sampling events. Among the grid cells that
have been covered by observers, half of the cells have fewer than four contributing observers.

 

Figure 9. The cumulative number of observers as of 31 December 2019 mapped over 0.25◦ latitude ×
0.25◦ longitude grid cells. Intervals were determined loosely following quartile classification method.

The number of active observers (observers who contributed at least one sampling event) has
been increasing exponentially since 2002 (Figure 10). Notably, there was a significant boost in the
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number of observers in 2013. Over the months of the years (Figure 11), the highest peak in the
number of active observers in the northern hemisphere occurred often in May, but since 2013 there
was another peak in February. In the southern hemisphere, birders were most active in October or
November, but since 2015 there was another peak in May (see Section 4.2.2 for possible explanations).
The overall number of active observers across the world followed a monthly trend similar to that in
the northern hemisphere. Over the days of the week (Figure 12), there were more active observers on
weekends than on weekdays.

 
Figure 10. Number of active observers in each year (2002–2019).

 
Figure 11. Percentage of observers in each month relative to the yearly total number of observers.

 
Figure 12. Average number of active observers on each day of the week over the years.
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Observers were grouped by (1) the year in which they submitted the first observation to eBird,
(2) the year in which they submitted the last observation, (3) the number of years between the first
and last observations, and (4) the number of days with observations (Figure 13). Grouping results
of (1) and (2) reflect the number of observers entering and exiting eBird each year (except for
2019), respectively. Over the years, the number of entering and exiting observers both increased
approximately exponentially. There was a sharp rise in the number of observers entering eBird in 2013,
followed by a slight decrease and plateau during 2014–2017, and a modest increase in 2018 and another
significant leap in 2019. Grouping results of (3) and (4) reveal the temporal span of birding activities of
the observers in units of year and day, respectively. About 67.9% of the observers contributed data only
in a single year, 9.7% contributed in two consecutive years, 5.2% contributed in three consecutive years,
and 17.2% contributed in four or more consecutive years. Speaking of the number of days with
observation, 40.6% of the observers contributed observations on a single day, 36.3% contributed on
2–10 days, and 23.1% contributed on 10 or more days. Such patterns in contributors span over time are
consistent with the life cycle of contributors in collaborative online communities [51].

 

Figure 13. Frequency distribution of observers by year of first observation (upper left), year of
last observation (upper right), number of years between the first and last observations (lower left),
and number of active dates (lower right).

On average, each observer contributed 98 sampling events, sampled 32 locations, and reported 84
species (Figure 14). Nonetheless, half of the observers contributed no more than three sampling events,
sampled only one location, and reported no more than 17 species. About 37% of the observers
contributed just one sampling events, 53.8% contributed 2–100 sampling events, and 9.2% contributed
100 or more sampling events. Approximately 52.9% of the observers sampled only one location,
41.4% sampled 2–100 locations, and 5.7% sampled 100 or more locations. Roughly 13.5% of the observers
reported only one species, 67.2% reported 2–100 species, and 19.3% reported 100 or more species.
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Figure 14. Frequency distribution of observers by number of reported species (left), number of
sampling events (center) and number of sampling locations (right).

3.1.3. Bird Species

The distribution of bird species reported by eBird contributors is also highly skewed and spatially
biased (Figure 15). Many parts of the world still do not have any bird species reported because of the
lack of sampling efforts in those areas (Section 3.1.1). Among the grid cells with bird observations,
half of them have a number of reported bird species below 42.

 
Figure 15. The cumulative number of species reported to eBird as of 31 December 2019 mapped
over 0.25◦ latitude × 0.25◦ longitude grid cells. Intervals were determined loosely following quartile
classification method.

The total number of species reported to eBird in a single year has been increasing in a linear fashion
since 2002 but plateaued starting 2017 (Figure 16). From 2002 to 2019, the number of reported bird
species increased from 8,740 to 10,053 (~15% increase). There was a sharp rise in 2005 and yet another
jump around 2010. A larger number of species were observed in November–March in the northern
hemisphere whilst in July–November in the southern hemisphere (Figure 17). The overall number of
reported species often peaked in October or November. Over the days of the week (Figure 18), a larger
number of species were reported on weekends than on weekdays.
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Figure 16. Number of species reported in each year (2002–2019).

 
Figure 17. Percentage of species reported in each month relative to the yearly total number of species.

Figure 18. Average number of species reported on each day of the week over the years.

For each bird species present in the eBird database, the number of observers who reported
the species and the number of sampling events in which the species was reported were counted
(Figure 19). Half of the species were reported by no more than 671 observers and in no more than
1942 sampling events; on average, each bird species was reported by 3617 observers and in 66,037
sampling events, suggesting overall highly repetitive species observations. Only 0.4% of the species
were reported by a single observer and 0.3% in a single sampling event, whilst about 83.7% of the
species were reported by over 100 observers and 89.2% in over 100 sampling events.
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Figure 19. Distribution of the number of species by the number of observers who reported the same
bird species (left) and by the number of sampling events in which the same species was reported (right).

3.2. Modeling Sampling Efforts

3.2.1. Analysis of Variable Importance

According to estimates of percent contributions of the environmental and cultural variables to the
model provided in Maxent output (Table 2), road density and official language seem to be the two
most important factors that contributed to the Maxent model. Land cover and HDI have much less
contribution, and population density has very little contribution to the model. Permutation importance
for each variable is the resulting drop in training AUC (normalized to percentages) when the values of
that variable on training sampling and background locations are randomly permuted and the model is
trained on the permuted data. Training AUC would drop the most when HDI values are permuted,
followed by official language. Permutation on the other three variables would result in little drop in
training AUC. It suggests that HDI and official language are important controlling factors determining
birders’ sampling locations at large spatial scales (e.g., country-level).

Table 2. Relative contributions of the environmental and cultural variables to the Maxent model.

Variable Percent Contribution (%) Permutation Importance (%)

Road density 45.8 0
Official language 31.5 31

Land cover 9.6 0
HDI 9.4 69

Population density 3.8 0

Moreover, based on the results of the jackknife test of variable importance (Figure 20), the variable
with highest test AUC when used in isolation is road density, which therefore appears to have the
most useful information by itself. By this standard, HDI and official language have slightly less useful
information, and land cover and population have the least useful information. The variable that
decreases test AUC the most when it is omitted is official language, which therefore appears to have
the most information that is not present in the other variables. Nevertheless, the decreases in test AUC
when omitting each variable is rather slight, meaning that using any four variables would result in
model performance (as measured by the test AUC) very close to that of all five variables. Yet, variable
contribution and variable importance should be interpreted with caution when the predictor variables
are correlated. In this case, for example, there exist positive correlations between population density
and road density at the raster cell level (Pearson’s r = 0.48, p < 0.001) and between HDI and mean road
density at the country level (Pearson’s r = 0.27, p < 0.001).
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Figure 20. Jackknife test of variable importance to the Maxent model based on test AUC.

3.2.2. Modeled Sampling Probability

The map of sampling probability of eBird contributors (i.e., probability of the occurrence of at
least one sampling event) modeled and predicted using the Maxent method (with all five covariates)
is shown in Figure 21. The AUC computed for the probability map based on the held-out test
data is 0.955, indicating an excellent model performance. That is, the model generally predicts
higher sampling probability values at sampling locations in the test data than at randomly selected
background locations. Across the globe, English and Spanish-speaking countries have the highest
modeled sampling probability. Other European countries and some countries in Asia also have higher
modeled sampling probability. Interestingly, most countries with high modeled sampling probability
are highly developed countries in the world. There exists much spatial variation in the modeled
sampling probability within each country. For example, higher sampling probability was modeled
in southern parts of Canada and the east half and west coast of the United States, particularly in
the vicinity of big cities. In Australia, the highest sampling probability was found on the east and
southeast coasts, especially in the vicinity of big cities. These areas and/or cities are where most
population reside and most infrastructure (e.g., roads) have been built.

 
Figure 21. Map of sampling probability of eBird contributors modeled and predicted using Maxent.
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4. Discussion

4.1. Spatial Patterns in eBird Data

Existing eBird sampling efforts (sampling events and observers) were mostly concentrated in areas
of denser populations and/or better accessibility (e.g., higher road density), with the most intensively
sampled areas being in proximity to big cities in developed regions of the world (Figures 4 and 9).
Such spatial bias highlights significant disparities in the birding activities of eBird contributors across
developed and under-developed regions. Due to the spatially biased sampling efforts, the number
of reported bird species was also spatially biased towards areas where more sampling efforts occur
(Figure 15). Despite the extensive geographic coverage of eBird data, there are gaps in the sampling
efforts of eBird contributors. Many parts of the world still have not been sampled, such as central Africa,
the Amazon, and Siberia.

Some reasons underlying the spatial patterns in sampling efforts of eBird contributors are related
to characteristics of the social and physical environment. Maxent modeling of sampling efforts with the
selected covariates was intended to unveil some of such effects. As revealed by the results of variable
importance analysis (Section 3.2.1), among the factors considered, official language, road density
and HDI could help explain much of the spatial variability in sampling efforts of eBird contributors
across the world. Official language and HDI seem to determine spatial bias in sampling efforts at
large spatial scales (e.g., country-level). English and Spanish-speaking countries have been sampled
more intensively by eBird contributors (Figure 3). The eBird website and mobile app are available
in only a few languages. Language advantage may have encouraged participation of certain birder
populations, but it is also a barrier that may have prevented other birders from contributing to eBird.
A large proportion (~ 80%) of the sampling locations are found in well-developed countries with
high HDI values (above 0.9) (Figure 3), indicating that birdwatching as a recreational activity is more
often conducted by citizens in well-developed countries. Road density may determine spatial bias
in sampling efforts at smaller spatial scales (e.g., within countries). A large proportion of sampling
locations are in areas of high road density. In contrast, areas with little or no sampling efforts
(e.g., central Africa, the Amazons, and Siberia) are geographic areas with very limited accessibility.

However, one should not expect the covariates considered in the modeling to explain all spatial
variabilities in eBird sampling efforts, as in fact many more factors may play a role (and thus modeling
using other covariates may lead to more meaningful results). For example, the limited number of
eBird observations in some countries can be explained also by the use of other local platforms for
birdwatching, such as the official birding exchange platform in Switzerland [52], which is available also
in Italian, French and German languages or the more general iNaturalist platform [53]. In developed
European countries, the lack of observations to eBird is due to the use of such alternative platforms,
instead of a simple language barrier. Whereas in African countries there are different reasons other
than language and infrastructure for low reporting on eBird, e.g., civil and military conflicts [54].

Other reasons underlying local spatial patterns in the observations may be related to the
characteristics of the observation target, i.e., bird species rarity and richness, etc. (see [55] and
references therein). Birders go birdwatching with the hope to see birds. Therefore, where birding
activities are conducted depends on where birds occur. If birders have prior knowledge of where
(geographic area) birds prefer, they will be inclined to look for birds in such areas. The eBird mobile app
and website, based on existing observations in the database, produce a “hotspots” map showing areas
of rich bird species and species maps showing relative frequency of individual species. Many eBird
contributors would probably use such maps as guides when deciding where to watch birds, which may
help improve birding efficiency (e.g., see more birds in a birding session). However, this may also
reinforce existing spatial bias in sampling efforts because the “hotspots” map is based on data resulted
from spatially-biased sampling efforts.
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4.2. Temporal Patterns in eBird Data

Possible reasons underlying the temporal patterns in eBird data across the years, months, and
days of the week are discussed in the following three sub-sections.

4.2.1. Patterns across the Years

Over the years, sampling events and observers have been increasing exponentially since 2002
(Figures 5 and 10). This is a trend consistent across many large-scale online communities, and such rises
are generally related to information and communication technology advancements, infrastructures
development, etc. [22,56]. Specifically to eBird, several developments in the history of the eBird project
may have contributed to the accelerated rise of volunteer data contribution activities, for example,
the release of birder-engaging tools in mid-2005 [32]; expansion of eBird to include New Zealand
in 2008 and later to cover the whole world in 2010 [57]; the released mobile app called “BirdLog”,
which was the first and only app that made it possible for birders to record and submit information
to eBird in the field [58]; the release of the eBird mobile app [58] and the Merlin mobile app for bird
identification in 2014 [59]; and the release of the eBird mobile app supporting multiple languages in
2015 [37]. The significant boost in the number of observers from 2012–2013 (Figures 10 and 13) may be
attributed to the release of the “BirdLog” mobile app in 2012.

Despite the exponential increase in sampling efforts, the number of species reported to eBird
increased only in a linear fashion over the years (Figure 16), suggesting that the marginal increase in
the number of new species reported to eBird is disproportionately less significant compared to the
huge amount of additional sampling efforts brought by new observers. The significant increases in the
number of reported species in 2005 and in 2010 may be due to the release of birder-engaging tools in
2005 and the expansion of eBird to a global coverage in 2010, respectively.

4.2.2. Patterns across the Months

Over the months, temporal trends in sampling events, observers and reported bird species differ
across the northern and southern hemispheres (Figures 6, 11 and 17). In the northern hemisphere,
the number of sampling events, observers and reported bird species all peaked in May. This may be
because in this hemisphere the breeding season of many birds begin in May and many birders go for
birdwatching more intensively during that season (e.g., the North American Breeding Bird Survey).
There was another higher peak in February among observers since 2013. It may be explained by (1)
many birders across the world participate in the Great (Global) Backyard Bird Count (GBBC) every
February [60]; (2) the “BirdLog” mobile birding app released in 2012 made recording and submitting
data directly in the field possible [58], which may have helped engage more birders in GBBC. More
species were reported in and around winter months during November–March. Given that sampling
efforts in terms of the number of active birders and the number of sampling events were not as intensive
in winter months, the larger number of reported bird species may be an indicator of highly “efficient”
winter birding activities of a smaller group of skilled birders who could identify many bird species.
For example, Christmas Bird Count occurs December 14 to January 5 every year, mostly in U.S. and
Canada. There were no December or January spikes in the number of active birders nor in the number
of sampling events (Figures 6 and 11). It may be that the birders who participated in Christmas Bird
Count may already have been active in other periods. Only 0.2–0.5% of the sampling events in each
year during 2002–2019 mentioned “Christmas Bird Count” (or its variants) in the trip comments.
However, CBC participants may have contributed to the large number of species reported in December
and January (Figure 17).

Peaks in the southern hemisphere fell into different months than in the north but generally
followed similar seasonal treads. For example, sampling efforts (sampling events, observers) increased
starting from May or June until October or November (Figures 6 and 11), a period encompassing the
breeding season of birds in the southern hemisphere. More species were also reported over this period
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(Figure 17). The number of active birders often peak in October or November, but since 2015 there was
another peak in May and the October peak became much higher than the numbers in November and
December, which may be due to the yearly Global Big Day event in May [61] and the October Big Day
event [62] organized by eBird to engage more birders in birding. Yet, since most of the contributors are
ephemeral one-time contributors submitting only a single record, such events (e.g., Big Day, Great
Backyard Bird) may only boost participation over the limited timeframes of the events. Increases in the
overall participation are more related to other developments (e.g., the release of “BirdLog” in 2012).

The timing of bird migration may also help explain the monthly fluctuations. Many birders
often wait for migration seasons to go out and look for migrant birds. In the northern hemisphere,
for example, the increases in the number of sampling events, active birders and species in March–April
and in September–October correspond to the typical Spring migration arrival and Fall departure
timeline, respectively.

Globally, temporal patterns in sampling efforts over the months are similar to those in the northern
hemisphere, which had an order of magnitude more sampling events and observers compared to the
southern hemisphere, and thus, was driving the patterns in the overall sampling efforts across the globe.
The number of reported species has a comparable magnitude across the two hemispheres but followed
“opposite” trends over the months due to the opposite seasonality in the two hemispheres.

4.2.3. Patterns across the Days of the Week

Over the days of a week, more observers were active on weekends than on weekdays, reporting
a larger number of sampling events and more species. This pattern is consistent across the years
(Figures 7, 12 and 18). It could be attributed to the fact that birdwatching is just a hobby to many people,
some of whom may take a break from routine life and work responsibilities on weekends and thus can
spend more time on birding.

However, the level of expertise of the birders who were active on weekends and the quality of their
data submissions was notably different from those active on weekdays (Figure 22). The average number
of species per observer, an indicator of the level of birding expertise, was lower among birders active
on weekends. Moreover, the number of incomplete checklists (i.e., not all species were identified and
reported) and unapproved observations per observer, two indicators of data quality, were both higher
among birders active on weekends. The evidence suggests birders who were active on weekdays were
of an overall higher level of expertise and data contributed by them were of higher quality. This might
be due to the fac that a larger number of novice birders tend to go birding only on weekends while
expert birder may conduct birding on weekdays besides weekends.
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Figure 22. Number of species (top), incomplete checklists (center), and unapproved observations
(bottom) per observer across the days of the week.

4.3. Biases in VGI and Their Implications

Several forms of biases exist in VGI due to the characteristics of volunteer data contribution activities.
When utilizing VGI, one should assess the fitness of use of VGI in the context of particular applications
by examining the extent of the biases, their potential impacts, and possible methods to account for
the biases.

4.3.1. Spatial Bias

Spatial bias is often intrinsic to the sampling efforts of volunteer data contributors.
Unlike traditional geographic sampling where sampling locations are designed following a
certain spatial sampling scheme (e.g., stratified random sampling), individual volunteers choose
sampling locations (i.e., where to conduct observations) largely at their own will in ad hoc or
opportunistic manners, without coordinating sampling efforts with other volunteers [18]. As a result,
volunteer sampling efforts often concentrate in more accessible areas (Figure 4) and such sampling
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efforts are subject to spatial bias. In some cases, volunteers do make their decisions regarding where
to sample based on where others have sampled. For example, eBird contributors may consult the
“hotspots” map and species distribution maps provided by eBird [34] and accordingly select “hotspots”
(areas with larger number of reported bird species) for birding. This, however, may reinforce existing
spatial bias in sampling efforts, as areas with higher sampling intensity get sampled repeatedly
(over-sampled) while areas with lower sampling intensity remain under-sampled.

Geographic data contributed by volunteers, when using geographic samples for analysis and
modeling, need to be representative so properties of the underlying population can be inferred from
the sample with satisfactory accuracy. The representativeness of geographic samples collected through
traditional spatial sampling protocols is often ensured by following a rigorous sampling scheme
such that sampling locations properly cover the environmental gradients in the geographic area of
interest [63]. However, due to spatial bias in volunteer sampling efforts, the sampling locations may
not have a good coverage over the environmental gradients, which impedes the representativeness
of volunteer-contributed geographic samples [64]. For instance, more occurrence locations of a bird
species in urban areas as reflected in the eBird database do not necessarily mean the species actually
prefer urban habitats; it may be that there were simply not sufficient sampling efforts in non-urban
habitats to discover the species. When the occurrence locations are used to predict species distribution,
e.g., through species distribution modeling, such spatial bias needs to be accounted for in order to
improve modeling and prediction accuracy [8,16,17,55,65–67].

4.3.2. Temporal Bias

Temporal bias also exists in volunteer sampling efforts, potentially at multiple temporal granularities.
As profiling of the eBird data shows, sampling efforts and reported bird species are increasing
over the years, with significant monthly fluctuations and notably more contributions on weekends.
When observations from VGI are used to analyze temporal changes of geographic phenomena,
such temporal bias should be accounted for [15]. For instance, the increasing number of bird species
reported to eBird (Figure 16) does not mean increasing bird diversity on Earth. The increase is basically
attributed to the increase in sampling efforts. As another example, although in the northern hemisphere
there are a larger number of bird species reported to eBird in May than in September, one cannot
definitively conclude that more bird species are present in May; there are simply not as many sampling
efforts in September, and thus, the comparison would not be meaningful without disentangling the
effects of the uneven sampling efforts. In fact, when eBird observations are used for modeling and
predicting species geographic distribution, temporal variations in sampling efforts are often controlled
for by selecting only observations within certain periods of roughly uniform sampling efforts [8,17].

4.3.3. Contributor Bias

Volunteer contributors are of various levels of skill in contributing data, and skill level of the
same contributor may change over time. For example, the varied levels of expertise among eBird
contributors may well be reflected in the number of active days they report observations (Figure 13)
and in the number of reported sampling events, sampling locations and bird species (Figure 14).
Many observers are ephemeral one-time contributors submitting only a single record. Only a small
portion of the contributor are experts who tend to actively contribute large quantities of data over the
long term [51]. In fact, when counting birds, there exist both between-observer differences [68] and
within-observer differences (i.e., a change in ability to count birds of a given species after an observer’s
first year experience) [69].

Such observer bias may need to be accounted for when using VGI data in analyses. For instance, [70]
reveal that for low-density populations, using data contributed by novice and experienced observers
together may lead to erroneous site occupancy models. Other studies have found that observation skills
of volunteer contributors can be estimated using species accumulation curves [71] and incorporating
observer quality as a covariable to account for observer differences [68]; removing an observer’s
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first year of observation [69] improves population trends estimation, and incorporating estimates of
observer expertise in occupancy model improves species distributions from citizen science data [72].

4.3.4. Observation Bias

Bias also exists regarding the observation target. While some targets are easy to observe
and identify, others may be more challenging. As a result, volunteer observations may be biased
towards the easy targets in data volume. Common species may be reported repeatedly in many
sampling events and by many observers, while only few records of rare and elusive species may
be reported. Another complication is that observers may have their respective preferences on what to
observe and report. Expert birders may be only interested in reporting rare species while ignoring
common species. Such observation bias in VGI may deserve treatment in certain VGI applications.
In fact, eBird let users report whether a checklist (i.e., sampling event) includes all species they could
detect and identify (“complete” checklist). This makes it possible to filter the checklists to use only
complete ones in analysis and modeling and thus enables analysts to move away from the reporting
preference issue mentioned above [73]. eBird encourages observers to submit complete checklists, and
a high proportion (~75%) of the submitted checklists in eBird database are complete.

5. Conclusions

Using eBird as an example, this study explores spatial and temporal patterns in volunteer data
contribution activities. The sampling efforts of eBird contributors are biased in space and time.
Most sampling efforts are concentrated in areas of denser populations and/or better accessibility,
with the most intensively sampled areas being in proximity to big cities in developed regions of
the world. Due to the spatially biased sampling efforts, reported bird species are also spatially
biased towards areas where more sampling efforts occur. Temporally, eBird sampling efforts and
reported bird species are increasing over the years, with significant monthly fluctuations and notably
more data reported on weekends. Such trends are driven by continued development of the eBird
project and by characteristics of both the bird species (e.g., breeding season) and the observers
(e.g., more birding on weekends). Other forms of biases also exist in volunteer data contribution
activities (e.g., contributor bias, observation bias). The fitness of use of VGI in the context of particular
applications should be evaluated by examining the extent of the spatial, temporal and other biases and
their potential impacts. In many cases, the biases need to be accounted for such that reliable inferences
can be made from VGI observations.
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Abstract: Recent advancements in spatial modelling and mapping methods have opened up new
horizons for monitoring the migration of bird species, which have been altered due to the climate
change. The rise of citizen science has also aided the spatiotemporal data collection with associated
attributes. The biodiversity data from citizen observatories can be employed in machine learning
algorithms for predicting suitable environmental conditions for species’ survival and their future
migration behaviours. In this study, different environmental variables effective in birds’ migrations
were analysed, and their habitat suitability was assessed for future understanding of their responses
in different climate change scenarios. The Jacobin cuckoo (Clamator jacobinus) was selected as the
subject species, since their arrival to India has been traditionally considered as a sign for the start of
the Indian monsoon season. For suitability predictions in current and future scenarios, maximum
entropy (Maxent) modelling was carried out with environmental variables and species occurrences
observed in India and Africa. For modelling, the correlation test was performed on the environmental
variables (bioclimatic, precipitation, minimum temperature, maximum temperature, precipitation,
wind and elevation). The results showed that precipitation-related variables played a significant role
in suitability, and through reclassified habitat suitability maps, it was observed that the suitable areas
of India and Africa might decrease in future climatic scenarios (SSPs 2.6, 4.5, 7.0 and 8.5) of 2030
and 2050. In addition, the suitability and unsuitability areas were calculated (in km2) to observe the
subtle changes in the ecosystem. Such climate change studies can support biodiversity research and
improve the agricultural economy.

Keywords: citizen science; machine learning; Indian monsoon; Jacobin cuckoo; Maxent; species
distribution model; habitat suitability; range expansion; WorldClim; CMIP

1. Introduction

The exponential change in the climate has directly affected the spatial distribution of
species and communities in ecosystems, which is an essential requirement to understand
the functions and processes of the ecosystem. As such, species movement in response
to climatic shifts could be projected from species distribution models (SDMs), which
provide an empirical way to assess the climatic impacts for the changes of species habitats
(for example, reference [1]). A habitat is defined as a particular location where species
live and reproduce with certain characteristics, behaviour, interactions and population
patterns [2]. A favourable habitat that is significant for the survival of a species is called
habitat suitability [3] and has importance in ecological research through habitat suitability
modelling, which can help in conservation and protection plans. Several studies have
investigated the suitability of species’ habitats using maximum entropy (Maxent) [4] for
evaluating the species range using geolocation data; for example, references [5–12]. The
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Maxent model has gained popularity in the literature for the modelling of species’ spatial
distributions, and related studies have received over 5000 citations in the Web of Science
Core Collection, mostly used by distribution modelers (ca. >60%) [13]. In recent decades,
countless studies have been carried out on the suitability of species’ habitats using the
maximum entropy method for evaluating species ranges using presence-only data [14–19].
Such studies help to derive useful guidelines on the parameterisations of the model, such as
the minimum sample size and data sample requirement, selection of random samples from
voluminous datasets and the determination of subsampling process for range predictions
per species and per sample size [14–16,18,19].

Although such data-intensive modelling approaches can help in identifying the major
factors behind species range expansion [20], the occurrences of species, which poses a
significant contribution to the model, should preferably be recorded across spatial (species
range) and temporal (time of observation) contexts. However, it is intrinsically a problem-
atic and costly task to record geographically varied near-real-time observations, because
such activities need the continuous monitoring of species movements, so the species are
tagged with tracking devices without causing any harm to them. Therefore, these real-time
or near-real-time observations through a volunteering approach for data collection could
help in quantifying the species fitness at a large spatial scale and informing about the
changes in climatic patterns. The species properties can also be obtained from floras, the
literature, herbaria and museums as theoretical data to model the habitat suitability of a
species [21]. However, the main challenge remains the spatial uncertainty, which may be
sourced from incorrect geotagging or wrong datum information [21,22]. Until recently, the
species data were collected and recorded as a textual description in the forms of names and
places [22], and digitising the textual information also causes substantial errors and brings
spatial uncertainty in the order of several kilometres [23]. Various techniques have been
developed to estimate and to document the location uncertainty among species’ occurrence
records in order to eliminate high errors prior to suitability modelling [22,24].

Trained and untrained volunteers have helped in the data collection processes as a
citizen science approach, which may provide robust and rigorous data with qualitative
and quantitative attributes. The data collected using citizen science approaches have been
applied to ecological niche models in recent years to mitigate the gaps in the quantity
and quality of data, which also improved the approximation of the metric of interest [25].
Species distribution modelling for particular species requires a sufficient number of oc-
currences distributed across its extant [26–28]. Citizen science is a broad concept that can
be understood in different forms [29], from highly systematic protocols to opportunistic
surveys with no sampling designs [29,30].

In this paper, a ML-based maximum entropy (Maxent) algorithm was applied to
Jacobin cuckoo (pied cuckoo or pied-crested cuckoo) occurrences with environmental
variables, such as to evaluate the potential habitat suitability in Africa and in India. For the
modelling procedure, the birds’ occurrences were first divided into three time periods—
June–September, which refers to India’s southwest monsoon, October–December, which
refers to India’s northwest monsoon and Africa’s wet season, and January–May—to predict
the suitability site of the Jacobin cuckoo, as most parts of India have winter and summer
seasons. This approach was also used to predict the change in monsoon patterns by mod-
elling how this bird’s favourable habitats will shift under different climate change scenarios.
For this future prediction modelling, the obtained modelling results of current suitability
with the existing environmental variables and species occurrences was projected with
future models to observe the probable climatic changes in 2030 (an average of 2021–2040)
and 2050 (an average of 2041–2060). In addition, the areas of suitability and unsuitability
sites were also calculated to analyse the increase or decrease in the ecological system in re-
sponse to changes in the monsoon patterns. The first ever Indian monsoon climate change
study in terms of Jacobin cuckoos’ migration was performed by Singh and Saran [31],
in which the geographic occurrences of the Jacobin cuckoo with 19 current bioclimatic
variables were modelled using the ML=based Maxent model in R software. This trained
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model was then projected with future bioclimatic variables under the RCP8.5 scenario
of the Coupled Model Intercomparison Project (CMIP5) to assess the predicted changes
in the suitability of Pied cuckoos’ habitats by 2050. Specifically, the current and future
bioclimatic variables were used at a resolution of 2.5 arc seconds (~4.5 km at the equator) of
latitude and longitude. The above-mentioned study signified that the major environmental
variables that affect the suitability of the Jacobin cuckoo were isothermality (16.8%), the
mean temperature of the warmest quarter (15.7%), annual precipitation, precipitation of the
warmest quarter (13.6%) and precipitation of the wettest month (11.3%) during the Indian
summer monsoon season, i.e., June–October. As per the current suitability predictions,
the states of Southern India—Andhra Pradesh, Goa, Karnataka, Kerala, Maharashtra and
Tamil Nadu—and Northern India—Uttarakhand and Himachal Pradesh—showed high,
as well as medium, habitat suitability, and the western states (e.g., Gujarat) displayed
medium suitability; southern Africa was found unsuitable for this bird, because in the
June–October months, a dry and hot climate is experienced there, which is not a favourable
habitat. However, according to the future suitability prediction of this bird, the Jacobin
cuckoo range contraction could happen in all parts of India except the southern parts of
Tamil Nadu due to increased greenhouse gas emissions and a decrease in precipitation of
the warmest quarter. In addition, the quantiles (5% and 95%) of the relevant environmental
variables were calculated to observe the changes in climates of now and 2050 with respect
to Indian monsoon seasons.

2. Citizen Science as a Biodiversity Research Method

The act of engaging volunteers in scientific tasks has proliferated in the past few
decades with offered, more pressing opportunities for participants to deliver advanced
approaches and make meaningful insights into their collected data. The activity of ef-
fectively utilising crowdsourcing, along with the Internet and mobile applications, over
large geographic regions is known as citizen science. Citizen science “is a process where
concerned citizens, government agencies, industry, academia, community groups, and
local institutions collaborate to monitor, track and respond to issues of common commu-
nity concern” [32] and “where citizens and stakeholders are included in the management
of resources” [33,34]. Citizen science involves both professionals and non-professionals
participating in both scientific thinking and data collection [33,35] with the support of
technological advancements, such as smart phones with location services, camera, ac-
celerometer, etc. [36]. However, based on its nature of engagement and utility in diverse
domains, citizen science may have different conceptual definitions and meanings.

According to the nature of engagement, the galaxy of citizen science is categorised into
four levels—crowdsourcing, distributed intelligence, participatory science and extreme [37].
Crowdsourcing is the most basic level, where the general public can contribute to science by
processing and analysing collected data. The next level is distributed intelligence, in which
citizens learn new skills before becoming involved in data collection and interpretation
activities. The third level is participatory science, where citizens are involved with research
groups for defining problems and data collection. The last level is extreme, where citizens
are equipped with full control to define problems, collect data and performing analyses
on it.

As per its utility in various projects with different aims, Wiggins and Crownston [38]
classified citizen science projects into five mutually exclusive and exhaustive types-action,
education, conservation, investigation and virtual projects. The various action projects
address local issues with the joint collaboration of citizens and scientists/researchers—
for example, references [39–49]-and education projects help in improving the knowledge
of citizens as part of the curriculum [50–55]. The conservation projects focus on the
management of natural resources—for example, reference [19]—investigation projects
emphasise the study of citizen’s observations combined with different parameters to
answer scientific questions [56,57] and virtual projects involve remote citizen science
activities [58–61].
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The above classification schemes can be demonstrated with the example of Project
PigeonWatch, which is one of the citizen science projects at the Cornell Lab of Ornithology
(CLO) and the National Audubon Society that engage many volunteers of all ages and
professions throughout the world to collect hands-on data to study and analyse pigeon
colour variations. On the basis of the above checklist, this project can be characterised as
an “investigation” project, and the utilised approach is “crowdsourcing”.

Amidst various citizen science projects, 72% of the projects relate to the discipline of
biology [62], and due to such dominancy in this area, the study and research on the diver-
sity and distribution of species [63] advance the rapid need for biodiversity monitoring,
conservation planning and ecological research. Many citizen science programs have been
realised over the span of years or even decades and are still being carried out to study the
patterns of nature on a large spatial scale by collecting data on different locations and habi-
tats of species. The way of collecting such information on the species’ locations, habitats
and other related information [63–65] by enlisting the public in scientific activities is now
considered the best practice. It is not necessarily true that the scientific output is always
benefitted by robust strategies and inferences from highly recognised and peer-reviewed
scientific publications; rather, gathering information through public participation could
be a better source of scientific information to answer specific questions [66,67]. Higher
credit may be given to Cornell University’s Lab of Ornithology, which laid the foundation
for volunteer participation in biodiversity observations, monitoring and research [52].
However, there are many other organisations and research groups that have designed
various citizen science programs to collect geographically well-distributed and dense data
with rigorous spatial sampling, such as Species Mapping through the Indian Bioresource
Information Network (IBIN) portal [68], bioblitz [69], the shell polymorphism survey [70],
the water quality survey [71] and breeding bird surveys [72]. Such diverse datasets compel
the aggregation of observation data from different sources for conventional research, but
the major concerns even after data aggregation are data quality [73] and techniques for
combining diverse datasets into different schemas [74]. Therefore, apposite planning is
required for managing the voluminous dataset integration into a uniform schema with data
quality check infrastructure for handling observational biases, “false absences” that yield
to inadequate sightings [75] and uneven data distributions [76]. These challenges were
addressed by a global concerted effort [77] that began in 2004 and has now resulted into
the largest single gateway to observation-based datasets, known as the Global Biodiversity
Information Facility (GBIF).

The GBIF is an intergovernmental organisation that provides “an Internet accessible,
interoperable network of biodiversity databases and information technology tools” [78]
as a “cornerstone resource” [79], with a “mission to make the world’s biodiversity data
freely and universally available via the Internet” [79]. Currently, the GBIF portal provides
open access to more than 160 million biodiversity occurrences and taxa data from 1641
institutions and volunteered surveying data around the globe. Therefore, the GBIF has
become an authentic repository where various organisations/institutes share their data
with quality and in large quantity, which are essential for modelling and decision-making
purposes. Edwards et al. [77] performed a spatial validation of the third-largest flowering
plant family, the Leguminosa, using its taxa and distribution data from the GBIF portal to
evaluate the quality and coverage of its geographic occurrences. Similar reviews could
be seen by Graham et al. [21] and Suarez and Tsutsui [80] for additional uses of museum
specimen data, which facilitated biodiversity policy and decision-making process [80].
Amongst the various other advantages, GBIF data can be used for biodiversity assess-
ments [81], taxonomic revisions [82], compiling red lists of threatened species [83] and
habitat suitability modelling [31,84–87]. The latter is one of the prominent examples of
climate change studies in which citizen science-based observations from the GBIF are
being increasingly used [88–95]. In this paper, different climate change scenarios combined
with the GBIF’s observed occurrences of the monsoon favourable bird, Clamator jacobinus,
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are modelled using the Maxent approach to study the contemporary and future habitat
suitability of this bird so that the variations in the Indian monsoon season can be examined.

3. Materials and Methods

3.1. The Jacobin (Pied) Cuckoo Species

As per Indian belief, the arrival of this partially migrated bird, the Jacobin cuckoo
(Clamator jacobinus) (Figure 1), also known as “Chatak” in India, heralds the onset of the
Indian monsoon [96]. During the summer, the bird flies from Africa to India for breeding,
crossing the Arabian Sea and the Indian Ocean, as shown in Figure 2. The Jacobin Cuckoo
belongs to the cuckoo order of small terrestrial birds with black and white soft plumage
and long-wings with a spiffy crest on the head that quenches its thirst with raindrops. The
species is also known as a brood parasite, i.e., instead of making its own nest, it lays its
eggs in the nest of other birds, particularly Jungle babbler (Turdoides striata). This bird of
an arboreal nature mostly sits on tall trees but often forages for food in low bushes and,
occasionally, on the ground. It prefers well-wooded areas, forests and bushes in semi-arid
regions. As widely known, the Jacobin cuckoo maintains their suitability in India in two
ways. There is a population that is sighted as residents year-round in the southern part of
the country. The Jacobin cuckoo is also sighted in the central and northern parts of India
along with summer monsoon winds from just before the monsoon to early winter, i.e.,
May–August. The reason behind choosing the Jacobin cuckoo was that the arrival time of
this bird is directly linked with the monsoon because it only drinks rainwater drops as it
pours down and does not utilise any other water sources, such as collected rain waters,
rivers, etc., to quench its thirst.

Figure 1. Image of Clamator jacobinus (Jacobin cuckoo or Pied cuckoo) (Source: Pied Cuckoo Macaulay
Library ML32455551).

3.2. The Species Distribution Data and the Preprocessing

The distribution data was obtained from the GBIF repository that collated geographic
records of this bird from surveys, museums, human observations and other data sources.
Then, those occurrences recorded through “human observation” were selected for this
study, because this research was focused on demonstrating the use of citizen science data
for habitat suitability modelling [97]. The institutes/organisations contributed this bird’s
data in the “human observation” category through various citizen science programs. These
institutes/organisations are the Cornell Lab of Ornithology, FitzPatrick Institute of African
Ornithology, South African National Biodiversity Institute, iNaturalist.org, Observation.org,
Xeno-canto Foundation for Nature Sounds, naturgucker.de, Kenya Wildlife Service, India
Biodiversity Portal and A Rocha Kenya. However, the dataset contained repeated latitude
and longitude values, as well as null values (NA: not available). By using a data cleaning
algorithm in R, records with NA values and duplicated locations were removed. Since the
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Jacobin cuckoos are known for their close association with the onset of monsoon season in
India, the compiled GPS records of human observations from 1991 to 2020 were divided
into the following monthly sets:

i. Based on the period of the southwest monsoon season that typically lasts from June
to September, the geographic occurrences of the Jacobin cuckoo were filtered for
these months starting from the year 1991 to 2020. In this period, the whole country
receives more than 75% of its rainfall [98].

ii. The second input set was filtered using the months of northeast monsoon season,
i.e., October–December. This monsoon season is also known as post-monsoon or
winter monsoon season, in which the country receives about 60% of its annual
rainfall in the coastal areas and about 40% in the interior areas [99]. Additionally,
the rainy season starts from October and lasts until April–June in Africa, where the
conditions are mostly suitable for its residency.

iii. The third and final set contains the data of months January–May that denote the
mid-rainy period and end of the rainy season in Africa and India, respectively.

Hence, the abovementioned sets of geographic occurrences were combined with
environmental datasets to understand their potential suitability ranges, environmental
parameters and altered climatic variations in different climate change scenarios.

Figure 2. Extant map of Clamator jacobinus (Pied cuckoo) (Image Source: reference [30]).

3.3. Environmental Data
3.3.1. Selection of Environmental Variables

This section discusses the selection of environmental data that are assumed to ecologi-
cally influence mobile species like birds, particularly the Jacobin cuckoo distribution. These
include bioclimatic variables, minimum temperature, maximum temperature, precipitation,
elevation and wind at the spatial resolution of 2.5 arc-min from WorldClim. For the present
climatic conditions, the bioclimatic variables, which were averaged for the years 1970–2000,
were obtained from WorldClim version 2.1, the latest version of climate data launched in
January 2020 [100]. As per this study, modelling was carried out for three different time
periods; therefore, climatic variables such as precipitation, wind, minimum temperature
and maximum temperature were taken and screened for the given three sets.
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For future sets, 19 bioclimatic variables (Table 1) for the near-future (2021–2040) and
remote-future (2041–2060) projections of the species distribution maps at 2.5 arc-min were
obtained from WorldClim [101]. For future climate scenarios, the CIMP’s climate data
of the CNRM-ESM2-1 [102] global climate model (GCM) for four Shared Socioeconomic
Pathways (SSPs): 126, 245, 370 and 585 were obtained from WorldClim’s database, which
was spatially downscaled and calibrated to reduce the bias.

Table 1. Environmental variables used in the habitat suitability modelling process.

Bioclimatic Variable Code Bioclimatic Variable Name Unit

BIO1 Annual Mean Temperature ◦C

BIO2 Mean Diurnal Range (Mean of monthly (max
temp–min temp))

◦C

BIO3 Isothermality (BIO2/BIO7) dimensionless
BIO4 Temperature Seasonality (Standard Deviation) ◦C
BIO5 Max Temperature of Warmest Month ◦C
BIO6 Min Temperature of Coldest Month ◦C
BIO7 Temperature Annual Range (BIO5-BIO6) ◦C
BIO8 Mean Temperature of Wettest Quarter ◦C
BIO9 Mean Temperature of Driest Quarter ◦C
BIO10 Mean Temperature of Warmest Quarter ◦C
BIO11 Mean Temperature of Coldest Quarter ◦C
BIO12 Annual Precipitation mm
BIO13 Precipitation of Wettest Month mm
BIO14 Precipitation of Driest Month mm

BIO15 Precipitation Seasonality (Coefficient of
Variation) fraction

BIO16 Precipitation of Wettest Quarter mm
BIO17 Precipitation of Driest Quarter mm
BIO18 Precipitation of Warmest Quarter mm
BIO19 Precipitation of Coldest Quarter mm

The 2013 IPCC (Intergovernmental Panel on Climate Change) fifth assessment report
(AR5) generated climate models from CMIP5, and the 2021 IPCC sixth assessment report
(AR6) presented CMIP6 with the 10 Earth system models (ESMs) [103]. CNRM-ESM2-1
is one of the ESMs that contains interactive earth system components such as aerosols,
atmospheric chemistry and the land and ocean carbon cycles. In CMIP6, sufficient amounts
of data on Carbon Brief were included to analyse the future emission scenarios, such as
past and future warming and climate sensitivity since CMIP5. The IPCC AR5 introduced
four Representative Concentration Pathways (RCPs) that examined future greenhouse
gas emissions in different climate change scenarios: RCP2.6, RCP4.5, RCP6.0 and RCP8.5.
These scenarios were updated with the Shared Socioeconomic Pathways (SSPs) scenar-
ios in CMIP6–SSP1-2.6, SSP2-4.5, SSP3-7.0, SSP4-6.0 and SSP5-8.5. SSP1 is a world of
sustainability-focused growth and equality. SSP2 is known as the “middle of the road”,
where the historical patterns are followed, SSP3 lies right in the middle of the range of
the baseline outcomes produced by ESMs, SSP4 is a more optimistic world that fails to
ordain any climate policies and SSP5 depicts the worst-case scenario. These SSPs could
examine the demographic and economic factors, as well as how societal picks will have
an impact on greenhouse gas emissions. While in RCPs, the socioeconomic factors are not
included, but only the pathways are set to examine the greenhouse gas concentrations and
the amount of warming that could occur by the end of the century. In this paper, the SSPs
1–2.6, 2–4.5, 3–7.0 and 5–8.5 were used.

3.3.2. Screening of Environmental Variables

The correlation test between the environment variables for each of the three seasonal
sets was carried out to retain the ecologically relevant variables in the species’ suitability.
Spearman’s correlation coefficients [104] were applied on the variables set, where, if the
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variables had a Spearman correlation < 0.7, those variables were not highly correlated. Then,
the Variance Inflation Factor (VIF) was calculated in R software for each remaining variable
using the vifcor function of R package usdm [105] and eliminated the environmental
variables whose VIF values > 3, because the smaller VIF values hold low correlations. The
resulting VIF values were <3 [106], and therefore, no further variables were eliminated. This
correlation test among the environmental variables was performed for India and Africa
separately, and these screened environmental variables were then used in the Maxent
model to predict the habitat suitability in the abovementioned study areas.

3.4. The Spatial Distribution Model with Maxent

ML-based Maxent modelling [107] is the most popular and a well-established habitat
suitability modelling approach [108–116] that predicts probable distributions based on
species’ occurrences and environmental variables. The advantage of using Maxent is that it
uses presence-only data and provides a predictive map within the study area. This works
on the principle of maximum entropy that estimates the probability distribution of species’
habitats with no constraints and assumes that each feature has the same mean value in the
approximated distribution as the species occurrences.

In this study, the maximum entropy algorithm with bird’s occurrences and screened
predictor variables was modelled to predict the potential suitable habitats and analyse
the relative importance of different bioclimatic factors of each point of occurrence for the
Jacobin cuckoo. This method was applied on all the three sets of time periods, so that
the habitat suitability analysis could be performed to validate the belief that the Jacobin
cuckoo are the harbinger of the Indian monsoon and analyse the suitable climates and
range of this bird in India, as well as in Africa, during the selected periods. The jackknife
test was applied to recognise the importance of the environmental variables. The species
occurrences were split as training (75% of the total occurrences) and test (25% of the total
occurrences) data for the models’ calibration and assessment, respectively. The response
curves; jackknife and other features such as linear, quadratic, product, threshold and hinge
were set as true parameters in the habitat suitability model. The other model parameters
were used as follows:

i. “replicates = 10” tells the model about the number of replicates that the model executes
for cross-validating, bootstrapping or doing sampling with replacement runs;

ii. “lq2lqptthreshold = 80” is the number of samples at which the product and threshold
features start being used;

iii. “l2lqthreshold = 10” is the number of samples at which the quadratic features start
being used and

iv. “hingethreshold = 15” is the number of samples at which the hinge features start
being used.

The predictive performance of the generated model was then assessed by calculating
the Area Under the Receiver Operator Curve (AUC) of the receiver operating characteristic
(ROC) plot, which ranges between 0 (no discrimination) to 1 (perfect discrimination) [116].
The process of evaluating the model’s predictive performance using AUC involves the
process of setting thresholds on the model’s prediction by generating various levels of
false positive rates and then assessing the true positive rate as a false positive rate function.
Here, the false positive rate referred to the prediction of a presence for those places where
the species is absent, and the true positive rate is the successful prediction of a presence.
The AUC range from 0.7 to 0.8 is acceptable, 0.8 to 0.9 is excellent and above 0.9 is an
outstanding performance [117]. The dominant environmental variables in determining the
species’ probable distribution were assessed through the jackknife test (also called “leave-
one-out”) that gives the permutation importance against the environmental variables [110].
The species response curves were generated by the model to examine how the likelihood of
species’ occurrences responds to the variations in the changing environmental conditions.

Then, the future climatic variations (2021–2040 and 2041–2060) were also modelled to
estimate how the species will respond to changes in ecological systems, as their favourable
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habitats will shift under different climate change scenarios (i.e., SSP1-2.6, SSP2-4.5, SSP3-7.0
and SSP5-8.5).

The predicted habitat suitability maps were then reclassified into convenient classes
that represented the threshold limits that differentiated the unsuitable and suitable habitats.
The reclassified classes of habitat suitability were: the unsuitable conditions with a lower
threshold and the suitable conditions that were further categorised into three classes:
low, medium and highly suitable. This threshold helped in interpreting the ecological
significance by identifying areas that were at least suitable as similar to those areas where
the species has been recorded.

4. Results

4.1. Selection of Environmental Variables

To detect the correlations among environmental variables, the Spearman’s correlation
coefficient threshold was set to 0.7, and then, the vifcor function was performed. From the
visual assessment, some variables showed an intercorrelation that was then eliminated if
their vif values was assigned as less than 3. This was the case for the minimum temperature,
maximum temperature, precipitation, elevation, wind and bioclimatic variables. The final
selected set of variables were then used to predict the suitability of the Jacobin cuckoo,
given in Table 2.

Table 2. Environmental variables selected after the correlation test.

Time Periods India Africa

June–September bio14, bio15, bio18, bio19, bio2, bio3,
bio8, wind7

bio13, bio14, bio19, bio2, bio3,
elevation, wind6, tmax9

October–December bio14, bio15, bio18, bio19, bio2, bio3,
wind12, prec12

bio14, bio15, bio19, bio8, bio9,
wind 12

January–May bio14, bio15, bio18, bio19, bio2, bio3,
wind2, prec1 bio14, bio15, bio19, bio2, elev

4.2. Performance Evaluation Results of the Maxent Model

After executing the Maxent model on the species’ occurrences and environmental
variables, its predictive accuracy was evaluated by using AUC plots. As shown in Table 2,
environmental variables were selected for India and Africa separately in three different time
periods; therefore, the Maxent model was executed by separating the species occurrences of
India and Africa into three different time periods. Additionally, the minimum temperature,
maximum temperature and precipitation used in the Maxent model were taken according
to these three time periods.

The AUC values for the Pied cuckoos’ suitability prediction model given in Table 3
depicted that the model’s prediction was very good, so that it could effectively predict the
species distribution under the current and future climate scenarios.

Table 3. AUC values of the Maxent model’s performance.

Time Periods India Africa

June–September 0.885 0.908
October–December 0.91 0.947

January–May 0.958 0.908

4.3. Variable Importance and Contribution

Tables 4 and 5 depict the heuristic estimate of the percentage contribution and the
permutation importance of the environmental variables used in the Maxent model for
three different time periods with species occurrence data from India and Africa. These two
tables helped us to interpret the most influential environmental variables that played a
significant role in the Jacobin cuckoo’s habitat suitability in India and Africa. It is observed
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in Table 4 that bio2, bio3, bio14, bio15, bio18, bio19 and wind are common for all the
three time periods in India, whereas, in Africa (Table 5), bio 14 and bio 19 are common
in all three time periods. In India, wind and precipitation play a minor role, whereas, in
Africa, wind and elevation hold major contributions in suitability modelling. Therefore,
this section concluded that the environmental variables related to precipitation play a
significant role in the distribution of the Jacobin cuckoo and are essentially required in its
potential suitable habitats.

Table 4. Percent contribution and permutation importance of the environmental variables in terms of India’s suitability.

Time Periods Selected Environmental Variables Percent Contribution Permutation Importance

June–September

bio8 (Mean Temperature of Wettest Quarter) 52.4 40.9
bio3 (Isothermality) 13.9 11

bio2 (Mean Diurnal Range) 9.2 14.4
bio18 (Precipitation of Warmest Quarter) 7.8 5.3

wind7 (wind of July month) 6.8 9.6
bio19 (Precipitation of Coldest Quarter) 5.2 10

bio15 (Precipitation Seasonality) 4.5 7
bio14 (Precipitation of Driest Month) 0.3 1.7

October–December

bio3 (Isothermality) 69.7 54.7
bio18 (Precipitation of Warmest Quarter) 9.8 12.4

bio2 (Mean Diurnal Range) 9.4 17.9
wind12 (wind of December month) 3.8 5.7

prec12 (precipitation of December month) 2.6 2.8
bio15 (Precipitation Seasonality) 2.3 4.5

bio19 (Precipitation of Coldest Quarter) 2 1.6
bio14 (Precipitation of Driest Month) 0.5 0.5

January–May

bio3 (Isothermality) 56.2 49.7
bio19 (Precipitation of Coldest Quarter) 21.7 5.1

bio2 (Mean Diurnal Range) 13.2 22.8
prec1 (precipitation of January month) 3.5 4.7

bio18 (Precipitation of Warmest Quarter) 3.4 9.6
wind2 (wind of February month) 1.3 6.3
bio15 (Precipitation Seasonality) 0.7 1.5

bio14 (Precipitation of Driest Month) 0.1 0.4

Table 5. Percent contribution and permutation importance of the environmental variables in terms of Africa’s suitability.

Time Periods Selected Environmental Variables Percent Contribution Permutation Importance

June–September

bio14 (Precipitation of Driest Month) 31.2 26.9
bio13 (Precipitation of Wettest Month) 23.5 24.3

wind6 (wind of June month) 15.4 19.2
bio19 (Precipitation of Coldest Quarter) 11.1 7.2

tmax9 (Maximum Temperature of September) 8.9 12.6
bio2 (Mean Diurnal Range) 5.7 3.4

elev (Elevation) 2.1 4.8
bio3 (Isothermality) 2 1.6

October–December

bio9 (Mean Temperature of Driest Quarter) 51 30.1
bio14 (Precipitation of Driest Month) 24.8 20.9
wind12 (wind of December month) 8.9 18

bio8 (Mean Temperature of Wettest Quarter) 8.1 20.9
bio15 (Precipitation Seasonality) 5.5 8.1

bio19 (Precipitation of Coldest Quarter) 1.7 2

January–May

bio19 (Precipitation of Coldest Quarter) 33.9 38.6
bio15 (Precipitation Seasonality) 24.8 16.1

bio14 (Precipitation of Driest Month) 24.6 37.9
bio2 (Mean Diurnal Range) 15.4 6.3

elev (Elevation) 1.4 1
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4.4. Predicted Habitat Suitability Map of the Jacobin Cuckoo

Using the influential bioclimatic factors in the species distribution, the habitat suitabil-
ity prediction was performed under the current and future climatic scenarios to estimate
the changes in the ecological systems and how the species will respond to the changes in
different climatic variations. This section discusses the spatial characteristics of the utilised
distribution data, i.e., India’s southwest and northeast monsoon seasons and Africa’s rainy
season, especially in Southern Africa.

4.4.1. Current Habitat Suitability
June–September

The months of June–September are known as India’s southwest monsoon period, in
which all of India receives more than 75% of its rainfall [118], whereas these months bring
the dry season in Central, South and East Africa. Therefore, the recorded occurrences of
June-September (separately for India and Africa) with screened environmental variables
were supplied to the Maxent model, which resulted in the dominant bioclimatic variables,
as well as the prediction of the current habitat suitability of this bird. After evaluating the
model’s performance, the output was then used to project the future habitat suitability of
the Jacobin cuckoo under different climate change scenarios.

The species habitat suitability map shown in Figure 3 depicts that the areas covered
with grey colour represent no suitability for this bird, whereas the yellow and brown
colours represent good and low habitat suitability of the species, respectively. The species
occurrences are plotted with red points on the map, and the habitat suitability ranges can
be seen from the probability scale, which depicts the bird’s residency. Accordingly, Africa
has very low suitability during the June-September period because of its dry season, which
might not be a favourable climate for the suitability of Pied cuckoos. However, the model
predicted the good and high suitability of these birds in all of India as compared to Africa,
because India receives 75% of its rainfall then, and thus, this could be one of the main
reasons of their partial migration to India, so that they can get their suitable climatic factors.
The results shown in Figure 3 were computed on occurrences from 1991 to 2020 and the
climatic variables (tmin, tmax, prec and wind) of the June–September months.

In India, the major suitability predictions under the current scenario can be seen in
Northern, Western and Southern India, but Eastern, Central and North-eastern India have
shown very low or no suitability predictions. The model predicted the average suitability
range of the Jacobin cuckoo in the following Indian states—Uttarakhand and Uttar Pradesh
and in Madhya Pradesh of Central India. The reason behind its migration to these parts of
India could be because of the wettest features due to the highest rainfall and the maximum
number of rivers. A good suitability range was predicted in Western India, such as in
Gujarat (sites near to the Gulf of Kachcha and the Gulf of Khambat) and in Maharashtra
(sites surrounded by the Arabian Sea) and, also, in Southern India, such as in Western
Ghats. The highest suitability of this bird was predicted in a few areas of South India,
such as Southern Tamil Nadu, which is Rameswaram, Dhanushkodi and Thoothukodi.
Therefore, there is a probability that this bird likes to stay at the wettest sites, which receive
the highest amount of rainfall. In Africa, no habitat suitability was predicted for Jacobin
cuckoo, because this time period is the dry season, which might force the Jacobin cuckoo’s
migration to India.
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Figure 3. Habitat suitability prediction of June-September for the Pied cuckoo range.

The change in climate, particularly the Indian southwest monsoon patterns, were
analysed with respect to the Jacobin cuckoo in the past 30 years by separating the datasets
into two subsets—1991–2005 and 2006–2020. For this, the climatic variables were used for
these yearly subsets, and their results are illustrated in Figures 4 and 5, respectively. In
Figure 4, there is no suitability predicted in Africa in 1991–2006 during June–September
because of its dry weather, which is unsuitable for the bird, but, in India, an adequate
habitat suitability can be seen in the eastern parts and northern parts but not the southern
and western parts, due to the bird’s migration to India in search of a wet climate. When
the suitability results of Figure 4 are compared with Figure 5, a decline is observed in the
Indian monsoon rainfall in the north and east for the past 15 years in June–September.
Additionally, this study on climate change was completely dependent on sightings of the
Jacobin cuckoo, so one of the reasons of less suitability in Southern and Western India
would be less sightings of the bird due to the unawareness of crowdsourcing. As per
Google Trends search records from 2004 to the present (Figure 6), the public interest in the
term “crowdsourcing” in India started in 2007.
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Figure 4. Habitat suitability modelling in 1991–2005 for the June–September period.

Figure 5. Habitat suitability modelling in 2006–2020 for the June-September period.
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Figure 6. Google trends of “crowdsourcing” based on searches in India.

October–December and January–May

The months of October, November and December are known for the northeast mon-
soon or winter monsoon in India, as its direction is set from the northeast to southwest of
India, and the beginning of rainy and wet season in Africa, which typically lasts until April.
As such, this set of months includes monsoons of two different countries. Therefore, the re-
sults discussed in this section are divided into two sub-sections: one for October–December
and another for January–May.

The northeast monsoon season from October to December in India brings rain to
Andhra Pradesh mainly in the coastal regions of Kerala, Puducherry, Rayalaseema, South
Karnataka and Tamil Nadu. As compared to the southwest monsoon, this monsoon period
gives only 11% of the annual rainfall in India, but in Tamil Nadu, this season gives almost
half of its annual rainfall. The habitat suitability map given in Figure 7 depicts that, in
India, the highest habitat suitability of the Jacobin cuckoo is predicted in Tamil Nadu, good
in Andhra Pradesh and Karnataka and low in Kerala. Considering the model’s predictions
on the bird’s habitat suitability, which is correlated with the patterns of the northeast
monsoon (i.e., in October, November and December), it can be linked to the belief or fact
that the bird’s movements are completely linked with the monsoon rains of the northeast
monsoon period.

After verifying and exploring the links of the Indian monsoon arrival with the bird’s
sightings, subsequently, the same study was carried out to investigate the major climatic
factors that could be the cause behind the bird’s return journey to Africa. Figures 7 and 8
depict that, when the rainy and the wet season starts in October, the Pied cuckoos, residents
of Africa, might return to their native lands and reside there until April. Therefore, the
sightings of the Jacobin cuckoo were observed in the provinces of Africa, except the Western
Cape. However, the highest suitability (green colour) is predicted in the coastal areas of
the Eastern Cape and Kwazulu-Natal Provinces. Therefore, the research on the habitat
suitability of the Jacobin cuckoo proved the correlation between sighting of the Jacobin
cuckoo and the arrival of the monsoon season in India and also gives rise to ancestral tales
or traditional beliefs that these Jacobin cuckoos have the magical ability of summoning
rain wherever they go, such as all over the Indian subcontinent, as well as in Africa.
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Figure 7. Current habitat suitability predictions of October-December for the Jacobin cuckoo range. The regions marked
with a cross sign in the lower right part of the figure are: Andhra Pradesh (blue mark), mainly in the coastal regions,
Kerala (black mark), Puducherry (red mark), Rayalaseema (green mark), South Karnataka (marron mark) and Tamil Nadu
(pink mark).

4.4.2. Predicted Future Suitability under Different Climate Change Scenarios

This section is related to the modelling of future habitat suitability of the Jacobin
cuckoo by using the existing Maxent model, existing occurrences data and existing environ-
mental layers and then projecting them with future environmental variables of the years
2030 and 2050. In addition, the probable increase or decrease in suitable and unsuitable
habitats in the current and future years were also estimated for the sites occupied by the
species, which can be used in various climate change studies later.
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Figure 8. Current habitat suitability prediction of January-May for the Pied cuckoo range.

June–September

The resulting suitability maps was then generated using the selected environmental
variables that are given in Figure 9. The figure depicts that the probable habitat suitability
conditions of the Jacobin cuckoo have are relatively medium in SSPs 2.6, 4.5 and 7.0 of
2030. As compared to the current predictions in Figure 5, declines are observed in different
climatic scenarios of the future years, particularly in SSP 8.5, in which the pixels of good
suitability disappeared. This might be due to the estimation of higher CO2 emissions and
the increase in global warming. Table 6 depicts that there is a decline in suitable areas and
an increase in unsuitable areas as compared to the current ones.
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Figure 9. Predicted future habitat suitability maps of the Jacobin cuckoo during June–September of
India for the 2030 SSPs 2.6, 4.5, 7.0 and 8.5 (a–d) and 2050 SSPs 2.6, 4.5, 7.0 and 8.5 (e–h).
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Table 6. Predicted suitable areas under the current and future climatic conditions during June–
September (India).

Climatic Scenarios Unsuitability (km2) Suitability (km2)

Current – 3,903,906.3 1,554,570.5

2030

SSP 2.6 3,917,983.9 1,533,619.6
SSP 4.5 3,956,603.1 1,492,705.1
SSP 7.0 3,925,725.7 1,530,059
SSP 8.5 4,083,028.8 1,371,543.6

2050

SSP 2.6 3,935,078.1 1,514,768.8
SSP 4.5 4,012,498.1 1,436,972
SSP 7.0 4,170,800.4 1,281,060.6
SSP 8.5 4,249,557.4 1,205,204.4

October–December and January–May

This section discusses on how the distribution of potential habitats will shift under
different climate change scenarios. According to the model’s future predictions for the
months of October-December in India (Figure 10) and Africa (Figure 11), the habitat
suitability of the Jacobin cuckoo is highly related to the current scenario (Figure 7) under
SSPs 2.6 and 4.5 of 2030. However, the suitability conditions under different scenarios
such as 7.0 and 8.5 of 2030 and, in 2050, under all climatic scenarios, the probability of
occurrence of the Jacobin cuckoo is predicted as quite low when compared with the current
one. This can be observed in Tables 7 and 8, which represent the increase in unsuitable and
decrease in suitable areas of the Jacobin cuckoo in India and Africa, respectively.

Table 7. Predicted suitable areas under the current and future climatic conditions during October–
December (India).

Climatic Scenarios Unsuitability (km2) Suitability (km2)

Current – 4,662,162.9 269,311.2

2030

SSP 2.6 4,772,917.3 198,217
SSP 4.5 4,773,967.4 197,233.2
SSP 7.0 4,758,425.3 200,135.6
SSP 8.5 4,806,362.7 185,111.4

2050

SSP 2.6 4,772,249.1 1,990,134.3
SSP 4.5 4,804,739.2 183,147.1
SSP 7.0 4,842,675.4 165,650.5
SSP 8.5 4,836,618.7 163,666.7

Table 8. Predicted suitable areas under the current and future climatic conditions during October–
December (Africa).

Climatic Scenarios Unsuitability (km2) Suitability (km2)

Current – 25,328,121 1,416,705.3

2030

SSP 2.6 25,421,822.1 1,320,241.8
SSP 4.5 25,402,520.3 1,337,374.5
SSP 7.0 25,396,134.9 1,344,209.5
SSP 8.5 25,417,724.7 1,321,503.3

2050

SSP 2.6 25,549,750.9 1,193,954.8
SSP 4.5 25,598,589.5 1,144,656.8
SSP 7.0 25,611,813.3 1,132,636.1
SSP 8.5 25,682,361.4 1,065,214.8
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Figure 10. Predicted future suitability maps for Jacobin cuckoos from October to December: (a–d)
and (e–h) represent the SSPs 2.6, 4.5, 7.0 and 8.5 for 2030 and 2050, respectively.
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Figure 11. Predicted future suitability maps for Jacobin cuckoos from October to December in Africa: (a–d) and (e–h)
represent the SSPs 2.6, 4.5, 7.0 and 8.5 for 2030 and 2050, respectively.

122



ISPRS Int. J. Geo-Inf. 2021, 10, 463

Other future suitability predictions for the January–May months of 2030 and 2050
through the Maxent model are shown in Figures 12 and 13 for India and Africa, respectively,
which provides the probability that the bird’s suitability might become low in 2050 under
all climate scenarios. Such a decline in habitat suitability of the bird during these months
indicates that, in the future, India, as well as Southern Africa, might receive less rain and
more dryness, which will result in a decline of the Jacobin cuckoo’s suitability in India
(Table 9) and Africa (Table 10). Although incongruities may exist between various climate
modelling approaches [119], the strategy of assessing the current suitability and predicting
the future changes in the distributions of diverse species, which are influenced by different
climatic patterns, is still recognised as an important research area.

Table 9. Predicted suitable areas under the current and future climatic conditions during January–
May (India).

Climatic Scenarios Unsuitability (km2) Suitability (km2)

Current – 4,568,739.6 128,897

2030

SSP 2.6 4,585,901.9 114,579.5
SSP 4.5 4,583,793.4 115,614
SSP 7.0 4,584,234.3 115,404
SSP 8.5 4,594,489.4 100,791.9

2050

SSP 2.6 4,573,664.1 121,099.9
SSP 4.5 4,581,033.1 117,698.1
SSP 7.0 4,593,339.3 103,510.2
SSP 8.5 4,600,834.1 94,180.3

Table 10. Predicted suitable areas under the current and future climatic conditions during January–
May (Africa).

Climatic Scenarios Unsuitability (km2) Suitability (km2)

Current – 15,137,454 1,205,065.2

2030

SSP 2.6 15,271,158.6 1,150,279.7
SSP 4.5 15,242,352.7 1,143,199.7
SSP 7.0 15,275,949 1,170,872.3
SSP 8.5 15,385,782.4 1,140,142.1

2050

SSP 2.6 15,271,495.7 1,206,615
SSP 4.5 15,279,882.5 1,115,013
SSP 7.0 15,200,979.4 1,199,596.5
SSP 8.5 15,389,258.9 1,125,855.3
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Figure 12. Predicted future suitability maps for January-May in India: (a–d) and (e–h) represent the
SSPs 2.6, 4.5, 7.0 and 8.5 for 2030 and 2050, respectively.
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Figure 13. Predicted future suitability maps for January-May in Africa: (a–d) and (e–h) represent the SSPs 2.6, 4.5, 7.0 and
8.5 for 2030 and 2050, respectively.
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5. Discussions

The study presented here analysed the habitat suitability for the Jacobin cuckoo in
different seasons, with particular reference to India, using the species’ occurrences (1991–
2020) in the ML-based Maxent model with environmental variables. The occurrences were
obtained from the GBIF database, an observatory composed of data from public institutions,
e.g., museums, and citizen observations. The Maxent model’s predictive performance
achieves higher AUC values, which denotes that this model is excellent and accurate. The
results obtained using the Maxent method for predicting the potential suitability of the
Jacobin cuckoo are different in all three seasons of India, i.e., June-September (the southwest
monsoon), October-December (the northeast monsoon) and January-May (winter and
summer). The important environmental variables affecting its habitat suitability are the
precipitation of the driest month, precipitation seasonality, precipitation of the warmest
quarter, mean temperature of the wettest quarter and wind. The model predictions showed
that the species suitability followed the same pattern of both Indian monsoon seasons,
i.e., southwest and northeast. Therefore, based on the results, the bird’s migration can
be linked with monsoons in the assessed regions—India and Africa. Nevertheless, in
order to examine India’s southwest monsoon season, the datasets were divided into two
subsets—1991–2005 and 2006–2020, and then, the Maxent model with the environmental
data was executed. From the results, it was surprisingly interesting to see that the monsoon
patterns started declining in 1991 in a few regions of the northern and eastern parts of India
during the June-September period, which might be because of anthropogenic activities,
deforestation, etc. However, in Africa, the climatic conditions are always suitable for this
bird’s residency starting from October and lasting until April. When the rainy and wet
season in Africa ends, the birds start migrating to different parts of the world where they
get more favourable climate conditions. The future suitability of the Pied cuckoo bird was
modelled here with a full set of climatic conditions under four scenarios (SSPs): 2.6, 4.5,
7.0 and 8.5 for 2030 (averaged for 2021–2040) and 2050 (averaged for 2041–2060), using
the results of the current suitability and its projected bioclimatic variables. As per the
future predictions carried out in this study, the potentially suitable climatic distribution
will shrink in the future (2050 < 2030 < current) under different climate change scenarios,
indicating that there could be a change in the monsoon season in India, as well as in Africa,
which will result in less suitability for the Jacobin cuckoo. Such a direct link of this bird
with the monsoon season helps to critically analyse the likely climatic change activities and
which environmental variables play an influential role for its suitability and to support its
migratory movements.

6. Conclusions

This study concluded that the ecological systems will be altered with respect to the
climate changes, and the favourable habitats of species will shift under different climate
change scenarios. The present study demonstrated an example of the modelling or the
prediction of these shifts by using citizen observations, which provided the required set
of data or the observations to apply robust ML models. Thus, the use of citizen science
methods was essential for enabling such an analysis. Future suitability modelling using
CMIP6 future datasets revealed that the precipitation and wettest climates might decline
while warm and dry climates may rise.

The wettest season and precipitation are major elements in Jacobin cuckoos’ distribu-
tion, and various collaborative programs are required to maintain the suitability of various
migratory birds like the Jacobin cuckoo in such a changing and unexpected potential
warming of the Earth. However, such predicted changes are based only on climatic factors
and are not necessarily related to the distribution of human-occupied land use like urban
settlements and dispersal ability.
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Abstract: Citizen science initiatives span a wide range of topics, designs, and research needs. Despite
this heterogeneity, there are several common barriers to the uptake and sustainability of citizen
science projects and the information they generate. One key barrier often cited in the citizen sci-
ence literature is data quality. Open-source tools for the analysis, visualization, and reporting of
citizen science data hold promise for addressing the challenge of data quality, while providing
other benefits such as technical capacity-building, increased user engagement, and reinforcing data
sovereignty. We developed an operational citizen science tool called the Community Water Data
Analysis Tool (CWDAT)—a R/Shiny-based web application designed for community-based water
quality monitoring. Surveys and facilitated user-engagement were conducted among stakeholders
during the development of CWDAT. Targeted recruitment was used to gather feedback on the initial
CWDAT prototype’s interface, features, and potential to support capacity building in the context of
community-based water quality monitoring. Fourteen of thirty-two invited individuals (response
rate 44%) contributed feedback via a survey or through facilitated interaction with CWDAT, with
eight individuals interacting directly with CWDAT. Overall, CWDAT was received favourably. Par-
ticipants requested updates and modifications such as water quality thresholds and indices that
reflected well-known barriers to citizen science initiatives related to data quality assurance and the
generation of actionable information. Our findings support calls to engage end-users directly in
citizen science tool design and highlight how design can contribute to users’ understanding of data
quality. Enhanced citizen participation in water resource stewardship facilitated by tools such as
CWDAT may provide greater community engagement and acceptance of water resource management
and policy-making.

Keywords: citizen science; data quality; web application; water quality; community-based monitoring

1. Introduction

Citizen science (CS) encompasses a wide range of topics and investigations, from
ornithology to astronomy to meteorology [1]. Despite this heterogeneity, certain barri-
ers are common to many citizen science initiatives [2]. Differences in training, research
priorities/interests, and modes of communicating information that often exist between
(and within) CS initiatives and the formal scientific community can limit the degree to
which CS initiatives influence decision-making processes [3,4]. Other commonly discussed
challenges include volunteer retention [5], the generation of actionable information from
raw data [6], data sharing and communication, and overall data quality [7]. Reservations
regarding the quality/reliability of citizen-collected and citizen-generated data held by
much of the wider scientific community are well documented as a barrier not only to
the sustainability of CS initiatives, but to the uptake of citizen-generated data in formal
scientific circles [5,7–11]. There is a longstanding discourse in the literature regarding data
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quality barriers in citizen science initiatives. Specific data concerns include comparisons
of data from different sources [12], differing metadata standards [13], species identifica-
tions [14], and factors such as uncertainty, accuracy, bias, and precision [2,15]. Despite these
well-known challenges, Fonte et al. (2015) [16] noted an overall dearth of guidance on CS
data quality control and quality assurance (QAQC). The ability of citizens and CS initiatives
to independently analyze, interpret, and communicate reliable, actionable results from
their own high-quality data has been identified as a key challenge for community-based
monitoring [17] and the output of reliable, actionable information has been observed as an
important driver for citizen science volunteers [5].

One mechanism by which these barriers can be addressed is the development of
open-source data analysis and support tools [18]. The development of such statistical
and computational resources can support local data management (including quality assur-
ance/quality control—QAQC), reinforce notions of data sovereignty, and promote capacity
building in the field of citizen science [14]. Not only do data analysis tools have the po-
tential to address the challenge of data QAQC, but they also offer to other interrelated
benefits to CS initiatives and their participants such as: education/knowledge generation,
the mobilization of local expertise, capacity building, greater levels of engagement, and in-
creased data sovereignty [19]. Citizen data collectors need easy-to-use tools and interfaces
to help them to summarize and visualize their data, assess the quality of their observations,
build their understanding of data quality and scope, and to see value in the data they
are creating in light of the bigger scientific or regional questions at play. iNaturalist, for
example, has a robust user community mechanism where more senior/experienced natu-
ralists correct and verify observations from newer participants, often providing detailed
explanation and learning in the process (available at https://www.inaturalist.org, accessed
on 10 March 2021). Other examples in the field of citizen science include Mackenzie DataS-
tream (available at https://mackenziedatastream.ca/, accessed on 10 March 2021); eBird
Canada (available at https://ebird.org/canada/home, accessed on 10 March 2021); and
the CitSci.org website (https://www.citsci.org/, accessed on 10 March 2021), which allows
citizen science initiatives to register their projects and offers numerous supports such as
application programming interfaces. Such tools can catalyze local contextual interpreta-
tions which is one of the key benefits of citizen participation and can lead to higher quality
information. Many open-source tools have been developed specifically for citizen science
purposes, including software architectures, databases, and mobile applications [20].

Open-source data analysis tools and interfaces can provide extra levels of accessibility
and transparency by allowing users to view and learn about the operations performed
on their data and, when appropriate, to independently modify the software code to fit
their needs better [20,21]. This is important for building trust among users who collect
data and those rely on them for scientific analysis, enhancing technical capacity within
communities [22] and increasing participant engagement [1]. Open-source software is
typically available free of charge and restrictive licensing requirements which further
enhances tool accessibility and can promote the development of communities of practice
around open toolsets and methods [23].

The direct involvement of potential end-users in the design and development pro-
cesses is critical to the success of any analysis or decision support tool. Ongoing en-
gagement can mitigate issues such as retention and user satisfaction by recognizing the
interdependencies between technologies and their intended social contexts [24,25]. Reposi-
tories such as Github allow tool developers to make their source code publicly available,
potentially leading to code “forking” and increased interoperability [21]. Additionally,
the ability to independently visualize, analyze, verify, and communicate citizen science
data can support the formation of local policies and solutions, which may then be com-
municated to the wider scientific community and to government as needed—a benefit
of citizen science recognized in Muenich et al. (2016) [26] and Weeser et al. (2018) [27].
The independent development of questions, policies, and answers by citizen scientists can
leverage local knowledge and strengthen existing relationships between citizen science
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initiatives and scientists by promoting a two-way exchange of information, ideas, and
feedback [28]. This is in contrast to the typically unidirectional flow of information from
scientists to citizens [29,30], which can accentuate power inequities through a complete
reliance on ‘third party’ experts for results.

In this paper, we present a novel R/Shiny based web application, the Community
Water Quality Data Analysis Tool (CWDAT), that is designed for citizen science initiatives
that focus on community-based water quality monitoring (CBWQM). The remainder of
this introduction will present and discuss the research context of community-based water
quality monitoring, with a focus on the connections between monitoring challenges and
the benefits offered by open-source data analysis tools such as CWDAT.

Conservation and protection of the world’s freshwater resources is a vital global
goal enshrined in Sustainable Development Goal 6 on Clean Water and Sanitation which
aims to ensure availability and sustainable management of water and sanitation for all.
Hydrometric monitoring networks provide vital information on hydrological processes
and characteristics such as surface water discharge, watercourse morphology, and water
quality [29]. Although regulated national-scale monitoring networks are often the primary
sources of hydrometric data, their spatial and temporal coverage can be inadequate when
considering local/regional water quality trends and characteristics, due to operational and
capacity constraints. Community-based water quality monitoring initiatives can augment
regulated monitoring network data by filling the spatial and temporal data gaps and by
prioritizing parameters, times, and locations of local interest or concern [31–35].

Many tools have been developed to support the analysis and presentation of data
related to water resources, such as AkvaGIS [36,37] and the USEPA’s Water Quality Data
Analysis Tool (https://github.com/USEPA/Water-Quality-Data-Analysis-Tool, accessed
on 10 March 2021). However, most tools are limited in terms of their accessibility (e.g.,
cost, system requirements, program requirements) and/or are tied to specific protocols for
data collection and/or format in terms of the input data for which they are designed. For
example, the USEPA Water Quality Data Analysis Tool is designed to work exclusively
with the USEPA’s WQP Data Discovery Portal. AkvaGIS, while it accepts data directly
from the user, requires field-specific data such as piezometer locations which may not
be available/appropriate in the context of community-based water quality monitoring.
Overall, tools that aim to monitor, manage, and/or predict natural systems often fail to be
adopted and used in the contexts for which they were designed [38,39], a barrier especially
relevant to the heterogeneous fields of CS and community-based water quality monitoring.
Adapting more general-purpose data-analytic tools for water quality data analysis requires
significant technical capacity which may not be possible in many community projects
geared toward field data collection. A tool designed through an open-source platform,
which can be edited and adapted by end-users and developers alike, thus privileging the
respective cultures, contexts, information needs, and preferences of the CBWQM initiatives,
holds some promise in addressing such challenges.

To address the needs outlined above, an open-source web application—the Commu-
nity Water Data Analysis Tool (CWDAT)—was developed as part of a wider project aiming
to identify and address barriers to citizen science/CBWQM initiatives and utilization of the
data generated by such initiatives (i.e., Global Water Citizenship Project, http://gwc-gwf.ca,
accessed on 10 March 2021). A prototype version of CWDAT was designed and presented
to members of the Canadian community-based water quality monitoring field through a
series of surveys and interactive sessions. Based on the feedback received, a second version
of CWDAT was developed. The remainder of this paper will elaborate on the prototype’s
design, the feedback received from potential end-users, and the consequent developments.
Finally, the development of CWDAT is discussed within the overarching context of barriers
faced by community-based water quality monitoring initiatives and recommendations for
future development and capacity building are provided.
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2. Methods

CWDAT is an interactive, open-source web application developed using the R/Shiny
framework (R version 4.0.2) [40] and hosted using the open-source version of Shiny Server
(https://rstudio.com/products/shiny/shiny-server/, accessed on 10 March 2021). As
noted in 2017 by Hewitt and Macleod [41], the R/Shiny platform offers such advantages as:
low-no cost, suitability on touch devices, ease of development/extension, and potential for
scientific innovation, even when compared to other open-source development platforms
such as Python and QGIS. The overall goal of CWDAT is to support and enhance CBWQM
initiatives by providing a free, user-friendly and customizable tool for independent data
validation, visualization, summary, and analysis. CWDAT is neither designed nor intended
to replace pre-existing analyses, nor to compete with working relationships already es-
tablished between citizens and scientists, but rather to complement such connections and
to give communities a medium for independent, preliminary interaction with their raw
data. An instance of the tool can be accessed through a browser at the following location:
https://spatial.wlu.ca/cwdat/, accessed on 10 March 2021. The source code and files are
freely available through GitHub (https://github.com/thespatiallabatLaurier/waterquality,
accessed on 10 March 2021). The novelty of CWDAT, relative to other open-source tools in
the field of citizen science, lies in its ability to read-in users’ data, its standalone nature (no
other programs or online portals are required), its ability to statistically compare between
data sources, its interactive visualization and reporting capabilities, and its specific focus
on the field of community-based water quality monitoring.

The development of CWDAT occurred in three stages (see Figure 1). In the first stage,
a prototype version of CWDAT was created based on known barriers to CBWQM in terms
of data quality, data visualization, and data communication that were identified from
academic and grey literature. Section 2.1 outlines the CWDAT interface, its major features,
and the initial design choices. In stage 2, the prototype was presented to members of the
CBWQM field through a series of surveys, informal discussions, and interactive tasks.
Feedback was solicited on the tool’s ease of use, its potential to address barriers faced by
CBWQM initiatives, and its potential to generate useful information for CBWQM initiatives
(see Section 2.2). Stage 3 centered on incorporating user feedback into a second version of
CWDAT (see Sections 3 and 4).

Figure 1. Stages of development for Community Water Data Analysis Tool (CWDAT).
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2.1. Prototype Overview and Development

The initial CWDAT prototype included the following sections: Data Upload and
Properties; Spatial Visualization; Graphic Visualization; Statistics, and Temporal Coverage
Summary. These sections were arranged to facilitate a logical workflow [23] of data visu-
alization and reporting starting with the provision of user-generated water quality data.
The Data Upload and Properties component of CWDAT (Figure 2) considered the need
for robustness against various naming conventions, dataframe structures, and variables.
Additionally, CWDAT is designed to be tolerant of sparse data to recognize that only a
subset of variables may be collected at some sites.

Figure 2. Data upload and properties—users may provide their own water quality data or use CWDAT’s built-in data to
explore the interface.

CWDAT accepts .csv files or either “long” or “wide” data structures, with the following
field requirements: sampling site code, latitude, longitude, and sampling date (additional
details and descriptions are provided in Table 1). Data provided in a “long” format require
the user to identify which columns contain variable names and variable values. Similarly,
data provided in a “wide” format require the user to identify which columns represent
specific water quality variables. Once data have been added to CWDAT, the user is asked
to identify the requisite columns containing latitude, longitude, date, and site identification
code. CWDAT places no limitation on the number of non-requisite columns included in a
user-provided .csv file.

The Spatial Visualization page (Figure 3) maps the locations of the monitoring sites.
Users may click on a site, select a water quality parameter, and view a scatterplot of the
corresponding data. An interactive table with sliders and filters is also provided, for the
purpose of outlier identification. Both univariate and bivariate graphing functions are
provided by the Graphic Visualization page (Figure 4). Using drop-down menus, users may
select the variable(s), months, years, and sites they wish to plot. For reporting purposes,
a button is provided for users to download their graphs in .png format. Basic statistical
summaries, box plots, and normality testing are offered by the Statistics page (Figure 5)
with downloading capabilities. The Temporal Coverage Summary page (Figure 6) was
designed to help users identify temporal “gaps” in their data and to report on the volume
of data collected. As with previous sections, the user-generated graphs are downloadable.
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Table 1. Field requirements for user-provided water quality data.

Required Field Description Accepted Data Type(s)

Site identifier

A unique identifier for each discrete location
water quality samples were collected or
measurements were taken. This can be a
name, code, number, or other categorical

variable. Multiple observations from a single
location should all share the same

site identifier.

String, integer, float

Latitude Latitude coordinate in decimal degrees using
the WGS84 system. Float

Longitude Longitude coordinate in decimal degrees
using the WGS84 system Float

Date
Date of sample collection. Sample collection
time may also be included in this column but

is not required.
String, Date, POSIXlt (R)

Indicator/Variable(s)
Water quality indicators (e.g., temperature,
pH, etc.). For “long” format data, indicator

names will be listed in a single column.

Figure 3. Spatial visualization—users can explore the location, ranges, and values of the data.
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Figure 4. Bivariate graphic visualization—users may specify which site(s), vasriable(s), year(s), and month(s) they wish
to visualize.

Figure 5. Statistics—users may generate and download PDF reports and individual graphs.
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Figure 6. Temporal coverage summary.

In addition to the visualization a preliminary analysis of a single data set, CWDAT
offers users the ability to statistically compare the values of one dataset against another.
Conceptually, one dataset would serve as a “reference” (for instance data from a regulated
monitoring network) and the second dataset would be community-generated. This capabil-
ity, offered on the Paired Sites Comparison page, is based on the methodology outlined in
Kilgour et al. (2017) [42] and allows users to determine if their community-generated “test”
data falls within the normal range of the reference data for corresponding sites. Comparing
citizen-generated data to an accepted reference is one way to assess the quality or reliability
of CBWQM data. This capability was seen to be important for established community
based users to check their data prior to submitting them to a larger project database and
also for training purposes where a new participant could compare their observations with
historical or regional norms.

2.2. CWDAT Community Feedback

The open-source, dynamic nature of the CWDAT application allows for ongoing
development and modifications to support the varied needs and preferences of end-users
in the community-based water quality monitoring field. To support such development,
thirty-two members of the CBWQM field in Canada were asked to share their insight via an
independent survey or via facilitated sessions. The potential participants were contacted
due to previous collaboration in one of two ways: (1) previous engagement or association
with the Global Water Citizenship research project or (2) participation in a roundtable
discussion on community-based monitoring jointly convened by the Gordon Foundation,
WWF Canada, and Living Lakes Canada in November 2018.

Two options were offered for participation. Option A entailed independent partic-
ipation using an online survey. The nine questions of Option A. Option B entailed an
interactive, facilitated session using both an online survey and interaction with the tool.
Option B questions are provided in Supplementary Document S1. In accordance with the
survey questions, Option B participants were provided with a step-by-step instructions
document (Supplementary Document S2). An informed consent statement was provided
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to participants upon the commencement of either survey, in accordance with the ethics
approval granted by the Wilfrid Laurier University Research Ethics Board. Option A was
offered in an attempt to maximize the number of participants, by offering an alternative for
those who did not have the time or did not wish to participate in the facilitated session.
The independent survey (Option A) focused on the roles, motivations, priorities, and
barriers experienced by the participants via multiple selection and short and long answer
questions. Option B included all survey questions from Option A, in addition to a set of five
interactive tasks using CWDAT. As the inclusion of potential end-users through all stages
of software development is critical to user retention, user satisfaction, and uptake [24],
facilitated sessions with informal discussion encouraged more meaningful reflection and
detailed feedback on CWDAT’s potential value. The step-by-step instructions and survey
questions are provided as Supplementary Data. Table 2 provides a summary of the Option
B tasks, the relevant functions of CWDAT, and related discussion topics.

Table 2. Facilitated session tasks and topics.

Task Purpose CWDAT Section(s) Informal Discussion Topics

1 Upload a .csv file of water
quality data

Data Upload
and Properties

File structures and sizes;
metadata; sampling protocols
and users’ experiences with
data handling and storage

2 Identify and explore
outlier values

Spatial Visualization
and Statistics

Data QAQC; users’ methods
and needs; outlier detection

3 Visualize the data’s
temporal scope

Temporal Coverage
Summary

Sampling designs; CBWQM
initiative organization and

resources

4
Graph a subset of data Graphic Visualization

Data presentation; viewer and
stakeholder preferences

and needs
data data

5
Determine if a subset of test

data is within the normal
range of a reference baseline

Paired Site
Comparisons

Data validation; QAQC;
confidence in results;

analysis outcomes

Two .csv files containing sample water quality data were provided to participants.
The first file was meant to represent data coming from a CBWQM initiative [43], the
second to represent data coming from a regulated water quality monitoring network [44].
Upon completion of each task, participants were prompted to reflect via ordinal rankings,
multiple selection, and short/long answer questions. Finally, participants were asked to
give their general impression of CWDAT and its potential value to the CBWQM field,
and to provide commentary and suggestions for improvement based on their interaction
with CWDAT.

3. Results

3.1. Response

Cumulatively for surveys A and B, 22 total hits to the survey links were recorded
(n = 22). Of these, 14 resulted in survey completions. Recalling the initial recruitment of
32 potential participants, approximately 44% of contacted individuals completed a survey.
Of the 14 completions, eight participants requested a facilitated session (n = 8) and six
completed the independent survey (n = 6). Participants’ self-declared roles and motivations
(multiple select) were primarily scientific research, environmental awareness, and policy
and decision-making (Table 3).
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Table 3. Participant roles and motivations.

Role Count %

Scientist or researcher 9 64
NGO/Not-for-profit 3 21

Outreach 3 21
Data analyst 2 14

Volunteer 2 14
Government or leadership 1 7
Environmental consulting 1 7

Community member 1 7

Motivation Count %

Environmental awareness 7 50
Scientific research 6 43

Planning and decision-making 4 29

3.2. CWDAT Reception

At the end of Option B, users were asked to rank their overall impression of CWDAT
based on three criteria: intuitiveness of the interface; relevance to the users’ CBWQM data
questions; and generation of actionable information, on a scale from 1 (worst)–5 (best). The
respective modes were 4, 5, and 5 (n = 8). Most participants emphasized the need for tools
such as CWDAT, and many expressed an interest in following the tool’s development.

Through informal discussion and interaction with CWDAT, the Option B participants
of this study outlined and expanded on numerous barriers they, and their respective CB-
WQM/citizen science initiatives, have faced. Some information was solicited in response
to participant commentary on the tool and its features. Other information was volunteered
by the participants when describing their experience, future hopes of the field, and pro-
cedures in their respective community/organization. Highlighted barriers ranged from
initiative-specific challenges to perceived and actual characteristics of CBWQM and citizen
science fields. Three general categories of barriers were observed from the transcribed
feedback as shown in Table 4: metadata standards, data interpretation, and communi-
cation/information sharing. Multiple participants affirmed that the CWDAT prototype
could be beneficial to the CBWQM field, while stressing the need for ongoing engagement
and development.

Table 4. Summary of recurring identified and discussed barriers.

Metadata Standards Data Interpretation Communication/Sharing

Controlling for units No consistent idea of how to use data Privacy concerns

Inconsistent data labelling
variations in instrumentation and

laboratory procedures
Variations in naming conventions

Variations in file format anddata structures

Establishing trends and triggers Internet capacity

Long-term analysis capacity Communication media

Perceived lack of quality

Lack of meaningful interpretation,
coordination, and common reporting within
and between community-based water quality

monitoring/citizen scientist initiatives

File sizes

Participant responses to the call for suggestions/next steps for CWDAT included bet-
ter supplementary information (i.e., explanatory text regarding water quality parameters
and plain-language descriptions of the analysis done on the data), enhancement of raw
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data sharing capabilities, and future engagement with developing initiatives prior to the
completion of a publicly available model. Participants’ preferred output media included
plain-text summaries, graphs, reports, and maps using colour to spatially display water
quality parameters, their values, and associated criteria. One participant connected the
need for informal, explanatory text to differences between grassroots community mem-
bers and the wider scientific community, highlighting that the interface must not be too
“intimidating”. Discussions with other participants placed the same concern in terms of
default templates and settings—advanced users may find default settings restrictive, but
too many options and settings could overwhelm and deter users less comfortable with
technology [24].

3.3. CWDAT Development

In response to the feedback of participants, particularly those who selected Option
B and engaged directly with the CWDAT prototype, several changes were made to the
CWDAT interface and features. Major additions included a visual theme for the user
interface; built-in sample data; the generation of downloadable, editable PDF reports;
and plain language descriptions and explanations. Figure 7 shows CWDAT’s initial Data
Upload and Properties page. Figure 8 shows the same page following participant feedback.

Figure 7. Data upload and properties (initial interface).
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Figure 8. Data upload and properties (following participant feedback).

4. Discussion

4.1. Response and Reception

Although the response rate of 44% was higher than expected, the low overall number
of participants, particularly those who interacted with CWDAT via a facilitated session
(n = 8) substantially limits any claim of CWDAT’s value to the community-based water
quality monitoring field. Additionally, a better representation of community members
and other grassroots stakeholders would enhance the results and give a truer accounting
of CWDAT’s potential use within the wider CBWQM field. However, the feedback and
discussions described below did provide some insight into the barriers faced by CBWQM
initiatives and the ability of CWDAT to address certain needs in the field.

4.2. Prototype Modifications and Implications

The facilitated sessions, while limited to a low number of participants, allowed for
in-depth discussions and maximized the insight offered by each participant. Moreover, the
provision of a working prototype served as a catalyst for more detailed discussions—both
in terms of CWDAT’s individual development and its value within the broader context
of CBWQM and CS. This was critical as it expanded discussion from more general and
abstract concerns and interests focused largely on questions of “what” to address both the
“what” and the “how” (interface) [45].

As expected, the workflow from raw data to actionable information, and data qual-
ity concerns, are two substantial barriers to sustainable community-based water quality
monitoring. The heterogeneous nature of the field, as represented by participants in terms
of a dearth of consistency in protocols, reporting, and workflows, is another challenge, a
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finding consistent with Jollymore et al. (2017) [30] regarding citizen participation in the
hydrological sciences.

Field-specific barriers such as water sample data quality must be viewed in the context
of initiative-specific barriers and restrictions. For example, the use of laboratory testing,
while it can increase the perceived reliability of the data, can create another barrier if
consistent laboratory protocols are not used within/across initiatives. If a set of laboratory
protocols are established for water quality sample analysis across the field of CBM, it
must be considered if all initiatives have the capacity, financial or otherwise, to adhere to
such protocols. Participants indicated that the proposed method of statistical paired site
comparison is a promising technique which could help to address the discussed barriers.
Specifically, the reliance on publicly available datasets can leverage spatial open govern-
ment data to the benefit of the CBM field, especially as this resource is typically underused
outside of the scope of “expert” research projects [46] while remaining accessible.

The provision of the tool’s source code, the literature source for the statistics [42], and
requested plain language explanatory text within the tool’s interface speak to transparency
and, where desired, community data sovereignty. Transparency is a guiding pillar of
web tool development within the CBM field for enhancing watershed management and
planning [47]. Data sovereignty recognizes that some communities (e.g., Citizen groups,
Indigenous communities) may want to explore and validate their own monitoring data, yet
not share their data with an external citizen science project, government, or industry [48,49].
Further development of data QA/QC functions for the tool, as requested by Survey B
participants, included the use of colours to flag extraneous values, reflecting a documented
characteristic of Decision Support Systems—the identification of conflicting data [50],
which participants connected to the challenge of establishing norms and trends across
and within monitoring jurisdictions. The potential for such information (via CWDAT)
to help improve the consistency of CBM practices was discussed by some participants
in terms of temporal and spatial biases in the data—a line of inquiry consistent with
Geldmann et al. (2016) [51], which indicated that modelling the intensity (interpreted in
this context as “number”) of observations can help to understand spatial and temporal
biases at/between monitoring stations.

As discussed at length by one Survey B respondent, while many CBM initiatives
have established effective and beneficial working relationships with scientists and formal
institutions, the proposed tool has the potential to fill the niche between the grassroots
and the highly scientific and technical. By not only allowing users to ask questions of
their data but also introducing users to potential questions they had not considered, by
virtue of an open-ended design, members of the CBWQM field can be in a better position
to understand and leverage their own data (starting small) either independently or in
preparation for collaboration. Such discussions aligned well with previously established
barriers and best practices in the literature. The use of the open-source R/Shiny framework
supports a versatile, open-ended design affirmed by the Option B participants, as opposed
to more traditional, “top-down” tool designs. This progression is consistent with findings
in Castillo et al. (2016) [52], which suggested future work on Environmental Decision
Support Systems will focus on broadening the range of EDSS capabilities and applicability.
Although CWDAT should not be considered a full EDSS, the drive toward better features
and wider relevance is shared.

The study revealed how obtaining relevant feedback on new software tools in a citizen
science context is necessarily time-consuming and application-specific. Thus, identifying
generic principles of geospatial capacity building in citizen science initiatives is challenging.
However, we found that much of the rich feedback from Survey B respondents, facilitated
stronger relationships with the project which are important cornerstones of project sus-
tainability. The technical dimensions of interface design—while important—may be of
less overall long-term value than the social dimensions conveyed through the use of the
technology as a boundary object between citizen and scientist and/or technologist [53].
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5. Conclusions

This paper presented the Community Water Data Analysis Tool, an open-source web
application using the R/Shiny platform. CWDAT is intended to support citizen science
initiatives in the field of water quality monitoring, especially community-based initiatives.
CWDAT’s interface allows a user to provide their own water quality data in .csv format
and is robust against varying data structures (i.e., long vs. wide), date and time formats,
and naming conventions.

A series of facilitated sessions with members of the community-based water quality
monitoring field yielded positive feedback for CWDAT, insight into the challenges faced by
CBWQM initiatives, and suggestions for future iterations of CWDAT. Feedback on CWDAT
was positive and addressed a gap between citizen scientists and the wider scientific commu-
nity by providing an accessible tool for independent visualization, analysis, and reporting
of community-generated water quality data. CWDAT’s use of an open-source language (R)
with a robust online support community, combined with the provision of CWDAT’s source
code through Github, allows CBWQM and CS initiatives to modify CWDAT as they see
fit. Future iterations of CWDAT will incorporate water quality thresholds and guidelines,
the calculation of the Canadian Council of Ministers of the Environment water quality
index, and other methods of data presentation and analysis. Overall, feedback from the
study participants identified barriers to citizen science initiatives such as data quality and
contextual divides between citizens and scientists.
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Abstract: Nowadays several scientific disciplines utilize Citizen Science (CitSci) as a research approach.
Natural hazard research and disaster management also benefit from CitSci since people can provide
geodata and the relevant attributes using their mobile devices easily and rapidly during or after an
event. An earthquake, depending on its intensity, is among the highly destructive natural hazards.
Coordination efforts after a severe earthquake event are vital to minimize its harmful effects and
timely in-situ data are crucial for this purpose. The aim of this study is to perform a CitSci pilot
study to demonstrate the usability of data obtained by volunteers (citizens) for creating earthquake
iso-intensity maps in a short time. The data were collected after a 5.8 Mw Istanbul earthquake which
occurred on 26 September 2019. Through the mobile app “I felt the quake”, citizen observations
regarding the earthquake intensity were collected from various locations. The intensity values in the
app represent a revised form of the Mercalli intensity scale. The iso-intensity map was generated using
a spatial kriging algorithm and compared with the one produced by The Disaster and Emergency
Management Presidency (AFAD), Turkey, empirically. The results show that collecting the intensity
information via trained users is a plausible method for producing such maps.

Keywords: citizen science; CitSci; earthquake; intensity mapping; disaster mitigation; spatial kriging

1. Introduction

Sustainable development is the major aim for all countries, and the advancements in geospatial and
mobile technologies provide the essential support to improve humans’ lives and to protect the planet.
According to the “We Are Social and Hootsuite’s Global Digital 2019 Report”, there are 5.1 billion
mobile users worldwide [1]. Moreover, the number of users has a growth rate of 2% compared to
the previous year, while the majority of mobile users were encountered in Asia. Considering that
most of the devices have an Internet connection, the masses can contribute to science for solving
global problems using their mobile phones if they are guided correctly. Citizen Science (CitSci) is
a research approach that aims to contribute to scientific processes with the help of ordinary people
(i.e., non-professional scientists) and can be utilized by many disciplines. CitSci can also be defined as
a type of science developed and adopted by citizens that can help in case of dangerous situations or
needs [2].

The increase in the number of natural hazards can also be tied to the population rise, climate
change and increased disaster awareness (i.e., event recording and monitoring). Improved disaster
management and mitigation can be obtained by better coordination during or after disaster events,
which helps to reduce the losses of lives and economic losses as well. The adverse effects of disasters
can be monitored after the events so that the necessary measures can be taken. A recent review by [3]
demonstrates the potential of CitSci for efficient disaster management.
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The disaster-related information can be collected by citizens in the form of volunteered geographic
information (VGI) or CitSci [4]. Although the data collection methods can be various, social media
platforms especially have often been used for this purpose. In addition, specialized CitSci apps or
repositories have been coming into view increasingly. Among the social media platforms, Twitter
from Twitter Inc., San Francisco, CA USA, is the most frequently appearing in the literature. In 2017,
the tweets sent by the citizens after the earthquake on Lesvos Island in Greece were classified and
macroseismic intensity maps of the region were created [5]. In another study, Twitter and a mobile app
were used to collect high resolution data after urban flooding [6]. A convolutional neural network
(CNN) algorithm was developed in order to categorize data related to flood collected from citizens.
In this context, it is concluded that CitSci can be regarded as a data source used in different disciplines.

Earthquake-related studies require extensive field data both for research and disaster mitigation
purposes. An earthquake may have destructive effects based on the magnitude and focal depth.
It may cause damages in the infrastructure, such as building collapses, road destruction, etc., and
ground deformations such as landslides, rockfalls, lateral spreads, liquefaction, surface rupture, etc.
Such deformations and failures may result in more damage and more loss of lives than ground shaking.
In order to understand these phenomena, which are naturally complex, timely and dense, spatial data
are required. Although both CitSci and VGI methods have been employed for this purpose, CitSci
can contribute to the studies at advanced levels, such as basic or even high-level interpretation by
training the motivated citizen scientists, and not only the basic data collection or validation. However,
preparation of training materials and giving training are immensely required for this purpose [4].

The aim of this study is to demonstrate the usability of CitSci approach for producing earthquake
intensity maps with a pilot study from Istanbul Earthquake (Mw = 5.8) occurred on 26 September 2019
at 13:59 UTC. The Anatolian Plate is surrounded by North Anatolian Fault Zone, Eastern Anatolian
Fault Zone, and Aegean horst-graben system and all these are seismically active. During the last two
decades, several large earthquakes such as 1999 Golcuk (Mw = 7.5), 1999 Duzce (Mw = 7.2), 2003
Bingol (Mw = 6.4), 2011 Van (Mw = 7.1), 2020 Manisa (Akhisar) (Mw = 5.4), 2020 Elazig (Mw = 6.8)
occurred. Following the Istanbul Mw 5.8 earthquake that is the subject of this study, approximately
150 aftershocks occurred with intensities ranging from 1.0 Mw to 4.1 Mw [7]. Although the proximity
to the faults plays an important role in the intensity level felt after an earthquake, it is not the only
factor. The ground conditions of the earthquake-affected area, the construction quality and the number
floors of the building have strong influence on the intensity level. There is almost no analytical solution
for determining the earthquake intensity in different regions and field observations are compulsory for
producing reliable intensity maps.

In this study, a mobile app (named “I felt the quake”) was developed for this purpose and
integrated in a spatial database management system for data storage and management (Supplementary
Materials). The citizen scientists participated to the study were informed about the aims of the study,
the importance of their contributions and the correct use of the app. Using the collected data and spatial
analysis methods (i.e., ordinary kriging), an iso-intenstiy map was created and compared with the
intensity map published by The Disaster and Emergency Management Presidency (AFAD). The results
show that the developed approach is useful for producing accurate and reliable iso-intensity maps,
which is an important base for disaster mitigation efforts.

2. Background

VGI is a commonly used term in geography, which emphasizes that humans can contribute
to gather geographic information thanks to their senses and superior interpretation intelligence [8].
Many studies have been conducted in order to get support from people in different scientific studies.

Brovelli et al. [9] have developed potholes and architectural barriers application related to urban
monitoring and mapping of tourism points of interest, and investigated the participation of the public in
the applications of Geographical Information System (GIS). These applications were presented to users
through the Open Data Kit Collect (ODK Collect) application [10], which is an Android application
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created with open source codes to collect data from the user through survey forms. The data were
collected not only from the Android platform but also from the web with the Enketo [11] application
which can work with ODK. With potholes application in the study, the broken roads in the Northern
Italy region were detected and, thus, the maintenance of the potholes was accelerated. In another
application on architectural barriers, it was aimed to determine the physical structures that would
create undesired situations for disabled citizens in the city. In the last application developed by the
same research group, points of interest for tourism were provided. Considering all of studies carried
out by Brovelli et al. [9], it was clearly seen that although potholes application had more campaign
time, less users showed interest in this application than other applications. It was concluded that more
advertising, mapping party and gamification methods should be employed in order to spread the use of
applications. In addition, it was emphasized that the familiarization of the people with the technology
is of high importance for the spread of the applications. From this point of view, it was aimed to
make these applications become widespread by the use of paid students under the age of thirty in the
application of architectural barriers and the use of the mapping party in the tourism application.

Boyd et al. [12] conducted a study integrated with remote sensing and volunteered user data,
stating that recent, spatial and reliable data were needed to end slavery activities. The study area is
“Brick Belt” region which comprises North India, Nepal, Pakistan and Bangladesh. The purpose of
choosing this region was the abundance of brick kilns. It was known that most of the workforce of the
kilns was made up of socially excluded people. Therefore, the aim of the study was to determine the
number of the kilns. High resolution satellite images of the region were obtained and the kilns on these
images were marked by volunteers. In order to collect data by volunteers, a CitSci platform called
Zooniverse was used. This platform has 1.6 million users worldwide as of 2020, and facilitates the
collection of data required for various scientific studies. The platform serves as a bridge that connects
volunteers and researchers [13]. In the study of Boyd et al. [12], the users were directed to a website
called “Slavery from Space” and they made it possible to detect the kilns through images. The study
was carried out with 120 volunteered users. Approximately 55,383 kilns were detected. The Rajasthan
region was selected for the control study. In addition, gas emissions from these kilns and their effects
on the ecosystem were discussed.

Koskinen et al. [14] conducted a study based on a participatory GIS (PGIS) approach using open
source software to draw mapping of forest plantations at the regional level in Tanzania. In order to
collect data, Collect Earth [15] software of Open Foris platform [16] was used. Collect Earth is an
open source software developed by the Food and Agriculture Organization of the United Nations
(FAO) to monitor land use and change over high spatial and temporal resolution images [17]. It helps
data collection on land use and allows the worldwide use of the application since it is open source.
In this study, 22 participants were requested to complete survey data entries about forest types in the
study area with the help of Collect Earth software and the reference data was created. The study was
concluded by interpreting the effect of user-oriented data on the classification.

Hicks et al. [18] analyzed 106 CitSci projects within the scope of disaster risk reduction and aimed
to look at citizen science from a wider window and to establish principles for the correct development
of this science. In this study, six principles were introduced to guide the implementation of CitSci
studies in order to reduce disaster risks. Similarly, 10 principles were introduced by the European
Citizen Science Association (ECSA) [19] and translated into 30 languages. In the study, a new definition
for citizen science was provided by replacing the word “information” with the word “science”, since it
was thought that the data collected by the citizen scientists may be in the social and cultural context
and they may contribute to the applications on the focus subject. In addition, an online map which
provides country based demonstrations of citizen science projects was created within the website
developed in the study [20]. The website can be defined as a collective and extensive in which anybody
can follow the all studies focusing on reducing disaster risks, necessary briefing can be provided, and
studies can be made widespread.
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Liang et al. [21] aimed to increase their contribution to earthquake research by raising the
awareness of Taiwanese people on earthquakes through the applications they developed. In this way,
with the awareness of the public, frequent earthquakes in Taiwan can be survived with least damage.
The Earthquake Science Information (TESIS) [22] web application developed by the group provides
earthquake reports from Taiwan official institutions. This platform both helps the public to have
the credible information after an earthquake and the scientists to identify the fault lines and other
hazards that could lead to other hazards. They developed two applications to enable CitSci. The first
one shows earthquake intensity by determining the weight from the data obtained from surveys.
This application was designed based on “Did You Feel It” (DYFI) [23] developed by the United States
Geological Survey (USGS). The DYFI application is a data collection platform that allows people to
provide earthquake-related information through online surveys, which can then be used to create
earthquake intensity maps. In this application, it was seen that there were differences between user
data and institutional data. Anticipating that the differences result from the length of the survey given
to users, they decided to shorten it. Secondly, sensors were installed on the computers of more than
200 educators in Taiwan, and data on earthquake waves were collected online. With the publication
of the collected data as an educational argument, it may be guiding scientific studies. In addition,
unlike these studies, users were trained and an Ushahidi-based application was developed to enter the
situations that may occur after the earthquake such as cracks. Ushahidi [24] is a paid online application
that helps collect data like ODK. This application can facilitate the management and reporting of data
from mobile platforms. In this study, more than a hundred users were trained and a sample reporting
application was implemented.

Kong et al. [25] developed a mobile app called MyShake [26] which could warn about earthquake
shocks in advance. In the app, the accelerometer signals on mobile devices were analyzed by an
artificial neural network (ANN) algorithm to determine if they point out an earthquake event or not.
The signals were recorded when mobile devices were at a fixed position (e.g., hands-free on a table)
and compared with the signals at the time of an earthquake. The ANN method utilized the changes
in the amplitude and the frequency of the signals. In the study, it was emphasized that citizens can
perform this task with their mobile devices, which can be particularly useful in countries without an
earthquake early warning system.

A mobile and web-based CitSci application, called LaMA, was developed to detect landslide
incidents [27,28]. In the application, photographs and the location of a landslide observed by the
users were collected in a database. The data can be collected by users via web browser and a CNN
architecture was developed for verification of landslide photographs as well [29]. In order to train the
CNN algorithm, images were obtained from various data repositories and websites and it is possible
to classify the landslide photographs with high accuracy.

AFAD of Turkey developed an earthquake mobile application called eAfad [30]. The purpose
of the application is to inform citizens about earthquakes in Turkey and the surrounding areas [31].
The data are being taken from the Earthquake Data Center. Information on earthquakes with a
magnitude of 4.0 Mw or larger are disseminated by the app by AFAD. The app also has features for
visually impaired people. The first results of the application were presented by Eravci et al. [32]. On the
other hand, a Web-GIS framework based on open source technologies was proposed by [33,34] with
a mobile app for data collection with the theme of earthquake data collection, but neither practical
implementation for open use nor a case study existed.

3. Data Collection and Analysis Methodology

3.1. System Design and Implementation

The mobile earthquake app (“I felt the quake”) developed in this study works on an Android
platform and has been used to collect data regarding the location, date, time, the intensity level as
well as the name of the data provider who felt the quake (Table 1). The name field is, however, filled

152



ISPRS Int. J. Geo-Inf. 2020, 9, 266

out optionally. The data have been recorded in a spatial database. The date and time fields in the
app represent the event occurrence time, whereas the data upload (transaction) time is also sent to
the database automatically. The geographical location, where the person was present at the time of
earthquake, must also be entered by the user by selecting on a map (Figure 1). After pressing the save
button, the name, surname, date, time, user-interpreted intensity value, transaction date and time
(taken from the mobile phone system), and the location (geographical coordinate values) are sent to
the server and constitute a tuple in the spatial database.

Table 1. Data fields and types collected in the developed app.

Column Data Type

Id Integer
Name Character

Surname Character
Intensity Character
Latitude Double precision

Longitude Double precision
Date Character
Time Character

Transaction date and time (not shown on the interface) Timestamp

  
(a) (b)  

Figure 1. (a) Interface of the ‘I felt the quake’ application; (b) a screenshot from ‘Select location’ interface.

The intensity values shown in Figure 1a and explained further in Table 2 are revised from the
Modified Mercalli Intensity Scale (MM) developed in 1931 by Wood and Neumann [35]. The MM scale
is also in use by USGS [36]. In order to design the interface effectively and use only the meaningful
values for the participants, the scale values were reduced to 8 as shown in Table 2. In the MM, the values
1 and 2 are too weak to be felt by a person, and the values 11 and 12 are too strong and destructive,
so that the use of the app would be unnecessary. Therefore, these four values were not included in the
app to simplify the interface.
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Table 2. The relationship between Modified Mercalli Intensity Scale and values used in the developed app.

Scale Value in
the App

Description of the Intensity Scale in the Developed App
Corresponding Modified
Mercalli Intensity Scale

1 Not felt Nobody felt it 3
2 Weak Some people felt it 4
3 Light Tall or suspended objects shook 5

4 Moderate Heavy furniture moved 6
5 Strong Minor damages that can be fixed occurred in the buildings 7

6 Very strong There were cracks in the buildings 8
7 Severe Partial collapses occurred in the buildings 9

8 Extreme Some buildings completely collapsed 10

As a spatial database management system (DBMS), the open source PostgreSQL with PostGIS [37]
extension, which enables spatial functionality in the DBMS, is utilized here. The selection was based
on open source environment and enabling spatial queries via indices. The app was developed in an
Android Studio IDE (Integrated Development Environment). It can be installed on mobile devices that
support Android 4.0.3 and further versions from the Google Play Store website [38]. While designing the
application interface, it was aimed to keep it simple and comprehensible for non-expert users. Further
attention was paid to keep the application size (storage requirement) relatively small. The geolocation
information entry by the citizen scientists was enabled using the Google-powered PlacePicker API
(Application Programming Interface) in order to fully provide the application with backward data
entry while not weakening the interface simplicity. Since the case study focuses on Istanbul and
surrounding provinces, the app was prepared in Turkish as default with English language support.
The overall system architecture design is presented in Figure 2. In the system architecture in Figure 2,
the working direction of the system is defined by arrows. Information about the earthquake intensity
felt by the user is entered manually to the app. The connection between the Android app and the server
is provided via the Internet. A web service is used to provide the connection between the Android app
and PostgreSQL database. Amazon Web Services (AWS) from Amazon.com Inc., Seattle, U.S.A. was
used as the server system to ensure continuous operation of the system. Input data provided from the
user is recorded in the database management system installed on the server. Then, the toast message is
returned to the user indicating that the provided data has been saved.

 

Figure 2. System architecture design of the application.

The application was activated on Google Play Store on 12/10/2019. All participants were informed
about the main goals of the study and instructed on the use of the app personally, since external
validation of such data is almost impossible due to the nature of the problem (i.e., different ground
conditions and being on different floors may cause variations in the intensity level felt by the user).
Although more data came from various regions across Turkey that are not only from the trained users,
the data was filtered for the trained users via name and surname. On the other hand, only the data of
the Marmara Region were employed in the analysis and the results. Similarly, the Taiwan Scientific
Earthquake Reporting System (TSER) provides training to their users in order to ensure the data
quality [21]. The difficulties in determining the volunteers’ profiles (e.g., background, knowledge and
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skills, etc.) or ensuring the soundness of the data were reported as known issues in CitSci studies as
stated by [39].

3.2. Geostatistical Analysis for Iso-Intensity Map Production

Geostatistical analysis was applied to the earthquake data collected with the app in order to
produce a continuous iso-intensity map. Geostatistical approaches are often used to identify and
analyze spatial changes in natural phenomena, and enable statistical determination of the spatial
relationships among sample data in a region. Such approaches cover the mathematical and statistical
principles generally used by experts in geology and mining [40]. In the field of geostatistics, Krige’s
work in the field of mining in the Witwatersrand region of South Africa is accepted as pioneering [41].
Matheron emphasized the importance of regional variable for geostatistics [42].

Kriging, one of the spatial interpolation methods, is widely used in geostatistical analysis studies.
There are many types of kriging interpolation methods, such as ordinary kriging, simple kriging,
and universal kriging [43]. Kriging interpolation is a method that estimates the values of unknown
data by statistically employing the values of sample data in an area. This method uses semivariance
values between point pairs. Semivariance reflects the degree of uniqueness between point pairs
with increasing distance from covariance [40]. The graphic on which semivariance represented is
called variogram. Three active terms define a variogram, which are nugget (C0), range (C1), and
sill (C0 + C1). The nugget is used to identify the discontinuity encountered in the inability to detect
similarity between points close to each other. Range is used to define the distance required to reach the
variogram threshold. Beyond this distance, location-based dependence ends. Sill is the maximum
value that the variogram reaches. Variogram will take values around the sill value after it reaches to
the sill value [44].

Using the statistical calculations in Kriging method, the variance for each unknown point is
calculated, which indicates the reliability of the interpolation. It also enables weight calculations for
unknown points from known points through semi-variogram. In order to obtain neutral results, it is
restricted to Lagrangian multiplier (λ). Therefore, the sum of the weights obtained is expected to
be equal to one [44]. From this point of view, by looking at the weight of each unknown point, it is
possible to establish a distance–proximity relationship to the known points. In other words, while the
highly weighted points are close, the low-weighted points remain distant.

In this study, location-based earthquake data were modeled using the ordinary kriging interpolation
method. Ordinary kriging has similar aspects to simple kriging. In the ordinary kriging method, the local
mean is not known within the search area, but taken as constant [40].

4. Results Obtained

This study was based on the data collected between 12/10/2019–13/11/2019 after the Istanbul
earthquake (Mw = 5.8). During this period, a total of 156 records were obtained from the app.
Out of those, 99 of them were provided by the trained users. The iso-intensity map of the study was
produced using the spatial kriging method and compared with the one produced by AFAD Earthquake
Department responsible for the Marmara Region [7]. The iso-intensity map produced by AFAD is
shown in Figure 3. The map was georeferenced in the study according to The European Petroleum
Survey Group (EPSG) 4326 projection in order to match with the projection system of the location data
collected from the users using a number of 2D ground control points extracted from existing maps.
The data points collected in the study are denoted on the AFAD map in Figure 4. It should be noted
that all 12 MM intensity values exist on the legend of the map produced by AFAD. The differences
between user data and intensity map produced by AFAD can be seen clearly, as expected due to the
nature of the problem.
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Figure 3. AFAD Earthquake Intensity Map produced after the Istanbul Earthquake (Mw = 5.8) [7].

 

Figure 4. Data points collected in the study and AFAD Iso-intensity map; additional zoomed views for
four sub-parts.

A statistical analysis between of the study data provided by the 99 volunteers and the corresponding
value on AFAD intensity map is given in Table 3. As can be seen in the table, the scale 2—Weak
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(Some people felt it) largely complies with the AFAD map (15 out of 16 data points are in accordance
with the map). Many points with scales of 3—Light and 4—Moderate are located on the Weak areas
according to the AFAD map, as shown in Figure 4. A total of seven data points came with Strong
and Very strong scales (Table 3), although these scales did not exist in the AFAD map. However, the
volunteers who provided these values stated that these buildings were marked as severely damaged
by the relevant municipalities and the decisions for demolition were taken. Examples photos from
these buildings were also provided by the volunteers as proof. In Figure 5, two sample photos from
one building which provided the scale value as Strong are shown. In Figure 6, a photo from another
building with Very Strong scale is provided.

The resulting iso-intensity map obtained after spatial interpolation with ordinary kriging method
can be seen in Figure 7. The minimum and the maximum intensity values obtained from the kriging
method in the map area are 4.7 and 6.6, respectively.

Table 3. The number of intensity values obtained on the AFAD map and the data collected in the study.

Frequency App Scale Number Number of Compatible Scale Values (cells) in AFAD Intensity Map

6 1 (Not felt) 0
16 2 (Weak) 15
29 3 (Light) 1
41 4 (Moderate) 7
4 5 (Strong) No data
3 6 (Very strong) No data

 

Figure 5. Column damages of a building to be demolished. Photos were provided by the study
participant upon request of the authors. The intensity value provided by the participant was “Strong”.
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Figure 6. Image sent by a user after the earthquake. The intensity value provided by the participant
was “Very Strong”.

 

 

Figure 7. Interpolation map produced from the data collected in the study using the ordinary
kriging method.

Figure 8 shows the drawing of the variogram obtained from the application data. The horizontal
axis represents the distance (in degrees) that each point pair, which is used to calculate the intensity
variance, has. The variances in the user-provided intensity values range between 0.1–2.4 (i.e., between
0.05–1.2 for semi-variance). As expected, there are high similarities between the intensity values at
close distances. On the other hand, both small and high variations are observed at large distances due
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to the radial behavior of the intensity values. The intensity values point pairs located at far distances
from the earthquake epicenter are similar and small. On the other hand, the point pairs having a point
close to the epicenter and the other point very far exhibit larger variations.

 

Figure 8. Variogram produced from the data collected in the study.

5. Discussion

5.1. Production of Intensity Maps

In this study, differences were observed between the map produced by AFAD and the information
received from the citizen scientists. Production of reliable earthquake iso-intensity maps is crucial
for disaster mitigation efforts and the increasing use of CitSci methods and platforms will support
the development in this field. Therefore, citizens need to be informed about the importance of their
high-quality contributions.

Data quality is an important aspect of CitSci studies. The term quality in this study involves
correctness of the location data and the other information content, and the spatial distribution of the
collected data. Inadequacy in the number and distribution of the data points would lead to weak
conclusions, although the proposed kriging method can handle this issue to some extent. On the other
hand, provision of training to the volunteers regarding the purpose of the project, the consequent
stages and the outcomes is crucial for the success of the study.

5.2. The Use of the CitSci Method and the Issuess (Lessons Learned)

The widely used mobile devices can bring people who have similar experiences after a disaster
event together to share their ideas. Surveys show that there is an increasing dialogue between people
having similar ideas with the use of mobile technologies. Even in underdeveloped societies, the use
of mobile technologies may facilitate scientific research with CitSci, and people can be connected at
advanced levels in comparison to sensors. Instead of using costly sensors, each human can act as a
sensor to bring a new dimension to scientific studies. In addition, they can help to reduce the costs
depending on the scale of the studies. Furthermore, although people can collect data on a specific
subject just like a sensor, they can also produce information on diverse subjects. Thus, instead of
establishing different infrastructure for multiple studies, the required information can be obtained from
the CitSci network, which can be the case for earthquakes that trigger further events (e.g., landslides).

Increasing the number of CitSci studies can help to advance the technology and the public
awareness of disasters. By training the volunteers in the scope of different CitSci studies and producing
data in these studies can provide better insight on different problems of the society and scientific
solutions. Thus, not only the information society that produces data, but also the elevated information
society, which has a high perception and understanding on many issues, can be created. Awareness
of people with the increase of knowledge can protect the world against many issues, especially the
environmental ones. In addition, when conducting CitSci studies, it may not be required to classify
people according to their level of education, because the trainings given before the studies and the
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data obtained can be passed through some filters to produce information from people at all levels.
This allows people from various educational backgrounds to participate in CitSci projects.

When the proposed approach, i.e., using specially designed applications for data collection,
is compared with social media-based disaster data collection efforts, the main advantages are collection
of structured data with correct geolocation information via trained users that allows rapid processing
and design flexibility. A study on using crowd sourcing information collected from Twitter has
shown that several issues were encountered with the existence of geotags, spams, information volume,
linguistic differences, and insufficient geographical coverage [45]. Another study on using Twitter data
for flood assessment has also shown that geographical location of tweets can be different from the event
location, the geographical distribution can be an issue, and finding the relevant information inside a
large numbers of tweets is challenging as well [46]. On the other hand, the disadvantages of using a
specifically developed app could be listed as the maintenance of the app, the need of multi-platform
(e.g., operating system) support, and convincing the users to install and use an additional app on their
mobile phones.

6. Conclusions

In this study, the iso-intensity map of the Istanbul 5.8-Mw earthquake, which occurred on
26 September 2019, was produced based on CitSci data and the ordinary kriging method for spatial
interpolation. A total of 99 data points collected over the Marmara Region of Turkey were employed
for this purpose. Prior to the data collection, the volunteers were informed about the main goals, the
research problem and the expected outcomes of the study. The intensity scale used here was a revised
form of Mercalli scale and the data collection was performed using an Android mobile app developed
in the study. The data upload was performed online to the server which has a spatial DBMS installed.

The results show that the proposed intensity scale is suitable for producing iso-intensity maps
rapidly because the iso-intensity maps are extremely important for disaster management efforts after a
large earthquake. However, the assessment of the intensity of a quake at a given location used to be
a slow process, as it was usually performed by means of personalized surveys [47]. For this reason,
some researchers (i.e., [47–50]) developed some empirical approaches to assess intensity based on
some earthquake parameters such as peak ground acceleration (PGA), peak ground velocity (PGV),
peak ground displacement (PGD), the magnitude scale, and the epicentral distance, etc. However,
the methodology presented here is different and based on volunteer observations. The methodology
is quite reliable considering the facts that the citizen scientists were informed about the importance
of their high-quality contributions. Due to the nature of the problem, it can be said that CitSci is the
only reliable source of data (apart from field work by experts) to produce the iso-intensity maps since
the intensity levels depend on the local ground conditions, construction date and quality, and the
number of floors where the person was located at the time of the earthquake event. The differences
between the intensity map published by AFAD and the citizen collected data confirms the conclusion.
Yet, an estimate of differences between areas demonstrated by the intensity map is useful.

Since the citizen scientists are the key to the data quality, provision of the necessary training
and technological tools (e.g., specially designed apps) would increase the reliability of such studies
utilizing CitSci methods. In addition, supplementary procedures, machine learning and data analysis
methods can support the data validation in large scale CitSci projects. Further spatial and logical
analysis could also be employed as automatic quality control procedures, such as using a function of
the measured earthquake intensity and the geographical location of the provided data as an indicator
of the possible values felt by people together. When large amounts of contributions are provided by
users, it is also expected to have a normal distribution of errors and, thus, the outliers can be eliminated
by the ordinary kriging method and a smooth iso-intensity map can be obtained.

It can also be said that the number of such scientific studies may increase in the future.
As a result, CitSci will make more promises in the future by incorporating human efforts with
the technological advancements.
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VII. Uzaktan Algılama ve CBS Sempozyumu Uzal-CBS 2018, Eskisehir, Turkey, 18–21 September 2018.

35. Wood, H.O.; Neumann, F. Modified Mercalli intensity scale of 1931. Bull. Seismol. Soc. Am. 1931, 21, 277–283.
36. The Modified Mercalli Intensity Scale. Available online: https://www.usgs.gov/natural-hazards/earthquake-

hazards/science/modified-mercalli-intensity-scale?qt-science_center_objects=0#qt-science_center_objects
(accessed on 29 December 2019).

37. PostGIS. Available online: http://www.postgis.net/ (accessed on 24 November 2019).
38. Sarsıntıyı Hissettim. Available online: https://play.google.com/store/apps/details?id=com.ilyas.asus.

postgresqlsample2&gl=TR (accessed on 24 November 2019).
39. Gura, T. Citizen science: Amateur experts. Nature 2013, 496, 259–261. [CrossRef]
40. Oyana, T.J.; Margai, F. Spatial Analysis: Statistics, Visualization, and Computational Methods; CRC Press:

Boca Raton, FL, USA, 2015; p. 305. ISBN 978-1498707633.
41. Krige, D.G. A statistical approach to some basic mine valuation problems on the Witwatersrand. J. S. Afr.

Inst. Min. Metall. 1951, 52, 119–139.
42. Matheron, G. Principles of geostatistics. Econ. Geol. 1963, 58, 1246–1266. [CrossRef]
43. Goovaerts, P. Geostatistics for Natural Resources Evaluation; Oxford University Press: New York, NY, USA,

1997; 416p, ISBN 0-9-511538-4.
44. O’Sullivan, D.; Unwin, D. Geographic Information Analysis; John Wiley & Sons: New Jersey, NY, USA, 2014;

p. 406. ISBN 9780470288573.
45. Carley, K.M.; Malik, M.; Landwehr, P.M.; Pfeffer, J.; Kowalchuck, M. Crowd sourcing disaster management:

The complex nature of Twitter usage in Padang Indonesia. Saf. Sci. 2016, 90, 48–61. [CrossRef]
46. Jongman, B.; Wagemaker, J.; Romero, B.R.; De Perez, E.C. Early flood detection for rapid humanitarian

response: Harnessing near real-time satellite and Twitter signals. ISPRS Int. J. Geo-Inf. 2015, 4, 2246–2266.
[CrossRef]

162



ISPRS Int. J. Geo-Inf. 2020, 9, 266

47. Alvarez, D.A.; Hurtado, J.E.; Bedoya-Ruíz, D.A. Prediction of modified Mercalli intensity from PGA, PGV,
moment magnitude, and epicentral distance using several nonlinear statistical algorithms. J. Seism. 2012,
16, 489–511. [CrossRef]

48. Wald, D.J.; Quitoriano, V.; Heaton, T.H.; Kanamori, H. Relationships between peak ground acceleration, peak
ground velocity, and modified Mercalli intensity in California. Earthq. Spectra 1999, 15, 557–564. [CrossRef]

49. Atkinson, G.M.; Kaka, S.I. Relationships between felt intensity and instrumental ground motion in the central
United States and California. Bull. Seism. Soc. Am. 2007, 97, 497–510. [CrossRef]

50. Atkinson, G.M.; Sonley, E. Empirical relationships between modified Mercalli intensity and response spectra.
Bull. Seism. Soc. Am. 2000, 90, 537–544. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

163





 International Journal of

Geo-Information

Article

Crowdsourcing without Data Bias: Building a Quality
Assurance System for Air Pollution Symptom Mapping

Marta Samulowska 1,*, Szymon Chmielewski 2, Edwin Raczko 1, Michał Lupa 3, Dorota Myszkowska 4 and

Bogdan Zagajewski 1

Citation: Samulowska, M.;

Chmielewski, S.; Raczko, E.; Lupa, M.;

Myszkowska, D.; Zagajewski, B.

Crowdsourcing without Data Bias:

Building a Quality Assurance System

for Air Pollution Symptom Mapping.

ISPRS Int. J. Geo-Inf. 2021, 10, 46.

https://doi.org/10.3390/ijgi10020046

Received: 2 December 2020

Accepted: 20 January 2021

Published: 22 January 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Geoinformatics, Cartography and Remote Sensing, Faculty of Geography and Regional
Studies, University of Warsaw, Krakowskie Przedmieście 30, 00-927 Warsaw, Poland;
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Abstract: Crowdsourcing is one of the spatial data sources, but due to its unstructured form, the
quality of noisy crowd judgments is a challenge. In this study, we address the problem of detecting
and removing crowdsourced data bias as a prerequisite for better-quality open-data output. This
study aims to find the most robust data quality assurance system (QAs). To achieve this goal,
we design logic-based QAs variants and test them on the air quality crowdsourcing database. By
extending the paradigm of urban air pollution monitoring from particulate matter concentration
levels to air-quality-related health symptom load, the study also builds a new perspective for citizen
science (CS) air quality monitoring. The method includes the geospatial web (GeoWeb) platform as
well as a QAs based on conditional statements. A four-month crowdsourcing campaign resulted
in 1823 outdoor reports, with a rejection rate of up to 28%, depending on the applied. The focus of
this study was not on digital sensors’ validation but on eliminating logically inconsistent surveys
and technologically incorrect objects. As the QAs effectiveness may depend on the location and
society structure, that opens up new cross-border opportunities for replication of the research in
other geographical conditions.

Keywords: crowdsourced data quality; GeoWeb; citizen science; outdoor air pollution;
symptom mapping

1. Introduction

Urban air pollution is well known to cause negative health impacts. Therefore, the
monitoring of pollutant concentration levels plays a key role in understanding air quality
and its effects on the subjective well-being (SWB) of citizens [1]. The SWB reflects the
philosophical notion of a good life, as a proxy for assessing life satisfaction, momentary
experiences, and stress. Kim-Prieto et al. [2] also took into account contemporary health
hazards, among which air pollution is a key factor [3,4]. The development of smart and
sustainable cities can only be accomplished through inclusive growth, using smart people,
technologies, and policies [5]. From the perspective of smart people [6]—those who use
smart devices to make their everyday living easier and health safer—we found it necessary
to develop geospatial web (GeoWeb) solutions to measure the adverse impact of cities on
their inhabitants. Ensuring measurement credibility becomes a key scientific challenge in
this context. To this end, we carried out research on the example of air pollution health
symptoms, an emerging trend particularly related to odor [7] and green pollutant [8]
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crowdsensing [9,10]. As crowdsensing (or, more generally, crowdsourcing) methods for
health symptom mapping are subject to data bias [11], we developed and tested a quality
assurance mechanism (QAm) framework (Section 2.2), which can be transferred to similar
health-symptom-based studies.

Sparse or irregular monitoring station networks as well as limited access to the ref-
erence air pollution data underlie the need for citizen science (CS) activities in the field
of air pollution monitoring. Personalized information about exposure to air pollutants,
monitoring during acute events or at specific locations, partnerships with local govern-
ments, and educational and community-driven purposes are the key benefits of bottom-up
environmental monitoring. CS enables the collection of data on much larger spatial and
temporal scales and at much finer resolution than would otherwise be possible. The is-
sue of urban air pollution crowdsourcing motivated the implementation of several CS
programs, such as those led by Mapping for Change, a community interest company in
London (e.g., Pepys Air Quality Project, Science in the City Project, Love Lambeth Air
(https://mappingforchange.org.uk/projects/)), as well other international-scale activities
found at claircity.eu and citi-sense.eu [12]. All the CS activities mentioned above were
hosted on GeoWeb [13–15] (as discussed in Section 1.2). In this approach, citizens are
required to act as sensors [12,16].

The CS HackAir project (https://www.hackair.eu) as well PollenApp were the projects
that undertook the first attempts to crowdsource urban air pollution data, where air pollu-
tion was understood as the compound effect of anthropogenic- and biophysical-sourced
particulate matter (PM) [8]. Pan-European CS projects, such as Distributed Network for
Odor Sensing Empowerment and Sustainability (D-NOSES) [7], have shown that particular
aspects of urban air pollution can be measured through the sense of smell of trained citizen
scientists. Despite the subjective measurement nature of the human sense of smell, human-
sensed CS (sCS) meets the high-quality method expectations (D-NOSES meets germ. Verein
Deutscher Ingenieure, eng. the Association of German Engineers (VDI) 3940 standard).
Ambient air pollution sCS, as well as the symptoms it causes, provides a promising source
of spatial information. However, the unstructured nature of crowdsourced data [17–19]
requires data quality assurance (QA) protocols [20,21], as well as trust and reputation
modeling (TRM) [22] procedure development.

To the best of our knowledge, using QA for the purpose of air pollution symptom
mapping (APSM) has not yet been investigated. Our goal was to address the challenge
of crowdsourced APSM with the use of the GeoWeb platform (Section 2.3) and to solve
the data bias problem by using a quality assurance system (QAs; Section 2.2) based on
logic rules. By assessing the rejection rate of reports affected by data bias, we provide
evidence of reliable air pollution monitoring expressed as the severity of human health
symptoms caused by combined factors of anthropogenic and biophysical ambient air
pollutants [23]. Extending the paradigm of air pollution referenced by WHO in terms of
six main air pollutant [24] concentration levels and their public health impacts [25] to air
pollution symptoms (APS), we indicate new possibilities for citizen-driven research and
social inclusion in environmental and health-related issues, as experienced by sustainable
cities. We also contribute to the development of the sCS data quality methodology.

In our study, we consider health symptoms caused by air pollution as one of the
indicators of the current ecological footprint of humanity on the environment. Therefore,
we focus on urban air pollution as a case study with the starting point of health symptoms
caused by human exposure to air pollutants. This concept highlights the relationship
between urban habitats and the SWB of citizens. The issue of air pollution requires
spatial information provided thoroughly by a modern spatially variable society [26,27].
This underlines the need to implement a local partnership between monitoring agencies,
researchers, and the local community, who all breathe the same air.
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1.1. Extending the Paradigm of Urban Air Pollution

In the field of environmental research air quality, information about the quality (i.e.,
clean or polluted) of air is reported as an air quality index (AQI) [28]. The AQI tracks six
major air pollutants: inhalable particulate matter (PM10), fine particulate matter (PM2.5),
ozone (O3), sulfur dioxide (SO2), nitrogen dioxide (NO2), and carbon monoxide (CO) [24].
The spectrum of pollutant sources includes those related to the development of human
civilization (anthropogenic pollutants) [23], as well those from natural sources, which
questions the belief that everything that is natural is healthy [29]. Ambient air pollution
concentrations above the approved limits [30,31] can cause certain health symptoms. Con-
versely, health symptoms can reflect air pollution. However, health symptoms resulting
from inhalation of polluted air are also stimulated by natural-sourced biophysical PM such
as pollen, mold spores [23,32], and volcanic emissions [33], causing human health problems
such as respiratory allergies, including allergic asthma, which is regarded as an important
disease [23,34,35]. Bastl et al. [8,32] described pollen as one of the green pollutants, which
are significant components of the atmosphere and are relevant to air quality information for
pollen allergy sufferers. This distinction is important for the comprehensive understanding
of APS. Air pollution is specified as the concentration of pollutants measured in physical
values (e.g., micrograms per cubic meter), whereas air quality refers to the AQI, as well as
to classifications, opinions, and feelings, including the experiences of citizens in terms of
air- and air-quality-related SWB [1,4]. This concept extends our understanding of air pollu-
tion from pollutant concentration levels to personal health symptoms caused by pollutant
inhalation. The quantity and severity of symptoms can explain the air quality; however,
a consensus about the terminology involving urban air quality has not yet been reached,
and researchers typically distinguish air pollution through pollen exposure [36]. There is
no symptom classification for air quality yet. Regardless, both factors shape air quality.
Future research is required to understand and quantify the interaction of co-exposure to
both types of air pollutants and its impact on the severity of human health symptoms [37].

Symptom mapping is a prerequisite for the spatial explanation of both dependencies.
The first attempts at citizen symptom mapping related to green pollutants were made
by Bastl et al. [32] and Werchan et al. [38]. Their research proved that citizen symptom
load can be mapped efficiently using crowdsourced data; however, the sources of the
symptoms cannot be clearly determined. The symptom load index is not directly correlated
with annual pollen load and has a strong correlation to allergen content [32], with a linear
(often daily) correlation [32,39]. Finding that relationship is beyond the scope of this paper;
however, crowdsourced symptom data have shown potential as an indicator of the effects
of urban air pollution on citizen well-being. The unstructured nature of crowdsourced data
requires rigorous QA mechanisms (QAm). In this study, our aim is to identify a QA system
for GeoWeb-based APSM to stream high-quality geospatial data. So far, this data stream
does not exist. By sharing trusted and open data on air pollution symptoms, our findings
can be used for aerobiological and health-risk-forecasting research.

1.2. Contribution of Citizen Science to Improvements in Air Pollution Mapping

According to Haklay [14], geographical citizen science overlaps volunteered geo-
graphic information (VGI), especially in the geographical context of citizen-driven research.
GeoWeb plays an essential role in this field. However, it is crucial that CS and VGI not
be seen as equal, as the main purpose of VGI is to produce geographical information,
while citizen science aims to produce new scientific knowledge [40,41]. Citizens engaged
in scientific research projects become citizen scientists [42], who, depending upon their
personal interests, motivation, education level, and experience in previous projects, engage
with different levels of participation and expect to see the results of their research contri-
bution. They contribute to the project by collecting and analyzing data but may also be
involved in defining research questions or even interpreting results [14,43,44]. Considering
the scope of citizen participation, Haklay [14] defined four levels of CS: crowdsourcing
(first level), distributed intelligence (second level), participatory science (third level), and
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extreme citizen science (fourth level). Citizen involvement in environmental projects on air
pollution is usually based on collecting and analyzing sensor data in the form of online
maps. In this way, knowledge is produced. The fundamental questions about the harmful
health effects of air pollutants have been asked, so these activities are typified as CS level
1 and CS level 2. Of course, higher levels (depending on the engagement of members)
are not excluded. In the case of odor crowdsourcing, which requires training as well as
expecting measurement insights back from members, a collection method can be devised
(i.e., level 3). Our study was based on the first level of CS, where citizens are engaged in
the process of crowdsourcing APS data, producing a new scientific knowledge of APSM,
together with researchers. CS provides a solution to research problems [44], while also
educating citizens [45].

So far, smartphones have not been considered appropriate equipment for measuring
urban air pollution. This is due to the fact that the built-in sensors of smartphones, by
default, do not allow users to measure air pollutant concentrations. Therefore, bottom-
up activities considering air pollution have usually relied on external, low-cost sensors
(initially only capable of PM measurement, these sensors can now also sense all major
pollutants, including volatile organic compounds). Loreto et al. [46] emphasized that mod-
ern participatory sensing, which is one of three sub-categories of citizen cyberscience [47],
has witnessed significant progress related to the fast development and social network-
ing tools of information and communication technologies (ICT), which “allow effective
data and opinion collection and real-time information sharing processes”. In that context,
Guo et al. [48] and Capponi et al. [49] introduced mobile crowdsensing (MCS), which fo-
cuses on sensing and collecting data with mobile devices and aggregating data in the cloud.
However, there are pollutants that are still exclusive for Internet of Things sensor dust.
A great challenge of contemporary CS measurement is odor sensing, which affects both
indoor as well as outdoor air quality. Human-sensed air pollution monitoring seems to be
an emerging trend.

In this research, we specify the citizens as sensors and participatory sensing concepts,
where the senses, subjective impressions, and perception of humans are the only sensors
used in the project; therefore, we propose this as sCS. Moreover, by developing a QA
mechanism for sCS, this study contributes to bottom-up air pollution monitoring and
open-data credibility.

1.3. Importance of Data Quality in Crowdsourced Air Pollution

Data quality issues include errors and biases. Factors affecting the data collected
through citizen perceptions result in data biases. CS requires the collaborative contributions
of multiple contributors [50], but the assumption of multiple contributors is insufficient
to provide high-quality data. Therefore, data quality protocols are an essential part of
crowdsourcing-driven research. Although participatory research faces methodological chal-
lenges such as biases in data collection [51,52], CS has been proven to be a source of trusted
geospatial data [20,53–56], including for health risk mapping [57–59] and risks caused by
poor air quality [32,60,61]. The data quality determines its usefulness [62,63]. Thus, the
unstructured nature of crowdsourced data requires rigorous data QA protocols [17,64–67].

The starting point for QA in CS is education and the provisioning of technical infor-
mation and resources [21,68] in order to increase citizen knowledge about the issues of
air pollution and to improve their environmental awareness and motivation to provide
air-quality-monitoring supporting activities [60,69,70]. Of the range of crowdsourced data
quality measures discussed in the academic literature by Haklay [50] and Foody et al. [67],
among others, attribute accuracy and completeness are essential. Furthermore, these as-
pects of geographic data quality have also been recognized by international standards of
spatial data quality. The ISO 19157 [71], which handles the diverse perspective of data
quality, defines a set of standardized data quality measures, including completeness of
data, positional accuracy, and temporal accuracy, which are all grouped as so-called data
quality elements (DQEs) [72]. Each DQE is, then, further evaluated, and the result of the
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evaluation is documented and reported [67]. The principles of the aforementioned ISO
19157 [71] served as the basis for the proposed APSM data quality assurance framework.

The goal of this study was to answer the question of data quality assurance mechanism
implementation in GeoWeb-based APSM. For this purpose, we propose a dedicated APSM
framework for the QA mechanisms of start-check, sequence, cross-validation, repeating,
and time-loop check in order to reduce data bias, such as user response inconsistency,
location inaccuracy, and duplicate time–space-related reports (see Section 2). By combining
several logic-based QA mechanisms (QAm), we tested the robustness of the QAm to find
the strongest QAm set and build a ranked data quality assurance system (QAs). Our
research question was, Which QAs best reduces data bias in APSM? The sources of data
bias include contradictory entries in the geodatabase attribute table recorded as answers
supplied to the specially created APSM survey. However, we did not solve the problem
caused by the non-air-pollution-related factors that affect human symptom severity, which
act synergistically with air pollution to contribute to spatial database robustness on health-
related symptoms [8,73–76].

2. Materials and Methods

For our participatory APSM project, we followed the CS development framework of
Bonney et al. [77], starting from the research question and project team formulation through
to CS action execution and the dissemination of project findings (Sections 2.1 and 2.3).
However, we focused on addressing data bias (Section 2.2) to improve the symptom-based
air-pollution-mapping data quality.

2.1. Building a Field Data Collection Strategy

The method was adopted in the city of Lublin and Lubelskie Voivodship, located
in eastern Poland. The data collection campaign lasted for one academic semester, from
February to May 2018. Starting the campaign in the first quarter of the year is crucial, as
anthropogenic pollutants and pollen occur simultaneously at the beginning of the year,
especially gaseous pollutants that can act as adjuvants, exacerbating pollen allergenic
potency and immunoreactivity [78]. A group of 56 students from different faculties of
the University of Life Sciences in Lublin were involved in the project as volunteers and,
according to Harlin et al. [79], turned into citizen scientists, of which, 30 spatial management
students were the core citizen group of the project. A total of 18 non-academic citizens
joined the research and collected data together with the student group. The project was
continually open to everybody through the community channel for data and app sharing,
which was implemented in GeoWeb. By sharing their conclusions and opinions during the
social campaign, the citizens had a direct impact on the optimization of methods used.

To strengthen the data quality potential already before the field data collection cam-
paign began, the scientific student organization of the Spatial Management Faculty of the
University of Life Sciences in Lublin organized workshops for the citizen scientists, who
were learned about the subject of study and the research project assumptions. Furthermore,
they were trained on handling the mobile and web apps (details about apps provided in
Section 2.3). The workshops, training, informing, and research project promotion among
citizens lasted for the first month.

According to the study requirements, the citizen scientists were asked to collect data
only during their daily outdoor activities, preferably once per day. If they observed air-
pollution-related symptoms, they were asked to report them as soon as possible. If they
caught a cold or were sick, they were expected to stop collecting data until they recovered.
The project assumptions and rules for collecting data were included in the mobile app, as a
user guide introducing the study. Other educational materials were made available in the
narrative web apps.

Our study referred to the patterns of citizen activity characteristic for CS specifics [80].
As such, we implemented a method for citizen engagement improvement, which was
based on the monthly activity ranking of users, presenting a number of submitted APS
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reports. Users were assigned award titles according to the following number of reports sent
per month: 1–5, Beginner; 6–10, Pretty Involved; 11–20, Super-Engaged; and >20, Excellent
Citizen Scientist. A user-activity-tracking module, included in the operations dashboard
app (details in Section 2.3), was public and allowed for competition between the citizens.

2.2. Data Quality Assurance Methods for APSM

Following other studies of human health symptom severity, such as the Symptom Load
Index research in pollen allergy sufferers [81], we used a questionnaire sheet. However, we
extended the group of potential citizens to all those who suffered from air-quality-related
health symptoms, whereas to improve the method of data quality assessment, the user-
screening question was implemented in the questionnaire, which helped identify the more
sensitive citizens to air pollution. The question asked for any pollen allergens the user is
allergic to (birch, alder, hazel, grass, pine, plantain, mugwort, nettle, ragweed, others; it is
also possible to answer no allergens; Figure 1a). The survey included close-ended questions
about health symptoms related to air quality according to the classification defined in the
research on the epidemiology of allergic diseases in Poland (PL: Epidemiologia Chorob
Alergicznych w Polsce (ECAP)) [82], accompanying the SWB question, which developed
the QA method; a personal profile with the user-screening question; and finally time range
and geolocation information. The questions are as follows:

Figure 1. The flowchart of the air pollution symptom mapping (APSM) questionnaire: (a) the user-screening question
about pollen allergy as well as an individual nickname and survey four-digit code assigned to the users’ profile, (b) the
introducing question about subjective well-being (asked at the very beginning of the survey), (c) the set of seven close-ended
questions about individual symptoms (question no 8 was answered, “Seldom,” “Quite often,” “Very often,” or “I do not rub
eyes”), (d) closing questions about subjective well-being, and (e) time and geographical location recording.

User-screening question: Which pollen allergens are you allergic to?

Q1. How do you feel today?
Q2. Sneezing. If you are currently experiencing this symptom, please choose the level of

severity.
Q3. Nose itching. If you are currently experiencing this symptom, please choose the level

of severity.
Q4. Runny nose. If you are currently experiencing this symptom, please choose the level

of severity.
Q5. Watering eyes. If you are currently experiencing this symptom, please choose the

level of severity.
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Q6. Scratchy throat. If you are currently experiencing this symptom, please choose the
level of severity.

Q7. Breathing problems. If you are currently experiencing this symptom, please choose
the level of severity.

Q8. Do you rub your eyes?
Q9. Could you assess the level of your current self-comfort?
Q10. How long have you been in this location?
Q11. For how long have you felt your symptoms?

The questionnaire design was inspired by sociological research. We followed the
rule that filling out a web form shouldn’t take more than 10 min [83]. The designed
web questionnaire was tested in web form so that it did not exceed the assumed 10 min.
Following Malchotra [84], the questionnaire contained mainly dichotomous and multiple-
choice questions. The APS questions were grouped together [85]. The data stored in
the database were displayed as a text data type in the mobile app, which is simple and
intuitive for the user. The data were also coded in the database in the short integer data
type (except for the user-screening question, which was coded in text data type) and were
used for data analysis and statistics, as shown in the flowchart of the APSM questionnaire
(Figure 1). The proposed method includes data forms, which are the basis of the developed
conditional statements.

2.2.1. QA Methods Applied during the Data Collection Process

We initially adopted three QA methods in the mobile survey app in order to improve
data quality during the data collection process. These methods were based on the quality
measures of ISO 19157 [71]: positional and temporal accuracy, data completeness, and
consistency. The first QA method eliminated identical reports sent from the same location
within a certain time interval (5 min) from the database in case the same report was
duplicated. The report duplication was confirmed with the same nickname of the citizen
who made the report. Then reports lacking geolocation were excluded from the database by
the second QA method. The third method controlled the Global Navigation Satellite System
(GNSS) positioning accuracy of the reported APS observations, under the assumption that
reports with a horizontal accuracy error greater than 100 m are outliers, which were
eliminated in the data collection stage. If the surveys were accepted under the three QA
methods described above, they were finally checked with the completeness quality measure.
Surveys that were not completed, in terms of obligatory questions, were automatically
blocked against submission through the mechanism configured in the app so that the
database was free from incompleteness.

2.2.2. Logic-Based QA Mechanisms Implemented after the Data Collection Process

The proposed logic-based QA framework for APSM has a four-tier structure, starting
with a set of logically related questions, the basis of the quality assurance (QA) mechanisms,
which in various configurations form five mechanisms and then QA systems (Figure 2).

The logic formula for each conditional statement was built to filter and eliminate data
bias. The conditional statements were the primary components for QA mechanisms. To
determine the potential logic rules, the following general criteria based on the database-
coded answers from the questionnaire were assumed: Q2–Q7, which are the questions
reporting citizen health symptoms, should have been implemented in minimum six condi-
tional statements, while Q1 and Q9 (SWB questions) should have been implemented in
minimum two conditional statements each. Then the conditional statements identified data
inconsistencies, based on false hypothesis, such that false results were returned (Table 1).
The QA mechanisms of start-check, sequence, cross-validation, repeating, and time-loop
check were proposed, with one or two levels of robustness (Table 2). These QA mechanisms
were implemented in the database after the data collection process was finished.

171



ISPRS Int. J. Geo-Inf. 2021, 10, 46

 

Figure 2. The four-tier structure of the data quality assurance (QA) framework: (a) set of logically related questions with
number-coded answers, (b) conditional statements being the primary logical-based formula, (c) combination of several
conditional statements creating a QA mechanism tier, and (d) combining mechanisms creating an advanced QA system.

Table 1. Conditional (Con.) statements, the basis of the quality assurance (QA) mechanisms.

Conditional Statement
Number

Logic Formula

Con.1 i f [(Q1 = 0) or ((Q1 = 1) and (any(Q2 : Q7) = 3))] then f alse,
Con.2 i f [(Q1 = 0) or ((Q1 = 3) and (all(Q2 : Q7) �= 3))] then f alse,
Con.3 i f [(Q1 = 0) or ((Q1 = 1) and (any(Q2 : Q7) > 1))] then f alse,
Con.4 i f [(Q1 = 0) or ((Q1 = 3) and (all(Q2 : Q7) �= 3))] then f alse,
Con.5 i f [all((Q2 : Q4) or (Q6 : Q7)) = 1) and (Q5 = 3)] then f alse,
Con.6 i f [all((Q2 : Q4) or (Q6 : Q7)) = 3) and (Q5 = 1)] then f alse,
Con.7 i f [all((Q2 : Q4) or (Q6 : Q7)) = 0) and (Q5 = 2)] then f alse,
Con.8 i f [((Q5 = 0) and (Q8 = 3)) or ((Q4 = 0) and (Q8 = 3))] then f alse,
Con.9 i f [((Q5 = 0) and (Q8 �= 0)) or ((Q4 = 0) and (Q8 �= 0))] then f alse,
Con.10 i f [((Q9 = 1) and (Q1 = 3)) or ((Q9 = 3) and (Q1 = 1))] then f alse,
Con.11 i f [((Q9 = 1) and (any(Q2 : Q7) = 3)) or ((Q9 = 3) and (all(Q2 : Q7) �= 3))] then f alse,
Con.12 i f [((Q9 = 1) and (Q1 �= 1))or ((Q9 = 2) and (Q1 �= 2)) or ((Q9 = 3) and (Q1 �= 3))] then f alse,

Con.13 i f [((Q9 = 1) and ((any(Q2 : Q7) = 3) or (any(Q2 : Q7) = 2)))or
or ((Q9 = 3) and (all(Q2 : Q7) �= 3))] then f alse,

Con.14 i f (Q11 ≥ Q10) then f alse,
Con.15 i f [(Q11 = 1) or (Q11 > 120)] then f alse,
Con.16 i f [(all(Q2 : Q7) = 0) and (Q11 �= 0)] then f alse,
Con.17 i f [(all(Q2 : Q7) �= 0) and (Q11 = 0)] then f alse.

To date, such a method has not been implemented in an sCS air-pollution-related
symptom-mapping project. As a data quality assurance framework for APSM, we propose
a data quality assurance system (QAs) that is a combination of each QA mechanism,
depending on the QA mechanism robustness variant (Table 3). The choice of the QA system
variant depends on the project character: each QA mechanism works independently and,
so, can be implemented in the APSM project separately or in any combination, if needed.
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Table 2. QA mechanisms implemented in the citizen air-pollution-related symptoms questionnaire,
with less (1) and more (2) robust variants.

QA Mechanism QA Mechanism Code
QA Mechanism Components:

Conditional Statement Combination

Start-check (SC)
SC1 Con.1 or Con.2
SC2 Con.3 or Con.4

Sequence (Sq) Sq Con.5 or Con.6 or Con.7

Cross-validation (CV)
CV1 Con.8
CV2 Con.9

Repeating (Rp) Rp1 Con.10 or Con.11
Rp2 Con.12 or Con.13

Time-loop check (TC) TC Con.14 or Con.15 or Con.16 or Con.17

Table 3. QA system variants applied for air pollution symptom mapping (APSM).

QA System (QAs) Variant QA System Components: QA Mechanism Combination

QAs1 SC1 or Sq or CV1 or Rp1 or TC
QAs2 SC1 or Sq or CV1 or Rp2 or TC
QAs3 SC1 or Sq or CV2 or Rp1 or TC
QAs4 SC2 or Sq or CV1 or Rp1 or TC
QAs5 SC2 or Sq or CV1 or Rp2 or TC
QAs6 SC2 or Sq or CV2 or Rp1 or TC
QAs7 SC1 or Sq or CV2 or Rp2 or TC
QAs8 SC2 or Sq or CV2 or Rp2 or TC

The core principle for the research is the logic-based data quality assurance procedure. The
start-check, cross-validation, and time-loop check mechanisms are based primarily on the med-
ical assumptions included in the logic rule framework. The other QA mechanisms, sequence
and repeating, are purely logical and result from social and psychological survey methods for
monitoring, the typical respondent-answering process, and data quality control [86].

The start-check mechanism was used to verify the report consistency at the beginning
of the survey, excluding reports whose symptom severity answers were not consistent
with the general well-being question. The quality assurance method of applying a general
question about the issue preceding the detailed questions was used by Bastl et al. [8] and
Bousquet et al. [87]; however, these studies did not report success in using this conditional
statement. We examined this in two variants of robustness. Components and algorithms of
the start-check mechanism are presented in Tables 1 and 2, which were implemented in the
database work as follows: Variant 1 is less robust and assumes that the report is consistent
when the citizens assess their current comfort as “good” (1), and then the answers to
Q2–Q7 should be between “no symptoms” (0) and “moderate symptom severity” (2). If
the answer for Q1 is poor self-comfort (3), then at least one question between Q2–Q7 must
be answered as “strong symptom severity” (3). Variant 2 is stricter and assumes that the
possible answers for Q2–Q7 can only be “no symptoms” (0) or “mild symptom severity” (1)
when the current comfort is rated as “good” (1). If the answer for Q1 was “poor comfort”
(3), the same conditional statement was used as in variant 1. For both variants, the reports
with the answer “I have no opinion” (0) for Q1 were excluded.

The sequence mechanism was applied to exclude user automatism in providing answers,
which is often caused by a citizen giving rash answers or not reading the questions. Therefore,
each report with all questions answered by responses with the same place in the sequence (e.g.,
every first answer for each question) were eliminated from the database. The QA mechanism
is based on the method of rearranging the order of possible answers [88,89] for one question in
the sequence of similarly asked questions. The standard order of the answers for questions
Q2–Q7 was 1, 2, 3, 0. Q5 was an exception, with an answer order of 3, 0, 1, 2.

The cross-validation mechanism was used to reject responses by using three essentially
related questions. If the answer to the additional question was not consistent with one
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of the two previously answered related questions, the report was excluded. The APS
mentioned in Q8 (rubbing eyes) should be related to symptoms of a runny nose (Q4) or
watering eyes (Q5). The mechanism was tested in two variants, where variant 2 is stricter.

The repeating mechanism determines the consistency of the report, according to the other
previously answered questions, by asking the same question but in a different way. If the
repeated answer is not consistent with the former one [21,88,90,91], the report is excluded
from the database. This was used with Q9, which repeated the content about the citizen’s
self-comfort in Q1. Additionally, the mechanism tested the report’s compatibility based on the
repeated SWB question and symptom severity ones (Q2–Q7). The mechanism was examined
in two variants of the robustness level analogous to the previous mechanisms.

The time-loop check mechanism was used to eliminate reports that did not align to the
geolocation of the citizens, according to the length of their stay in a place in comparison to the
duration of their symptoms. Previous studies [92–94] have shown that human allergic reactions
to pollen range from 10 to 20 min, usually resolving after 1–2 h for an early-phase reaction and
3–4 h with resolution after 6–12 h, sometimes even 24 h, for a late-phase reaction. The late-phase
reaction is preceded by an early-phase reaction. The early-phase reaction is characterized by
symptoms such as allergic rhinitis (including sneezing, itching, and rhinorrhea) [34,95], while
the late phase is connected with nasal congestion and obstruction [34,96]. For anthropogenic-
sourced air pollutants PM10 and PM2.5, the reaction time (according to the pollutant type)
ranges between 2 and 10 min for the most sensitive subjects and resolves after 30 min [97,98].
For the purpose of APSM, we adopted the time range for the duration of the human early-
phase reaction to air pollutants as between 1 min and 2 h. This mechanism assumes that all
reports with a time loop value higher than the duration the user remained in the place are
eliminated, as such information indicates a late-phase reaction, which is not connected with
the actual geolocation of the citizen.

2.3. GeoWeb Method Supporting Data Quality Assurance

The GeoWeb platform, which was the technological basis of this project, to maintain
project openness, consists of a mobile app for field data collection based on the configurable
Survey123 for the ArcGIS application (Survey123; Esri Inc., Redlands, CA, USA) and a
data mapping module, including dashboards (web mapping applications based on ArcGIS
Online (AGOL) components; see Figure 3), available to citizens for free on a smartphone
but also via a web browser.

The mobile app (A) includes the APS survey for field data collection. The educational
and technical training materials (B) are provided in a narrative web mapping application
(Esri story map templates), which are served through Representational State Transfer
(REST) services. The collected data are sent to the geodatabase through REST services,
and raw data are presented in the dashboard app (C) in real time. Then, the raw data
are QA-checked in the database using ArcGIS Desktop integrated with the REST and R
statistical software (R: a language and environment for statistical computing; R Foundation
for Statistical Computing, Vienna, Austria; www.R-project.org) (D), which is used for
analysis of the QA mechanisms and QA system variant robustness, as well as the survey
result statistics. Finally, the QA-checked data are returned to the database and presented
as APSM results in the open web mapping applications, including dashboards (C). The
results were reported in the dashboard app as a percentage of the observations eliminated
by the most robust QA mechanism combination, presenting the total robustness of the
implemented QA system.

The questions proposed for the survey in Section 2.2 were included in the mobile
survey, which was divided into individual pages, in order to help the user to quickly
navigate between questions without scrolling down the whole form [99,100]. This helped
to avoid mistakes in filling out similar APS questions and focus on the relevant section of
the survey. An offline mode in the mobile app was secured to collect actual geolocation,
even if without the internet. We used a user authorization option with an alphanumeric
nickname and a four-digit code at the beginning of the survey in order to help follow
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the reports of each citizen, while also providing them with anonymity. To improve the
quality of collected data, we implemented closed questions with single- or multiple-choice
type and data range functionality, which prevented submitting certain reports that were
inconsistent with the rules of the project.

Figure 3. Geospatial web architecture implemented for the APSM project: (A) mobile survey app
for field data collection, (B) web app with educational and training materials, (C) dashboard app for
monitoring the data collection process and presenting APSM results, and (D) quality assurance module.

Within the field data collection campaign, the reports were mapped, in real time, in a
point-symbolized data layer (Figure A4, Appendix A). Cooperation between the Survey123
mobile app and the web mapping module was based on the typical WebGIS architec-
ture [101]. The dashboard displayed the user activity-ranking widget, which was based
on a list of 10 most active citizens, presented as their nicknames together with their award
titles, as well as their number of reports in the last month (Section 2.1). This functionality
helped to enhance the engagement of the citizens during the data collection process.

The design concept and interface description of GeoWeb applications, along with the
crowdsourced symptom map formed from the Lublin case study, are provided in Appendix A.

3. Results

Data quality assurance is key for useful and effective sCS, and so, the results mostly
focus on the implemented QA mechanisms and the robustness analysis of the QA system
variants for air-pollution-related symptom mapping. We first focused on the field data
collection campaign, which provided us with the input for our analysis. The citizen activity
curves indicated the varying and regularly decreasing activity of the citizens. For QA
robustness results, our key focus was the eight QA system variants, the combinations
of five logic-based QA mechanisms, which rejected from 18.3% to 28.6% of reports with
data bias. As a result, we created and proposed a QA framework for APSM, based on the
ArcGIS platform, which was configured and customized to the study requirements. The
air-pollution-related symptom map and GeoWeb apps are presented in Appendix A.
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3.1. Data Collection Campaign Outcomes

During the data collection campaign, 1936 APS reports were sent by citizens to the
cloud, which were used as the input to the QA-mechanism-developed database. The citizen
scientists involved in the APSM project became members of the Citizen Science Community
of University of Warsaw (CS-Community-UW; Warsaw, Poland) (https://arcg.is/WeqfK),
which was set up to share all project data, materials, and apps in GeoWeb, available
at https://arcg.is/1iDD18, in order to provide continuous access to the results. When
citizens collected data, their activity was controlled and updated every month in a user
activity module implemented in the dashboard app (Section 3.3). Analysis of the activity
curve indicated that citizen activity peaked for 11 days at the beginning of the campaign
(39–48 reports per day) and then decreased. After this, activity stabilized at between 4 and
29 reports per day, with two peaks of 32 and 34 reports per day (Figure 4). The students
were more active than non-academic citizens. The most active student collected 25 reports
in April, whereas the most active non-academic citizen collected 7 reports in March.

Figure 4. Citizen activity curves during the field data collection campaign.

3.2. Robustness of QA Mechanisms

During the initial stage of data set filtering, 19 outliers with no geolocation were
eliminated. Another 68 APS records were excluded as they were duplicate reports at the
same geolocation within a short (5 min) interval. The horizontal positioning accuracy
varied from 0 to 100 m, where 93% of reports had a horizontal accuracy between 0 and 30 m.
We filtered 26 outliers that had a horizontal accuracy error exceeding 100 m, which were
rejected. As a result, 1823 reports of the 1936 remained and were used as the object of our
logic-based QA implementation study. After the implementation of the QA mechanisms in
the database, their robustness was analyzed.

According to Table 4, the three most robust QA mechanisms for our specific case
study were: repeating in two variants (more robust, repeating2 (Rp2); less robust, repeat-
ing1 (Rp1)) and start-check in the more robust variant (SC2). The repeating2 mechanism
excluded 23.1% of reports, repeating1 eliminated 10.6% of reports, and start-check2 elimi-
nated 6.9% of reports. Thus, most data bias resulting from inconsistencies between the first
and the repeated question was identified by the repeating mechanism.

Three QA mechanisms—start-check, cross-validation, and repeating—which were
implemented in two variants (i.e., less robust and more robust) were analyzed in terms
of the report reduction in each variant. For the start-check mechanism, the two vari-
ants reduced 71 of the same reports, while start-check2 eliminated 54 more reports than
start-check1. Cross-validation1 and cross-validation2 reduced the same 54 reports, while
cross-validation2 additionally eliminated 54 observations. For the repeating mechanism,
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repeating1 and repeating2 were compatible for 194 reports, while repeating2 was 12.5%
more robust than repeating1, excluding 228 additional APS reports (Table 5).

Table 4. QA mechanism robustness.

QA Mechanism Reports
QA Mechanism

Robustness RankName Code Accepted Rejected Total
Rejected

(% of Total)

Start-check
SC1 1752 71 1823 3.9 5
SC2 1698 125 1823 6.9 3

Sequence Sq 1806 17 1823 0.9 8

Cross-validation
CV1 1769 54 1823 3.0 6
CV2 1716 107 1823 5.9 4

Repeating Rp1 1629 194 1823 10.6 2
Rp2 1401 422 1823 23.1 1

Time-loop check TC 1771 52 1823 2.9 7

Table 5. QA mechanism variant compatibility.

Start-Check2 Cross-Validation2 Repeating2

Accepted Rejected Accepted Rejected Accepted Rejected

Start-check1
Accepted 1698 54
Rejected 0 71

Cross-
validation1

Accepted 1716 53
Rejected 0 54

Repeating1 Accepted 1401 228
Rejected 0 194

The largest data bias was related to the inconsistency between the general SWB
question and its repeated query (repeating1: 10.6% and repeating2: 23.1%). This result
could have been produced by the inaccuracy of the repeated-question structure or by
citizens misunderstanding the question. The start-check2 mechanism rejected 6.9% of
reports, which means that the severity symptoms did not align with the general SWB
assessment. The sequence mechanism was the least robust (0.9%), indicating that citizens
rarely filled in the form automatically, that is, without carefully reading the answers. A high
rejection rate was observed using the QA mechanisms start-check2 (6.9%), cross-validation2
(5.9%), and repeating2 (23.1%), which were between 46% and 57% more robust than their
alternative variants (start-check1, cross-validation1, and repeating1, respectively). They
rejected a higher percentage of reports. Due to its high rejection rate, start-check2 was
found to also reject some consistent reports.

Finally, according to the methodology (Section 2), the QA mechanisms were combined
into eight QA system variants (QAs1–8; Table 6). Implementing each subsequent QA
mechanism changed the database, considering the QA system functions. For this study, the
most robust QA systems were QAs8 and QAs7 (28.6%) and QAs2 and QAs5 (27.3%), which
best reduced the number of falsely filled in reports in the survey. They increased the quality
of the collected data but rejected a percentage of reports that might have contained valid
information. As a result, some valuable data would be lost. The least robust were QAs1
(18.3%) and QAs3 (20.0%), which could not identify all the reports with false data, thus
decreasing the quality and validity of the research results. As mentioned above, two pairs
of QAs variants reduced the same data set and replicated the result database (QAs2 with
QAs5; QAs7 with QAs8), thus allowing their interchangeable use. To reduce replication
in the results, the studied QA framework was limited to six QAs variants (with QAs5
and QAs7 removed). For another location (i.e., country, continent) and society structure,
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the robustness ranking of the six QAs variants could be different and the particular QA
mechanisms could be more or less effective than in the considered case study in Lublin.

Table 6. QA system variant robustness.

QA System
Variant

QA Mechanisms Combination

Reports
QA System

Robustness RankAccepted Rejected Total
Rejected

(% of total)

QAs1 SC1 or Sq or CV1 or Rp1 or TC 1490 333 1823 18.3 6
QAs2 SC1 or Sq or CV1 or Rp2 or TC 1325 498 1823 27.3 2
QAs3 SC1 or Sq or CV2 or Rp1 or TC 1459 364 1823 20.0 5
QAs4 SC2 or Sq or CV1 or Rp1 or TC 1445 378 1823 20.7 4
QAs5 SC2 or Sq or CV1 or Rp2 or TC 1325 498 1823 27.3 2
QAs6 SC2 or Sq or CV2 or Rp1 or TC 1422 401 1823 22.0 3
QAs7 SC1 or Sq or CV2 or Rp2 or TC 1302 521 1823 28.6 1
QAs8 SC2 or Sq or CV2 or Rp2 or TC 1302 521 1823 28.6 1

3.3. APSM Results after QA System Implementation

APSM results calculated on the QAs8-checked data set were added to the GeoWeb
dashboard app (Figure 5) such that each user could track the APSM data of the whole
crowdsourcing campaign, presenting the impact of air pollution on his/her SWB status.
From the QAs8-checked database, the most frequently observed health symptom was a
runny nose, which was reported in 46.98% surveys during the whole campaign. The least
frequently reported symptoms were breathing problems (only 6.92% surveys). The QAs8
had an impact on the percentage of surveys reporting any APS (Table 7). Most surveys
reporting breathing problems were rejected, reducing their percentage in the database by
47.34%. The percentage of surveys reporting a runny nose remained almost unchanged, as
it increased by 0.86%. The percentage of surveys reporting other symptoms reduced by
14.88% to 35.42%.

 

Figure 5. Web mapping dashboard app presenting results of QA-checked data using QAs8: (a) map, (b) layer list, (c) legend,
(d) pie chart of citizen symptom severity, (e) bar chart of citizen general comfort, (f) pie chart of QA system robustness, and
(g) indicator of QA-checked reports.
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Table 7. QAs8 impact on the percentage of surveys with reported air-pollution-related symptoms.

% of Surveys with Reported Symptoms QAs8 Impact on the
ResultsRaw Data QAs8-Checked Data

Sneezing 29.98 25.52 −0.149
Nose itching 30.27 21.98 −0.274
Runny nose 46.58 46.98 0.009

Watering eyes 26.77 21.52 −0.196
Scratching in the throat 22.73 14.68 −0.542

Breathing problems 13.14 6.92 −0.473

The information about the percentage of surveys reporting individual symptom
severity values were presented in the dashboard app (Q2–Q8; Figure 5f), which includes
additionally the percentage robustness of the QAs8 implemented in the project (Figure 5g).

Moreover, the web application presented the results in terms of the spatial location
of eligible symptom-related layers (Q1–Q8; Figure 5a–c), the number of QA-checked
reports depending on the spatial extent (Figure 5d), and the general level of citizen comfort
(Figure 5e). For more details about the GeoWeb app, see Appendix A.

4. Discussion

In this study, we introduced social innovation into the urban air pollution issue, where
citizens act to assess air pollution using their symptoms, thereby extending the paradigm
of air pollution. We considered the spatial context; therefore, a map was used to spatially
model symptom severity (Figure A5, Appendix A). The web mapping application is public
and provides information about air pollution in specific areas of the city such that citizens
can learn about which areas could positively or negatively impact their SWB, according to
information about the severity of the symptoms observed by the APSM project members
within individual months. The air pollution level based on health symptom observations
could be compared with other methods, such as satellite observations and in situ mea-
surements. Such in situ ones were described and studied by [81], who compared pollen
counts recorded by the European Aeroallergen Network and pollen-induced symptoms
reported by pollen allergy sufferers, precisely the Pollen App users’ community. The health
symptoms registered by the APSM community can be compared with green pollutants’ con-
centration levels recorded by the Polish Aerobiological Monitoring Network [102]. In the
context of other air pollutants, Sentinel 5p imagery can be taken as a point of comparison,
especially because it is served near real time (NRT) [103], although at a more global scale.

Although the potential for using crowdsourced data to monitor urban air pollution
was demonstrated here, the minimum report sample can be considered a limitation of
the project. Citizen science is an emerging trend in Poland, and so, specific motivation
mechanisms need to be elaborated, based on the citizen motivation recommendations
developed in other projects [104,105]. As APSM focuses on citizens who are interested in
the effect of air pollution on their health and well-being, our study is wider than other
projects that are dedicated only to people diagnosed with health problems. This means that
the motivation mechanisms involved differ from those that are appropriate for patients
(e.g., free medical consultations).

Crowdsourcing projects rely on a suite of methods to boost data quality and account
for data bias [20]. To gain better data quality in CS, three-step mechanisms are generally
recommended: taking considerations before, during, and after the data collection pro-
cess [21]. The APSM method, using logic rules to reject inconsistent database entries, was
successfully implemented after the data collection process. Depending on the expected
data quality level, different mechanisms were tested.

From a practical point of view, the data quality (i.e., completeness, spatial accuracy,
thematic resolution, timeliness, and logic consistency) should be suitable for the project
purpose. The quality of CS data is expected to be similar to that of the data collected
by professionals. According to Wiggins et al. [21], some general solutions for improving
crowdsourced data quality include volunteer training (workshops), a large sample size,
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data filters, data mining algorithms, a qualifying system, voting for the best, reputation
scores, online data and metadata sharing, citizen contribution feedback, reuse of data, and
replicate studies; however, the purpose of our study was to create a data quality framework.

This confirms that data quality control mechanisms are an indispensable element
in any citizen-driven research, hence also being effective in CS activities such as that
considered in this paper. The removal of falsely completed surveys increased the collected
data’s quality and usefulness. In our research, only 5.8% of data were eliminated due
to positioning accuracy, either a lack of geolocation or duplicated reports at the same
geolocation. Farman [106] identified 12% of crowdsourced data to have accuracy-related
errors. Thus, we conclude that in our sCS, this type of error did not pose a significant
problem in terms of data quality; however, subjective data bias definitely does. Still, the
problem of human bias in data poses a problem that must always be considered during data
analysis. Human bias introduced into data can be mitigated by using clearly stated survey
questions, providing additional training, and limiting the scope of the survey. We found
that up to 29% of all collected surveys regarding air pollution objectively contained useless
or false information. Kosmala et al. [20] reported subjective data bias at levels between 5%
and 35%, depending on the simplicity of the tasks assigned to citizens, Hube et al. [107]
presented data bias at 15–17% in a crowdsourced data set, and Eickhoff [108] pointed out an
accuracy rate reduction of 20% due to cognitive data bias. We recognize that our percentage
share of data bias was high, highlighting the absolute necessity of a QA mechanism
framework for sCS health-related projects. As QA mechanisms are created through the use
of logic rules, they are easy to understand and can be crafted to match particular (expected
or observed) error types in collected survey data. We found that QA mechanisms can be
used to remove surveys that contain clearly defined errors. Moreover, by choosing a single
QA system (Table 3) and combining rejected reports with the username, each user’s quality
rank can be calculated. A user who passes the QA system could then be rewarded with
trust and reputation statuses. Such citizen trust models have been proposed by Alabri and
Hunter [109], who developed a social trust metrics framework, and Langley et al. [110],
who applied a reputation model and used a reputation score system to determine the
threshold for accepting volunteered data. This should be based, for each citizen, on the
ratio of reports accepted by the QA system to the total number of their surveys: the higher
the ratio of accepted reports, the higher the level of citizen trust.

The APSM data quality mechanisms implemented after the data collection stage—but
referenced to a particular user’s reports—could be used to develop a user motivation
system (which, in the current study, was limited only to user activity). Furthermore, the
technological implementation of QA systems as cloud services may enable the ranking of
user trust and reputation during the data collection process. Then, not only the quantity
but also the quality of user reports can be analyzed and their level of reputation could be
assessed and presented during the campaign. In large-scale CS projects such as iNaturalist
(iNaturalist.org), the trust and reputation of citizens are based on their activity: “The users’
community ensures that data is reliable, but it also gives the opportunity for fellow users
to gain knowledge” [111].

In future research, during the data collection process, some new solutions can be
implemented, such as GNSS trajectories. Currently, Q10 (Figure 1) requires users to
estimate how long they have stayed in a location. Using GNSS or Global System for
Mobile Communications (GSM) data to characterize user mobility patterns and analyze
user spatial trajectories could increase data quality and make the application smarter.
Changes in user trajectories could also result in an individual push notification to maintain
or cancel the APS, depending on the change of location. Finally, to gain better data quality,
improvements before the data collection stage may also be proposed. APSM was carried
out as a Polish case study. As CS has been recognized as an emerging trend in Poland,
we found it necessary to promote the sCS concept through the European CS platform
(https://eu-citizen.science) and engage citizens in air pollution monitoring by organizing
training sessions. What differentiates CS from other VGI activities is the fact that CS can be
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taken up by any volunteers who have undertaken standardized training. Learning how to
observe one’s own symptoms in reaction to air pollution, relating them with air quality
information and green pollutant concentration levels, and regular symptom recording
were considered prerequisite parameters for ensuring the quality of APSM. The D-NOSES
project [7] proved that the sense of smell of individuals can be calibrated through training
on odor pollution and workshops exploring odor perception in the D-NOSE method.

In the study, we applied a user activity rank model, which showed that citizen activity
decreased over time, which is typical for a CS project [112]. The level of citizen engage-
ment and motivation was the highest at the beginning of the crowdsourcing campaign
(100 reports per day), dropping after 14 days. The two peaks in the last month of the field
data collection campaign could have resulted from the motivational workshops with an
educator where citizens rankings were discussed, thus increasing competition between the
citizens (35 and 40 reports per day, May 2018). In summary, for a case study of Lublin or
any city of similar size and structure, a citizen group larger than 74 people is needed and
regular workshops, as well social media campaigns engaging people to participate directly
in the CS group forum, are necessary to maintain their activity.

Due to the intuitive access and operation of the presented tools, such methods and
tools are suitable for scientists, educators, and evaluators alike. The ability to reduce data
bias in real time is not possible without a programmed web-based mechanism functionality.
AGOL-configurable capabilities allow for data filtering, but the filters are too basic for the
conditional statement combinations that form the QA mechanisms.

Conveniently, our database was set up on REST services, such that the QA mechanisms
and their combinations could be implemented and analyzed using desktop software, in
direct connection with AGOL apps, which ensured the stability of the REST service-based
data source.

5. Conclusions

In summary, the APSM project was the first research in Europe that focused on
assessing air pollution based on the health symptoms of citizens and their subjective well-
being. This source of air pollution monitoring could be complementary to other methods.
The highly subjective form of the data source could be burdened with data bias and specific
errors. Therefore, it requires a QA framework for APSM projects, which was proposed and
implemented in this study.

Of the five QA mechanisms employed, the most robust were those aimed at removing
inconsistent user answers, which were intentionally repeated in the survey (i.e., the re-
peating QA mechanism). These results suggest that some of the methods employed might
lead to a decrease in user engagement, as some users were not consistent with their own
answers in the same survey. This finding may be due to a natural phenomenon associated
with the human condition or to a survey questionnaire that lacks user engagement. Fu-
ture surveys employing sCS as a data source might expect many haphazardly completed
user surveys. Analyzing the QAm effectiveness results, we assume that some of the QA
mechanisms’ effectiveness can be increased, and we recommend some modifications to
the examined QA framework. The sequence mechanism should be additionally enhanced
by a functionality measuring how much time it took to fill out the form. This will help
capture the user automatism in filling out the survey. Furthermore, the results provided
evidence that APS assessment is much easier for citizens than identification of their SWB.
This conclusion is confirmed with the level of the repeating mechanism’s robustness, which
eliminated the most reports, and was based on the repeated SWB questions. Therefore,
we recommend that researchers rather focus on the health symptom questions and not
repeat SWB questions in the survey, as it could be too difficult for the citizens to verify.
The screening question could be developed in future research as well. Moreover, the QA
method for APSM can be extended by the abundance and frequency of the surveys in a
close or the same geolocation in the near time. This will be a mechanism that potentially
improves the reliability of collected data. If some citizens give very close responses in the
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same or a close time and location, then the quality of data should have a potentially higher
level of trust than those that are not confirmed by any surveys of other citizens.

The focus of our research was not on validation with digital sensors but on elimi-
nation of logically inconsistent answers and technologically incorrect objects. However,
the APSM method can capture the moment when air pollution changes. The observed
health symptom severity can be validated with air pollution concentrations measured by
air-quality-monitoring stations. Having information about whether citizens are diagnosed
as pollen allergy sufferers, and by collating this information with the current concentration
of pollen species, the chance for confirmation of the impact of air pollution on citizen
SWB is higher. The completed database has potential for further research to test the thesis,
if citizens more sensitive to air pollution provide data of better quality than those who
do not report any pollen allergy or other relevant preexisting conditions. Thus, people
who are more sensitive to air pollution can be potentially more interested in providing
high-quality data than those who have no air-pollution-related health problems. How-
ever, understanding the mechanisms underlying citizen scientists’ motivations requires
further research.

Citizens, together with scientists, built a reliable model of the impact of air pollution
on the well-being of citizens in their city. As a result of our research, we can confirm that
not only QA mechanisms but also citizen activity are necessary for CS contribution to
geospatial data quality improvement.

Due to the proposed QA framework, the data obtained with regard to the measured
air pollution could be output as a spatial model of city well-being.
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Abbreviation

Acronym Defined in Section Meaning (Section)

CS citizen science
Citizen-driven research that citizens (non-experts) participate
in by cooperating with researchers (Introduction, Section 1.2).

QAm quality assurance mechanism

Conditional-statement-based mechanism for data bias
controlling. Five data quality assurance mechanisms are
proposed in this study (Introduction, Section 1.3; Section
Materials and Methods, Section 2.2).

QAs quality assurance system

Combinations of data quality assurance mechanisms. In the
study, we studied and analyzed eight QAs variants, depending
on their robustness levels, QAs1–QAs8 (Materials and Methods,
Section 2.2).

GeoWeb geospatial web
Geographically related tools and web services for individuals
and groups (Abstract, Introduction, Materials and Methods
Section 2.3).
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SC (SC1,
SC2)

start-check mechanism in
variant 1 and variant 2

The start-check mechanism is used to verify the report quality
at the beginning of the survey and controls the report quality
during the analysis of each symptom severity answer.The
mechanism studied and proposed in two variants of robustness
(variant 1: less robust; variant 2: more robust) (Materials and
Methods, Section 2.2).

Rp (Rp1,
Rp2)

repeating mechanism in
variant 1 and variant 2

The repeating mechanism determines the quality of the report,
according to other previously asked questions, by asking the
same question but in a different way.The mechanism studied
and proposed in two variants of robustness (variant 1: less
robust; variant 2: more robust) (Materials and Methods,
Section 2.2).

Sq sequence mechanism
The sequence mechanism was applied to exclude user
automatism in providing answers (Materials and Methods,
Section 2.2).

CV (CV1,
CV2)

cross-validation mechanism
in variant 1 and variant 2

The cross-validation mechanism was used to reject responses
using three essentially related questions.The mechanism
studied and proposed in two variants of robustness (variant 1:
less robust; variant 2: more robust) (Materials and Methods,
Section 2.2).

TC time-loop check mechanism

The time-loop check mechanism was used to eliminate reports
that did not align with the geolocation of the citizens, according
to the length of their stay in the place, in comparison to the
duration of their symptoms (Materials and Methods,
Section 2.2).

SWB subjective well-being
Reflects the philosophical notion of people’s good life, a proxy
of their life satisfaction, momentary experiences, and stress
(Introduction).

sCS human-sensed CS
Citizen science measurement relying on one of the human
senses (Introduction).

APSM
air pollution symptom
mapping

Air pollution monitoring, expressed on the map as the severity
of human health symptoms caused by combined factors of
anthropogenic and biophysical ambient air pollutants
(Introduction).

APS air pollution symptoms
Human health symptoms related to air pollution, caused by
combined factors of anthropogenic and biophysical ambient air
pollutants (Introduction).

AP air pollution

Air pollution refers to six major air pollutants: inhalable
particulate matter (PM10), fine particulate matter (PM2.5),
ozone (O3), sulfur dioxide (SO2), nitrogen dioxide (NO2), and
carbon monoxide (CO) (Introduction).

AQ air quality

Air quality refers to the AQI as well as to classifications,
opinions, and feelings (including citizens’ experiences) of air-
and air-quality-related SWB. However, a consensus about
urban air quality terminology has not been reached, and
researchers distinguish air pollution through pollen exposure
[49] (Introduction).

AQI air quality index

The AQI tracks six major air pollutants—inhalable particulate
matter (PM10), fine particulate matter (PM2.5), ozone (O3),
sulfur dioxide (SO2), nitrogen dioxide (NO2), and carbon
monoxide (CO)—to describe the air quality with the use of an
objective scale (Introduction).

AGOL ArcGIS Online WebGIS platform by Esri Inc. (Materials and Methods).

Q1–Q12 question 1–question 12

The 12 questions about air-pollution-related symptoms and
factors related to APS, but also additional information about
subjective well-being, asked to citizens in the mobile survey
(Materials and Methods, Section 2.2).

Con.1–
Con.17

conditional statement
1–conditional statement 17

The 17 conditional statements that, in specific combinations,
are the basis of the developed data quality assurance
mechanisms (QAm) (Materials and Methods, Section 2.2).

Survey123,
cascade,
time
slider

Survey123 for ArcGIS mobile
app, Esri Story Map Cascade
app template, Esri Time
Aware app template

Configurable mobile apps and web app templates based on
ArcGIS.

PM particulate matter

A mixture of particle pollution, both solid and liquid droplets
found in the ambient air. PM is characterized by particle size
and chemical composition. A PM fraction of 2.5 μm or less
(PM2.5) is especially important for evaluating health as well as
environmental risks (Introduction).
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Appendix A APSM-Dedicated GeoWeb Tools Supporting Quality Assurance

The tools for the APSM project were based on GeoWeb. We used ArcGIS platform
components, which were available to the technologist as a puzzle structure, which allowed
for direct customization of the applications to implement the APSM assumptions and
requirements. For the project, we configured the mobile app and a set of web apps was
publicly shared for citizens.

Appendix A.1 Mobile App for Crowdsourcing

The mobile app was based on Survey123 for ArcGIS components and is available at
the public link https://arcg.is/0HWXrO. The survey consists of six information pages to
facilitate its use and clear navigation (Figure A1a). It is available in two languages, Polish
and English (Figure A1b). The app starts with an introduction with a short user guide
(Figure A1c) in order to explain the research rules and how to use the survey app (page 1),
followed by the user’s basic information (nickname, four-digit code, and student/non-
academic status; Figure A1d), helping the users in the citizen group to control the data
collection process (page 2). The next pages (3–5) include 12 APSM questions, which are
completed with the user’s geolocation and the date of the report (page 6). All obligatory
questions are marked with a red star (Figure A1e). The third page focuses only on the
general well-being level of the citizens (Figure A1f), which is the basis for the start-check
mechanism. Then, the citizens answer questions about their individual symptoms using
drop-down lists of answers (Figure A1g). In the summary (page 5), the citizens specify their
level of well-being, choosing from a star rating scale, where one star means the lowest and
three stars indicate the highest level of well-being (Figure A1h). Then, using the calculator
appearance widget, the users report the length they have stayed in their location and the
symptoms observed. These values are expressed in minutes, provided for question 11
(Figure A1i). Question 11, regarding the length of the observation of symptoms, is fixed
in the app as relevant only when any APS are observed. If Q2–Q7 are answered as “no
symptoms,” then Q11 does not appear in the survey. On the last page of the app, a map
widget is presented to mark the current location and date (Figure A1j). Here, app users
are told that all reports with a horizontal positioning accuracy error greater than 100 m
are automatically eliminated, as these values are considered GNSS positioning accuracy
outliers. When completing the survey, the user can check the current location status at any
time (i.e., latitude, longitude, and horizontal accuracy; Figure A1k). The default date is set
to the current date. The geolocation defaults to the current GPS location of the user, as well.
When the survey is completed, a bottom-right submit tick is made active, and the report is
ready to send to the cloud geodatabase.
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Figure A1. Six-page mobile survey app user interface: (a) six-page navigation, (b) button to choose a language, (c)
introduction and user guide, (d) user’s basic information, (e) obligatory question mark, (f) general well-being question, (g)
health symptom questions, (h) repeated well-being question, (i) length present in the place report, (j) location and date, and
(k) current location status.

Appendix A.2 APSM: Result Sharing through Web Apps

The resulting web app is available at https://arcg.is/1iDD18 as an open application
for each person interested in the project results. The site is primarily used to provide result
feedback for the citizens engaged in the study. The app was configured based on the Map
Series template and consists of five applications, which can be opened by selecting five
buttons: 1, Introduction to the project; 2, Field data collecting app; 3, Real-time data (before
logic-based QA check); 4, APSM results (after logic-based QA check); and 5, APSM time
slider (Figure A2).
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Figure A2. Web application for the APSM project: collection of five applications.

The first app—Introduction to the project (Figure A3)—is based on the Esri Story Map
Cascade template, which is used for building narrative web mapping apps by combining
images, maps, and multimedia context with narrative text (https://storymaps-classic.
arcgis.com/en/app-list/cascade/). The application has an educational function for the
citizens involved. It provides educational materials about air pollution and the APSM
project idea, as well as extended mobile and web app tutorials and technical knowledge.

 

Figure A3. Cont.
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Figure A3. Educational part of the application: cascade story map.

Button number 2 links to a web version of the Survey123-based application for data
collection.

Application 3 presents the raw data collected before the QA process and contains
the operations-dashboard-based interface, which consists of five modules: a map with
the raw-data APSM reports collected during the crowdsourcing campaign (Figure A4a);
a legend (Figure A4b); an indicator counting the total number of reports (Figure A4c);
a histogram of the citizen activity from the beginning of the crowdsourcing campaign
to the current moment (Figure A4d), which changes dynamically, according to the map;
and a citizen activity ranking, divided for each month and cumulatively (Figure A4e), as
described in Section 2.1.

 

Figure A4. Web mapping application operations dashboard, presenting collected data (before QA check) in real time: (a)
map, (b) legend, (c) indicator of current number of the reports, (d) citizen activity histogram, and (e) citizen activity ranking.

The APSM result application (number 4) is a six-module app that presents the results
of the APSM data checked with QAs8, the most robust variant of the QA system. The
application includes a map (Figure A5a) with eligible symptom-related layers (Q1–Q8;
Figure A5b), a legend for the map (Figure A5c), a pie chart for the severity of each symptom
(Q2–Q8) indicated with question-related bookmarks (Figure A5d), a bar chart presenting
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the level of general citizen comfort (Figure A5e), a pie chart presenting the percentage
robustness of the QA system (Figure A5f), and an indicator counting all the QA-checked
reports (Figure A5g).

 

Figure A5. Web mapping application operations dashboard, presenting results of QAs8-checked data: (a) map, (b) selectable
layer list, (c) legend, (d) pie chart presenting severity of each air pollution related symptom, (e) bar chart of citizen general
comfort, (f) pie chart of QA system robustness, and (g) indicator of QA-checked reports changing according to the map
extent.

The time slider app (number 5) is based on the Esri Time Aware configurable template.
It includes a map of point-symbolized QA-checked reports accompanied by a time slider
tool, which displays the increase in collected data over the entire duration of the crowd-
sourcing campaign. The time slider can move automatically (with a play button) or can be
moved manually to the required date (Figure A6).

 

Figure A6. Time slider app following the data collection process over time.
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