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INTRODUCTION

Algorithms that work with deep learning and big data are getting better 

and better at doing more and more things: They quickly and accurately 

produce information, and are learning to drive cars more safely and reli-

ably than humans. They can answer our questions, make conversation, 

compose music, and read books. And they can even write interesting, 

appropriate, and—if required—funny texts.

Yet when it comes to observing this progress, we are seldom com-

pletely at ease—not only because of our worries about bias, errors, threats 

to privacy, or malicious uses by corporations and governments. Actually, 

the better the algorithms become, the more our discomfort increases. A 

recent article in the New Yorker describes one journalist’s experience with 

Smart Compose,1 a feature of Gmail that suggests endings to your sen-

tences as you type them. The algorithm completed the journalist’s emails 

so appropriately, pertinently, and in line with his style that he found 

himself learning from the machine not only what he would have written, 

but also what he should have written (and had not thought to), or could 

want to write. And he didn’t like it at all.

This experience, extremely common in our interactions with suppos-

edly intelligent machines, has been labeled the “uncanny valley”:2 an 

eerie feeling of discomfort that appears in cases where a machine seems 

too similar to a human being—or to the observer themself. We want the 
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x	 Introduction

machine to support our thoughts and behaviors, but when we find what 

appear to be thoughts and behaviors in the machine, we do not feel com-

fortable. Today, each of us customarily communicates with automated 

programs (bots) with little attention given to their nature—when we buy 

plane tickets online, when we ask for assistance on the web, when we 

play video games, and on many other occasions.3 Nevertheless, when 

we reflect on or debate the subject of algorithms, we still find ourselves 

discussing topics such as the possibilities of a machine passing the Tur-

ing test,4 the arrival of a technological “singularity,” or the creation of a 

superintelligence far beyond human abilities.5 We compare ourselves to 

machines, and we don’t like it if they seem to be winning. In our endeav-

ors to build intelligent machines, we do not just wonder whether we have 

succeeded, but if the machines are becoming too smart.

But is this really what we have to worry about? While we may get an 

eerie feeling around machines that resemble us a little too closely, should 

we say that the fundamental risk of algorithms is that they might compare 

or compete with human intelligence? This book starts from the hypothesis 

that analogies between the performance of algorithms and human intel-

ligence are not only unnecessary, but misleading—even if the reasoning 

behind them appears plausible. Today, after all, many algorithms seem 

to be able to “think” and communicate. In communication as we know 

it, our partners have always been human beings, and human beings are 

endowed with intelligence. If our interlocutor is an algorithm, we impul-

sively attribute to “him” or “her” the characteristics of a human being. If 

the machine can communicate autonomously, one thinks, “it must also 

be intelligent,” although perhaps in a different way than humans. On the 

basis of this analogy, research has focused on the parallels and differences 

between human intelligence and machine performance, observing their 

limits and making comparisons.6 But is it really advisable to continue fol-

lowing this analogy?

That we can communicate with machines, I argue, does not imply 

that they have their own intelligence that needs to be explained (an 

explanation that may also require explaining the mysteries of “natu-

ral” intelligence), but that, foremost, communication is changing. The 

object of study in this book is not intelligence, which is and remains a 
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Introduction	 xi

mystery, but communication, which we can observe and about which we 

already know a great deal. For example, we know how communication 

has changed over centuries and with the evolution of human society. We 

know that communication has moved from simple interactions between 

parties sharing physical space to more flexible and inclusive forms, which 

have also allowed communication with previously inaccessible partners 

distant in space and time, in increasingly anonymous and impersonal 

settings.

Within the evolution of communication, the role of human beings 

has changed profoundly. Today there is no need for partners to be pres-

ent; there is no need to know who they are and why they communicate, 

nor to know what they mean and to take it into account. We can read 

and understand the instruction booklet of a dishwasher without knowing 

who wrote it and without identifying ourselves with the writer’s point of 

view; we interpret a work of art without being bound to the perspective 

and intention of the artist.7 There is no need for most information to be 

stored in someone’s mind (nobody knows the civil code by heart), and 

in all cases of fiction, we identify with the characters of novels and films 

knowing that they never existed and that they are not the authors of the 

communication they carry along. The idea of successful communication 

as a precise sharing of identical content between the minds of partici-

pants has been unrealistic for many centuries, in practice if not in theory. 

In most cases, issuers and receivers do not know each other, do not know 

each other’s perspectives, contexts, or constraints—and do not need to 

do so. On the contrary, this lack of transparency allows for otherwise 

unthinkable degrees of freedom and abstraction.

That communication changes its forms is not new and is not an 

enigma. Rather, the issue is identifying and understanding the differ-

ences and continuities between forms old and new. Today, the autonomy 

of communication from the cognitive processes of its participants has 

gone a step further. We need a concept of communication that can take 

into account the possibility that a communication partner may not be a 

human being, but instead is an algorithm. The result, already observed 

today, is a condition in which we have information whose development 

or genesis we often cannot reconstruct, yet which is nevertheless not 

Downloaded from http://direct.mit.edu/books/book/chapter-pdf/2023750/f000300_9780262368865.pdf by guest on 15 August 2022



xii	 Introduction

arbitrary. The information generated autonomously by algorithms is not 

random at all and is completely controlled—but not by the processes of 

the human mind.8

How can we control this control, which for us can also be incom-

prehensible? This is, in my opinion, the real challenge that machine-

learning techniques and the use of big data pose to us today.

The chapters of this book elaborate on this perspective while investigat-

ing the use of algorithms in different areas of social life. What do we see, 

not see, or see differently, if we consider the workings of algorithms as 

communication, rather than intelligence?

The book opens with a discussion on the adequacy of the classic meta-

phor of artificial intelligence, as well as derivatives such as neural net-

works, to analyze recent developments in digital technologies and the 

web. The latest generation of algorithms, which in various forms have 

given rise to the use of big data and related projects, does not try to arti-

ficially reproduce the processes of human intelligence. This, I argue, is 

neither a renunciation nor a weakness, but the basis of their incompa-

rable efficiency in information processing and in their ability to interact 

with users. For the first time, machines are able to produce information 

never before considered by a human mind and act as interesting and 

competent communication partners—not because they have become 

intelligent; instead, it is because they no longer try to do so. The pro-

cesses that drive algorithms are completely different from the processes 

of the human mind, and in fact no human mind nor combination of 

human minds could reproduce them, much less understand algorithmic 

decision-making processes. Yet human intelligence remains indispens-

able. Self-learning algorithms are able to calculate, combine, and process 

differences with amazing efficiency, but they are not able to produce 

them themselves. They find the differences on the web. Through big data, 

algorithms “feed” on the differences generated (consciously or uncon-

sciously) by individuals and their behavior to produce new, surprising, 

and potentially instructive information. Algorithmic processes start from 

the intelligence and unpredictability (from the contingency) of users to 

rework them and operate intelligently as communication partners, with 

no need to be intelligent themselves.
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The subsequent chapters explore the consequences of this condition 

in practical work with algorithms. In chapter 2, I trace the proliferation 

of lists in digitized societies to a fact about lists known since antiquity: 

they make it possible to manage information one does not understand—

possibly producing new information as a result. I analyze use of visu-

alization in the digital humanities in chapter 3 as a technique to make 

meaningful the results of the incomprehensible procedures of algorithmic 

text processing. Chapter 4 deals with digital profiling and algorithmic 

individualization, which implement paradoxical forms of standardized 

personalization and generalized contextualization, thereby redefining the 

meaning of “context reference” and “active public.” The enigmas inher-

ent in the attempt to realize a technique of forgetting through algorithms 

(“remembering to forget”) are the focus of chapter 5, which discusses the 

possibility of using algorithms for this purpose precisely because of their 

peculiar inability to do so. Finally, chapter 6 queries the consequences of 

digitization on the use of photographs, which today seem to be produced 

to escape the pressure of the present rather than to preserve experiences 

as memories.

The book closes with an analysis of algorithmic prediction in chap-

ter 7, which wraps up my exploration by returning to intelligence and 

its digital forms. In the wake of the increasing lack of transparency of 

increasingly efficient algorithms, the idea is emerging that machines are 

incomprehensible primarily because there is nothing to understand—and 

there is nothing to understand because machines do not understand. Algo-

rithms seem intelligent not because they can understand, but because 

they can predict. As Ilya Sutskever, chief scientist at OpenAI, explicitly 

states in reference to software for automated writing: “If a machine . . . 

could have enough data and computing power to perfectly predict . . . that  

would be the equivalent of understanding.”9

Prediction is the new horizon of research on artificial forms of intelli-

gence, in a context that radically changes the terms of the question: when 

you work with algorithms, the issue is not explaining but predicting, not 

identifying causal relationships but finding correlations, not managing 

the uncertainty of the future but discovering its structures (patterns). Yet 

the world remains uncertain, the future remains open, and the use of 

algorithms must still be explained. It is here, in my opinion, that the 
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issue of control and the challenge of algorithms arise today—of how to 

manage the impact of their meaning-independent procedures in a global 

society in which meaning, contingency, and uncertainty are still precious 

resources.

Bologna, February 2021

Downloaded from http://direct.mit.edu/books/book/chapter-pdf/2023750/f000300_9780262368865.pdf by guest on 15 August 2022



1
ARTIFICIAL COMMUNICATION? 
ALGORITHMS AS INTERACTION 
PARTNERS

COMMUNICATION WITH ALGORITHMS

Whether algorithms can “think” is still very uncertain.1 What is more 

certain is that contemporary algorithms, based on machine learning and 

big data, can participate in communication. Today’s algorithms can act 

as communication partners. Precise estimates are difficult, yet it is claimed 

that bots are the authors of approximately 50 percent of online traffic.2 

Millions of Twitter users are bots,3 most fake Facebook accounts are cre-

ated by automated programs,4 and at least 40 percent of Wikipedia edit-

ing is carried out by computer-controlled accounts.5 According to an 

evaluation by the Oxford Internet Institute, highly automated accounts 

generated close to 25 percent of all Twitter traffic about the 2016 US presi-

dential election.6 That Google and Facebook are driven by algorithms is 

well known, with the paradoxical consequence that the “discovery” that 

human operators guide the selection of news in Facebook’s list of tending 

topics was perceived as a scandal.7 Automated systems are also used in 

personalized communication; on Gmail, Smart Reply recognizes emails 

that require responses and generates perfectly adequate natural language 

answers on the fly.8 Spotify’s most popular compilation, Discover Weekly, 

is entirely assembled by an algorithm—as well as its Release Radar, a 

hyperpersonalized playlist of the latest tracks.9
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2	C HAPTER 1

Algorithms can also be the authors of texts and books in traditional 

printed media. Companies like Narrative Science10 and Automated 

Insight11 have developed algorithms to produce texts that are indistin-

guishable from those written by human authors: newspaper articles, 

brochures for commercial products, textbooks, and more. Philip Parker, 

professor at INSEAD in Fontainebleau, patented a method to automati-

cally produce plausible and informative books, including more than 

one hundred thousand titles already available on Amazon.com. Robo-

journalism is regularly used by the Associated Press and many companies 

like Samsung, Yahoo, Comcast, and others.12

Often, moreover, we talk directly with algorithms. We routinely book 

train tickets, make appointments, and ask for assistance via dialogue with 

chatbots. Digital personal assistants like Apple’s Siri, Amazon’s Alexa, or 

Google Assistant use natural language interfaces to answer new questions, 

manage calendars, or offer individual suggestions and recommendations. 

In many cases, these programs seem to know the users better than their 

human partners and often better than the users themselves,13 anticipat-

ing their needs and demands even before they emerge.

How should we interpret these amazing developments in the communi-

cative performance of algorithms? Communication as we know it normally 

takes place between humans (or at most between humans and other living 

beings). If machines now participate in communication, does this mean 

that machines have become human, or at least that they have learned to 

reproduce the intelligence of human beings? Are we witnessing the realiza-

tion of the ideal of an artificial intelligence (AI) that has accompanied the 

progress of digitization from its beginnings,14 or are we facing something 

different that requires a transition to a different way of thinking?

In this chapter, I argue that what we can observe in interactions with 

algorithms is not necessarily an artificial form of intelligence, but rather 

an artificial form of communication. Intelligence and communicative 

capacity are not the same thing. Algorithms are able to act as commu-

nication partners—whether they are intelligent or not is another matter. 

Modern machine-learning algorithms are so efficient not because they 

have learned to imitate human intelligence and to understand informa-

tion, but rather because they have abandoned the attempt and the ambi-

tion to do so and are oriented toward a different model. Machine-learning 
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Artificial Communication	 3

algorithms that use big data, I claim, are artificially reproducing not intel-

ligence but communication skills, and they do so by parasitically exploit-

ing the participation of users on the web.

The concept of communication must be reconsidered. Can we still talk 

of communication when one of the partners has no understanding of the 

information conveyed? What does this mean for social information pro-

cessing? In the following pages I try to give an answer to these questions 

by examining the notion of communication and proposing a concept 

that does not presuppose any sharing of thoughts between participants. 

In the final part of the chapter, I show the consequences of the shift from 

intelligence to communication in the design of algorithms and, in par-

ticular, in the idea of autonomous-learning programs.

ARTIFICIAL COMMUNICATION

The protagonists of the current communicative revolution are algorithms, 

but algorithms by themselves are not new. The concept of the algorithm 

dates back at least to the Middle Ages, the term itself having roots in 

the latinization of “al-Khwarīzmī,” the name of a Persian mathematician 

from the ninth century.15 What is new is the recent exploitation, made 

possible by the use of big data and machine-learning techniques, of a 

specific feature of algorithms—their lack of intelligence.

The advantage of algorithms has always been one of not requiring any 

“creative” thought in their execution.16 As with computers, they carry 

out operations in sequence according to precise instructions, proceeding 

mechanically.17 In algorithms, and in the digital management of data that 

relies on them, information processing and mapping have nothing to do 

with understanding—indeed, in many cases a need for understanding 

would rather be an obstacle.18 As the number of elements to be analyzed 

grows (up to today’s incredible scales of petabytes and zettabytes) the 

operations of these machines become less and less comprehensible19—

yet their performance not only does not decrease, but gradually becomes 

more precise and reliable. Digital machines have other ways to test the 

correctness of their procedures.

The communicative relevance of algorithms is actually related to their 

independence from understanding. We are facing a way to process data 
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4	C HAPTER 1

(and to manage information) that is different from human information 

processing and understanding.20 My assumption is that this difference is 

not a liability but instead is the very root of the success of these technolo-

gies. Just as human beings first became able to fly when they abandoned 

the idea of building machines that flap their wings like birds,21 digital infor-

mation processing managed to achieve the results that we see today after 

abandoning the ambition to reproduce in digital form the processes of the 

human mind. Now that they no longer try to resemble our consciousness, 

algorithms have become more and more able to act as competent commu-

nication partners, responding appropriately to our requests and providing 

information neither constructed nor reconstructable by a human mind.22

This is already evident in our practical use of algorithms, but not 

always in our theorizing about them. The metaphors used in the field 

of big data and machine learning retain a reference to the human mind 

and its processes. Take, for example, the widespread idea that recent pro-

cedures of deep learning are so effective because they are based on bio-

logical neural networks, replicating the functioning of the human brain. 

As most researchers admit,23 however, we still know very little about the 

workings of our brains, which makes the analogy quite curious—does it 

make sense to take our ignorance as a model?24 If machines no longer try 

to understand meaning as happens in the human mind, shouldn’t we 

find a different, more fitting, metaphor?

Recent approaches to big data are very different from the programs 

of AI research from the 1970s and 1980s, which aimed to reproduce the 

processes of human intelligence, by imitation or by analogy (“strong” 

or “weak” AI, respectively), with a machine.25 This is no longer the 

case. As some AI designers explicitly declare, “We do not try and copy 

intelligence”26—for this would be too heavy a burden. Translation pro-

grams do not try to understand the documents they translate, and their 

designers do not rely on any theory of language learning.27 Algorithms 

translate texts from Chinese without knowing Chinese, and their pro-

grammers do not know it either. Spell checkers correct typographical 

errors in any language, knowing neither these languages nor their (vary-

ing) conventions. Digital assistants operate with words without under-

standing what words mean, and text-producing algorithms “don’t reason 

like people in order to write like people.”28 Examples multiply across all 
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Artificial Communication	 5

areas in which algorithms are the most successful. Algorithms compet-

ing with human players in chess, poker, and Go have no knowledge of 

the games nor of the subtleties of human strategies.29 Recommendation 

programs using collaborative filtering know absolutely nothing about the 

movies, songs, or books they suggest, yet operate as reliable tastemakers.30 

Computer-based personality judgments work “automatically and with-

out involving human socio-cognitive skills.”31

These programs are reproducing not intelligence but rather communi-

cative competence. What makes algorithms socially relevant and useful 

is their ability to act as partners in communicative practices that produce 

and circulate information, independently of their intelligence. Could 

we say that machine-learning programs realize not an artificial intelli-

gence but a kind of artificial communication, providing human beings 

with unforeseen and unpredictable information? Maybe our society as 

a whole becomes “smarter” not because it artificially reproduces intel-

ligence, but because it creates a new form of communication using data 

in a different way.

That the focus of the web is on communication rather than on intel-

ligence is confirmed by the rampant success of social media, which had 

not been foreseen in any model of digital evolution. The web today is 

organized more through contacts, links, tweets, and likes than by mean-

ingful connections between content and between sites32—it is driven by 

communication, not by meaning and understanding.33 Every link (every 

communicative behavior) is treated as a like, and “liking” and “being 

like” have also been equated.34 Everything that happens online is used 

as a fact and thus becomes a fact, having consequences and producing 

information.

CAN WE COMMUNICATE WITH PARTNERS THAT DO  

NOT THINK?

If we are to examine communicative competence, and as such to shift 

our reference from (artificial) intelligence to (artificial) communication, 

we must start asking different questions. The focus is no longer on the 

participants (on whether they are human or not, and what it means to be 

human in a digital world);35 it is on the process of producing information. 
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6	C HAPTER 1

Is what happens in the interaction with algorithms on the web “com-

munication,” or do we need to modify the concept? Does it still make 

sense to speak of communication when data processing is performed by 

a machine that does not understand the content being communicated? 

Are the users of web services communicating, and if so, with whom? The 

answers to these questions depend on our concept of communication, 

and the concept should be powerful enough to also cover interactions 

with machines.

Most concepts of communication require that the mental processes 

of its participants converge on some common content. According to the 

Latin root of the term “communication” (communicatio), it is assumed 

that partners have the same thought in common, or at least part of it. 

Communication happens if, at the end of the process, the receiver gets at 

least some of the information that the issuer put into the channel. Even 

considering noise and differences in coding/decoding, interpretation and 

competence, the idea is that in a successful communication, some ele-

ment of the identity of information must be preserved.36 The problem 

with this approach, however, is that in the interaction with machines, we 

are dealing with a situation in which one communication partner is an 

algorithm that does not understand content, meaning, or interpretation. 

It deals only with data.37 A user, therefore, shares no information (not 

even partially) with their interlocutor, because the interlocutor does not 

know any information. Can we still say that they are communicating?38 

Are we dealing with an “aberrant” condition, or with an unprecedented 

form of communication?39

My argument in the following sections follows Niklas Luhmann’s the-

ory of social systems and his notion of communication.40 I claim that 

the very reasons why Luhmann’s approach has been criticized (and often 

misunderstood) are now the very reasons that make it particularly appro-

priate to deal with novel aspects of digital communication. Luhmann 

explicitly refused to define communication in reference to conscious 

subjects. The concepts of subject and individual, he argued, act only as 

empty formulas for a very complex phenomenon that falls within the 

competence of psychology and does not directly interest sociologists or 

communication theorists.41 The objects of sociology are not subjects but 

communications, in which the thoughts of the participating individuals 
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(which are and remain indispensable) are not the constituent elements. 

Luhmann’s theory of communication, therefore, distances itself from 

psychic processes and their communicative role, thereby breaking with 

this tradition in sociology.

That Luhmann’s concept of communication is not based on psychic 

content and requires no sharing of thoughts among participants becomes 

a great advantage when dealing with algorithms that do not think. In 

all forms of communication, Luhmann argues, information is differ-

ent for everyone and always relative to a specific observer.42 But a com-

mon identity of information among participants is itself not required for 

communication.

Luhmann’s simple yet very effective innovation is to define communi-

cation starting from the receiver, rather than from the issuer. According 

to his approach, communication comes about not when somebody says 

something,43 but when somebody understands that someone said some-

thing. One can write entire books and make elaborate speeches, but if no 

one reads or listens or even notices it, there was no real communication. 

Yet if a receiver understands information that (they believe) someone 

uttered, communication takes place—whatever this information is to the 

receiver, and whatever the issuer had in mind (or indeed did not have in 

mind). I do not have to enter Proust’s mind to understand À la recherche 

du temps perdu—an understanding that I may gain in another language 

and experience a hundred years after the work was written. I only have 

to understand his communication—in my way, and according to my 

thoughts. The information I get from Proust’s work will inevitably be dif-

ferent from Proust’s thoughts, which makes communication an endless, 

fascinating process of discovery.

Since information is always relative to the observer, the receiver 

always obtains information that is different from what the utterer had in 

mind.44 The thoughts of the participants are not part of communication 

itself, leading to an infinite variety of individual understandings. The 

task of sociology and of communication theory is to analyze how this 

diversity of understandings can still produce forms of coordination.45 

Even without a shared understanding, not every interpretation is socially 

acceptable, and explicit misunderstandings are an exception, rather than 

the rule.
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8	C HAPTER 1

The fundamental power of this notion of communication, as concerns 

our focus on algorithms, pertains to the fact that, in its noninclusion of 

the thoughts of participants,46 such a notion could in principle extend to 

participants that do not think (such as algorithms). If we start from the 

perspective of the receiver, what counts is whether they take something 

to be a communication partner. Since in communication the receiver 

attributes the information obtained to their counterpart, however, the 

partner is normally a human being;47 we do not normally communicate 

with machines, to which this kind of information is not attributed.

This does not mean that machines cannot be informative, however. 

We habitually gather information from objects in the world and from 

machines—our watches, for example, tell us what time it is—but we do 

not attribute the information to the watch. Our watch informs us about 

the time, but only because it was constructed by someone in order to 

convey that information. It does not develop its own way of dealing with 

time and does not decide itself how to calculate it. We do not communi-

cate with our watch. Yet algorithms are confronting us with an unprec-

edented situation. From algorithms we get information that often was 

not planned or available in advance and was unknown to the program-

mers themselves. Self-learning digital programs autonomously develop 

their procedures and identify patterns, which they use to produce their 

answers to our requests. In conversations with digital personal assistants 

or social bots, for example, the information we get did not exist before 

we formulated our request and is produced by the machine expressly to 

respond to that request. Nobody knew that information in advance or 

decided how to produce it—the algorithm generated it itself. The produc-

tion of information can be attributed only to an interactive partner, as in 

communication—but in this case the partner is not a human being, but 

a machine.

When we interact with algorithms, then, do we communicate with 

them? Does their role in communication require us to consider them as 

possible partners? It is a tricky matter. The issue of communication with 

machines and the current relevance of the Turing test depend on the 

answer to this question. The problem here is not whether the person is or 

is not aware of dealing with a machine, for doing so is now an everyday 

occurrence, and one where such a question is usually not relevant. Today 
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our counterparts are often bots (in online services, video games, social 

media) even if we are not aware of it—and when we are aware, as with 

personal assistants, we do not normally care.48 What matters is whether 

the interaction from which we gather our information has the features of 

a relationship with a contingent, autonomous partner.

VIRTUAL CONTINGENCY

Contingency implies selection and uncertainty. It means that there are 

a number of possible options to choose from, and our decisions could 

always be different.49 However, algorithms by definition do not know 

uncertainty; they do not choose between possibilities, nor are they cre-

ative, being designed to follow the instructions that program their behav-

ior. In this sense, algorithms are not contingent—which is why they can 

operate so efficiently and reliably. Just like traditional machines, we 

expect algorithms to be neither unpredictable nor idiosyncratic, even 

when they deliver information. Different watches should all indicate the 

same time to all users, if they work properly. As von Foerster observed, if 

the outcome of a traditional machine becomes unpredictable, we do not 

think that it is creative or original—we think that it is broken.50 We do 

not care about the moods nor the perspectives of machines, only about 

their results. We repair them precisely to restore their predictability.

Recent algorithms, however, are different: their semblance of contin-

gency is an essential feature. Even if these machines follow a completely 

determined course, we want their outcomes to be unpredictable, and to 

produce something we do not yet know—that is, new information appro-

priate to a given interaction with a user. The expected outcome is not 

predicted by anyone and, in the case of self-learning algorithms, could 

not be predicted—that’s why we use algorithms, and why they appear 

creative. The dilemma faced by designers, therefore, is to build machines 

that are creative yet controlled at the same time—to program the pro-

duction of unpredicted outcomes. Even if the machine is completely 

determined, its behavior should appear contingent and react to the con-

tingency of the user. Cozmo, for example, a real-life toy robot based on 

a series of machine-learning algorithms,51 is “programmed to be unpre-

dictable” without being simply random.52 Cozmo’s behavior must appear 
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responsive and appropriate to the user, otherwise it is no fun. A personal 

assistant like Alexa should respond appropriately to the user’s requests, 

producing new and relevant information in the course of the interac-

tion. The paradoxical purpose of programming intelligent algorithms is 

to build unpredictable machines in a controlled way. The goal is a con-

trolled lack of control.53

How can an algorithm act as a contingent partner in an interaction? 

In some cases, the contingency of a machine is simply the projection of 

the contingency of its user. This happens, for example, with the robotic 

toys studied by Sherry Turkle that work well as communication partners 

because children or elderly people interacting with them project onto 

them their own contingency.54 This always happens with dolls and pup-

pets, with which children play as if the toys understand and respond to 

their behavior. What is reflected in the performance of robotic toys—and 

what makes them more fun than traditional dolls—is not the ability to 

understand but the ability to “perform understanding” in elaborate and 

seemingly reactive ways.55

Self-learning algorithms go further and do something more enigmatic. 

When a user interacts with a learning algorithm,56 they face a contin-

gency that is not of their making—although it also does not belong to 

the machine. The perspective that the machine presents is still a reflected 

perspective—because the algorithm inevitably does not possess its own 

contingency—although one which does not simply reflect the perspec-

tive of the user. Instead, what the algorithm reflects and represents is 

the perspectives of other observers; what the user observes through the 

machine is the outcome of the processing of other users’ observation. I 

call virtual contingency the ability of algorithms to use the contingency of 

users as a means of acting as competent communication partners.

GOOGLIZATION

Where do algorithms find the contingency they reflect? How do they 

access the external perspectives they elaborate and present to their com-

munication partners? To be able to participate in communication, algo-

rithms must be on the web.57 As smart and sophisticated as algorithms 

can be, artificial communication would not be possible without the 
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web—a power only realized once algorithms were taken online. The path-

breaking effect of the “participatory web” (Web 2.0, and possibly 3.0)58 

was not so much customization, but rather an inclusion and exploitation 

of virtual contingency.59 Algorithms parasitically “feed” on contributions 

by users and actively use them to increase the complexity of their own 

behavior—along with the complexity of their communicative capaci-

ties. In interactions with learning algorithms, I claim, users experience 

an (artificial) form of unpredictability and reflexivity. Such interactions 

artificially reproduce the conditions of communication.

The prototype of this approach is Google, and this is also the reason for 

its success. The breakthrough came in 1998 with the introduction of link 

analysis in the World Wide Web.60 Previously, information retrieval took 

place by way of searching through a limited, unlinked, static collection 

of documents. The organization and categorization of information were 

entrusted to specialists such as librarians, journal editors, or experts in 

various fields. Link analysis, instead, extends to the web and introduces 

a form of information retrieval that becomes huge, dynamic (unlike tra-

ditional documents, web pages are constantly changing their content), 

hyperlinked, yet above all, self-organized. The structure is decided not 

by experts but by the dynamics of the web. And it is incomparably more 

efficient.

The design of Google’s PageRank algorithm marked a conceptual turn, 

“inventing” the internet as we know it today.61 Its authors, and later own-

ers of the company, describe it as starting from the idea of exploiting the 

link structure of the web as a large hypertext system.62 The key insight 

was to determine which pages are important and for whom, disregarding 

the content of the pages themselves. To appropriately decide the ranking 

of pages responding to users’ requests, the idea was to use information 

that is external to the web pages themselves and which rather refer to 

what other users did in their previous activity. In other words, to decide 

which pages are important, PageRank does not look to see what the pages 

say or how they say it, but instead looks at how often they were linked 

to and by whom. The ranking is based on the number of backlinks to the 

pages (how many times they have been pointed to by other websites) 

and on their importance—where the “importance” of backlinks depends 

itself on how many links they in turn have. The definition of “relevance” 
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is openly circular: a page has high rank if the sum of the ranks of its 

backlinks is high,63 including both the case of a page with many not par-

ticularly authoritative backlinks and the case of a page with a few highly 

linked backlinks.

The genius of PageRank’s innovation lies in relinquishing the goal of 

understanding what the page says and relying solely on the structure and 

the dynamics of communication. Google’s creators did not try to come 

up with a great organizational scheme for the web based on experienced 

and competent consultants, as did competing search engines like Alta-

vista and Yahoo.64 They did not try to understand and build an algorithm 

that understands; instead, “they got everyone else to do it for them” by 

surfing the net and making connections.65 Content comes into play later, 

as a result and not as a premise. Google uses the links to learn not only 

how important a page is, but also what it is about. If the links to a given 

page use a certain sentence, the system infers that the sentence accu-

rately describes that page and takes this into account for later searches. 

The algorithm is designed to apprehend and reflect the choices made by 

users,66 activating a recursive loop in which the users use the algorithm 

to get the information, their searches modify the algorithm, and the algo-

rithm then impinges on their subsequent searches for information. What 

the programmers design is only the algorithm’s ability to self-modify. 

What and how the algorithm selects depend on how users are using it.

This system has been developed further to take into account factors 

beyond popularity, such as users’ click behavior, reading time, and pat-

terns of query reformulation.67 As Google declares in the InsideSearch 

pages of its website, algorithms today rely on more than two hundred 

signals and clues referring to “things like the terms in websites, the fresh-

ness of content, your region.”68 The company produced a “Knowledge 

Graph” that provides a semantic connection between billions of enti-

ties and allows for more rapid and appropriate responses, also including 

information and results not yet thought of by anyone. The “intelligence” 

of the system, however, derives from its use of previous user activity and 

from sources of information already available on the web, from Wikipe-

dia to databases of common knowledge. As John Gianandrea, director of 

engineering at Google, declared: when one is googling “Einstein,” “We’re 

not trying to tell you what’s important about Einstein—we’re trying to 
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tell you about what humanity is looking for when they search.”69 The 

intelligence of the system is the intelligence of the users that the algo-

rithm exploits to direct and organize its own behavior.

Google has become the symbol of an approach that can be found in 

other successful projects on the web.70 Since 2003 the term “googlization” 

has been employed to describe the spread, in more and more applications 

and contexts, of a model that does not rely on traditional status makers 

like editors or experts, but “feeds” on the dynamics of the web to orga-

nize its operations and even itself.71 Vaidhyanathan argues that the web 

is guided by a “googlization of everything” that takes advantage of the 

operations performed by users to produce a condition in which “Google 

works for us because it seems to read our minds.”72 In reality, Google does 

not need such powers. Rather, Google merely uses the results of what we 

had in mind in order to produce that which we did not.

Google, along with other systems that work in the same way, feeds on 

the information provided by users to produce new information, which is 

introduced into the circuit of communication. It is this information that 

users obtain from their interactions with algorithms, and which can only 

be attributed to the algorithms themselves. When speaking of interac-

tions with algorithms, it makes no sense to refer only to the perspective 

of those who entered the data, because they could not know precisely 

how the data would be used. Similarly, it makes no sense to refer to the 

perspective of what the algorithm itself meant, because it did not mean 

anything. Constraints and orientation depend not on intentions but on 

programs, which are normally inaccessible.73

Algorithms make selections and choices based on criteria that are not 

random, instead reflecting and elaborating upon the indeterminacy of 

their participants. Users receive contingent responses that react to their 

contingency using the contingency of other users. While they do not 

directly communicate with this assortment of other users, the result of 

this interaction is a specific answer to a specific question which would 

not exist if other users were not also engaged in communication. Google 

and similar models appear to communicate with their users, and are able 

to do so precisely because they do not try to understand content. They do 

not artificially reproduce intelligence, but directly engage in communica-

tion. In light of this, are we dealing with a new form of communication?
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WHAT ALGORITHMS LEARN

If interaction with learning algorithms is communication, we are deal-

ing with a form of artificial communication. By “artificial” here I mean 

more than a communication that was produced by someone, since all 

communication would be artificial in this sense.74 A communication is 

artificial when it involves an entity—the algorithm—that has been built 

and programmed to act as a communication partner by someone who 

does not participate in the communication. It is communication with an 

artificial partner.75

Considering artificial communication more closely can help us to 

explore the enigmatic ability of algorithms to learn. Recent algorithms 

using big data can learn to recognize images never encountered before, 

carry on conversations about unknown topics, analyze medical data and 

formulate diagnoses, as well as anticipate the behavior, the reasoning, 

and also the wishes of users. On the basis of their ability, we can (or will 

soon be able to) ride self-driving cars, translate online phone calls from 

one language to another in real time, and use digital assistants to deliver 

the information we need at any given moment. But what do learning 

algorithms learn? And who teaches them?

Self-learning algorithms can apparently learn by themselves. Whether 

supervised, semi-supervised or unsupervised, learning algorithms decide 

autonomously how to learn and what to learn. They are able to use data 

to learn functions they have not specifically been programmed for.76 

Their programmers only design a set of procedures that should allow the 

machine to develop its own way to solve a task, or even (in the case of 

unsupervised learning) to determine its own task, finding structures in 

data such as groupings or clusters. The programmers do not know what 

the machine is learning, instead they teach it to learn autonomously.

This is not an easy task, especially if it is an explicit goal. Michael War-

ner, a Carnegie Mellon–trained robotic researcher, claims that in many 

situations where you invoke machine learning, you do so “because you 

do not really understand what the system should do.”77 The programmers 

give indications that the learner will use in its own way, and then see if 

the result is satisfactory. When a learning algorithm is expected to learn 

to play a game, for example, the programmers do not teach it the moves, 
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or even the rules of the game. The machine makes random moves, and 

after a number of attempts, the programmers tell it if it has won or lost. 

The learning algorithm uses these “reinforcements” to calculate in its 

own way an evaluation function that indicates which moves to make—

without making predictions, without a game strategy, without “thinking” 

and without imagining the perspective of its opponent.78 Nobody knows 

what the machine learned, or how it did so, but the processes involved 

produce amazing performances, such as defeating the most qualified 

champions of games like chess or Go. As the programmers of AlphaGo, 

the computing system built by Google to play Go, put it: “Our goal is to 

beat the best human players, not just to mimic them.”79

AlphaGo learned to become an outstanding Go player and beat the 

best players in the world. For this purpose it did not learn to play the 

game like human players (or better). In fact, the algorithm did not learn 

Go—it learned to participate in Go, taking advantage of the moves of other 

participants to develop and refine its own moves. AlphaGo was originally 

trained with data from a server that allowed people to play against each 

other on the internet. The players were all amateurs and their skills were 

rather coarse, but the program refined these skills enormously by playing 

millions of games against itself. AlphaGo and other game-oriented algo-

rithms learn via self-play, refining their skills with a trial-and- error pro-

cess.80 The system learns “not just from human moves, but from moves 

generated by multiple versions of itself.”81

These procedures confirm the hypothesis that algorithms learn not to 

think but to participate in communication, that is, to (artificially) develop 

an autonomous perspective that allows them to react appropriately and 

generate information in their interaction with other participants. What 

AlphaGo thinks or does not think is irrelevant to its performance. It is 

competent, reactive and creative—and can also be surprising. It is a perfect 

game partner even and precisely because it does not think like a human 

player. Through training, algorithms do not become more intelligent; 

they just learn to play better. The programmers themselves do not under-

stand the “reasoning” of the algorithm. When the programmers indicate 

that the algorithm is “wrong,” they merely signal that there is an error, 

without indicating what it is. The algorithm uses these reinforcements 

Downloaded from http://direct.mit.edu/books/book/chapter-pdf/2023751/c000400_9780262368865.pdf by guest on 15 August 2022



16	C HAPTER 1

to direct its own behavior, which becomes more and more refined and 

effective—and less and less comprehensible.82

LEARNING TO LEARN FROM MACHINES

Learning algorithms learn to participate in communication, and they can 

do so because they do not need to understand what people have in mind. 

For the same reason, people can themselves learn from their interactions 

with learning algorithms, even if they don’t understand them.

An example is the legendary move 37 in the game of March 2016 

between Lee Sedol, one of the world’s top Go players, and the algorithm 

AlphaGo. The move was described by observers as absolutely surprising 

and unpredictable. “It was not a human move” and couldn’t have come 

to any human mind.83 It was actually produced by an algorithm that 

does not have a mind, yet it allowed AlphaGo to win the game and 

then the match. Later, this incomprehensible move triggered a process 

of learning by human players that profoundly transformed the practice 

of the game. Revisiting move 37, Go players found it to be brilliant, and 

took it as a clue to rethink their game strategies, dramatically improv-

ing them—thereby learning from AlphaGo.84 Following this revision, 

Lee Sedol himself produced the celebrated, highly unlikely (1 in 10,000) 

move 78 (“The Touch of God”) in his fourth game with AlphaGo, the 

game he was able to win.85

Lee Sedol defeated the algorithm by reinterpreting with human skills 

a move that no human being could have devised. The incomprehensible 

behavior of AlphaGo highlighted possibilities that could be processed 

by human players in their own way to produce a meaningful result. It 

is likely that the algorithm later incorporated move 78 in its procedures 

and learned to manage the move and its consequences;86 however, it 

would not have been able to do this without the human being that 

devised it. No algorithm, however advanced its ability to self-learn, can 

generate possibilities that are not implicit in the data supplied.87 No algo-

rithm can independently generate contingency, but algorithms can pro-

cess human-generated contingency in unprecedented ways, ways that 

might generate further possibilities and further contingency in interac-

tions with human beings.
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Even and especially if the algorithm is not an alter ego, if it does not fol-

low a strategy, and if it does not understand our reasoning, human users 

can still learn from their interactions with an algorithm to develop their 

own strategies. Not through understandable algorithms that can trigger 

understandable processes, but through obtaining and using clues that 

no one could have imagined, thereby changing their way of observing. 

People using their intelligence to learn from non-intelligent machines is 

an opportunity for increasing the complexity of communication. In the 

case of Go, it was a matter of game strategy, yet the same mechanisms can 

be applied to designing social algorithms in general.88

Yet relying on black boxes is not reassuring, especially when one knows 

that their operations are not immune from biases and errors of various 

kinds.89 The recent branch of research on “explainable AI” attempts to 

respond to this concern by looking for procedures that enable machines 

to provide explanations of their operations.90 But explaining incompre-

hensible processes seems a hopeless task. As Weinberger claims, it would 

amount to someone seeking to force AI “to be artificially stupid enough 

that we can understand how it comes up with its conclusion.”91 Yet algo-

rithms as communication partners can be explainable without being 

understandable.92 The requirement would be that they have sufficient 

communicative competence to respond to requests for clarification from 

their interlocutors in an appropriate, comprehensible, and controllable 

way. What users understand by way of an explanation of the machine 

does not have to be the finer processes of the machine. This actually 

happens often in human explanations as well, insofar as they offer clues 

to make sense of a communication without giving access to the psychic 

processes of the partner—and is the direction in which the design of 

advanced algorithms is currently moving.93

CONCLUSION

Interactions with algorithms are a challenge for sociology and communi-

cations theory. Whether one decides that they are a specific form of com-

munication and that the concept of communication should be amended 

accordingly, or one decides that algorithms are not communication part-

ners, the task of communication theory is still to adequately describe the 
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development of these digital processes. We must be able to show how 

interactions with algorithms affect communication in society in general 

and to provide insights that can help to direct the work of those who 

design and write algorithms.94

In more and more areas, the familiar reference to (artificial) intelli-

gence becomes unhelpful, whether these are cases in which communi-

cations are attributed to things (e.g., the Internet of Things) or cases in 

which communications are treated as things (e.g., the digital humani-

ties). Does this mean that we are moving toward a state of widespread 

intelligence where there will be no separation between things and people, 

between intelligent algorithms and the minds involved in communica-

tion?95 I argue instead that these developments require a shift from refer-

ences to intelligence to references to communication. What algorithms 

are reproducing is not the intelligence of people but the informativity of 

communication. When new forms of communication combine the per-

formances of algorithms with the performances of people, algorithms are 

not confused with people, nor do they become intelligent. The difference 

between the operations of algorithms and human thought gives rise to 

new ways of dealing with data and producing information in the circuit 

of communication.

The following chapters test this claim by describing and analyzing 

various cases of communication with algorithms—each under different 

conditions and with very diverse consequences.
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ORGANIZING WITHOUT 
UNDERSTANDING: LISTS IN 
ANCIENT AND DIGITAL CULTURES

A WEB OF LISTS

When algorithms talk to us, they do so in lists1—not always, but far more 

often than was the case before, in press or mass media communications. 

Algorithms seem to be retrieving an ancient way of communicating that 

societies had overlooked for thousands of years. Why is this happening? 

We will see that it is at least partly the result of the ways in which lists are a 

“natural” way for algorithms to communicate with us. And we will see that 

our common way of organizing information and dealing with news has 

become more and more affected by our communication with machines 

that do not think like us.

The web, labeled by Umberto Eco “The Mother of All Lists,”2 appar-

ently “thinks” in the form of lists.3 In the digital world, the pervasive 

form of the list seems to be the preferred manner of organizing infor-

mation, reproduced recursively at various levels of organization.4 Lists 

multiply. The algorithms directing the web are lists of instructions; data-

bases are lists of data that search engines process to provide further lists 

of websites; and services like Amazon and TripAdvisor deliver lists of 

products and restaurants, while News Feed constantly offers updated lists 

of friends’ Facebook activities. Forms of communication in traditional 

media are furthermore affected by this shift: articles are written more and 
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more often in the manner of a “listicle,” that is, as a list, and there are 

entire websites, such as Listverse, containing nothing but listicles.5

The web works on the basis of lists to produce further lists, and then 

a second order of lists helps to direct our search for information—also 

by way of lists: for example, BuzzFeed and other services manifest them-

selves as lists of newsworthy lists. Lists are managed through lists, with 

their ultimate form being the ubiquitous top-ten lists that seem to have 

become one of the primary forms by which newer generations are orga-

nizing information. A prophetic, though parodic, example of this might 

be found in the character of Rob Fleming in Nick Hornby’s novel High 

Fidelity, who reflects on himself and the world through the practice of 

compiling top-five lists of all of the elements of his personal life and 

self-image.

Why are lists multiplying exponentially in our digital society? Why 

does the web seem to have an affinity with the form of the list, which 

previously had a long history in ancient civilization, before being supple-

mented and then gradually replaced by other more efficient methods for 

data management?

In this chapter I explore the practice of using lists in digital societies, 

where this form of informational organization is not only on the web 

but, in the last few decades, has become a more general and ubiquitous 

mode of evaluation for objects and services. This phenomenon can be 

found everywhere in ratings and rankings: university rankings; financial 

ratings; ratings of restaurants, hospitals, and prisons; rankings of states; 

rankings of movies, books—of virtually everything, deeply affecting prac-

tices of observation and self-observation in all areas of society.6 Is there 

something common to these forms, given their parallel ascent in contem-

porary culture—and do they all have the same effect? What are the differ-

ences (and relationships) between lists, ratings, and rankings? What is the 

specificity of the list compared to other forms of sequential organization?

To answer these questions, I first describe and distinguish flat, evalu-

ative, and hierarchical lists. I then trace the historical evolution of the 

form of the list and its progressive generalization in Western civilization, 

which led to increasingly structured forms of content organization. In a 

subsequent step, I specifically address the web and digital data processing, 

and ask why the form of the list is spreading at this moment, especially 
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in the last three decades since algorithms have begun to become active 

participants in social communication. What is the relationship between 

lists, the web, and algorithms—the central tools of web information 

processing?

LISTING, RATING, RANKING

Lists are everywhere, and occur in different forms: there are simple lists 

(friend lists on Facebook), there are ratings (lists of evaluated items like 

restaurants or financial assets with corresponding metrics—stars, alpha-

betic letters, hearts), and there are rankings organized as lists of objects in 

hierarchical order (the “100 Best Colleges in the US”). They are all lists, 

but not all lists are rankings, nor even ratings. Furthermore, not all rat-

ings are rankings. What, then, is the difference?

Ratings have an evaluative component, in the sense that they attribute 

scores—about the solvency of companies, the reliability of nations, the 

quality of restaurants, wines, or movies, and so on—such as AAA, Ba2, 

three stars, or two glasses. In many cases, ratings are created without the 

intention of comparison—they only evaluate, assigning scores to individ-

ual objects in their specificity. The assessment is focused on single items, 

because every scientific article, every firm, every wine, every object is—

strictly speaking—unique and distinct from every other one. What these 

raw scores offer is a multiplicity of singular judgments. In classic guides 

like Michelin, the various features of restaurants were initially dealt with 

separately: the quality of materials and preparation, for example, but also 

originality, atmosphere, view, and many other factors that cannot be sen-

sibly aggregated into a single measure.7

Rankings, instead, compare the listed items. They establish a hierarchy, 

typically from first to tenth place (such as the items on the first page of 

Google search results), although they also may run up to the fiftieth or 

two-hundredth rank, and so on: the ten best restaurants in London, the 

top fifty universities less than fifty years old, the best two hundred sci-

fi movies of all time. Each entry has a unique position that is higher or 

lower than the previous one, and this positional information is delivered 

by the ranking. One’s attention is focused on the comparison much more 

than on the characteristics of the items, which tend to disappear from 

Downloaded from http://direct.mit.edu/books/book/chapter-pdf/2023752/c001300_9780262368865.pdf by guest on 15 August 2022



22	C HAPTER 2

view. The users of rankings look at who’s up and who’s down, rather than 

their independent properties. The ranking primarily describes the mutual 

relationships between a number of entities, rather than the performance 

of each individual one.8

Simple lists, on the other hand, have no evaluative component, nor 

do they need to have an order—something clearly shown by the much-

quoted list of animals in Borges’s Chinese encyclopedia (animals that 

belong to the emperor, embalmed ones, suckling pigs, mermaids, fabu-

lous ones, stray dogs, and so on, including “those included in the present 

classification,” and “others”),9 but also by most of our daily shopping 

lists. Usually there is no reason why milk might be listed before apples or 

dishwasher detergent or eggs, and the list can be read from the bottom to 

the top without losing any information. Lists are extremely flexible and 

extremely fungible, and they usually require contextual or interpretive 

additions in order to become useful10—for example, the layout of the 

store where we do our shopping, or groupings by the user (dairy products, 

fruits, household cleaners).

When did these different forms (ratings, rankings, and lists) become 

such a fundamental part of the organization of society? What made them 

possible? What are the relationships between them? When and how do 

evaluative and hierarchical forms combine with the simple sequence of 

the list?

WRITING, CONTEXT, AND ABSTRACTION

Flat lists are an ancient form, typical of civilizations in times of early writ-

ing practices, especially those practicing nonalphabetic techniques—in 

Mesopotamia, among the Sumerians, and in the archaic civilizations of 

Egypt and China.11 While lists also exist in oral discourse, they are infre-

quent in face-to-face communication.

The conditions of oral communication do not favor the use of lists, 

because lists require an initial step of abstraction and decontextualiza-

tion. The space of the list is not our immediate physical space. Partici-

pants in face-to-face conversations are, instead, always immersed in a 

context and in an ongoing situation. They share the same space and the 

same time—here and now. In primary orality, when all communications 
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were face-to-face, no awareness of contextual factors and their variabil-

ity was required because there was no need to observe them: one only 

communicated with people who were simultaneously in the same place, 

knew it, and knew each other.12 Context was taken for granted and com-

munication was characterized by a low level of abstraction.13

Writing introduced a substantial intellectual break with the conditions 

of orality; it required writers and readers to distance themselves from the 

concrete context of an ongoing situation and to record content for a dif-

ferent condition in time and space—with the advantages and the freedom 

connected with this detachment, yet also with its related complexity. 

The form of the list helped in this move. Lists abstract their objects from 

the present situation and place them in a different frame, together with 

the other listed items. Lists break the “natural unity of the perceptual 

world”;14 they require an act of distancing and introduce a discontinuity 

between the listed items and everything else, and of the listed objects 

from each other. Thinking in the form of lists supports the intellectual 

attitude introduced by writing and requires the support of written records.

Archaeological research shows that at the beginnings of writing, espe-

cially nonalphabetic writing, lists were very common.15 Ancient written 

documents practically never had a narrative form and did not repro-

duce discourse—this would happen much later. These documents were 

rather drawn up in the form of lists. From the perspective of sociologi-

cal communication theory, this is completely plausible. People did not 

write what they said, nor did they write in order to communicate with 

absent partners—they wrote for administrative and economic purposes. 

Lists were written to record sales and purchases, rentals, loans, marriage 

bonds, wills—not to communicate with someone but to define content 

and to remember it, just as we do with our own notes and shopping lists. 

But ancient lists collected the most heterogeneous of materials. Meso-

potamian cuneiform lists include plants, animals, artifacts, professions, 

titles of officials, toponyms, body parts, and foodstuffs—each in an order 

about as adventurous as Borges’s Chinese list of animals. In Weinberger’s 

terminology, ancient lists were miscellaneous, including piles of items 

without a predetermined classification or categories defined in advance.16 

As with all flat lists, these ancient records could be read either downward 

or upward, since the order did not provide any additional information.17
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Despite the lack of an unequivocal order (or because of it), the produc-

tion of lists marked a significant step in the organization of knowledge.18 

Lists require that we abandon our implicit adherence to an immediate 

context and that we observe the recorded items in a detached way,19 but 

do not necessarily imply the further abstract conceptual tools necessary 

to build an alternative context.20 According to Goody, advanced abstrac-

tion and recontextualization were the consequence, not the precondi-

tion, of written lists; abstraction came later. When items are listed in a 

column (or in the multiple columns of a table), an observer can notice 

correspondences and similarities that escape the zoomed-in focus one 

has when absorbed in a context, or combine objects according to pat-

terns and structures. They can be grouped, opposed, or rearranged. This 

can give rise to a deeper analysis of correlations and correspondences 

that can eventually lead to more abstract forms of conceptualization of 

content. As Doležalová observes, “An idea is not necessarily the driving 

force in compiling a list, but may emerge from it.”21 To make use of a list, 

you don’t have to understand an abstract organizing principle–rather you 

develop one in dealing with the list.

The advantages of this nonabstract organization of content primar-

ily concern forms of writing that are not completely phonetic. With 

accomplished phoneticity, that is, with the use of the alphabet since the 

eighth century BCE, detachment from context was perfected and new 

forms of abstraction became possible (and needed). While pictographic 

writing is only accessible to a reader who already knows the meaning of 

its signs, and syllabic writing requires the addition of vowels by a reader 

able to make the appropriate integrations,22 reading an alphabetic text 

does not require such contextual information. With the alphabet, if a 

reader knows the rules of how a language should be read, it is possible to 

read texts about previously unknown topics and issues, because the texts 

themselves provide all the information required for communication.23 In 

linguistic terms, the co-text takes the place of the context.24 Only then 

could the context of the writer be fully uncoupled from the context of the 

reader. Time and space for the text do not coincide with the coordinates 

of the location of its readers, who must be able to manage this separation, 

while the writer must take into account contextual differences in order 

to produce an understandable text. Writers and readers must be able to 
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master a world of abstract references (a date, a toponym) independent 

from any reference to their immediate situation (yesterday, over the hill).

According to Havelock, these performances were the background of 

the beginnings of abstract thought in Western civilization,25 which led 

to the progressive marginalization of lists as relatively concrete forms of 

ordering. Western consciousness, he argues, was born when a notion like 

“justice” became a universal concept and no longer coincided with a list 

of examples: Agamemnon is just, Hector is just, and so on. Eco claims 

that a rise in abstraction led to a switch from definitions according to 

properties (which Aristotle called definition per accidens) to definitions 

according to essences, which require a more detached analysis of an 

object.26 Plato, who first defined concepts in terms of a thing’s abstract 

essence, despised lists, which he claimed merely enumerate a “swarm” 

of examples.27 Aristotle then notoriously introduced an organization of 

ideas by abstract categories,28 which provide a frame of reference that 

replaces immediate contexts. Metaphysics rejects the form of the list. An 

abstract understanding of the world comes before its observation.

Havelock’s interpretation might be controversial, but scholars agree 

that the form of the list, widespread in the ancient world,29 became pro-

gressively less common after the introduction of alphabetic writing. Lists 

can still be found in epic poems like the Iliad (as in the famous catalog of 

ships),30 or in many passages of the Old Testament—which in fact were 

composed orally before the introduction of the alphabet. In written texts 

of Western culture, the form of the list was gradually supplemented by 

more complex arrangements—tree structures or classification systems—

producing an order that goes beyond the simple juxtaposition of objects 

and beyond the rhetorical forms of accumulation and enumeration.

Lists do not disappear in this process, but take on other functions, 

confirming the remarkable flexibility of their form.31 The recording of 

data in lists was a prerequisite for their manipulation and for the devel-

opment of forms of calculation, like divinatory arithmetic in Chinese 

and Mesopotamian civilization,32 eventually leading to algebra and to 

other abstract computations. While ancient “miscellaneous” lists from 

the fourth and third millennia BCE did not have an order, since the 

middle of the second millennium BCE, more specific forms of organiza-

tion came into being. These forms refer to the meaning of the words 
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(following the parts of the human body from the head to the feet, or 

according to spatial orientation), or to the form of the signs (e.g., accord-

ing to the initial letter or to the acrographic principle—i.e., graphic simi-

larity). Once data are objectified in writing, they can be observed from 

a distance and it becomes almost inevitable to identify other organi-

zational criteria. With the increase in abstraction of social semantics, 

more and more complex classifications followed. Lists tended to develop 

toward organized series like ratings and rankings. In the form of Porphy-

ry’s tree,33 eventually, the hierarchical arrangement in abstract categories 

remained for thousands of years the basic scheme for the organization 

of knowledge.34

LISTING MACHINES

Jumping forward several centuries, the complexification of the order of 

knowledge introduces the next step of the argument in this chapter: why 

are lists multiplying in the digital world, and what is their relationship 

with the logic and the operational mode of algorithmic data processing?

As argued above, research on the ancient uses of writing shows that 

lists are an effective way to manage complexity with limited abstrac-

tion capability. Lists were very common in ancient cultures that started 

recording and organizing data. A big advantage of the organization of 

data into lists is that they do not need abstraction nor reflection about 

the sorted objects or the organizing activity. Miscellaneous lists make it 

possible to generate an order without a predefined ordering criterion, 

without going into the details of the listed items, and without really 

knowing them.35 They yield an order almost automatically, even if one 

doesn’t understand what one is ordering.

Modern societies, of course, are very capable of abstraction, but not 

ubiquitously. The algorithms that process data on the web do not work 

with abstraction, which is their main asset. Algorithms merely calculate. 

This has always been the case;36 but the lack of abstraction becomes more 

and more relevant with the development of sophisticated procedures 

like self-learning algorithms working with big data, as with the recent 

machines that seem to be able to act as competent communication 
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partners.37 In projects based on algorithms, lists are recognized as “very 

useful devices.”38 And algorithms produce the pervasive lists we find on 

the web and in digital data processing. Why?

The power and the efficiency of algorithms depend on their ability 

to calculate without abstraction. The impressive accomplishments of 

self-learning algorithms in recent years have been achieved using pro-

gramming techniques that explicitly give up on the idea or even on the 

ambition of artificially reproducing the forms of human intelligence. 

Algorithms do not reason the way we do in order to do what we do with 

abstract reasoning. This can explain, as in ancient prealphabetic cultures, 

the preference for the form of the list, which becomes informative with-

out requiring abstraction in its production and in its use.

According to David Weinberger, the digital age is introducing a “new 

order of order,” changing the shape of our knowledge.39 The system for 

organizing the world no longer coincides with the system for under-

standing it—as had been true for the human reasoning incorporated 

into the model of Porphyry’s tree. Instead of specifying organizational 

categories ahead of time in the form of structured trees, a revolution has 

occurred in tagging content that uses “piles of leaves” without a pre-

defined order40—in practice, flat lists with no ordering principle, from 

which a previously unknown order can emerge. Self-organizing taxono-

mies, for example, emerge as “folks-onomies.” The order resulting from 

the miscellaneous collection of unselected, uncontrolled big data (and 

metadata) has no underlying principle and is flexible, dynamic, and 

inevitably ambiguous (and thus “messy”), yet still provides a frame that 

makes it possible to deal with the data.

Algorithms sort data and discover patterns without understanding the 

elements sorted, offering them up to meaningful interpretation—that is, 

algorithms “add context back.”41 Meaning and understanding, if they 

arise, emerge from the algorithmic organization of the data, and are not 

its premise. Systems for image recognition, for instance, “discover” faces 

of cats in the materials they analyze, but not because they have a concept 

of “cat,” which would serve as a means of understanding and recognizing 

its instances.42 These algorithms, used by Flickr and Instagram, instead 

work with piles of data and metadata, identifying patterns without any 
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humanly understandable reason.43 The outcomes of algorithmic process-

ing, however, can become meaningful to the users, with outcomes often 

presented themselves in the form of a list. Algorithms work with lists to 

produce lists.

From the perspective of the user, meaning must be produced out of 

an order that has been produced independently of meaning. That’s why 

lists are so effective. Think, for example, of the success of listicles. With 

increases in the uses of automation and exorbitant availability of data, 

the role of algorithms in the management of materials in publishing and 

journalism is becoming increasingly important. All kinds of editorial 

decisions are outsourced to the algorithms—such as those guiding Face-

book News Feed, Chartbeat, or others.44 Their products are lists, which are 

deeply affecting the production of news. Buzzfeed was the first to realize 

and explicitly exploit this form of organization, cramming into its lists 

news items that were detected algorithmically within reports published 

elsewhere, and publishing them as such.

The outcome is the listicle, which is easy to write (being produced by 

machines), and is similarly easy to read. Readers are met with a sequence 

of topics with no connection to each other and no argumentative order. 

People like listicles. They read and consume them as they prefer, stop-

ping when it suits them and freely building their own order—without in 

turn losing or distorting the sense of the list, given that it has no sense 

to distort. The sense can be produced as a consequence of the list. Poole 

attributes the rampant success of listicles to this ease.45

For this reason, when in March 2014 the New York Times decided to get 

closer to its readers, it started running more listicles. Not only book, res-

taurant, and movie recommendations,46 but also political comments and 

takeaways from relevant events or inquiries are presented as sequences of 

points, in articles such as “Midterm Election Results: 4 Key Takeaways,” 

“Damage Control at Facebook: 6 Takeaways from the Times’s Investiga-

tion,” and “Five Takeaways from Our New China Project.”47 This evolution 

is transforming the landscape of contemporary journalism with complex 

feedback loops.48 Whereas traditional newspapers such as the New York 

Times are increasingly resorting to the algorithmic forms of the list, highly 

automated sites are discovering the need to take care of and monitor the 

workings of algorithms by approaching the practices and methods of 
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traditional journalism: BuzzFeed created BuzzFeedNews, Facebook intro-

duced News Feed, Google offers Google News.

This has happened significantly in journalism, but not only journal-

ism. Top-ten lists are multiplying on the web and becoming a specific 

form of information dissemination. In many cases they are not pure lists 

because a hierarchical ordering is involved: these lists not only include 

a set number of entries, they also ascend or descend in orders of magni-

tude (“1 to 10: The Best Vegan Restaurants in Trastevere”). But even these 

hierarchical orderings are produced by algorithms without understand-

ing and without abstraction, drawing on indications and forming calcu-

lations based on the behavior and preferences of users (likes, retweets, 

and backlinks).49

CONCLUSION

As in ancient Mesopotamia, in our digital civilization lists produce 

arrangements that can generate specific forms of information and infor-

mation management, including the recent booming proliferation of 

ratings and hierarchical rankings. This poses a challenge to theoretical 

description. To investigate these developments we might need a revised 

version of the Listenwissenschaft (“science of lists”)50 developed to deal 

with Babylonian lists and their evolution. A proper scientific observation 

of the organization of the web would need to be updated to fit the fea-

tures of our digital environment.

This raises new questions. The discussion about information process-

ing on the web would have to deal with the social effects of the organiza-

tion of data in lists. One should explore what happens when our digital 

society observes itself and the observations of its members according to 

the processes of algorithms that do not think—as in current journalism. 

The selection and organization of news is guided not by human reason-

ing but by formal patterns computationally drawn by the behavior of 

the users. What does the form of the list make visible and what does it 

obscure, when its production does not use abstraction and merely repro-

duces, reorganizes, and amplifies the abstract processes and the selections 

of the users? How does an awareness of the features and consequences of 

lists contribute to properly describing digital information management?
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READING IMAGES: VISUALIZATION 
AND INTERPRETATION IN DIGITAL 
TEXT ANALYSIS

NONLINGUISTIC LITERARY ANALYSIS

We typically communicate through language, but often we also com-

municate with images. How we get information from pictures, how-

ever, is different from how we process texts in ways that become crucial 

when our communication partner is an algorithm. Visualization helps 

us make sense of the processes of computers and use them to get new 

information—even and especially when the materials they deal with are 

not images. This is shown by the field explicitly dedicated to the study 

of texts: literary analysis. The most recent and innovative research does 

not use “literary” tools. Instead of reading texts, literary scholars visualize 

them, utilizing images rather than language.1

As Franco Moretti and Oleg Sobchuk put it: “If there is one feature that 

immediately distinguishes the digital humanities (DH) from the ‘other’ 

humanities, data visualization has to be it.”2 DH experts who apply com-

putational techniques to expand the scope and the capabilities of textual 

analysis are obtaining information with innovative categories and tools—

and raising unprecedented issues, such as in studies of the “loudness” 

of voices in literary texts or of the relationship between the lengths of 

titles of novels and the size of the market.3 But the results of this literary 
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analysis are not gained by reading literary texts and are not expressed in 

literary form. They are not spoken or written—they are shown.4

Visualization tools are crucial to the work of the DH, especially in stud-

ies involving large amounts of data.5 According to Gitelman and Jack-

son, “Data are mobilized graphically.”6 Franco Moretti’s “distant” reading 

transforms texts into “maps, graphs, trees.”7 The patterns identified by 

algorithms are translated into spatial configurations that transform the 

complex topology of digital processing into two-dimensional (and pos-

sibly three-dimensional) images.8 The corresponding techniques are gain-

ing more and more momentum, moving “out of the realm of an exotic 

research specialty and into the mainstream of user interface application 

design.”9 Münster and Terras propose the phrase “visual digital humani-

ties” as a novel umbrella term in the field.10

A theoretical analysis of this trend is still not available.11 Why has the 

textual discipline par excellence, literary analysis, moved toward visual 

tools?12 My argument in this chapter is that visualization is an answer to 

the opacity of algorithmic procedures and a way to make them produc-

tive. Instead of explaining (“answering the ‘why’ question”),13 the digital 

humanities are devising other ways to deal with the incomprehensibility 

of digital processes and to exploit it in interactions with human users. 

Visualization is a powerful, increasingly widespread, solution.

EXPLORING IMAGES

In itself, there is nothing new in the use of images for communica-

tive purposes. Compared to language (oral or written communication), 

images have the great advantage of communicating a lot of information 

at once, if in a less analytic way.14 As Ware points out, among the greatest 

benefits of visualization are the sheer quantity of information that can be 

rapidly interpreted, and the possibility of perceiving emergent properties 

that were not anticipated.15 Think of the difference between describing 

a landscape verbally and presenting a postcard like the image shown in 

figure 3.1.

A linguistic description takes much longer (one can say only one 

thing at a time) and includes only the information explicitly taken into 

account. If you forget to say that there are flowers in front of the house or 
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that the chimney is made of bricks, your interlocutor cannot know it. An 

image, on the other hand, transmits a great deal of information in a single 

moment, even information of which neither the sender nor the receiver 

was aware.16 Even if the recipient does not actively engage with it, upon 

seeing the image, they know that the tree is to the left of the house and 

that there are clouds in the sky. Likewise, visualization can be used to gen-

erate for the receiver information that the sender themself did not know.

With or without a reference text, pictures have always been used in 

narrations and explanations to carry out two distinct functions: showing 

information that is already available and making it possible to produce 

new information. These two functions correspond respectively to the 

roles of images as illustrations and as visualizations, which are also central 

in digital processes.

Illustrations can directly convey information or support a linguistic 

text (oral or written) to make the communication of information more 

immediate and persuasive.17 Illustrating a linguistic text with images, 

communication takes advantage of both registers: the explicitness of lan-

guage and the diffusiveness of visual perception.

Images, however, can also be used to autonomously produce informa-

tion, as a way of “using vision to think.”18 This is the case specifically 

Figure 3.1
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indicated by visualization that I address in this chapter. Visualizations are 

used as a “medium for human interaction with the data”19—not, as with 

illustrations, to more efficiently convey already available information, 

but to create new information. One shows an image, and sees what one 

gets from it (if one gets something). The image activates a “hypothesis 

generation process” that could not happen through verbal means.20 Visu-

alization is particularly useful to create knowledge in an interaction with 

a viewer—not to transmit information but to explore it.21 This happens 

with maps, diagrams, tables, graphs, charts, and with all devices that 

present visual encodings of data in order to obtain further information.

Visualization is not a tool unique to the humanities. The DH borrows 

it from the natural sciences, which uses visualization for analytical pur-

poses. It is also an ancient technique to obtain information from data.22 

Spatial (bi-, tri-, and today also poly-dimensional) representations allow 

for the identification of connections and relationships that could not 

be grasped otherwise. The natural sciences has always done so, explor-

ing and manipulating images, patterns, radiographies, and models.23 

With the intervention of computers, however, the use of visualization 

has become more complex, and today we distinguish at least three dif-

ferent ways of using images for exploratory purposes. Here I will call 

them “scientific visualization,” “information visualization,” and “digital 

visualization.”

Scientific visualization or “scivis” has a long tradition and uses represen-

tations to show “physically based” forms.24 Scientific visualizations are 

bound to the “a priori based spatial layout of the real physical object,”25 

which is reproduced in a simplified way through a model, a schema, or 

a two-dimensional image in order to be explored more easily—think of a 

map or a geometric drawing. Faithfulness to the world is a requisite. An 

x-ray plate shows an image of the internal organs to allow diagnosis. A 

map refers to a territory and reproduces its structure, though not its com-

plexity, and this simplicity is what makes the map so useful for the pur-

pose of orientation. Obviously, the use of images requires skills to interpret 

them, which may be greatly refined. Even when employing abstract and 

highly elaborate images, however, scientific visualizations always do so to 

make visible a structure that exists, but could not be directly perceived.
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Information visualization or “infovis” starts from these practices, but 

differs because it is unbound from the layout of the objects.26 It is a sur-

prisingly recent invention, introduced in the second half of the eigh-

teenth century to enable use of graphics as “instruments for reasoning 

about quantitative information.”27 The purpose of information visu-

alization is understanding, not representation—gaining “insight, not 

pictures.”28 Envisioning information has been described as a “cognitive 

art” that employs abstract, nonrepresentational images to show informa-

tion, not objects.29 In information visualization, the graphical models 

may represent concepts and relationships that do not necessarily have 

a counterpart in the physical world30—time series, frequency of diseases, 

movements of stock prices, distribution of criminal behavior across gen-

erations. The result is the widespread presence of graphs, diagrams, histo-

grams, pie charts, scatterplots, which do not resemble their objects.

The data on which the information is based are quantified and 

expressed visually with points, circles, rectangles, ascending and descend-

ing lines, to allow free exploration and analysis. For example, the evo-

lution of the most common science-fiction themes over time—quite 

complex and not spatial—can be presented with the lines of a graph.31 

This makes it possible to see immediately how the popularity of aliens, 

space travel, robots, and time travel has changed from 1970 to 2009. 

Geometry and topology are used to express key differences in data with 

visible signs and with their location in space.32 Exploring the images, the 

user can develop new ideas.

Since the 1990s the use of information visualization has increased 

greatly, along with the rise of desktop 2D graphics software and the use 

of personal computers by designers, and has been further enhanced in 

the 2000s as a consequence of big data and new high-level programming 

languages—from which the current DH approaches derive. Analysis 

focuses on “processes or datasets that are either too large, or too com-

plex, to be fully understood by a single (static) image.”33 According to 

Manovich, the use of computers has led to a specific variant of infor-

mation visualization that can be called digital visualization.34 Here a new 

agent intervenes in the process and allows for endeavors that would not 

be possible otherwise: this new agent, which explores data and produces 
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information, is in this case the computer itself. Algorithms do not just 

show patterns—they find them. Via its digital forms, which involve the 

autonomous intervention of algorithms in the management and process-

ing of data, visualization changes its object and its purpose.35

The central innovation here is, in my view, that the use of computer-

supported visual representations of data is accompanied, explicitly or 

implicitly, by the promise or the hope to, in Alexandru Telea’s words, 

“discover the unknown.”36 Through digital visualization we can obtain 

knowledge that we were not looking for.37 The autonomous work of algo-

rithms is expected to identify structures (or patterns) in the data with-

out the intervention of the researcher. Visualizing the patterns, then, 

algorithms can show something the researchers were not searching for, 

thereby broadening their interpretive horizon.38 What is displayed is not 

the structure of the objects of a study, nor a simplified representation of 

the available data, but the configurations autonomously “discovered” by 

the algorithms, which are offered to interpretation and exploration. The 

interpretation may then lead to new information.

For literary studies the possibility of using images to produce informa-

tion opens up new horizons of exploration. Therefore, visualization is 

taking on a central role in the digital humanities, as today scholars com-

bine the reading of images with the reading of texts.

VISUAL PROVOCATIONS

How does textual analysis change when one uses digital techniques? Why 

is visualization attaining such a central role in literary studies? The reason 

lies in the management of incomprehensible materials. DH scholars make 

extensive use of algorithms to process texts—a process that produces its 

own texts, though ones that are impenetrable to human readers39—and 

to work with corpora too large or too small for human analysis. DH pro-

grams analyze hundreds of texts or single words and characters within a 

text.40 The unprecedented challenge in managing the results of the work-

ing of algorithms is to make informative the outcomes of processes that 

are often opaque to the human mind.41

In response to this challenge, experts in literary studies have begun to 

systematically turn to visualization, which is becoming the fundamental 
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tool for a new form of textual analysis. This analysis is based on the coor-

dinated contribution of human readers oriented toward meaning, and of 

algorithmic procedures that do not know and do not use meaning.42 Text-

processing machines do not think like us and in general do not think at 

all: “The computer “reads” (processes) the text as a meaningless string of 

characters.”43 As David Weinberger says, “To imagine thinking the way 

computers think . . . is to imagine not thinking at all.”44 The task of digital 

visualization is to make these incomprehensible processes informative to 

human readers; its “critical question” is about the best way to transform 

data into something that people can understand.45

Digital visualization techniques can be seen as exploration tools that 

allow users to investigate patterns and obtain information—including 

information that was not there before. Its purpose, for example, can be 

to “visualize uncertainty” in the patterns that algorithms identify in pro-

cessed texts.46 This is accomplished not by communicating the meanings 

that patterns and configurations have for the authors of the text (who 

were not aware of them), nor by communicating the meanings identi-

fied in these patterns and configurations by algorithms (for whom texts 

do not have meaning). Algorithms, after all, certainly do not perceive 

uncertainty. Instead, visualizations are required because nobody knows 

what the information generated by algorithmic procedures is. Patterns 

are defined, and information is generated (if it is generated) in interac-

tions with a user who explores the resulting images.

This produces specific challenges. Informative openness is a big 

advantage of using images, yet at the same time it is a liability the DH 

have to deal with. Visualization can yield previously unknown informa-

tion, but one cannot know in advance if and how the visualization will 

be informative.47 One doesn’t know if the user will get information, nor 

what it will be. Starting from the same data, many alternative views can 

be produced, which can be more or less informative for the reader.48 A 

visualization designer always has to face the dilemma of “choosing from 

a multitude of data processing possibilities and an even greater choice 

of potential visualization options,” which is exacerbated by the fact 

that the purpose is to identify only the visualizations that can produce 

“interpretable visual patterns”—that is, those that can be meaningful to 

the users.49
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The same data can be illuminating or incomprehensible depending on 

the technique used. A bubbleline can highlight relationships that are not 

recognizable in a graph, in a word cloud, or in a histogram, even if the data  

they visualize do not change.50 Behrisch and colleagues show the com-

plexity of choosing from available options to decide how to visualize 

high-dimensional data.51 A scatter plot, for example, enables one to see 

clearly if two variables are correlated, but risks producing visual clutter 

if large numbers of items need to be displayed. Parallel coordinates and 

radial visualization, on the other hand, enable analysts to explore pat-

terns across a large set of dimensions, and matrix representations can 

show patterns at a local and a global level of detail—but a wrong ordering 

for a specific task may hide the patterns instead of revealing them. Similar 

considerations apply to all available techniques. Visualization is always 

an open and problematic process.52

In their use of visualization, DH experts are dealing with these prob-

lems. Today there are effective tools to support researchers. For example, 

the text reading and analysis environment, Voyant, allows users to process 

corpora of texts by producing many different views: graphs, bubblelines, 

correlations, mandalas, cirrus, scatterplots, links, DreamScapes, looms, 

knots, trends, and many others.53 The data underlying the different views 

are the same, although the resulting images are very different. It is up to 

the researcher to experiment with the different visualizations and find 

out what they show—if they show something. Galloway observes that 

“data have no necessary visual form.”54 Visualization is the contingent 

translation of a mathematical structure into a visual form, and can thus 

vary in what forms are taken. Even if absolutely controlled, none of them 

is right or wrong, because “data have no necessary information,”55 and 

“this is information that does not have any obvious spatial mapping.”56 

Visualization is correct if it works, and this depends on the situation and 

on the researcher.

Algorithms themselves produce not the results of text analysis, but 

rather “provocations” that serve as “surprising observations that can 

challenge existing assumptions.”57 The visualizations they show can trig-

ger hypotheses generation,58 but the interpretation is up to the scholar 

dealing with the texts, who can accept the provocation and modify their 

perspective starting from the “proposals” autonomously generated by 
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machines—or not. Provocations can work or not work—can generate 

information or not. If a provocation succeeds, the result is a new form 

of text analysis, which cannot be attributed only to the researcher but 

presupposes the active contribution both of the machine processing the 

materials and of the reader interpreting the results. Using digital visual-

ization, texts can yield information with procedures very different from 

our familiar reading practices, thus, requiring a reflection on the notion 

of reading and its forms.59

READING, NON-READING, DISTANT READING

The use of algorithms in textual analysis makes it possible to obtain infor-

mation with methods very different from our established reading prac-

tice. Should the application of digital procedures to texts be considered 

a new way of reading? When one interprets digital images instead of lin-

guistic sentences, is one reading? Who reads, and what?

The answers to these questions depend on what is meant by reading, 

and in the DH, there is an active debate on the notion of reading and 

the contribution of algorithms. We are certainly dealing with innovative 

and potentially very productive methods to manage written materials, 

which pose a challenge to the established models of literary analysis and 

criticism.60 It is not clear, however, if they are still a form of reading. A 

leading proponent of expanding our understanding of reading, Franco 

Moretti, is intentionally ambiguous in this regard. Moretti introduced the 

very successful term “distant reading” to describe a form of text analysis 

so different from our familiar practices of reading that it requires “a little 

pact with the devil: we know how to read texts, now let’s learn how not to 

read them.”61 When someone reads at a distance using the visualizations 

produced by machines, then, do they read or not?

In literary debate the question remains open, with a peculiar notion of 

reading that “is not ‘really’ reading” and explicitly includes its negation.62 

In the context of this debate, the ambiguity seems to have a reason. The 

focus of the discussion lies in the opposition between human close read-

ing, dealing with a limited number of texts studied in detail (a “canon”),63 

and distant reading, as an analysis of units that are “much smaller or much 

larger than the text: devices, themes, tropes—or genres and systems.”64 
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This requires digital processing of extended corpora that could not be 

analyzed by a human reader. Consider Franco Moretti’s analysis of British 

novels from 1740 to 1850, which deals with seven thousand titles,65 and 

Lev Manovich’s survey on Japanese manga, which works with one mil-

lion images.66 Algorithmic reading is, first of all, distanced from reading 

the canon, from close reading. Distant reading is non-reading in the sense 

of not being close up—it’s about “zooming out” instead of “zooming in.”

Outside of this debate, however, distant reading can also be inter-

preted as unrelated to reading altogether. Algorithms do not read and do 

not need to read—this is how they gain their specificity and advantage. 

Algorithmic text processing is different (distant) from reading on at least 

two levels: in its relationship with documents and in its management of 

meaning.

First, the object of reading changes. Whereas close reading interprets 

the text without dissolving its structure, distant reading does the exact 

opposite.67 The traditional notion of reading has a “documentcentric” 

attitude bound to the unity of the text as a book or an article.68 A text as a 

document is a “communicative event: written by someone, in specific cir-

cumstances, to convey a specific meaning. . . . A text is meant to address 

us, to ‘speak’ to us.” The corpora addressed by distant reading, instead, 

“are not ‘communicative events’”; corpora “do not speak to us”69—hence 

they are not properly documents. If we want to keep corpora as texts, the 

concept of “text” must be modified, uncoupling it from a restricted refer-

ence to individual documents.

The digital humanities are moving in this direction. According to 

Matthew Kirschenbaum, the materials of algorithmic processing are not 

documents such as books or articles: “in today’s .txtual condition . . . a 

‘primary record’ can no longer be assumed to be coterminous with . . .  

a ‘physical object.’ ”70 Electronic texts are independent from material sup-

ports, that is, from books or newspapers that bind communication to the 

specific objects circulating the texts. Katherine Hayles points out that in 

electronic reading, recording media do not coincide with transmission 

media.71 The text circulates and is produced independently from the con-

straints of the book.72 Machine-reading devices use materials available 

on the web to produce their own computational objects, drawing them 

indifferently from populations of documents, or from individual lines, 
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nouns or letters.73 This does not mean that a text is produced arbitrarily; 

rather, it means that its unity no longer depends on the boundaries of the 

book associated with the author’s perspective. It is no longer “document-

centric,” but depends instead on the constraints of the programs govern-

ing the work of algorithms.74

This is relevant not so much because we can read a novel in an elec-

tronic format on a Kindle or because the novel can include hyperlinks, 

but because, through data mining and visualization techniques, we can 

deal with texts that are different from the ones transmitted by books. The 

stability of printed text is lost in the “processuality” of electronic texts.75 

What makes a text a text is not the unity of communication related to 

the intention of the issuer, but its addressability76–that is, the possibility of 

being adopted by the machine as a “provisional unity” in its operations. 

A text is instead what the algorithm processes as text at different layers 

of analysis: analyses of characters, words, lines, works, and of genres.77 As 

Whitmore puts it: “Textuality is massive addressability.”78

This transformation is connected with a second dimension of “dis-

tance” in distant reading: distance from meaning. The current way we read 

has the goal of getting meanings from texts. However, as Moretti says, 

“Corpora  .  .  . have no meaning in the usual sense of the word.”79 The 

meaning of programs is what they do.80 Human interpretations refer-

ring to meaning provide the starting point for digital processing,81 but 

machines do not understand meaning, and their analysis must be inde-

pendent from the interpretation of each individual researcher82—and 

strictly speaking from a reference to individuals and their meanings.83 

Distant reading moves to a “scopic vision” that is not bound to a single 

point of view.84

Algorithms use meanings as sources of difference that can be combined 

with one another in a meta-management that does not need to under-

stand the meaning nor the perspective of the author.85 Silke Schwandt 

argues that computers are semantically blind.86 Algorithms recognize 

what a text is about not because they understand its words or interpret 

the text’s meaning, but because they deal with meanings as things, identi-

fying formal aspects such as the use of “mine” as an erotic term in Emily 

Dickinson’s texts or the structure of the title of gothic novels.87 Meaning 

is connected to other meanings in order to reveal patterns; but patterns 
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themselves do not necessarily have a meaning and are not the result of 

an interpretation.

ALGORITHMIC READING IS NOT ALGORITHMS READING

What, then, does reading mean today, if we want to take into account 

the contributions of algorithms to this activity? If “machines can read,”88 

they still read in a different way than human beings, doing so “second 

hand . . . without a single direct textual reading.”89 Algorithms do not do 

the same things that humans do, but better. Their ability to deal with big 

corpora is not only a quantitative change: “When we work on 200,000 

novels instead of 200, we are not doing the same thing, 1,000 times big-

ger; we are doing a different thing.”90 Dealing with huge corpora, instead 

of reading, one counts things; instead of interpreting, one builds graphs, 

maps, and trees.91 Instead of understanding meaning, one develops a 

topological analysis that allows pattern visualization “at a distance” that 

would have escaped the view of traditional close reading. This zoomed 

out perspective on texts,92 which are not themselves read, becomes a 

“condition of knowledge.”93

Instead of reading texts, DH scholars often observe visualizations—

analyzing images rather than interpreting sentences. They could not deal 

with such materials without the contribution of algorithms. Should we 

then modify our notion of reading to also include these different things 

done by algorithms? Like many others, Katherine Hayles thinks that we 

should.94 She argues that we need to expand our understanding of read-

ing and admit a broader repertoire of reading strategies that includes 

hyperreading as computer-assisted reading, in which linear reading is 

accompanied by the exploration of links, by search queries, skimming, 

filtering by keywords and various other electronic management modes.95 

This understanding should also include authentic machine reading, 

whereby algorithms use digital (possibly unsupervised) methodologies 

to discover patterns and structures in texts without having had any ini-

tial hypothesis.96 The option in this case is to expand the notion of read-

ing, assuming a porous boundary between human interpretation and 

machine pattern recognition.97 In this interpretation, reading overlaps 
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with modeling, gaming, role playing, adapting, translating, rendering, 

and simulating.98

In my opinion, however, this understanding of reading risks becom-

ing so extensive that the notion loses all usefulness. Confronted with the 

challenge of describing the many complex forms of information process-

ing in our digital societies, we should, instead, hold onto and combine 

their differences, rather than efface these distinctions in broad notions. 

The use of algorithmic techniques in the DH prefigures a mode of deal-

ing with texts that does not erase but—on the contrary—accentuates and 

exploits the differences between different modes of using written mate-

rials.99 Instead of a porous boundary, we are dealing with a particularly 

sharp one. According to Katherine Hayles, “Saying computers cannot 

read is . . . merely species chauvinism.”100 I prefer the opposite strategy 

of explicitly claiming that computers do not read and—more crucially—

that precisely for this reason, they contribute to reading.

As argued in chapter 1, computers are becoming increasingly effec-

tive partners in information processing not because their capabilities 

resemble ours, but because they are learning to work in more and more 

distinct ways than humans performing similar tasks. It seems to me that 

anthropocentric shortsightedness (species chauvinism) occurs today 

not in denying that machines can be like human beings, but rather in 

claiming that machines can only be recognized and appreciated for how 

well they emulate human activities. Human reading does not need to 

be the standard by which we understand how algorithms process texts. 

The debate on distant reading shows that they do something different; 

therefore, combining algorithmic processing and human reading pro-

duces a new and powerful way of analyzing texts. Algorithms’ innovative 

and extremely productive contribution to the production of information 

relies on their participation in artificial communication.

Instead of reading, Moretti notes, algorithms recognize patterns.101 The 

difference between algorithmic text processing and reading is highlighted 

in visualization practices. Algorithms do not read and do not interpret, 

but instead identify and present patterns to be interpreted. By present-

ing patterns through visualization, algorithms can make it possible to 

read otherwise inaccessible texts, such as Gertrude Stein’s “The Making 
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of Americans,” or to obtain information from corpora that include thou-

sands of texts.102

Here the groundbreaking innovation in literary analysis, which marks 

its difference to conventional reading practices, is in my opinion not sim-

ply a dependence on machines and, in general, on non-human devices 

such as algorithms. With respect to our familiar media, the central inno-

vation is that algorithms are noisy media. All other media—whether 

printed on paper or broadcast over radio waves moving through the air—

should be as “silent” as possible, in the sense of transmitting informa-

tion in a neutral way in which the media themselves are imperceptible. 

If a medium is perceived in a received communication, as when printed 

words are not sharp or an image on the screen is blurred, it produces 

noise—that is, a disturbance that should be minimized.103 Digital media 

can follow this model and practically eliminate transmission noise—for 

example, in digital music reproduction. But digital technology can also 

be used differently in communication, making the receiver aware of the 

active role of the machine and its contribution to the generation of con-

tent. The debate over distant reading shows it: “Noise is not an obstacle 

to interpretation, but its aim.”104

In distant reading, machine intervention radicalizes McLuhan’s formula 

of “the medium is the message”:105 computers are expected to intervene 

very noisily on content. They should autonomously produce information 

that differs from that delivered by the participants and which is often 

completely new. This is a radical innovation, clearly separating digital 

textual analysis from human forms of reading. While human beings used 

to be the only ones able to produce information, now digitally supported 

nonhuman textual analyses produce patterns that can generate new 

information and enable an unprecedented management of texts.

Nevertheless, algorithms themselves do not read, and reading cannot 

be accomplished without interpretation. Algorithms only produce pat-

terns, which by themselves are not meaningful, and are generally over-

abundant. Working with large data sets, such as the corpora on which 

distant reading is practiced, it is inevitable to find patterns—indeed, to 

find too many.106 Algorithms do not need to understand meanings and can 

work “semantically blind”— “drawing unexpected paths through a docu-

mentary space that is distinguished by its overall incomprehensibility.”107 
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Without interpretation, however, these incomprehensible patterns are 

useless.108 This in my opinion is why visualization, with its different tech-

niques, is becoming central: it permits the use of the “blind reasoning 

power of computers” to explore patterns and to render them meaningful, 

and furthermore provides the basis of a new way to analyze text using 

algorithmic “provocations.”109

If and when provocations by algorithms are accepted, the resulting 

textual analysis is a far more complex form of reading. The aim, accord-

ing to Jessop, is “to support interpretive scholarships by allowing areas or 

relationships of interest to be identified within large volumes of texts.”110 

The interpretation is produced by a human reader, although through 

ways and potentialities that would not be possible without the autono-

mous contributions of algorithms. What remains is no longer traditional 

reading. A scatterplot analyzing the distribution of word forms in a cor-

pus of texts can generate clusters that are not based on interpretation, 

but can significantly modify interpretive reading—for example, finding 

connections between words and groups of words in a way that could not 

be detected by any human observer and thus raising new questions. In 

these cases, the machine operates as a partner making proposals that can 

direct interpretation in unexplored directions.111

By combining the differing capabilities of human reading and algo-

rithmic processing of texts, one of the most significant methodological 

innovations of the digital humanities is emerging: an algorithmic reading 

that does not coincide with our traditional interpretive reading and does 

not imply that algorithms themselves read. It is still a form of reading 

because it starts from texts and produces interpretations, but in a new, 

powerful way that relies on the active, autonomous role of algorithms 

that do not themselves interpret.112 It uses the difference between inter-

pretive reading and algorithmic text processing without opposing or 

assimilating either.

CONCLUSION

Algorithmic text processing is not in continuity with human meaning-

oriented reading.113 Computers don’t read, they count. Machines don’t 

understand meaning, they process data. In the DH, literary analysis using 
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algorithms needs to find a way to make meaningful the results of pro-

cesses that do not rely on understanding meaning and that are often not 

in themselves understandable. Instead of trying to interpret them, DH 

scholars turn to visualization, which can make it possible to obtain from 

texts information nobody yet knew nor understood—in a manner dis-

tinct from both reading and illustration. To analyze written texts, scholars 

in the DH also observe machine-produced images. The outcome is a new, 

powerful way of reading texts that relies on practices that are effective 

precisely because they are not forms of reading. With the contribution of 

algorithms, digital culture provides us with a form of textual communica-

tion that can be enormously informative and even creative—if we accept 

that the intelligent processes that understand and interpret text are only 

one component at play in the production of information.

Downloaded from http://direct.mit.edu/books/book/chapter-pdf/2023753/c001900_9780262368865.pdf by guest on 15 August 2022



4
GETTING PERSONAL WITH 
ALGORITHMS

ANONYMOUS PERSONALIZATION

If the web is a communication medium, today it is not a mass medium 

in the traditional sense. Broadcast mass media communication is stan-

dardized (providing the same content for each user) and generalized 

(addressing everyone). What appears on the screen of our computer or 

smartphone, or what our personal assistant tells us, instead, is different 

from what anyone else receives. We are addressed by name and informed 

about restaurants and happenings in our surroundings, or about sporting 

events that may interest us; we are notified of our appointments, of traffic 

conditions on the routes we take, or of birthdays of friends and relatives; 

we receive music playlists and movie suggestions matching our tastes. We 

come to know what happens in the world through the tailored format 

of our news feed, and when we look for information, Google presents us 

with results especially selected for us—as well as with a multitude of com-

mercial ads that are supposed to specifically meet our wishes.

Whereas mass media communication is anonymous, communi-

cations on the web are increasingly personalized. Being personally 

addressed by machines, however, is different from being personally 

addressed by actual persons. Algorithms do not know us nor do they 

understand us, yet profiling techniques make it possible to provide each 
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user (a reader, a viewer) with targeted information related to their inter-

ests and needs. In both cases (analog and digital), the outcome is a 

specific message for a single recipient; but algorithmically constructed 

profiles have very different compositions from the kinds of personal-

ization used by human communication partners—and very different 

results. A lively debate is currently investigating the forms that this dif-

ference takes in digital communication.1 Alexa calling us by our name, 

to which we respond by asking her for advice, is not the same as a 

conversation with a friend or colleague—but in what ways, and with 

what consequences? Does this form of “de-massification” in media cre-

ate space or expand it for the self-realization and individualization of 

users? Could it be doing the opposite?2

The participation of algorithms in communication raises new issues 

concerning the role of those on the receiving end, and the meaning of 

personalization in general. Is communication personalized if the receiver 

actively intervenes in and shapes this process, or shall we speak of per-

sonalization as something that directly addresses the individual context 

or perspective of the receiver? In the first case, the user themself person-

alizes the message they receive; in the second case, this message is per-

sonalized by someone or something else. Are we personalizing or are we 

personalized? Or perhaps depersonalized?

In traditional mass media communication, the difference between the 

two options is elusive, since the different dimensions of personalization 

mentioned are, for these media, overlapping—if not absent entirely. All 

mass communications are standardized (they cannot be changed by the 

users, who passively receive them) and generalized (they do not refer to 

the context or the perspective of any one receiver). On the web, however, 

algorithms can affect personalization in both directions, addressing dif-

ferent communications to groups of users with different interests, or with 

consideration of the concrete situation of each receiver. To investigate 

this hypothesis, I focus in this chapter on two different (and potentially 

complementary) forms of “de-massification” used in algorithmic pro-

filing: the identification of specific groups of users through behavioral 

profiling and collaborative filtering, and the addressing of situations of 

single users through context-oriented systems. The outcome, I argue, is 

an unprecedented combination of profiling and active intervention by 
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individuals, a state of affairs which is further defined and discussed in the 

last section of the chapter.

THE WEB OF INDIVIDUALS

Our media world was transformed in the early 2000s by the arrival of Web 

2.0,3 a technological innovation that led quickly and seemingly spon-

taneously to a cascade of further innovations in communication and 

practices of identity. The initial change itself was somewhat minor—the 

infrastructure of the web remained the same as it had been for “Web 

1.0,” being based on the TCP/IP communication protocols—but the pro-

gramming technologies used to create documents altered more radically. 

Moving beyond the then-standard HTML, which is used to produce static 

hypertext documents, programmers began to also use tools such as Ajax 

and Adobe Flex, which allowed for the creation of more dynamic pages, 

open to the contributions and interventions of their visitors. The result 

was disruptive, as it soon became clear that Web 2.0 had brought with 

it unprecedented forms of participation and openness that themselves 

quickly gave way to previously unthinkable forms of communication, 

including: the contemporary universe of UGC (user-generated content), 

which involves blogs, wikis, and more modern content-sharing ser-

vices like YouTube or Flickr; the proliferation of tags (indices of content 

through keywords); the multiplication of aggregators like Google News 

and the Huffington Post; and, of course, the entirety of what we now 

know as social media.

Many applications that used to run on the user’s computer are now 

run on web servers that allow for cloud computing, which is the dissolu-

tion of the web into a nebula of computers and interconnected archives 

accessible to everyone through computing devices that are themselves 

almost devoid of software and data. As was observed more than a decade 

ago,4 this move transformed the World Wide Web into a World Wide 

Computer, one that harnesses its processing power and data from each 

of its interconnected devices in an eternally fluid, continuous process of 

updates and revisions (i.e., it is “permanently beta”).5

This turbulent universe was given names such as the “participatory 

web,” underlining the unprecedented involvement of users, and the 
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expectation that this would cancel the distinction between sender and 

receiver. Emblematic of this approach is the figure of the “prosumer,” 

who at the same time, and by the same means, uploads and downloads 

content. This began in the early 2000s with communication protocols for 

peer-to-peer sharing such as BitTorrent and eMule, in which a “swarm” 

of hosts can upload to/download from each other simultaneously. Users 

who download files containing songs or video clips can at the same time 

offer their files (and by extension the use of their storage capacity) to 

other users.

The move from participation to individualization came soon after, a 

shift that led Time magazine to proclaim “You” its person of the year in 

2006. It was widely believed that, through user participation, the web 

would allow everyone a more fully developed, individual experience 

online—a uniqueness that had hitherto been impossible due to technical 

and other constraints. Web 2.0, open to all, would be a world of unsur-

passed individualization. Wasik speaks of this in terms of a “celebration 

of the self”: individuals can configure their media world to their liking 

and according to personal interests, in a manner that best expresses 

individuality.6

It seemed then that we would soon be rid of the outmoded category 

of the passive consumer. In the new “architecture of participation,” no 

one would be just a consumer anymore.7 A more independent and active 

model of the individual would emerge,8 marking the “end of the couch 

potato era” that characterized mass culture.9 According to this interpreta-

tion, the open and interactive World Wide Computer would overcome 

the asymmetries of broadcast media, in which the position of its (many) 

receivers was neatly separated from that of its (few) broadcasters, and 

“downloads” (onto televisions, radios, etc.) were immensely more numer-

ous than uploads.

This interpretation assumed the active role of participants would 

transform all familiar forms of communication. Journalism would move 

from a lecture model to that of a conversation or seminar, which would 

involve the audience configuring, selecting and often actively producing 

the news.10 The one-to-one marketing model would establish a learning 

relationship between producers and consumers, who would get “exactly 
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what they want—when, where, and how they want it.”11 Advertisements, 

which in their traditional forms had suffered a progressive loss of effec-

tiveness, would move toward targeted ads, including personalized ban-

ners on web pages oriented toward users’ individual interests, tastes, and 

preferences. Indeed, in the most advanced forms of direct marketing, 

consumers would voluntarily produce their own ads for themselves by 

interacting with games and virtual worlds made available by companies.12 

Static narration and fiction would evolve toward the new generation of 

interactive stories, steered by choices made by their audiences.13

Is that what happened? After almost two decades of experience, we 

can see that these predictions have been confirmed and refuted at the 

same time. There have been transformations, yet their consequences are 

more complex than expected—and in many cases different altogether.14 

Today’s news media are certainly more personalized and decentralized, 

but also hampered by forms of users’ isolation like filter bubbles and echo 

chambers, not to mention the unavoidable issue of fake news.15 Online 

advertising is affected by a growing “banner blindness” in which users, 

instead of looking at customized ads, try to avoid or ignore them.16

Traditional forms of fiction, instead of disappearing, have multiplied 

in the new model of on-demand streaming services which, while allow-

ing users to experiment with how they consume media, almost never 

allow for direct audience intervention as a story progresses. Interactivity 

in fiction, although technically possible,17 remains rare. The case of the 

Ukrainian TV series Servant of the People, instead, shows an intertwining 

of fiction and reality that goes beyond the familiar condition in which 

observing reality is unconsciously influenced by mirroring in fiction, 

with real consequences. In the Servant of the People model, the conse-

quences are conscious and deliberate: the members of the audience (who 

are Ukrainian voters) choose to make the fiction real. The series presents 

the vicissitudes of a high school history teacher who is indifferent to poli-

tics, yet ends up elected president of the republic. After three seasons of 

the TV series, the actor who plays the protagonist, Volodymyr Zelensky, 

was elected president of Ukraine in spring 2019, leading a party with the 

same name as the series. In a sense, Ukrainian voters decided to enter the 

mirror.
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PERSONALIZATION AND STANDARDIZATION

The future often holds surprises, but in hindsight, we can see that predic-

tions from the early years of Web 2.0 were significantly misguided. Prog-

nosticators assumed that active personalization was preferable and would 

be looked for wherever possible, while standardization (having the same 

communication for everyone) would only ever occur due to technical 

constraints of earlier media, and was destined to disappear with digital 

progress. According to this view, the audience would always want to be 

proactive in shaping its media world, and had become passive “couch 

potatoes” only because the medium did not allow for anything else. Tech-

nological innovations related to digitization would finally offer the possi-

bility of satisfying the desire of citizens to always be creative and original, 

as active users wanting personalized communication.

It didn’t happen that way. Today we see that the possibilities of per-

sonalization did not eliminate standardized communication. Instead, 

new combinations of activity and passivity and individualization and 

anonymity in audiences were to arise. The presumed contrast between 

personalization and standardization, however suggestive, proved to be 

too simple an explanation. Personalization is not always useful, or even 

desirable, and the medium of standardized communication can still pro-

vide creative, autonomous offerings.

Standardized broadcast media, which does not allow for intervention 

by the individual, also has the power to select the topics that will become 

a common object of attention. In making the same message available 

to all members of their audience, they let everyone know what others 

know.18 The issues discussed in traditional mass media can be taken for 

granted regardless of the opinions, orientations, and idiosyncrasies of 

each individual. This minimum reference is the basis for the establish-

ment of a public sphere and a collective reference. As a consequence of 

this mass media, I would argue, people are not only informed about the 

issues that interest them and that they would actively look for, but also 

about topics they have little to no interest in—and this is an amazing 

performance.

The standardized communication of mass media, moreover, can offer 

ample space for personal configuration. The individual reader of a book 
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can decide for themself the rhythm, the speed and the order of reading; 

they can slow down or accelerate, go back, start from the end, or skip pas-

sages, and compare the text with other texts that confirm, contradict, or 

integrate it. In doing so, each reader produces a specific communication, 

corresponding to their characteristics, interests, and knowledge, and dif-

ferent from that of any other reader.

Personalized communication can be oppressive, while standardized 

communications, which are the same for everyone, can allow individ-

ualized users to be active and autonomous—something we can clearly 

see today. Whereas mass media communication does not require that 

we grasp and develop the variety of approaches between individual 

autonomy and collective reference, the intervention of algorithms has 

the effect of unfolding the complexity of possible communicative forms 

with the diverse combinations of anonymity and personalization that 

we observe today: filter bubbles, selfies, flash mobs, influencers, social 

media, targeted shopping, reverse profiling, avatars, and many other 

unprecedented patterns. To analyze this variety we need a more articu-

lated range of dimensions, expressing on the one hand a reference to the 

individual context of the receiver (or the lack thereof), and expressing 

on the other hand the receiver’s active intervention (or the lack thereof).

PROFILING: CONTEXTUAL OR BEHAVIORAL?

In our digital society the configuration of communication is changing. 

Unprecedented forms of communication relying on the active role of 

algorithms are being tested, and the media landscape of society is trans-

forming. In the following pages I explore these recent developments, with 

reference to the concept of virtual contingency introduced in chapter 1. 

The concept indicates the ability of algorithms to exploit the behavior 

and unpredictability of users to learn and act on communication in com-

plex and appropriate ways. Algorithms, which are not, and must not be, 

intelligent, use big data to feed on the intelligence of users and to learn to 

act as smart and engaging communication partners—and also to address 

individual communications to each of us. In digital communication, I 

argue, virtual contingency produces an unprecedented interweaving 
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between activities of users and generalized references, yielding innova-

tive configurations.

From the perspective of the user, traditional mass media communication 

could be personalized only if audience members actively intervened and 

configured the messages. If the communication one got was to differ from 

that of others, one had to take steps to personalize it. Instead, algorithms 

today can take charge of this process. In many web services, each user 

receives content or messages different from what others are receiving—

without “doing” anything in the conventional sense. Personalization of 

communication does not necessarily require active receivers anymore.19

From the perspective of the sender, traditional mass media commu-

nication was either directed toward everyone—being general and non-

contextual—or it targeted a specific person at a precise moment in time 

in a manner that was ill-suited for other recipients. Today’s algorithms, 

instead, can provide specific references through completely automated, 

generalized procedures that do not even require personal information 

such as names or addresses. Awareness of this possibility spread in the 

general public during a case in which the retailer Target, in identify-

ing a pregnant woman before her parents knew about it, showed that 

it is possible to reconstruct precise information about a person using 

only anonymous data available on the web.20 Communication can be 

addressed to everyone, and yet can also refer to the specific context of 

each receiver.

Traditional distinctions implode in this process. New forms of digital 

communication seem to produce a paradoxical form of mass personal-

ization and generalized individualization—specific and local, for every-

body, everywhere.21 The paradox, however, is resolved if one considers 

the new agents participating in communication: algorithms. To describe 

and explain the resulting forms of communication, we need to account 

for their active role.

In fact, profiling techniques that rely on algorithmic procedures are 

developing new ways of dealing with individuals. They can address indi-

viduals as tokens of a class (“you and others like you”), or they can refer 

to them on the basis of their specific activity and context (“where you are 

and what you do”). The corresponding forms of personalization are very 

different.

Downloaded from http://direct.mit.edu/books/book/chapter-pdf/2023754/c002600_9780262368865.pdf by guest on 15 August 2022



Getting Personal with Algorithms	 55

With automated recommendations, for example, systems based on 

behavioral profiling are distinguished from context-oriented systems.22 The 

former target a user’s active participation on the web as representative 

of their interests, while matching these to the interests of other users 

rated as similar to them. Developing classic statistical segmentation tech-

niques, these systems focus on increasingly restricted groups, ultimately 

targeting the individual. The availability of huge quantities of data from 

different sources makes it possible to segment a group more and more, 

ideally going as far as ending up with a segment of one. Through big data 

and virtual contingency, algorithms use prior behaviors of users and the 

behaviors of others to provide information that matches (or is assumed 

to match) one’s specific interests on the basis of past choices and of the 

interests of “you and others like you.”

In context-oriented systems, on the other hand, the focus is on the sit-

uation and the intent of individual users.23 If you are looking for food in 

Naples in summer, you get recommendations for pizza and salad.24 Here 

too the algorithms use huge amounts of data, yet these data are generated 

within a given context, provided by various sensors (from smartphones, 

The Internet of Things, etc.) and by other local sources. In this kind of 

system, “context may include the time of the day, the location of the 

user, the device used to access information or the companion with whom 

an activity is undertaken.”25 A user receives recommendations based on 

what is occurring around them in the moment and on what they are try-

ing to accomplish—that is, based on “your situation” instead of that of 

“others like you.”26

Of course, profiling techniques can combine both systems to tar-

get their users.27 Nevertheless, the two approaches are conceptually 

different—and in both cases, receivers can adopt a passive or an active 

attitude. To understand the forms and social consequences of algorithmic 

profiling, we must distinguish the corresponding possibilities in a new 

frame of reference.28

FORMS OF DIGITAL COMMUNICATION

The table below presents my proposal for describing digital communica-

tion along two dimensions of profiling, according to the activity of a 
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group of users (behavioral profiling), and according to the specific situation 

of the single user (contextual profiling).

Let’s start with purely behavioral profiling—represented here by the 

top right corner of the table—which selects communications addressed 

to the members of a group identified through collaborative filtering (for 

“people like you”). Each user shares these communications with other 

people in different situations, as was the case in broadcast mass media.29 

Communications are generalized, although in this digital form, not to 

everyone. When the single user gets a news feed, for example, the gen-

eralized components of algorithmic communication no longer refer to 

the public as a whole, but only to one segment—those people connected 

with that user by profiling techniques. The generalized reference is thus 

not the general public.

This issue is widely discussed in the debate on filter bubbles. The 

expression, introduced by Eli Pariser in The Filter Bubble: What the Inter-

net Is Hiding from You, is based on observations of the participatory web, 

and in particular on innovations introduced by Google in 2009. Since 

at least 2009, Google has not been delivering the same search results to 

everyone, but provides information specifically referring to the perspec-

tive of those people the algorithm connects a user with. As a result of 

the filters operating on the web at all levels (with Google, and also with 

Facebook, Twitter, and all kinds of digital aggregators), the individual 

audience member is isolated in a sort of cultural bubble preventing her 

from accessing information that does not agree with her perspective. One 

does not have to pay anymore (with money or attention) for informa-

tion that does not hold personal interest: no more overviews of markets 

in which they lack investments, results for sports that they do not fol-

low, gossip and culture news for which they do not care, and so on. As 

Table 4.1

contextual profiling

behavioral 
profiling

Yes No

Yes algorithmic individualization collaborative filtering

No context-orientation reverse personalization
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Herrman observes, in these services, filter bubbles are not an unintended 

consequence.30 On the contrary, they are the point, corresponding to the 

idealized end of massified media promised by services such as PointCast 

in the late 1990s: the narrowing of broadcast communication down to a 

single user.

These kinds of personalized news feeds and aggregators are rising in 

use, yet generalized media seems destined to remain. In fact, Freewheel’s 

2018 Video Marketplace Report shows that 58 percent of video consum-

ers in the US and Europe still get their content on TV screens (digital or 

otherwise), and that premium video services are increasing in popularity 

and importance compared to user-generated content.31 Traditional news 

media, such as broadsheet papers and magazines, also continue to exist. 

Indeed, some newspapers such as the New York Times and the Washington 

Post have been increasing readerships—though often through digital ver-

sions with new features and services.32

It would appear that the generalization function of the traditional 

mass media remains fundamental and has not been fulfilled by individu-

alized news feeds. We are still interested in knowing what others know, 

getting information that might not interest us personally. In fact, in 

many cases the most aware and informed citizens find it attractive to go 

beyond individualized content. Internet companies that offer personal-

ized news services, such as Facebook and Buzzfeed, have recently been 

moving toward the model of traditional journalism, including having 

editorial offices with dedicated staff.33 The result is, of course, not a move 

back to the broadcast model, but one toward new combinations of the 

activity of algorithms and the passivity of users. Indeed, in some cases, 

specific “anti-isolation” services are proposed whose functions introduce 

personalized newsfeed content from political perspectives deemed con-

trary to one’s own ideologies (such as left-wing or right-wing), with the 

explicit purpose of mitigating political polarization.34 Filters themselves 

are filtered against bubbles.

Returning to the table above, at the bottom left corner, we find the 

inverse to purely behavioral profiling in purely contextual profiling, in 

which the individual user receives messages tailored to their specific situ-

ation in space and time. Actively exploiting context-orientation, users can 
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configure their communication and experiment with innovative ways of 

observation and self-observation.35

The ubiquitous phenomenon of selfies, for example, demonstrates one 

way in which the presentation of self in public can be transformed using 

digital techniques.36 A selfie is not simply a photograph of oneself, like 

one might create using a timer on an analog camera. The automatic timer 

records the image from the perspective of someone else observing us: we 

see how an “other” sees us. In most cases, instead, the selfie is produced 

by way of a specific function offered by the smartphone that uses photo 

software to invert the image so that it looks like what one would nor-

mally see in a mirror.37 The selfie then records the self-image that each 

of us sees in the mirror, rather than an external image, and this image is 

immediately posted on the web and shared with others.

Selfies are a typical example of social photographs—“everyday images 

taken to be shared”38—and are used to create a digital equivalent of the 

presentation of self that occurs in real face-to-face interactions.39 We build 

our identity by seeing ourselves through the eyes of others, yet now what 

others see of us is the image we choose to present, one often processed 

with software tools: I “see me showing you me.”40 The user of these digi-

tal technologies actively configures a self-presentation, which becomes 

the basis of external observations (likes, tags, followers and other forms 

of digital feedback) from which the user learns who they are.

How does this condition affect the constitution of personality? Strands 

of research are already exploring this question in sectors relying most 

heavily on digital communication. A study by Formilan and Stark, for 

example, addresses the interesting phenomenon that electronic artists 

will often have many aliases—up to a dozen or more.41 These aliases, with 

which an artist makes themself known to their public, are different from 

traditional pseudonyms, stage names, or the masks that, according to 

Erving Goffman, we wear to present the different aspects of our indi-

viduality. Like everyone else, electronic artists possess an individuality, 

even if it involves multiple representations, and are aware of it. Through 

their aliases, however, they experiment with alternative digital identity 

constructions that do not fully belong to them since their audience con-

tributes in constructing them.

Downloaded from http://direct.mit.edu/books/book/chapter-pdf/2023754/c002600_9780262368865.pdf by guest on 15 August 2022



Getting Personal with Algorithms	 59

Aliases are “projected identities,” “trial balloons” launched into the 

digital world in order to produce feedback that artists can acknowledge 

and elaborate upon. Through their aliases, artists learn who they are from 

their interactions with audiences—a process of continuous curation that 

leads digital identities to change, consolidate, or even disappear. There is 

nothing authentic either at the beginning or at the end of this process of 

mirroring and differentiation, insofar as, in more than one case, the art-

ists decide to take their given name as their alias or one of their aliases.42 

Jesse Abayomi (real name), known in the electronic music scene as Zone 

3 and Iroko, finally chose Abayomi as an additional alias,43 reached 

through an identification path involving his audience. It is as authentic 

as any of his other aliases44—or as any of the so-called white labels under 

which electronic artists release tracks with anonymous identities. Digital 

audiences can also take advantage of the intervention of algorithms in 

communication to actively experiment with innovative forms of belong-

ing and detachment, recognition and rejection.

The two types of profiling discussed can be combined into forms of algo-

rithmic individualization—top left in the table—yielding communications 

that are both contextualized (according to the situation of the receiver), 

and personalized (referring to their individual behavior and the behav-

ior of similar people). Particularly since the adoption of sophisticated 

machine-learning techniques, the intervention of algorithms makes it 

possible to offer to each user a specific message, one that matches their 

interests and is tailored to their specific context. Anyone registered in 

Facebook automatically receives personally contextualized content when 

accessing their personal web page, alongside the posts of digital friends. 

The same happens in online music, e-commerce recommendations, 

e-learning, news, and tourism systems, including advertising and various 

forms of targeted offers.45 Two users doing the same search on the same 

site get different individualized answers on their screens, referring to 

their interests, their behavior, their location and their moment in time—

without any active intervention involved.

This “real-time individualization” of a site to suit a visitor’s unique 

needs relies on the use of contextual data and on segmentation of the 
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universe of users based on increasingly detailed information produced 

with behavioral profiling.46 It is a kind of individualization in which 

the receivers are no more active than the couch potatoes addressed by 

generalist media, yet they get a personalized communication tailored to 

their situation, tastes, and inclinations. Users do not personalize, they are 

personalized.

We are dealing with a form of web communication that combines 

context-oriented and behavioral profiling, a form that does not depend 

on user intervention, yet is contextualized and different for everyone. 

Several researchers have been investigating this, using labels like “new 

algorithmic identity,” “data subjects,” and “algorithmic individualiza-

tion.”47 Nothing is personal in these forms of personalization.48 Our 

identifications do not rely on our essential features or on the inherent 

characteristics by which we recognize ourselves. The focus shifts to our 

history of interactions with the web, and to identifications that are rather 

“made for us” through statistical models based on sensors and on web 

use.49 Even if these digital identities start from the active behavior of users 

on the web, the role of their subjects ends up in a form of “interpassiv-

ity” in which individuals are “enacted” as “data doubles” they do not 

control.50 The resulting form of individuality is deeply different from the 

modern one in which everyone actively observes, tests, and recognizes 

his or her specificity: “on personalized platforms there are in fact no indi-

viduals, but only ways of seeing people as individuals.”51

Accomplished algorithmic individualization could be seen as the full 

realization of the fantasy of the participatory web of the 2000s, which 

promised to acknowledge the uniqueness of each user. Now that we inhabit 

a properly individualized web, we have come to understand that, in addi-

tion to the advantages it provides in everyday life, this technology also has 

many dark sides.52 As Pariser argues, having access to information often 

no longer means having access to a shared world, and instead involves 

an increasingly sophisticated exploration of a more or less extended indi-

vidualized world.53 Without a common point of reference, we would not 

know what others know or do not know—nor indeed would we be able 

to judge our own ignorance on the matter. The problem is not so much 

the management of knowledge but the management of “un-knowledge.”54
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In the personalized web each user accesses their own specific content: 

a user sees things that many others do not see, while often not seeing the 

things that others do.55 Individualization not only affects the way the 

world is presented to the observer, it also modifies the world itself. Real-

izing this effect can trigger feelings of rejection, transforming what was 

otherwise a sense of empowerment into one of passivity and impotence. 

Users tend to think, “This is creepy” instead of “This is helpful.”56 In these 

cases, individualized communication does not make you feel unique and 

productive, but isolated and “massified.”

People often take action against the excessive interventions of algo-

rithms, yet they also often do so by resorting to other algorithms. In 

the last few years, the use of ad-blocking software—specific forms of 

algorithms that protect users from web page advertisements—has been 

spreading rapidly.57 This creates a paradoxical condition in which the 

individualization of users tends to block the very conditions that make 

this possible.58 Ad blockers, in fact, operate by preventing cookies, pop-

ups, embedded video and audio, and especially those tracking devices 

that detect data related to the individual user. The individualized user of 

the participatory web, then, blocks the very production of big data that 

feeds the virtual contingency of the algorithms, blocking the individual-

ization of communication.

In opposition to algorithmic individualization, where particular combi-

nations of different profiling techniques produce a situation of passive 

user customization, web communication may still enable users to indi-

viduate themselves on their own terms.59 Owing to the decentralized and 

open nature of much of the web, many of the profiling tools used by 

algorithms are observable for users, who exploit them to create a sort of 

reverse personalization—represented here in the bottom right corner of the 

table—in which they actively configure their communication.

One example of this comes from influencers on the web who address 

an audience that is also expert and watchful.60 The audience of the par-

ticipatory web is active users who dig into the web and discover the rules 

behind the behavior of its participants (senders and receivers)—and 

therefore also of themselves as users of the medium: as Wasik puts it, “the 
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participants become their own show.”61 In many cases users deal with 

the web knowing that the relationship is shaped according to the data of 

“people like them,” and stage this circularity. “Tribes” on the web experi-

ment with the ways in which they observe themselves. Typical digitally 

triggered phenomena such as flash mobs—as originally described by their 

inventor, and carried out—lacked content, as participants were aware.62 

The point of the show was no show at all, “pure scenes,” where the par-

ticipants observed themselves observing the event.

In the same way, prosumers who upload content on the web are 

largely not amateurs and do not naively transfer their personal data such 

as holiday memories onto YouTube without observing how they will 

be observed. The declared goal of the vastly successful social network-

ing service TikTok is to stimulate and support users’ creativity, freeing 

them from technological difficulties and offering a place where every-

one can become active participants.63 The basic challenge of these ser-

vices is how to get people to engage with them.64 These users are mostly 

people acutely aware of being observed, who act on the basis of a meta-

understanding of digital communication and its mechanisms. The result 

is a mass communication in which “the consumer himself is the Big 

Brother,” using refined tools to observe himself, others, and their inter-

ventions in communication.65

These innovative developments are highly revealing about the mean-

ing and forms of users’ active interventions in communication—and also 

about the reasons for the failure of certain connected projects that had 

raised high expectations. Interactive fiction, for example, in which the 

reader/viewer was expected to contribute to help determining the course 

of a story, had little success after initial curiosity wore off. Audiences do 

not seem interested in deciding the plot of novels or movies, even (and 

precisely) if these readers/viewers can be deeply affected when the story 

does not go as they wished. Since the modern period, in fact, the value of 

fiction essentially lies in observing the observation of others, entrusting 

an invisible author with the creation of a narrated world, its events, and 

its characters. As such, it is an invented world, and we know it.

Precisely because it is not real, fiction allows us to do something that 

in “real reality” is impossible: to observe others as if we could read their 
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mind.66 Audience members want to observe how others observe, thereby 

experimenting with perspectives different from their own, and poten-

tially learning to observe themselves and their own perspective.67 For this 

purpose, the separation of the fictional world from the real world must 

be maintained, and with it also the impossibility of intervening directly 

in the plot. You cannot enter the mirror if you want to be reflected in it.

This kind of fiction still has a fundamental function, although now a 

new combination is emerging that takes advantage of the intervention of 

algorithms and that reshapes the distinction between the narrated world 

and the lived world. Video games, one of the most influential forms of 

digital communication, use algorithms to offer the users the possibility 

of active intervention in the game world, developing a highly innova-

tive “grammar of fun.”68 Through virtual contingency, video games go 

beyond the modern model of storytelling and reading, yielding an active 

experience for the gamer while still enabling their entry into the mirror 

of fiction.69

Video games, as with novels, can be designed from the perspective 

of a character involved in their depicted events (first-person point of 

view—or POV) or from an external perspective (third-person POV).70 But 

the player of a first-person POV video game does not only observe the 

world through someone else’s eyes. Contrary to the basic rule of fiction 

and the centrality of its perspective, the player also acts in the (virtual) 

world and lives a particularly immersive game experience71—shooting, 

hiding, running away from enemies. However, they cannot see themself 

in the game; typically, the only part of an avatar’s body that the player 

can see is their hands.72 In a third-person POV, though, the player can see 

the whole body of their character from a perspective above and behind 

the avatar. In a game shifting back and forth from first- to third-person 

POV, a player who identifies with and acts through an avatar can also 

observe their virtual self through the eyes of another. For the first time, 

the video game offers a space in which the observer sees with the eyes of 

another not only the world, but also themself and their own behavior. In 

the form of the avatar, according to Waggoner the player experiences a 

“virtual identity” that allows them to be “both self and not-self,” “other 

and not other at the same time.”73
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CONCLUSION

Communication mediated by algorithms learning from the behavior of 

users is modifying from within our established forms of standardization 

and personalization. In addition to the modern distinction between indi-

vidual and collective (or private and public) references, a new equivalent 

of the public sphere is taking shape:74 one that follows users’ choices, 

then processes and multiplies them, and then re-presents them in a form 

that requires new choices. The result is an unprecedented configuration 

of activity and passivity in relations between issuers and recipients, which 

can be exploited by both parties.
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ALGORITHMIC MEMORY AND THE 
RIGHT TO BE FORGOTTEN

REMEMBERING TO FORGET

On March 13, 2014,1 the European Court of Justice issued a judgment 

in favor of the plaintiff on case C-131/12 about the right of citizens to 

request the removal from web search results of the links associated with 

their name, understood as the “right to be forgotten.”2 The ruling directly 

addresses the role of algorithms in the processing of social information, 

and raises a lively debate around the consequences of digitalization for 

memory.

The judgment reacted to a complaint lodged by a Spanish citizen 

against Google. The company was accused of infringing upon his pri-

vacy rights because its search engine made his personal data accessible to 

everyone on the web, even if the event they referred to had been resolved 

for a number of years and the matter had become irrelevant. The court 

was asked to judge whether individual citizens should have the right to 

make their personal information untraceable (the right to be forgotten: 

§ 20) after a certain time simply because they wish it (“without it being 

necessary . . . that the inclusion of the information in question . . . causes 

prejudice to the data subject”: ruling C-131/12, §100). The court also had 

to decide whether Google should be held responsible for the processing 

of personal data, and should be forced to suppress links to web pages 
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containing information on the person in question, even if that infor-

mation remains available—lawfully published—on web pages where it is 

hosted.

The problem to which the European Court responded with its ruling 

is related to the unprecedented role of algorithms in the production of 

social memory. On the web, data processing uses algorithms, which act 

on enormous amounts of data, with no apparent limit to their processing 

and storage capability. Making information accessible to everyone with 

an internet connection, the web intensifies the problem of the droit à 

l’oubli (right to be forgotten) which has a long legal tradition emerging 

out of French law. This right protects the will of a citizen who has been 

convicted of a criminal act and has paid the debt to society to no longer 

be remembered for those past facts, and to be able to build a new life and 

a new public image. The right to be forgotten is directly connected with 

the ability to keep one’s future open—a right to reinvention that protects 

the future of the person from a colonization by the past.3 The nineteenth-

century philosopher Friedrich Nietzsche knew it very well when he spoke 

of the “need of oblivion for life” as even more important than the ability 

to remember4—because without forgetting, one would remain bound to 

an eternal presence of the past that does not allow for building a different 

future. Without forgetting, you cannot plan nor can you hope.

This is certainly plausible. The judgment of the European Court recog-

nizes this right for European citizens and forces Google to remove links 

to the personal data of those who request it—unless that information 

has public relevance. However, with search engines giving access to the 

voluminous data available online, the right to be forgotten protected by 

the European Court becomes much more extensive than the classic right 

to be forgotten, both materially and socially: it concerns any act (espe-

cially those inconsequential on the penal level yet relevant for image and 

reputation) and includes any person (not only criminals but each of us, 

particularly teenagers).

The forgetting of anyone, though, also affects the forgetting of others—

such as those who are involved in the same event and may not want it 

to be forgotten, or those who may become affected in the future or have 

an interest in similar events and want to preserve access to the relevant 

information. The protection of individual forgetting collides with the 
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right to information and with the creation of a reliable shared public 

sphere.5

The ruling of the European Court states that the right to privacy over-

rules the public interest in finding personal information, unless the per-

son holds a public role (§97). The issue is extremely controversial and fits 

into the open debate about the definition and limits of privacy in web 

society.6

The solution proposed by the European Court, however, also raises prac-

tical implementation problems, due to the active role of algorithms. The 

judgment considers Google accountable and responsible for the excess of 

memory in our digital world,7 on the basis of a principle that holds that 

the responsible entity is “the natural or legal person” who “determines 

the purposes and means of the processing of personal data . . . whether 

or not by automatic means” (§4). Google, on the contrary, claims that it 

cannot be held responsible because the processing of data is performed 

by the search engine, and the company “has no knowledge of those data 

and does not exercise control over the data” (§22). Can the autonomy of 

the operation of algorithms relieve the company from the responsibility 

for data management?

The European Court denies this, although it distinguishes the process-

ing of data by Google from the processing by publishers and journalists. 

Even if Google does not direct data processing, search engine activity 

makes data accessible to internet users, including those who would not 

have otherwise found some particular page (§36). It also allows users 

to get a “structured overview” of the information relating to a person, 

“enabling them to establish a more or less detailed profile” (§37). This 

affects the privacy of the persons concerned in different and more inci-

sive ways than merely publishing the information. The processing of data 

by Google is more subtle but more dangerous than that carried out by 

publishers and journalists; therefore, the company is charged with sup-

pressing links to people who require those pages to be forgotten, even if 

the publication is lawful and the information remains available.8

This decision implies, without making it explicit, a specific definition 

of social memory and forgetting. Is memory the ability to store informa-

tion in an archive, even if it is inaccessible? Or does it depend on the 

ability to find the information when you need it? Is computer memory 
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storage or remembering?9 Ascribing to Google the management of the 

right to oblivion implies a clear choice: data are considered forgotten if 

they are made difficult to find, while social memory should be preserved 

by the storage of data in the pages of newspapers and in other archives.

David Drummond, general counsel of Google, commenting on the 

judgment of the European Court, complained that it puts Google in a 

sort of no man’s land,10 without any of the protections that legislation 

provides to media, archives, and other communication tools.11 The ruling 

does not consider the specificity of the company and does not comment 

on its claims regarding the unprecedented autonomy of the operation of 

algorithms. Google acts on data without knowing and without control-

ling it; thus, it is neither a library, a catalog, a newspaper, a newsstand, 

nor a service provider. Google is a search engine.

Search engines are not active in the same way as newspapers, pub-

lishers, and libraries, which select and organize the information to be 

disclosed. Search engines are purely passive intermediaries that merely 

provide access to materials they did not choose and do not know. The 

information that users receive in response to their requests is organized, 

selected, and ranked in a way that had not been previously decided by 

anyone and cannot be attributed to anything other than the search 

engine. Search engines give access to information they produced them-

selves.12 But how do algorithms produce and manage it?

DATA-DRIVEN AGENCY

Contemporary legislation collides with the new forms of agency in the 

digital world.13 The actor that selected and produced the additional 

information—the ranking—in Google is an algorithm such as PageRank 

that uses the available signals to produce information that was foreseen 

neither by its programmers, nor by content authors or search users. The 

information produced, if it was known to anyone, was known only to the 

algorithm itself—yet does it make sense to say that the algorithm knows 

it? And does it make sense to hold an algorithm accountable?

As discussed in chapter 1, algorithms deal with data in a different way 

than humans. Whereas human information processing refers to mean-

ing, machine-learning practices allow algorithms to produce information 
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that does not start from meaningful elements. Algorithms do not pro-

cess information, they only process data. Data by themselves are not 

meaningful. They are just numbers and figures, digital digits that only 

become significant when processed and presented in a context, produc-

ing information. Information requires data, but data is not enough to 

have information. The same data (e.g., about stock market movements) 

can be informative or not for different people in different contexts. Refer-

ring to Bateson’s definition of “information” as a “difference that makes 

a difference,”14 we can say that data are differences (stock prices going up/

stock prices going down) that become informative when they matter to 

someone in a given moment (who, e.g., decides to sell assets, or chooses 

not to invest).

Algorithms only process differences, from whatever source and with 

whatever meaning. They need only the data that they get from the web, 

deriving them from what we think and also from what we do without 

thinking and without being aware of it. Digital machines are able to iden-

tify in the materials circulating on the web patterns and correlations that 

no human being has identified, processing them in such a way as to be 

informative for their users. Human beings, however, need information. 

When communicated to users, the results of algorithmic processing gen-

erate information and have consequences,15 but outgoing information 

does not need incoming information: the revolutionary communicative 

meaning of big data is its ability to produce information from data that is 

not itself information. In Mireille Hildebrandt’s words, “We have moved 

from an information society to a data-driven society.”16

THE MEMORY OF A WEB-BASED SOCIETY

Whereas in the past the problem of memory was the inability to remem-

ber, now the problem of social memory is increasingly connected to the 

inability to forget.17 Especially since the spread of Web 2.0, with its virtu-

ally unlimited capacity to store and process data, the web seems to allow 

for a form of perfect remembering. Indeed, our society seems to be able 

to remember everything.18 The default value that holds automatically 

unless you opt out, which demands neither energy nor attention, is now 

remembering—not forgetting.19 It’s become much easier and cheaper to 
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remember; remembering has become the norm. We decide to forget only 

as an exception, if it becomes necessary.

Think of our everyday practices on the web while dealing with texts, 

pictures, and emails. We lack the time to choose and to forget. By not 

making the decision to preserve anything, we habitually preserve every-

thing, as the machine invites us to do. To choose and to decide to forget 

requires more attention and time. Usually there is no need to eliminate 

content, thanks to the availability of powerful techniques for searching 

out interesting information in the mass of data as and when the need 

arises—for example, in locating a particular message among a cache of 

saved emails. We therefore remember everything, recording it in the 

spaces (in the cloud) of a web which by itself does not have any procedure 

to forget.20 The judgment of the European Court reflects this approach: 

the problem is the accessibility of citizens’ data in the indelible archives 

of the web, and the law wants to create the ability of the web to forget 

(and the possibility that citizens be forgotten).21

But does it make sense to say that the web has a limitless memory, or 

even that it has a memory? The difficulties in implementing an effective 

regulation of forgetting are related to the fact that memory is not just 

storage, and efficiency in memory is not equivalent to unlimited data. 

Memory implies focusing on and selecting data to produce information 

that refers to a meaningful context. Memory thus requires both the abil-

ity to remember and the ability to forget.

This double nature of memory— remembering requires forgetting —is 

not always adequately taken into account. In common parlance and even 

in a large part of the scientific literature on the topic, memory ostensibly 

refers to the management of remembering. Increasing memory is under-

stood as an increase in the number of memories or as strengthening the 

ability to remember. In this view, forgetting appears only as the passive 

negation of memory;22 if remembering increases, forgetting decreases, 

and vice versa. The opposite idea, that forgetting is a key component of 

memory, required for abstraction and reflection, is not new, although 

it has always remained in the shadows. From Themistocles in the sixth 

century BCE onward, there have always been voices claiming that the 

ability to forget is even more important than the ability to remember.23 
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Remembering and forgetting, they argue, are the two sides of memory, 

each essential for its functioning.24

This changes our understanding of forgetting. From this perspective, 

it is not simply erasure of data but an active mechanism that inhibits the 

memorization of all but a few stimuli, enabling one to focus one’s atten-

tion and to autonomously organize information in accordance with one’s 

own processes.25 Forgetting is needed to focus on something and use past 

experience (that is, remembering) to act in a flexible, context-appropriate 

manner, rather than either starting from scratch each time or, indeed, 

always doing the same thing whenever a similar situation occurs.26

The web, which stores all data in a kind of eternal present, is not able 

to forget, yet is also not even able to properly remember.27 In dealing 

with data, algorithms behave like the mnemonist studied by Luria,28 or 

like people living with hypermnesia, who cannot forget.29 Like these indi-

viduals, algorithms are not able to activate the mechanism that distin-

guishes what they are interested in remembering from what they are not. 

However, memory is actually remembering and forgetting. Algorithms do 

not properly remember and do not properly forget; they merely calculate.

When algorithms allow us to forget (as they indeed do—we get from 

Google, for example, selective lists of links to sites that may interest us), 

they do it not because they learn to forget, but because their procedures 

“import” selections made by users to guide their own behavior.30 The cri-

teria for deciding which sites are relevant and should appear first in a 

list of search results are not produced by the algorithm and are not even 

decided from the beginning by programmers; instead, they are derived 

from the choices of previous users. A website is considered relevant to the 

algorithm if many web users connected to it many times.31 The algorithm 

forgets what had been forgotten by users.32

FORGETTING WITHOUT REMEMBERING

How can we deal with a social memory driven by algorithms? How can we 

ensure both the preservation of the past and the openness of the future, 

when the agents that manage data move in an eternal present, without 

remembering and without forgetting?
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The most evident influence of digital media has been a shift away from 

problems of analog memory. Traditional societies were always concerned 

with protecting the ability to remember (storing and retrieving data), 

while today we are primarily concerned with protecting the ability to 

forget.33 But the two sides of memory have an interesting asymmetry, 

known since ancient times. You can decide to enhance remembering, and 

with ars memoriae we have for thousands of years developed elaborate 

techniques to do so.34 But we do not have an ars oblivionalis—an art of 

forgetting—that would be an effective technique to enhance the ability 

to get rid of memories.35 If you want to forget and decide to enhance that 

process, the most immediate effect is the opposite of the one intended 

because this draws attention to the content at stake, further cementing 

the initial memory.36 For the web it is called the “Streisand effect,” simi-

lar to the one known and widely studied about censorship—the reason 

why one should usually refrain from suing defamatory articles, to avoid 

spreading the news even more: politicians, actors, and all public figures 

know it very well. Remembering to forget is paradoxical, and deciding to 

make something be forgotten, almost impossible.

On the web, this kind of boomerang effect has been observed. Rep-

utation management sites on the web (e.g., reputation.com) warn that 

attempts to remove content are often counterproductive.37 Once a request 

to “forget” has been accepted by Google, and a search on that particular 

person is performed, among the results appears a warning that certain 

contents have been removed in the name of the right to be forgotten. 

The obvious consequence is an increase in curiosity and interest in that 

content. Sites quickly emerged (like hiddenfromgoogle.com) that collect 

the links removed by virtue of this right to oblivion. Wikipedia has also 

released a list of links to articles that Google has removed from its search 

engine in accordance with the “right to be forgotten.”38 Ironically, these 

“reminders” of the contents that the law requires be forgotten are per-

fectly legal because the ruling prohibits only the retaining of links to 

particular pages, and not to the contents of the pages themselves. Those 

pages continue to be available on newspaper websites or other sources 

that had diffused them.

Hindering remembering is not enough to induce forgetting. The para-

dox of remembering to forget must be circumvented in an indirect, more 
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complex way. The practice of using memory techniques (mnemotech-

nics) itself recognized that in order to reinforce forgetting, one should 

rather multiply the range of available memories.39 If one increases memo-

ries by number, each piece of information is lost in the mass and becomes 

difficult to find, to the point where it becomes lost as if it were forgotten. 

This practice had never been able to yield a genuine technique (an ars 

oblivionalis) because of the limits of the human capacity to store and pro-

cess data (to remember), which would be overloaded by such an unman-

ageable mass of memories. To be able to forget, we would have to give up 

the ability to remember. Algorithms, however, do not have this problem 

because of their virtually unlimited capacity for managing data, which, 

while being the basis of their excessive remembering, can also be used to 

reinforce forgetting.

Thus, to control forgetting on the web in a manner specific to algorith-

mic memory, one could adopt a procedure directly opposed to the prac-

tice of deleting content or making them unavailable. This is the direction 

some recent techniques for protecting privacy is going, which is often 

understood as protecting forgetting. Strategies of obfuscation have been 

designed to produce misleading, false, or ambiguous data parallel to each 

transaction on the web40—in practice, multiplying the production of 

information to hinder a meaningful contextualization. If, together with 

every search for information on the web, or together with any input of 

information on social media like Facebook, a dedicated software program 

produces a mass of other entirely irrelevant operations, it will be difficult 

to select and focus on relevant information—that is, to remember.41

These techniques, however, require a prior selection of the memories 

you want to forget, for which the obfuscation process is activated. Yet 

in many cases, one may want to forget memories that one had never 

thought needed to be forgotten, and these are the cases targeted by the 

legislation about the right to be forgotten.42 There are services that adopt 

the same approach to produce an equivalent of forgetting after the fact. 

They act directly on Google’s search results through the multiplication of 

information. When a person has been publicly shamed on the web, the 

service produces sites laden with fictitious or irrelevant information, with 

the explicit purpose of pushing the sensitive information in question so 

far down the search results that it effectively vanishes.43 For example, the 
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service ReputationDefender starts from the assumption that “deleting is 

impossible.”44 To combat negative or undesired items about a person, it 

generates a wide range of unique, positive, high-quality content about 

that person and push it up in the search results. As a result, “negative 

material gets dumped down to pages where nobody will see it.”

The idea is not to erase memories but to enhance forgetting. When the 

algorithm multiplies data, it does not pay attention to this process—it 

doesn’t “remember” it. The multiplication of memories goes on in the 

machine without meaning and without understanding. This prolifera-

tion makes each datum more marginal, lost in the mass. As in forget-

ting, it becomes increasingly difficult to find and to use, thereby fulfilling 

the right to oblivion. The factual conditions of forgetting are carried out 

without having to activate remembering, bypassing in a sense the para-

dox of ars oblivionalis.

But artificial memory, as both remembering and forgetting, requires 

constant maintenance. Mnemotechnics work only by taking due care of 

and maintaining the palaces and caves of memory.45 Memory athletes 

should not stop training.46 Similarly, an effective artificial forgetting must 

always be renewed because Google constantly changes its algorithms and 

its targets.47 Forgetting does not happen once and for all, as an erasure 

of memories. You must reverse engineer Google and continue to renew 

forgetting as an active process, producing more and different memories 

with different strategies.

DATA-DRIVEN MEMORY

These forgetting strategies are ingenious, yet address the issue of forget-

ting from the perspective of information management—of how it is pos-

sible to forget information available to search engines. They adopt the 

same approach as the European Court of Justice. But algorithms do not 

work with information. They work with data, creating different problems.

The legislation on the right to be forgotten addresses the indexing of 

pages in a search engine. When the request of a citizen is accepted, this 

indexing is blocked, and Google is not allowed to provide a link when a 

search is made, even if the data remain available in their original loca-

tion (e.g., the digital archive of a newspaper). Google cannot deliver the 
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information to the users answering their query. It is like blocking the 

use of a library catalog, while at the same time preserving the books and 

other materials. This solution corresponds to the legislative attempt to 

combine the protection of forgetting with the parallel need to protect 

memory. As Viviane Reding, the European Commission’s vice president, 

said, “It is clear that the right to be forgotten cannot amount to a right of 

the total erasure of history.”48 To preserve the openness of the future, one 

would not want to lose the past. All data are still stored at the respective 

sites, although the “forgotten” items are no longer accessible via Google 

search. The ruling acts on remembering, not on memory. This of course 

leaves the users exposed to the boomerang effect of forgetting, since 

the original pages continue to be available on the web and can become 

accessible (can be remembered) with different search tools, or even with 

google.com on any of its sites outside Europe.

But there are deeper, more fundamental problems. Google’s indexing, 

as with the catalog of a library, delivers information. The algorithm itself, 

however, “feeds” on data, which are much more diffuse and much more 

extensive than the information understood and thought by someone 

at some time.49 Algorithms derive data from the information available 

in materials online (texts, documents, videos, blogs, files of all types), 

and from the information provided by users: their requests, recommen-

dations, comments, chats. Algorithms are also able to extract data from 

information about information: the metadata that describe content and 

properties of each document, such as their title, creator, subject, descrip-

tion, publisher, contributors, type, format, identifier, source, language, 

and much more. Each of these bits of data refer to a different context 

than the original information, a context of which the author is usually 

unaware and had not explicitly intended to communicate. The Internet 

of Things and other forms of ambient intelligence also produce a multi-

tude of data that individuals are not aware of, monitoring their behavior, 

their location, their movements, and their relationships.

Moreover, and most importantly, algorithms are able to use all these 

data for a variety of secondary uses which are largely independent of the 

intent or the original context for which they were produced, processing 

them to find correlations and patterns by performing calculations that 

the human mind could not realize nor understand, but which become 
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informative. Such secondary uses of data also make it possible to gain 

information relevant for the profiling and surveillance of citizens.

In these processes, algorithms use the “data exhaust” or the “data 

shadows” generated as a by-product of people’s activities on the web and, 

increasingly, in the world at large.50 It is a sort of data afterlife that goes 

far beyond the representational quality of numbers and of information 

and depends on the autonomous activity of algorithms.51 Each difference 

makes a difference in many different ways, becoming increasingly inde-

pendent from the original information. Algorithms use data to produce 

information that cannot be attributed to any human being. In a way, 

algorithms remember memories that had never been thought by anyone.

This is a great opportunity for the social management of information; 

however, it is also a grave threat to the freedom of self-determination of 

individuals and to the possibility of an open future. Information may 

be rendered inaccessible to indexing in accordance with the right to be 

forgotten, while data continue to be remembered and used by the algo-

rithms to produce different information.52 Moreover, the implementa-

tion of the right to be forgotten itself involves collecting lots of metadata 

about which personal data is being used for what purpose. This process 

reveals personal preferences that, albeit anonymized, can be exploited by 

others for profiling.53

CONCLUSION

Can one remember without forgetting? In order to remember better, is 

it necessary to forget less, or does the efficiency of memory depend on 

the ability to coordinate two different and correlated abilities, the abil-

ity to remember and the ability to forget? These questions cannot be 

answered without taking into account the information and communica-

tion technologies available at any given time, starting from the power-

ful and revolutionary tool of writing. For many centuries, increasingly 

refined technologies such as printing and systems for information storage 

had to deal first and foremost with the problem of reinforcing the ability 

to remember, removing from sight the related problem of the ability to 

forget, a problem with information use that has accompanied Western 

civilization since it began in ancient Greece.
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Today, digital techniques bring forgetting to the forefront. The mem-

ory of our society is entrusted not only to texts and archived materi-

als, but also to the tools that make it possible to access and distribute 

individual’s content on the web—that is, to the algorithms that partici-

pate in communication. With their contribution, we can find, store, and 

access a quantity and variety of content that previously would have been 

unthinkable, creating a form of memory that remembers very much. This 

memory, however, does not seem to forget enough, unless a regulation—

like the one pursued by the European Court of Justice—forces it to do so.

Finding the right balance is not easy. The attempt to create a digital 

form of forgetting brings out all the puzzles and paradoxes that had been 

latent for so many centuries: in the human form of memory, in order to 

reinforce forgetting, one must first remember—remember to forget. But 

algorithms that create the problem can help solve it. Digital tools remem-

ber so well because they work differently from human intelligence. And 

for the same reason they can forget differently: they can forget without 

remembering. Algorithms participating in communication can imple-

ment, for the first time, the classical insight that it might be possible to 

reinforce forgetting—not by erasing memories but by multiplying them. 

This requires a radical change in perspective. It does not solve all the 

problems of digital memory and of the difficulty in controlling the con-

tinuous production of an excess of data, but moves these problems to 

a different and much more effective level: from the reference frame of 

individuals to that of communication.
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FORGETTING PICTURES

PHOTOGRAPHIC EXPERIENCE

After a four-hour hike down into the Grand Canyon and anticipating a 

longer ascent, my partner and I were standing at Plateau Point, admir-

ing the spectacular view of the Colorado River below. Within a few min-

utes, a young tourist came down the trail, turned to ask us to take her 

photo, and immediately retraced her path without stopping to take in the 

breathtaking vista. Where did that image of an unobserved landscape end 

up? Who looks at it and why? What is the meaning of extensive digital 

images constantly being produced and posted online? What does this use 

reveal about the relationship of our society with time, experience, and 

representation?

In his presentation of the project Le Supermarché des Images (The Super-

market of Images1), Peter Szendy writes that “we live in a world that is 

increasingly saturated with images”—there are too many, and there is not 

space for all of them. Back in 2011, in his installation Photography in Abun-

dance, Erik Kessels stacked a room with a million photos that had been 

uploaded to Flickr in twenty-four hours, showing this in a tangible way.2 

When does the abundance of images become excessive, to the point of 

saturation? Compared to previous eras, how is our social space overloaded 

as if it “can no longer contain the images that constitute it”?3
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As Susan Sontag remarked almost fifty years ago, “just about every-

thing has been photographed.”4 We have since moved into an era of 

“ubiquitous photography”5—a condition in which immediate sensory 

experience (of being in a place and seeing something: this, here and now) 

is directly overlapped with an image. The spread of camera phones, how-

ever, brings in an additional dimension. The smartphone photograph 

not only fixes the moment in a stable and reproducible way, but typi-

cally also enters it into the fluid circuit of images on the web—through 

Instagram, Facebook, or even the ephemeral production of images on 

Snapchat, which are generated to intentionally be deleted as soon as they 

have been viewed.

Why do we do this? How is our experience affected by photography, 

and how does photographing itself become an experience? Perhaps digi-

tal photographs are taken and distributed in order to escape the pressure 

that our “risk society” puts on the present.6 At the same time the artistic 

world is using digital images to experiment with unprecedented forms of 

immersion in direct experience. Escape and immersion. No one ever said 

communication was simple.

IMAGES TO REMEMBER

Several studies have pointed out the shift from memorization to com-

munication as the primary use of photography in the digital age.7 In our 

analog tradition, the production of images was first of all a form of conser-

vation and memorization.8 People took pictures in order to remember the 

few scenes and the few experiences that were worth preserving. Aspects 

of the world were reproduced in an image that captured a moment in the 

inevitable passage of time, a moment that would otherwise be borne into 

oblivion and dissolution.

Yet the production of images did not record the world but rather a 

point of view on the world. As Panofsky observed in 1927, what the image 

froze and preserved was the perspective of the painter who painted it 

or the observer who took the picture, saving from oblivion someone’s 

point of view about a moment.9 The world was always preserved as the 

memory of someone, even while things changed, and time passed. And 

as one cannot remember everything, so the number of possible images 
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was limited, and selection was needed. Too many memories, even if we 

could preserve them, did not serve as a good memory because they would 

be easily confused and impossible to manage. Just as with memories, for 

the analog world there could be “too many” images, and a risk of produc-

ing a saturation point.10

Time passes today as well, but an abundance of images favors a differ-

ent way of managing transience and presence in the digital age. What 

changes with a constant production of images at almost no cost and with 

the possibility of virtually unlimited storage? We can ostensibly repro-

duce everything and, in theory, keep these reproductions forever because 

digital images are stored in cloud services, in a virtual form that does 

not require physical space or much user expense. The images can also be 

recalled on a whim when we want to remember them. In the form of a 

digital image, apparently nothing is lost. If there is an excess of images in 

the digital world, the problem is not simply their large number.

Storage and retrieval were in fact the two big challenges that people 

traditionally had to cope with to not lose memories: to be able to preserve 

them and be able to find them in the maze of mnemonic spaces that 

risked becoming crowded and unmanageable.11 Both are solved by digi-

tal technology, which offers practically inexhaustible storage spaces and 

retrieval tools that allow us to find all of what we stored without the con-

tent getting lost within an excess of memories12—even the memories we 

had not remembered. Using tags on Instagram, for example, we can find 

all the images we stored, and also tagged aspects that we did not notice 

at the time but that were marked by others.13 Moreover, recent machine-

learning techniques have developed algorithms that can autonomously 

produce their own tags, to manage the past from perspectives no one has 

yet thought of and generate new information. Is this the reason why we 

photograph everything: to preserve experience and reinforce memory? 

To deepen our relationship with things by withdrawing them from obliv-

ion, to be able to go back and review them later?

Observation of digital practices for producing and managing images 

reveals that the opposite is true. As with the tourist in the Grand Canyon, 

in many cases, we do not take photographs to deepen experience—we 

do it to withdraw from experience.14 We do not produce images to pre-

serve the present—we produce them to escape the present. This is a basic 
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difference between the traditional relationship with images and the new 

digital mode—and is perhaps the reason for the excess of images in our 

web society.

THE RISK OF THE PRESENT

A digital user equipped with a smartphone often does not experience a 

moment, but reproduces it. Before looking at the world, they photograph 

it. Instead of facing the vastness and the risks of an experience, the digital 

user freezes it in an image and posts it on the web. We all know it: many 

visitors in exhibitions do not stop and look at a painting, absorbing the 

multiplicity of perspectives contained in the work of art, together with the 

specificity of the location in the room, the light, the space, the position, 

and the present moment—they do not expose themselves to these experi-

ences. Instead of looking, the digital user takes photographs, and they do 

the same in front of a sunset, a landscape, a dish in a restaurant. As Susan 

Sontag already remarked, “Images are able to usurp reality.”15 Why do peo-

ple do it? It would be simplistic to dismiss these practices as superficial and 

frivolous. Such widespread behaviors signal a deeper change of perspective 

and horizon, a new cultural approach that must be taken seriously.

Digital tourists are not stupid nor ignorant, yet have a different rela-

tionship with images and their management. They do not produce an 

image to preserve it from the course of time—they produce it to escape 

the present. This attitude can be traced back to the “risk society” that 

overloads the present with responsibility for the construction of the 

future.16 “Risk” in this sense is not a future condition, but a problem of 

the present, generated when many possibilities are available and we ask 

ourselves today if and how the future we will have to face depends on our 

current behavior. What I do (or do not do) today will have consequences, 

and tomorrow I will either regret these actions or reap the advantages 

they bring. If I speculate on the stock exchange, I can lose my money 

or make substantial gains, and depending on either, tomorrow I will be 

afflicted or happy. The problem is that now I do not know the future and 

I cannot know how things will turn out—I only know that the blame (or 

the merit) will fall on my behavior today, and that I have to decide now.
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The awareness of risk as a dependence of the future on the present is 

now widespread in every area of our private and social lives, from our 

intimate relationships (it is up to us to decide whether to marry and who 

to marry, but we cannot know if our marriage will be a happy one); to pro-

fessional choices (it is up to us to decide what to study and which career 

to undertake, a decision which can have a variety of positive or negative 

outcomes); to managing money (do we want to invest in the stock market 

or not?). The risk awareness places an enormous pressure on the present, 

which is already observed as a future past.17 This approach also burdens 

our experiences with uncertainty and widening anxiety—why am I here 

now, doing this, when I could be doing otherwise and when these choices 

affect my future? As O’Doherty writes: “Direct experience might kill us.”18 

It would be nice to escape this anxiety and pressure, without withdrawing 

entirely from the world and from experience.

Instead, perhaps, we could take a photograph—indeed, we take a lot 

of them. The elaboration of the present is entrusted to its reproduction 

(it is not the task of the present) and referred to others—the others with 

whom the web connects us.19 Photographs become “social photos,” sim-

ply “taken to be shared.”20 Producing an image, in fact, is not usually 

done to be stored, but to be posted. Snapchat is the exemplar of this 

digital use of images, of taking a picture solely to put it on the web, that 

is, to show it to others. This is the form of reproduction carried out in the 

digital world: the aim is social multiplication, not temporal preservation. 

The image is not produced to see it better nor to be able to review it later, 

but to let others see it. And after they have seen it, it can be removed from 

circulation, as is true of Snapchat.

Digital users do not look at things and do not directly live experiences—

they curate experiences for sharing with others and to show themselves 

observing them, appearing to build an identity in doing so.21 The sense 

of the image becomes an “I see” shown to others—and only then can 

one see. Experience is produced through mediation and lived by reflec-

tion, observing one’s observation observed by others—and in this way 

it becomes interesting and meaningful, unburdened from the weight of 

the present and from individual responsibility for the construction of 

the future.
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TIME-SPECIFIC EXPERIENCE

Is the outcome an excess of images? Not necessarily, because the web’s 

algorithms are perfectly able to take care of them, selecting the images 

that become relevant and keeping the others in an indefinite virtuality 

that accommodates everything. The consequence, however, might be a 

transformation of direct experience: the immediate space of the here-

and-now changes its meaning, and traditional forms no longer work in 

the same way—possibly supplemented by hybrid modes such as flash 

mobs, where the participants observe themselves observing the event.22 

The management and preparation of experience are also changing in 

all forms of involvement that require that which has become the most 

anachronistic resource: the physical presence of participants in a spe-

cific place at a specific time—at concerts, conferences, theatrical perfor-

mances, and (for images) a new form of art exhibits.

Faced with the excess of images reproduced and circulated online, 

the organizers of exhibitions have progressively modified structure and 

meaning in recent years. Already in the twentieth century, the experience 

offered by exhibitions has been less and less about contemplating a paint-

ing or work of art (which can also be reproduced with very high resolu-

tion), nor about seeing a sequence of works in chronological order (e.g., 

from Cimabue to Jackson Pollock), or about works organized according 

to abstract criteria such as thematic or stylistic affinity. Exhibitions offer 

rather a contextual experience, a participation in the extended present of 

the “white cube” of the museum or the gallery, a specific space removed 

from feeling pressure about time and anxiety about the future.23 The visi-

tor must be physically there and must perceive the moment with an oth-

erwise unknown intensity and reflexivity. They are not asked to fix their 

attention on a single work of art but to participate in a broader experience 

generated by a contemporary exposure to different (often heterogeneous) 

works and by the works’ mutual relationships in the exhibition space—

something that cannot be reproduced in an image and cannot be posted 

on the web. The experience is not about getting to see the Mona Lisa or 

another work of art, but perceiving the spatial arrangement of the room, 

the light at that time of day, the volumes, the references and harmonies 

between all exhibited objects.
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The contextuality of artistic experience was radicalized in the 1970s 

with the experimentation of space-bound exhibitions: site-specific works 

like Robert Smithson’s Spiral Jetty—a 1,500-foot-long, fifteen-foot-wide 

counterclockwise coil of mud and rocks unfolding from the shore of the 

Great Salt Lake in Utah24—or Daniel Buren’s installations integrating con-

temporary art into historic buildings. Art objects were linked to a specific 

place inside or outside the museum and could not be moved without los-

ing their meaning. “To remove the work is to destroy it,” noted Richard 

Serra about his Tilted Arc.

In a further step of contextualization, some curators are now experi-

menting with forms of time-bound exhibitions in which visual art (as 

in the theater) dictates the time of viewing by visitors, which cannot be 

changed without altering the meaning.25 Several innovative curational 

experiments by Hans Ulrich Obrist, for example, are conceived as tempo-

ral rather than spatial experiences.26 The most advanced are supposedly 

his Marathons, twenty-four-hour-long hybrid combinations of conversa-

tions, performances, presentations, and experiments. The emptying of 

present experience linked to the excess of images in digital society is 

reflected here in its opposite: a rediscovery and replanning of contextual 

presence in the moment of the exhibition.

Time bound as in theater is, however, it is not yet time-specific in the 

sense of a reflective awareness of temporal context. An authentic, inno-

vative time-specific experience is instead being produced precisely in 

connection with the excess of digital images, and precisely using photo-

graphs. Christian Marclay’s video-installation The Clock shows this in an 

exemplary way: it consists of a twenty-four hour-long montage of thou-

sands of images of clocks in movies or on television, combined in such 

a way that the time shown on the screen always exactly coincides with 

the current moment of viewing, with the present time of the spectator.27 

Seeing on the screen the images of distant places and moments synchro-

nized with the present, Marclay says, “you’re constantly reminded of 

what time it is, ” so that “The Clock has the ability to make us present 

in the moment.”28 The viewers who observe the perspective of others 

reproduced by the images on the screen are led to reflect on their own 

perspective and their current context—reversing the tendency to digitally 

escape the present and their contextual experience.
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The realization of these kinds of works, however, is possible only with 

the support of a new powerful cultural technology. It requires exploit-

ing the exorbitant number of digital pictures available today, from which 

Marclay could extract the images of watches for all twenty-four hours 

of the installation. Contrary to the reproduction and consumption of 

photographs and videos on the web, in this case the excess of images is 

not intended to escape the present and move away from experience. On 

the contrary, in the artistic event, images of distant experiences are used 

to immerse the participants in their immediate experience with unprec-

edented intensity.

CONCLUSION

The abundance of images in our digital society offers both the option of 

escaping the present and of immersing oneself in it; more generally, it 

offers the possibility to explore combinations of presence and absence 

in dizzying and complex ways. As we already saw in the relationships 

between remembering and forgetting, personalization and anonymity, 

creativity and “massification,” in many cases the differences generated by 

digital technology can be understood not as oppositions, but as distinc-

tions whose two sides exist together and bind each other29—without the 

desire to escape the present producing an abundance of digital images, 

new forms of reflective awareness of the present in exhibitions would not 

exist either. Whereas the “ubiquity of social photographs threatens our 

ability to really live in the moment,” it also generates “a sensual expres-

sion of and engagement with the moment.”30 The saturation of images 

in the digital world invokes a new relationship between memory and 

experience, immediacy and detachment, image and vision.
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THE FUTURE OF PREDICTION:  
FROM STATISTICAL UNCERTAINTY 
TO ALGORITHMIC FORECASTS

THE UNCERTAINTY OF THE OPEN FUTURE

The spread of learning algorithms is changing the meaning and forms 

of prediction, affecting the image of the future and the way to deal with 

it in the present. Whereas in the current view, the future is seen as open 

and unknowable because it does not yet exist and depends on present 

actions and expectations, today’s predictive algorithms claim to foresee 

the future.1 This claim is both exciting and frightening. It may lead to 

optimization of the use of resources and to targeted and effective preven-

tion and planning, yet also may bind the future with preemptive policies 

based on existing patterns.2 In any case, it breaks with the current idea of 

the future and management of uncertainty. My point in this chapter is 

that algorithmic prediction is very different from the idea of prediction 

that has established itself in modern society since the eighteenth cen-

tury, oriented and guided by the calculus of probability; that is, it differs 

from the mathematical treatment of chance that began with the work of 

Blaise Pascal and Pierre de Fermat in the second half of the seventeenth 

century.3 Whereas probability calculus offers a rational way to deal with 

uncertainty,4 algorithms claim to provide an individual score for indi-

vidual persons or singular events.
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As studies on the emergence of statistics in the late seventeenth cen-

tury show, forms of prediction change over time and have important con-

sequences for society. When, as is currently happening, the forecasting 

agent is an algorithm and not a human being, processes and criteria are 

different, and results and problems change as well. Algorithmic predic-

tion produces outcomes that would be impossible for a human being to 

generate, even if equipped with the tools of statistics; yet it also raises 

different problems that our society has to manage. This chapter aims to 

investigate these recent developments from a broader social perspective.

We’ll see that while machine-learning systems are statistical engines, 

these systems and statistics are increasingly diverging. In fact, some algo-

rithms, though products of the most advanced scientific practices, bear 

a surprising resemblance to some of the structures of the magical and 

divinatory mentality of ancient societies, which today are seen as directly 

opposed to science. Divination assumed that the future could be known 

in advance, even if human beings normally could not see it. For centuries 

instead, scientists of modern society have used statistical tools to man-

age the future’s uncertainty. While machine learning inherits the tools of 

statistics, it tries, like divination, to foresee future events.5

DIVINATORY ASPECTS OF ALGORITHMIC PREDICTION

The task of algorithms is to predict the future. Amit Singhal, the former 

head of Google Search, explicitly stated this in 2013:6 that from now on, 

the primary function of search engines will be anticipating—predicting 

which information we will need rather than answering queries we have 

made. The objective of AI, claimed Kitchin, “is more to predict than to 

understand the world. Prediction trumps explanation.”7 Many projects 

that previously used digital tools for the purpose of managing informa-

tion to explain phenomena now have turned to prediction.8 The goal of 

precision medicine, for example, is often to guide prognosis and effective 

treatment, even when the cause of the disease is still unknown. The move 

of algorithms from explanation to prediction, however, deeply modifies 

the meaning and the premises of prediction, together with the use of 

statistics.
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Statistical methods can be used for causal explanation, as is currently 

the case in many areas of research, particularly in the social sciences.9 A 

theory suggests hypotheses that are tested with probabilistic tools. Statis-

tics, however, can also be used for empirical prediction. In the first case 

the aim is finding the “true” model, while in the second case, the goal 

is finding the best predictive model, with the two goals failing to always 

overlap. Shmueli shows that in the practice of statistical modeling, the dif-

ference between “explaining” and “predicting” is often hidden by a com-

mon misconception: if one can explain, it is assumed one can predict.10 

Predictive capability is subordinated to the ability to explain. Instead, the 

two are different and should be evaluated separately. In the use of mod-

els, the indiscrimination between explanation and prediction can lead to 

serious consequences. For example in the financial crisis of 2007–2008, 

economists and governmental agencies relied upon the capital asset pric-

ing model (CAPM), which had been evaluated in terms of its explanatory 

power. But that capacity was not matched by its predictive power, which 

turned out to be far lower. This worsened the crisis in palpable ways.

Today, however, the availability of very high computing capacity and 

huge amounts of data generates new possibilities for using statistical 

tools primarily for predictive purposes. This does not mean, as claimed 

by some controversial positions in the debate about big data, that expla-

nation has become superfluous and the search for causality obsolete.11 

Instead, it highlights the possibility and the need to distinguish the two 

goals and to analyze the scientific specificity of prediction, with its forms, 

its procedures, and its problems—that are different from those of causal 

explanation.

The modern scientific approach was developed in a time in which sci-

ence aimed at explaining general results. Even if one can never apply a 

generalization from a specific finding to other, different cases (the philos-

opher David Hume’s classic problem of induction), probability calculus 

provides a stringent method and a rational basis for extrapolating from 

an inevitably circumscribed set of observations to a generalization about 

all cases.12 Modern scientific procedures are based on a limited number 

of carefully selected data, the experimental data gathered during sampling 

that is processed to test the hypothesis formulated by a theory. Collecting 
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all data is not possible, and in the statistical approach, it is not even nec-

essary because one only needs an appropriate sample large enough to be 

representative. The data, in a sense, are in the service of the theory, that 

is, serve to validate the hypothesis that explains the phenomena.

Digital procedures work differently in that they rely on enormous 

amounts of data and on sufficient computing capacity to manage them. 

Algorithms use all data that can be accessed,13 without “cleaning them up”  

to correct inaccurate or biased records and without selecting data points, 

which usually thereby include a myriad of secondary data collected  

for other purposes. Algorithms that recommend medical procedures, for 

example, not only use the patients’ medical records, but also data from 

their credit histories, from their relationships with acquaintances, or 

from their buying habits. The data in this case come before the theory, in 

the sense that a hypothesis, if formulated, is guided by them. One does 

not know what one is looking for, but sees what emerges from the data, 

which are largely unstructured. In the elaboration of the data, one does 

not look for causal relationships that confirm the hypothesis (because 

there is no hypothesis); instead, the search is for associations and correla-

tions, for patterns whose detection discloses underlying structures and 

should make it possible to formulate effective predictions.14 On the basis 

of the patterns, one should be able to predict future developments, even 

if one cannot necessarily explain them. Predictive modeling differs from 

explanatory modeling.

Models that do not explain often cannot be explained, and the con-

sequence is the much-debated nontransparency of algorithms.15 While 

the hypothesis guiding the explicatory approach must be understand-

able, in predictive modeling, transparency is of secondary importance: 

one should focus on “predictive accuracy first, then try to understand.”16 

Algorithmic methods such as neural networks or random forests are 

often not interpretable, yet they make it possible to work with hetero-

geneous data and formulate effective forecasts. One can predict without 

understanding.17

Digital procedures are extremely innovative and their results are often 

astonishing. Yet a surprising aspect emerges: some features of the pre-

dictive use of machine-learning algorithms resemble an ancient, presci-

entific logic.18 The terms used in algorithmic prediction (“correlations,” 
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“patterns”), the idea of predictions independent of causal relationships, 

the reference to structures inaccessible to human reasoning, all have 

ancient and complex traditions in divinatory societies, as in the Mid-

dle East and Greece, and as developed in very elaborate ways in Chinese 

culture.19 Like algorithms, divinatory procedures were guided by precise 

techniques that rigidly provided a number of steps to be taken.20 In both 

cases there are programs that, unlike scientific practices, do not attempt 

to explain or understand phenomena, but just try to deal with them.21

Like the procedures of machine-learning algorithms, the structures 

at the basis of divination in ancient times were obscure to the human 

mind.22 Divinatory societies relied on the assumption that the world was 

governed by a cosmic logic and by a basic order that human beings, with 

their limited capacities, were not able to grasp,23 just as today we cannot 

fully understand the procedures of algorithms. Divinatory rationality was 

not of a scientific but of a ritualistic kind,24 with the aim not of providing 

explanations but of managing a “total knowledge” that remained inac-

cessible.25 As with algorithms, the goal was not to understand the phe-

nomena but to get directions for action and decision.

The whole universe was taken as infinitely significant, articulated in 

an inexhaustible network of correspondences.26 Just as the four seasons 

corresponded to the four compass points, and the history of a country 

to its topography, so the life of an individual corresponded to his or her 

body and his or her fate was inscribed in the order of things. The underly-

ing correlations could be captured by identifying configurations and pat-

terns in different phenomena: the walnut maple has the same shape as 

the human brain, the sky is the mirror image of the earth below it, the 

malformations in newborn humans resemble ominous terrestrial events. 

These phenomena were all “saying the same thing”;27 therefore, by ana-

lyzing patterns in accessible phenomena, divinatory observers believed 

they could gain indications about correlated, inaccessible ones. From pat-

terns in the liver of sacrificial animals or the flight of birds, with divina-

tory techniques, one could draw conclusions about the divine plans for 

the future and directions on the decisions to be taken, without under-

standing the reason or claiming to explain it.28

For many nowadays, the idea that one can make decisions on the basis 

of the configurations of the liver of a lamb or of the starry sky seems 
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absurd; but the comparison with divinatory practices can enlighten the 

way in which current algorithmic predictive practices rely upon intricate, 

barely visible webs of connections.

MANAGING FUTURE UNCERTAINTY

Despite their striking structural similarities, a basic difference separates 

algorithmic and divinatory procedures: the underlying concept of time. 

When can a prediction be trusted and what does its credibility rely on? In 

the ancient divinatory worldview, the idea of anticipating the future was 

plausible because of the assumption that it was possible to see its structure 

in advance. The challenge was how. In various forms, in ancient times the 

basic distinction was between divine temporality and the temporality of 

human beings. In Mesopotamia the gods used signs to indicate future 

events to humans.29 In Greece the gods were placed in eternity (aeterni-

tas), while human beings were bound to time (tempus).30 Seen from the 

divine perspective, the unknowable future appeared no less structured 

than the past, but human beings could not access it.31

In this ancient view, divination was rational, existing as a complex 

of procedures and techniques that made it possible to “give shape to an 

amorphous future.”32 To rely on oracles was not superstition and fantasy 

because of the assumption that the future had a structure already in the 

present, even if human beings could not know it. The indications one 

got from omens were uncertain, not because the relationship between 

the future and the present was uncertain, but because humans could 

not be sure to properly understand a higher perspective that as a whole 

remained inaccessible. Divinatory responses were enigmatic and required 

interpretation. If the verdict turned out to be incorrect, the interpretation 

was wrong, not the prediction.33

This way of seeing time has its consistency and plausibility, but it is 

not that of the modern world nor of contemporary societies. Our con-

cept of time presents the future as an open field, which today cannot be 

known either by humans or by any hypothetical superior entity, because 

it does not yet exist.34 The future is not a given, but a horizon of the pres-

ent that moves away as we approach it and can never be reached. What 

we can know about the future is not the future, but only the present 
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image of the future: our expectations and the information on which they 

are based. On the basis of these data, which exist and are observable, we 

can investigate and gather more detailed and reliable information. The 

prediction takes the form of planning: preparing the present to face in a 

controlled way a future that is always obscure. Because we cannot know 

in advance what will happen tomorrow, we calculate and manage our 

present uncertainty. Since the early modern age, the tool for dealing with 

the uncertainty of the future, instead of divination, has primarily been 

the calculus of probabilities.35 The calculus does not promise to reveal what 

will happen tomorrow, but to calculate the probability of a particular 

future based on how much requisite knowledge we have now in the pres-

ent (e.g., 40 percent or 27 percent). This enables us to decide something 

rationally even in face of uncertainty (i.e., even if things can disappoint 

our expectation).

The approach of statistics was developed in contrast to the divinatory 

tradition, and its empirical experimental approach became the basis of the 

scientific and technological attitude of modernity. Instead of interpret-

ing signs, one gathers data; instead of discovering correlations, one notes 

empirical regularities. This approach was enormously successful, leading 

to the impressive development of scientific research. Now, however, this 

very research is producing the advanced techniques of machine learn-

ing and algorithmic prediction. These techniques, using statistical tools 

derived from probability calculus, can be used for prediction, thereby con-

tradicting the assumption of the open, unpredictable future.36 In ancient 

times the structure of the future appeared unknowable to humans but 

not to the gods; today the future appears to be unknowable to humans, 

yet should be accessible to algorithms.37 How are algorithmic prediction 

and probabilistic tradition connected and distinguished?

AVERAGES VERSUS INDIVIDUAL PREDICTION

The key to the smartness of algorithms and all they can do, including 

make predictions, is the techniques that make it possible for machine-

learning systems to autonomously develop the ability to process data and 

produce their own information. To do this, algorithms need examples of 

tasks to fulfill, and the web offers a lot of them. If a software program is 

Downloaded from http://direct.mit.edu/books/book/chapter-pdf/2023757/c004600_9780262368865.pdf by guest on 15 August 2022



94	C HAPTER 7

able to learn, those examples can be used to train algorithms in a more 

and more accurate and differentiated way. The diversity of contexts on 

the web becomes the resource for learning and increasing the perfor-

mance of algorithms.

How do machines learn from examples? To develop this ability, the 

programmers in machine learning use the tools of statistics.38 In fact, 

statistics and probability calculus addressed for centuries the problem 

of learning from data and produced a number of computational tools 

to extract information: regression, classification, correlation, and so on. 

Now machine learning inherits and adopts them, yet uses data in a dif-

ferent way. The goal of statistics is to manage present uncertainty. It 

addresses the knowledge (or lack of knowledge) of the present, maintain-

ing and confirming the insuperable barrier between the present moment 

and the open future. Machine learning, instead, addresses the future and 

has the goal of predicting it. The difference between the two approaches 

produces a curious relationship of closeness and opposition between 

machine learning and the tradition of statistics, two formally almost 

identical cultures that are progressively diverging.39 Even if they use the 

same tools, the attitude of machine-learning programmers is very dif-

ferent from that of statisticians, as their problems are different from the 

ones raised by the “avalanche of numbers” in the nineteenth century.40

Statistics wants to contribute to knowing the world by activating a 

procedure that matches the classical Galilean method: inserting past data 

into the model and then using it to predict future data, thus verifying the 

accuracy of the model and eventually correcting it. The goal is explana-

tion: when you do statistics, you want to infer the process by which the 

data were generated. For machine learning, on the contrary, the purpose 

is not to explain the phenomena elaborating a model. In many cases, 

you do not even know if there can be an intelligible model, and the 

machine can operate without one. The goal of algorithmic processing is 

not truth but predictive accuracy.41 In machine learning you start from 

the assumption that you are dealing with “complex, mysterious and, at 

least, partly unknowable” models.42 You do not want to understand them 

but to know how the future will look like with regard to some variables. 

Machine learning faces the future and tries to predict it as accurately as 
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possible, independently of our knowledge of the world. As we can read in 

a web debate, “statistics emphasizes inference, whereas machine learning 

emphasizes prediction.”43

As a consequence of their different attitudes, statistics and machine 

learning produce fundamentally different forms of prediction. Statistics 

uses samples based on a limited amount of specifically prepared and 

selected experimental data in order to deal with the statistical universe. 

Statistics produces findings about the average of the elements or subjects 

involved—that is, results that correspond to nothing specific and to no one 

in particular (nobody has 1.4 children); however, these results increase 

our general knowledge. Algorithmic procedures, instead, use all available 

observational data and work with very large data sets, but produce no 

general results. They indicate what can be expected for a specific subject at 

a given time on the basis of correlations found in the data.

This feature of algorithmic procedures is similar to ancient divination, 

which also did not respond to an abstract interest in explanation but 

to a specific individual’s very practical questions: How should I (a par-

ticular individual) behave today to be in the most favorable condition 

tomorrow?44 Where should the new city be founded? What is the best 

time to start a battle—or to sow wheat? Will my marriage be successful? 

The divinatory response produced punctual and individual predictions.45 

Likewise an algorithmic forecast is specific to the case before it. “Whereas 

forecasting estimates the total number of ice cream cones to be purchased 

next month in Nebraska, PA [predictive analysis] tells you which indi-

vidual Nebraskans are most likely to be seen with a cone in hand.”46

This is the main difference between the tradition of statistics and new 

developments in machine learning. Digital techniques abandon the sta-

tistical idea of averaging, in which all elements of a population represent 

more or less imperfect replicas of the average value.47 The approach of 

big data claims to be more realistic because it rejects this abstraction and 

claims to process individual elements of the population with all their 

idiosyncrasies and incommensurability. The new frontier of custom-

ization will lie in the movement from the search for universals to the 

understanding of variability. According to the perspective of predictive 

analytics, “now in medical science we don’t want to know . . . just how 
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cancer works; we want to know how your cancer is different from my 

cancer.  .  .  . Individualization trumps universals.”48 Society is calculated 

without categorizing individuals, but by considering the specificity of 

everyone. Calculations start from people’s activities and do not try to 

infer features applicable to larger phenomena.49

Paradoxically, the focus on individual specificity is achieved through 

neglect of the individual perspective, and actually of any perspective.50 

Algorithms should be able to predict the singularity of subjects because 

they do not depend on what people think and want, nor on what they 

say they want. Algorithms base their calculations on what people actu-

ally do, often without saying so or even without knowing it.51 What the 

algorithm treats as the perspective of the single individual is derived from 

digital “footprints” of people’s activities: zip codes, credit reports, driving 

records, language patterns, friends and relationships, and many other ele-

ments that are compared with similar data of other individuals.52

But even if algorithms do not depend on a specific perspective, their 

personalized indications cannot be extended to other cases. They only 

apply to the available data set (with its implicit biases), to the targeted 

individual, and to the particular moment. That the results are local, spe-

cific and provisional, however, should be their strength. In the words of 

Andy Clark: “Context, it seems, is everything.”53 Learning algorithms are 

extremely effective and can achieve impressive results, but only refer-

ring to the specific context in which they have been trained. As soft-

ware programmers know very well, trained machines can be “exquisitely 

well suited to their environment—and ill adapted to any other.”54 For 

example, an algorithm that has to answer a question about drapes in a 

picture does not look for windows but starts its search from the bottom 

and stops if it finds a bed (because in the data set used to train it, drapes 

are found on bedroom windows). The results can be very appropriate for 

that specific data set, yet do not rely on a knowledge of drapes that can 

be used in different contexts (e.g., in a classification of fabrics). In fact, 

the algorithm does not know drapes at all. If general results are needed, 

one has to reconstruct the group inductively, analyzing many different 

contexts and aggregating them a posteriori55—a procedure that is exactly 

the opposite of the one of classical statistical science.
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MANUFACTURING THE PREDICTED FUTURE

According to the criteria of statistics and modern science, the approach of 

machine learning presents some fundamental liabilities. Like divinatory 

techniques, algorithmic procedures are contextual, individual, concrete, 

and basically obscure. These very aspects, however, are the grounds of 

their predictive effectiveness. Precisely because they address individual 

cases and specific contexts, algorithms are expected to predict the future. 

What is this claim about? And does the forecasting really work?

In machine learning, the predictive ability of algorithms depends on 

the same factors that make their procedures often incomprehensible to 

the human mind. Machine-learning algorithms are able to identify pat-

terns in the data that cannot be grasped by reasoning because they are not 

based on meaning. For the same reason, they cannot be captured by stan-

dard statistical procedures that depend on models and data samples arti-

ficially selected for some reason. These patterns, however, are expected to 

disclose the structure of the future regardless of subjects’ knowledge and 

intentions.56 Algorithms should find patterns in the mass of unselected 

observation data, independent from a model.

The lack of a model should lead to a more direct relationship with real-

ity. But what does reality mean when talking about data? The meaning 

of “real” is very peculiar and refers only to the lack of sampling, that is, 

to data independence from an interpretive model. This does not imply 

that algorithms work with “raw data” that come directly from the world. 

Setting aside philosophical discussions of interpreting reality and the pos-

sibility of knowing it, the idea of raw data is very criticizable and has 

been thoroughly criticized.57 Even when the system processes all obser-

vational data, the data set on which algorithms work always depends on 

human intervention: the set includes only the data it includes, could be 

a different set if it were approached in another way, and has many data 

points that arise from the behavior and the decisions of people, includ-

ing decisions about which data is worth collecting in the first place. The 

procedures of algorithms, moreover, are obviously the result of human 

design, whether or not the designers themselves know the details of how 

the machines work. In speaking of “real” data in reference to algorithms, 

Downloaded from http://direct.mit.edu/books/book/chapter-pdf/2023757/c004600_9780262368865.pdf by guest on 15 August 2022



98	C HAPTER 7

then, you cannot speak of human neutrality or “rawness” of data due to 

a lack of human intervention.

That algorithms work with real data does not mean that their data 

faithfully correspond to the outside world in the sense of classical meta-

physics.58 Algorithms are not neutral observers who objectively know the 

world as it is. Algorithms do not know the world at all—“know” nothing. 

The point is rather that algorithms are themselves real and part of the 

world in which they operate—from within, not from the outside referring 

to a model. This changes the meaning of “prediction.” When algorithms 

make predictions, they do not see in advance an independent external 

given, the future that is not yet there. This would be impossible. Algo-

rithms “manufacture” with their operations the future they anticipate.59 

Algorithms predict the future shaped by their prediction.

Predictions are individual and contextual, and refer only to the spe-

cific item they address. The algorithms used in predictive shopping, for 

example, do not reveal how consumer buying trends will be in the next 

season or which products will have an increased or lowered market share. 

Instead, algorithms anticipate and suggest which specific products an 

individual consumer will be willing to buy, even before the individual 

chooses them, and possibly before someone become aware of a need.60 

The products can also be ones that the person does not know, but that 

the algorithm identifies as compatible with their features and with the 

past choices that they or other similar people accomplished, according to 

often inscrutable criteria. If the prediction of the algorithm is correct and 

the person buys the product, this is not because the algorithm saw the 

future in advance, in part because that future would not exist without this 

intervention.61 The person would not have thought to buy that product 

and may not have even known of its existence. By suggesting the product 

to the future buyer, the algorithm produces the future and thereby con-

firms itself—or learns from experience if the suggestion is rejected.62 Both 

errors and correct predictions are useful and help the algorithm to learn, 

confirming its structures or the need to modify them to take into account 

new data. In this way, the algorithm becomes increasingly effective in 

dealing with a world that remains unknown. The same should happen in 

other cases, such as crime prevention: the prediction should make it pos-

sible to act before an individual at risk begins a criminal career.63
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The claim that the data processed by algorithms are “real” does not 

refer to an independent world to be described as accurately as possible, 

but to the result of a process of “active inference” in which prediction 

error is reduced “using the twin strategies of altering predictions to fit 

the world, and altering the world to fit the predictions.”64 The world 

changes as a consequence of algorithms, and algorithms learn from the 

world how to modify their predictions. Programmers state that “the goal 

is no longer truth, but performativity. . . . We do no longer (only) decide 

based on what we know; we know based on the decisions we have to 

make”;65 “expectations are simultaneously descriptive and prescriptive in 

nature.”66

WHEN CORRECT PREDICTIONS ARE WRONG

Despite their limitations, then, algorithmic predictions should always 

be effective. Even when their anticipations are not realized, algorithms 

should offer the best possible predictions given the available data, and 

even the failure of prediction, when it happens, should contribute to 

learning and improving future performance. If no abstract and general 

forecasts (as in statistics) are required, for specific cases and in local con-

texts algorithms should provide accurate and reliable predictive scores, 

optimizing resource use and enabling humans to detect new possibili-

ties. Tourists discover destinations they would never have thought about 

and manage to better organize their travels; law enforcement or security 

agency become more effective; sellers focus their promotions on the rel-

evant portion of a population, avoiding waste and unnecessary annoy-

ance; banks and credit card companies detect more reliable clients and 

focus their financing on them.

This is not always the case. Critics observe that in some cases the use 

of algorithms to predict the future may be damaging even when in some 

sense their predictions are accurate. Harcourt, for example, argues that the 

increased use of algorithmic tools in criminal law to identify who to search 

and punish, and how to administer penal sanctions, not only can be mor-

ally and politically criticized, but risks undermining the primary goal of 

law enforcement—namely reducing crime rather than merely increasing 

arrests.67 Reliance on prediction can increase the overall amount of crime, 
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not only because the increase in attention on specific targets leads to the 

discovery of “nuisance crimes” that would otherwise go unnoticed and 

unpursued, or because an initial bias in the data tends to be reproduced 

by the use of the model, but also because the target population reacts to 

the targeting effort.68 Algorithms are “tools for behavioral modification” 

whose use must be tempered because they confirm their findings based 

on the reality they create.69

This is the dark side of the performativity of prediction, which repro-

duces a well-known circularity of divination procedures. If there was no 

specific intervention,70 divinatory predictions tended to be self-fulfilling, 

As the case of Oedipus shows, everything he did to avoid the predicted 

outcome contributes to the announced conclusion: he will kill his father 

and sleep with his mother. In the ancient world the circularity of pre-

diction was regarded as the confirmation of the existence of a higher 

cosmic order and the negation of chaos. In modern cultures referring to 

an open future, instead, this circularity results in feedback loops and a 

serious inability to learn. Algorithms see the reality that results from their 

intervention and do not learn from what they cannot see because it has 

been canceled by the consequences of their work. The use of algorithms 

produces a second-order blindness.71

The community of programmers is keenly aware of the problems pro-

duced by environments that can be changed by the use of algorithms.72 

The environment can even be actively adversarial, as in the use of algo-

rithms for credit rating purposes that drive people to meet the criteria 

to which algorithms are oriented. In most of these cases, though, the 

problems are social rather than technical. Algorithms participate in com-

munication, and this has consequences. According to Harcourt’s argu-

ment, for example, if algorithmically profiled persons are less responsive 

to changes in police policies than others, concentrating crime prevention 

measures on profiled people can be counterproductive because profiled 

individuals often have little choice and commit crimes anyway.73 Other 

areas of the population where surveillance and prevention could be effec-

tive instead remain uncovered, and overall crime increases. The algo-

rithm is trained on the world as it was before the action of the algorithm, 

and thus finds out the most relevant cases: individuals at risk of crime, 

or products that the user is more likely to buy.74 The algorithm then gets 
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answers about these items, and learns if its predictions were correct or 

not. But it can happen that the products that the user actually decides to 

buy, or the individuals who actually commit crimes, continue to escape 

the prediction because they initially had a very low probability of being 

targeted, and become more relevant only as a result of the action of the 

algorithm.75 Crime increases because surveillance has moved elsewhere, 

or niche products become more attractive as a reaction to personalized 

advertisements of mass products.76

The problem is not so much that the punctual prediction of algorithms 

can be wrong, but that how the future was prepared for is wrong. It is 

a social problem that must be faced by studying social structures—that 

is, the environment of prediction. Precise predictions activate reactions 

that can lead to self-fulfilling or self-defeating circularities, and also (at 

the same time) to preemptive policies, which limit future possibilities.77 If 

decisions are taken today on security measures about individuals who are 

profiled as possible criminals, their behavior is constrained, but also the 

options of the decision-maker are limited. If then the crimes turn out to 

happen somewhere else, one will be watching the wrong people. Or, as in 

the case of recommendation systems, the use of self-learning algorithms 

may produce a biased and incomplete view of the future preferences of 

the users, because the system only sees the responses of users to the rec-

ommended items and not to other items, and still doesn’t know how 

they would have reacted to the ignored ones. An algorithm doesn’t get 

any information on users for whom no recommendation has been made, 

while at the same time targeting mostly clients who were already inter-

ested.78 The problem in this case is not just the risk of a wrong prediction, 

but the reduction of future possibilities for all involved actors.

BLINDNESS AND OVERFITTING

The difficulties of algorithmic prediction are different from the ones of 

statistical forecasting.79 The problems do not arise from sampling prob-

lems, data shortages, or from the use of misleading interpretive models. 

Algorithms do not have these worries. Their difficulties depend instead 

on specific problems of machine learning and in particular on the way 

algorithms address the relationship between the past and the future. 
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Algorithms are trained by maximizing their performance on some set of 

training data, which came from the past.80 The predictive effectiveness of 

algorithms, however, depends on their ability to perform well on previ-

ously unseen data that will appear in the future. Training data and real 

data are as different as the past is different from the future, yet algorithms 

only know the training data, and the difference between the two sets 

gives rise to a number of difficulties,81 which we often are not equipped 

to face.82

The first consequence is a recognized major problem in machine learn-

ing and practice: the problem of generalization.83 In machine learning, to 

effectively generalize means to use what is known to make a prediction 

about something the algorithm hasn’t seen before, as practical experi-

ence constantly requires us to do. Every communication, every sentence, 

every viewing of an object is different from any previous communication 

or viewing.84 How can algorithms deal with the difference between the 

training data they know and an unknown variety of future data?

Again, the problem is well known to the machine-learning community 

and intensely debated. Learning algorithms must find a balance between 

two partially incompatible objectives. Training error must be minimized 

and the algorithm must learn to process successfully the examples on 

which it is trained. If not, the problem is underfitting: the algorithm has 

poor performances and is unable to solve complex problems. At the 

same time, test error should be minimized, increasing the effectiveness 

of dealing with examples never seen before. If the algorithm learns to 

work well on the examples given to it, but becomes rigid with respect  

to each variation, predictive error will increase: the algorithm has learned 

the training examples so well that it becomes blind to every new item. 

The problem in this case is overfitting, which has been called “the bug-

bear of machine learning.”85 Overfitting arises when the system builds its 

own rigid and somewhat autistic image of objects, losing the ability to 

capture the empirical variety of the world. The system is overly adapted 

to the examples it knows. For example, it learned so well to interact with  

the right-handed users it has been trained with that it does not recognize 

a left-handed person as a possible user. In technical terms, the system 

fails to effectively distinguish relevant information (a signal) from the 
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irrelevant (noise). In sociological terms, the experience of the past risks 

undermining the openness of the future.

In conditions of high complexity and high uncertainty, the risk of 

overfitting increases because the noise component tends to increase more 

than the signal component—the future tends to become more and more 

different from the past. There are more elements of the past that should 

be neglected to effectively predict the future, otherwise the predictions of 

the system only reproduce the past and its idiosyncrasies. The problem 

is determining which elements to ignore, that is, to effectively forget. As 

argued in chapter 5, however, deciding to forget is always a tricky issue.86 

Overfitting is a risk for all learning systems, especially when learning is 

performed too long or training examples are rare (few items are observed 

and in too much detail); however, it is particularly a risk dealing with 

big data. In very large datasets, often the data are high dimensional and 

many elements are new.87 Elements can be images, handwritten digits, or 

informal conversations that involve a large number of aspects, many of 

which are idiosyncratic and different each time. Diversity is so high that 

even with a lot of available data, the number of examples is still insuf-

ficient for the dimensions involved.88 In practice it is as if training were 

always too long and the sample always too small. Learning this past data 

is not enough to predict the future that does not yet exist.

MEMORY AND FANTASY

About the future algorithms produce, they are and remain blind to it. How 

can this condition be addressed? In order to avoid the risks of overfitting 

and corresponding hallucinatory results, machine-learning programmers 

are often recommended to favor simpler systems, because complexity 

would tend to increase noise rather than prediction accuracy.89 The prob-

lem is discussed in terms of the relationship between bias and variance,90 

wherein bias measures how accurate the model is, and variance, how 

different its predictions are from each other. From the sociological per-

spective bias corresponds to memory and variance to fantasy, with more 

complex systems tending to have high bias (that is, adherence to the 

past). That bias is not necessarily wrong (many stereotypes have a realistic 
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basis), yet is unhelpful on another level because it narrows the focus and 

prevents models from seeing what does not match their preconceived 

ideas. Simpler systems would be less accurate but more open, and there-

fore, more capable of dealing with the unpredictability of the new.

The problem is related to the management of the relationship between 

the past and the future, which is traditionally the task of memory. An 

overfitted system practically memorizes the past and uses this skill to pre-

dict the future. Hindsight is more accurate than foresight, and the system 

risks having poor predictive performances and being prone to generaliza-

tion errors. To deal with overfitting, then, data scientists propose to “drag 

down” the algorithm by imposing random errors that prevent learning 

from becoming too accurate.91 Other solutions recommend forgetting the 

past altogether: memory is thus seen as a form of bias, and prediction 

jeopardizes the openness to novelty.92

Is this necessarily the best solution? To better face the future, should 

one remember worse? As Nietzsche claimed, the ability to forget is cru-

cial to being able to deal with the world, to hope and to learn;93 but 

on the other hand, without memories, you could not plan and would 

have to start anew every time.94 The result is not better. Those who do 

not remember the past are not necessarily innovative, and often tend 

to unknowingly produce trivial and old forms.95 The evolution of social 

memory shows that it is possible to simultaneously increase knowledge 

of the past and openness to the future.96 In modern society the systematic 

study of the past led to development of the sense of history, but also to 

the ability to see the future as an open horizon.97 The modern age has 

abandoned the idea that the future reproduces the past and has started 

to deal with and even value novelty and surprise. Modern society has 

developed a memory that is capable of forgetting more because it can 

remember enormously more.

CONCLUSION

The challenge of prediction in our digital society is to combine indi-

vidual algorithmic forecasting with the openness of the future—a chal-

lenge that seems to take the form of the paradox of combining prediction 

with unpredictability. Can we know our future in advance and still be 
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surprised? Can we proactively act on coming events without constraining 

future creativity and the possibility to innovate?

Algorithmic predictions, like ancient divinatory predictions, are con-

textual, individualized, and basically obscure. Despite the many analo-

gies, however, algorithmic prediction is fundamentally different from 

divination. Our contemporary world is not the structured universe of 

divination, in which it was assumed that a global higher order coordi-

nated all phenomena. Even when algorithmic prediction contributes to 

producing specific predicted events, digital forecast acts in an incom-

parably more complex, reactive, and unstable social environment than 

divination—and in a world that does not necessarily have a fundamental 

order. In divinatory semantics the idea of seeing in advance the structures 

of the future could be plausible. But in modern society, and even more so 

in the digitized society in which algorithms work, the intensity of com-

munication is such that any prediction, even if correct, is anticipated, 

commented on, and reworked, producing new unpredictable complexity 

with no guarantee of a basic order. An adequate analysis of the effective-

ness and the problems of predictive algorithms cannot only be techni-

cal, but requires considering the social and communicative conditions 

of their use.
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CONCLUSION

Can a computer devise a theory of everything? This question is debated 

in 2020 in an article in the New York Times that presents the possibility 

that a machine equipped with the most sophisticated deep-learning tech-

nologies, capable of sifting data for patterns and autonomously discover-

ing basic formulas of physics, could connect the findings into a unified 

theory of the universe.1 It would seem a surprising outcome of the debate 

on the “end of theory” started by Chris Anderson in 2008 in Wired,2 but 

in fact, the premise is the same: “The end might not be in sight for theo-

retical physics. But it might be in sight for theoretical physicists.”3 The 

theory would be produced by self-programming machines and would be 

incomprehensible to humans and independent of our forms of reason-

ing. To deny this possibility, according to Tegmark, would be to engage in 

a form of “carbon chauvinism.”4

But is it really convenient to put it in these terms? What is the point 

of an incomprehensible theory, and do we need one? Within days of 

that New York Times article, the possibility of using the autonomous work 

of algorithms to deal with the classic “protein folding problem” was 

announced: machine learning was able to predict the three-dimensional 

shape of a protein given the string of amino acids that compose it, in a 

way completely different from human research.5 This development could 

speed the discovery of new drugs and improve the treatment of viruses 
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and diseases—but not because the algorithms had devised a theory, 

which in any case would be incomprehensible. Instead, they had learned 

to reliably predict the shape of proteins by analyzing thousands of known 

cases and their physical shapes. If the result of their prediction is reliable, 

is the basic issue really “to have machines that can think like a physicist,” 

as Jesse Thaler wishes?6 Or is it rather to find a way to communicate 

efficiently with these incomprehensible machines, in order to use their 

results and control possible errors or undesired effects?

As I have argued in the previous chapters, the latter is the challenge 

posed by the development of nontransparent algorithms, capable of 

learning and programming themselves. Communication is a complex 

and multifaceted process, and observing the working of algorithms in 

this perspective discloses a multiplicity of fascinating and difficult ques-

tions. Some problems dissolve, others take a different form, and still oth-

ers arise.

For example, the controversial question at the basis of the Turing 

test dissolves: how do we know if our interlocutor is a human being or 

a machine? Seventy years after the publication of the article in which 

the test was proposed,7 and after countless discussions and comments, 

the answer did not come from some elaborated version of the test, but 

simply from interaction with algorithms: in most cases the answer does 

not matter at all. If anything, it is the machines that have to make sure 

with some version of captcha,8 that their interlocutors are people. Rather, 

what matters is that the communication works, that the partner partici-

pates in an interesting, informative, reliable, and even entertaining, way. 

Normally there is not the time and the motivation to question whether it 

is a machine or a human being.

Other issues, such as the thorny problem of bias, take another form. 

Bias has become one of the most discussed and difficult issues to deal 

with in all practical applications of artificial intelligence.9 Algorithms are 

biased, as we know very well, and they produce biased results. Facial-

recognition systems are more accurate in identifying white faces than 

those of other people,10 programs used to predict crime disproportion-

ately target certain ethnic groups and certain neighborhoods,11 artificial 

intelligence chatbots on the web tend to post racist and offensive tweets.12 

In many fields, including insurance, advertising, education, and credit 
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scoring, the use of algorithms and big data can lead to decisions that 

increase inequality and discrimination.13 Yet do these outcomes depend 

on the kind of intelligence that is artificially produced in the algorithms?

Crawford, among many others, claims that “like all technologies 

before it, artificial intelligence will reflect the values of its creators.”14 Is 

this really the problem, when we are dealing with machines that program 

themselves? After all, it is not entirely clear that the designers of the algo-

rithms are actually the creators of the procedures that are put in place. It 

seems to me that the problem in this case is not so much that the working 

of the machines reflects the biases of their creators, but on the contrary, 

that it is biased in large part because their workings do not reflect their 

creators’ values. Algorithm designers inevitably have their own preju-

dices, conscious or not, and in the field of AI they are predominantly 

white and male.15 It is very likely, then, that the algorithms themselves 

will be shaped accordingly. The most significant problem, however, is not 

that algorithms reflect the biases of their creators—who, granted, do tend 

to be white men. Rather, algorithmic bias is only one component of the 

problem. Deeper, and more difficult to manage is what is often labeled as 

“data bias,” which does not depend on the values of the programmers.16 

Instead, it depends on the underlying source of the algorithms’ efficiency: 

the access to the big data they find on the web, which frequently builds 

upon the uncoordinated input of billions of participants, sensors, and 

other digital sources. Machines participate in a communication that is 

neither neutral nor egalitarian, and they learn to work correspondingly, 

in ways that can be biased very differently from the preferences of their 

designers.17 In pursuing the goal of algorithmic justice,18 then, the most 

difficult problems are communicative, not cognitive.

Finally, other problems arise when the focus shifts to communication. 

Practical experience with the use of algorithms for specific tasks, now accu-

mulated in many fields, has almost inadvertently led to the emergence 

of diverse, and extremely complex, issues related to their involvement 

in communication. In law, for example, “mechanical jurisprudence”19 is 

already a reality: computational systems of legal reasoning are capable of 

exploring legal databases, discovering patterns, identifying the relevant 

rules, applying them, generating arguments—and even explaining their 

chain of reasoning to the users.20 However, the problems that arise and 
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animate the debate do not concern the fact that the author of the reason-

ing is a machine. As Canale and Tuzet claim, “Jurisdictional motivation 

does not consist in the psychological account of the process that led to 

the decision, but in the indication of the legal reasons that justify it.”21

It is communication that must work, and it is not simple. How can 

the fundamental ambiguity of legal argumentation be reproduced in 

communication with algorithms?22 To account for the inevitable variety 

of cases and contexts, legal arguments are “typically vague and ambigu-

ous,”23 and legal communication must be “susceptible of more than one 

reasonable interpretation.”24 The task of lawyers—as Garfinkel claims—is 

to make ambiguous the interpretations of facts and laws.25 For algorithms, 

however, ambiguity is notoriously a challenge. Machines not only strug-

gle with understanding the ambiguity of human communication, they 

struggle harder to generate ambiguous communication—that is, to use in 

competent ways the ambiguity required by legal arguments.

The debate about the difference between explanation and interpre-

tation in law reflects this difficulty.26 What machines do to make their 

decision transparent—as demanded by explainable AI—is to illustrate 

in detail the procedural steps through which their decisions were pro-

duced. This requires a “decision analysis in microscopic refinement,” far 

beyond what is produced in communication between human beings.27 

For effective communication among humans, it is sufficient to regulate 

“the presentation, not the production of the decision.”28 Interpretation 

can and often must remain vague, because it is “not concerned with how 

we understand or produce texts, but with how we establish the accept-

ability of a specific reading thereof.”29 To explain their decisions, lawyers 

and judges must provide a convincing account, which does not necessar-

ily imply that they reconstruct all passages of their reasoning—and their 

recipients interpret them as they choose. When coping with algorithms, 

instead, interpretation often coincides with explanation—without the 

required space for vagueness and without using ambiguity. Paradoxically, 

one could say that the problem of interpretation in legal argumentation—

even and precisely when dealing with algorithms whose processes are hid-

den from human intelligence—is not that the machine does not explain 

enough, but that it explains too much, and too precisely. The problem is 

not how the machine works, but how it communicates.
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Problems of this kind, which affect all sectors of society in specific 

forms, cannot be grasped, let alone dealt with, without an adequate 

theory of communication and a thorough knowledge of different social 

domains. The analysis of the most pressing problems related to the use 

of algorithms in our society is not only a technical issue, but first of all a 

communicative issue—an issue of artificial communication.
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NOTES

INTRODUCTION

1. Seabrook, “Can a Machine Learn to Write?”

2. Mori, “The Uncanny Valley.”

3. On the ability of algorithms of carrying out sophisticated conversations in a “nat-
ural” way, see Welch, “Google Just Gave a Stunning Demo.”

4. Alan Turing proposed the Turing test in “Computing Machinery and Intel-
ligence” to evaluate the ability of a machine to exhibit intelligent behavior. The
machine passes the test if an observer cannot distinguish its contributions in a natu-
ral language conversation from those of its human partner.

5. See, e.g., Kurzweil, The Singularity Is Near; Bostrom, Superintelligence.

6. From Searle, “Minds, Brains and Programs” (1980), to Negarestani, Intelligence and
Spirit (2018).

7. Eco, Opera aperta.

8. That they are controlled obviously does not mean that they are correct, neutral,
or should be accepted without reservation or criticism. As the dynamics of feedback
show, the presence of control does not exclude risks, manipulations, or negative
results. On the other hand, human control, as is well known, is certainly not a guar-
antee of success, nor even of rationality.

9. Quoted in Seabrook, “Can a Machine Learn to Write for The New Yorker?”

CHAPTER 1

1. This chapter is a heavily revised version of “Artificial Communication? The Pro-
duction of Contingency by Algorithms,” Zeitschrift für Soziologie 46, no. 4 (2017):
249–265.
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2.  Ferrara et al., “The Rise of Social Bots”; Imperva, The Imperva Global Bot Traffic 
Report 2019.

3.  According to Twitter itself, which provides users a tool, Twitteraudit, to calculate 
how many of their followers are “real” (meaning human beings).

4.  In the first three-quarters of 2020, Facebook “disabled” 4.5 billion fake accounts. 
See Facebook’s transparency report: https://transparency.facebook.com/community 
-standards-enforcement#fake-accounts.

5.  Kloc, “Wikipedia Is Edited by Bots.”

6.  Kollanyi, Howard, and Woolley, “Bots and Automation over Twitter.”

7.  Gillespie, “Algorithms, Clickworkers, and the Befuddled Fury.”

8.  See Miklós, “Computer Respond to This Email.”

9.  Pierce, “Spotify’s Latest Algorithmic Playlist.”

10.  See https://www.narrativescience.com.

11.  See https://automatedinsights.com.

12.  Podolny, “If an Algorithm Wrote This?”; Peiser, “The Rise of the Robot Reporter.”

13.  Youyou, Kosinski, and Stillwell, “Computer-Based Personality Judgments Are 
More Accurate.”

14.  Here the founding event is generally considered to be the Dartmouth Confer-
ence of 1956: see Moor, “The Dartmouth College Artificial Intelligence Conference.”

15.  For more on al-Khwarīzmī, see Chabert, A History of Algorithms.

16.  Davis, Computability and Unsolvability, xv.

17.  Esposito, “Algorithmische Kontingenz.” Whereas in classical AI, an algorithm 
is the sequence of actions that must be performed to calculate a result, in machine 
learning, the term indicates the sequence of actions performed to make the machine 
learn the distinctions one wants to obtain. In the first case executing an algorithm 
means doing a calculation; in the second case it means “tuning” the system. I thank 
Stefano Borgo for this clarification.

18.  “Do we want more effective machine learning models without clear theoretical 
explanations, or simpler, transparent models that are less effective in solving specific 
tasks?” asks Peng in “LeCun vs Rahimi?” It has even been claimed that in the field of 
machine learning a certain “inexplicability” can be a positive factor, because impre-
cision and errors make the working of algorithms more flexible, and are neutralized 
by the increase in data; see Mayer-Schönberger and Cukier, Big Data, 33.

19.  Burrell, “How the Machine ‘Thinks.’”

20.  Borgo, “Ontological Challenges to Cohabitation with Self-Taught Robots.”

21.  For Hans Blumenberg’s metaphor, see Blumenberg, “Nachahmung der Natur.”

22.  The idea of a progressive autonomy from human performance is not new: all 
media introduce a form of communication that in some respect becomes autono-
mous from a direct coordination with human processes: see Luhmann, Die Gesell-
schaft der Gesellschaft, 216–217. In written communication it is not necessary that 
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the partners are present, whereas press and mass media do not even require that 
they know anything about each other or that they have ever met. The readers pro-
duce their own communication, with a rhythm, a timing, and an order that can be 
quite different from those of the issuer. The information that the receiver gets is 
increasingly independent from what the issuer had in mind. With algorithms, how-
ever, apparently it is not even necessary that the issuer ever had any information in 
mind.

23.  Goodfellow, Bengio, and Courville, Deep Learning, 15; and Wolchover, “AI Rec-
ognizes Cats the Same Way.”

24.  “In trying to build a thinking machine, scientists have so far succeeded only in 
reiterating the mystery of how our brain thinks.” Seabrook, “Can a Machine Learn 
to ?”

25.  Searle, “Mind, Brains and Programs.”

26.  Solon, “Weavrs: The Autonomous, Tweeting Blog-Bots.”

27.  Boellstorff, “Making Big Data, in Theory.”

28.  Hammond, Practical Artificial Intelligence for Dummies, 7.

29.  Silver and Hassabis, “AlphaGo: Mastering the Ancient Game of Go.” The pro-
grammers of Libratus, the poker AI that defeated the best human players in January 
2017, say that “it develops a strategy completely independently from human play, 
and it can be very different from the way humans play the game”; see Metz, “Inside 
Libratus, the Poker AI That Out-Bluffed.”

30.  Grossman, “How Computers Know What We Want”; and Ktichin, “Big Data, 
New Epistemologies and Paradigm Shifts,” 4.

31.  Youyou, Kosinski, and Stillwell, “Computer-based personality judgments are 
more accurate,” 1036.

32.  Rogers, Digital Methods, 155; and Vis, “A Critical Reflection on Big Data.”

33.  The very distinction between social facts and personal opinions seems to be 
fading; see Latour, “Beware, Your Imagination Leaves Digital Traces.”

34.  Seaver, “Algorithmic Recommendations and Synaptic Functions.”

35.  Hayles, How We Became Posthuman; Braidotti, The Posthuman.

36.  Shannon and Weaver’s transmission model of communication is still the 
(revised and supplemented) basis of most sociological and semiotic approaches. 
Shannon and Weaver, The Mathematical Theory of Communication; Fiske, Introduction 
to Communication Studies; Eco, Trattato di semiotica generale, 65–69.

37.  Data that exist as simply differences become informative when contextualized 
and interpreted. On the distinction between data and information, see Bateson, 
Steps to an Ecology of Mind, 582.

38.  “We should take seriously the possibility that humans and robots act according 
to views of reality that are . . . largely incommunicable.” Borgo, “Ontological Chal-
lenges to Cohabitation with Self-Taught Robots,” 2.
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39.  In the sense of semiotics’ “aberrant decoding”: see Eco and Fabbri, “Progetto di 
ricerca sull’utilizzazione dell’informazione ambientale.”

40.  Luhmann, Soziale Systeme; Die Gesellschaft der Gesellschaft.

41.  Luhmann, “Was ist Kommunikation?,” 113.

42.  Von Foerster, “Notes on an Epistemology for Living Things,” 6.

43.  Or writes, or indicates, or broadcasts—the concept is not bound to oral commu-
nication. See Luhmann, Soziale Systeme, 193–201.

44.  Communication is technically defined as the unity of three selections: informa-
tion, utterance (Mitteilung) and understanding; see Luhmann, Soziale Systeme, 196. 
To be precise, it should be specified that the understanding included in the defini-
tion of communication has a social and not a psychic reference: it does not coincide 
with what the receiver understands and thinks, but refers to the potential of mean-
ing (Sinn) available to any possible participant in the communication; cf. Luhmann, 
“Wie ist Bewußtsein an Kommunikation beteiligt?” and Luhmann, Die Gesellschaft 
der Gesellschaft, 73.

45.  On Luhmann’s theory of society, see his Die Gesellschaft der Gesellschaft.

46.  That communication is not made of thoughts, however, does not mean that 
communication can proceed without the participation of thinking people. If no 
one listens and no one participates, communication doesn’t occur. Communication 
requires participants who think; nevertheless, is not made of their thoughts. One 
doesn’t need to enter the mind of a partner to understand his or her communica-
tion, and a third party will always understand it in a different (but also legitimate) 
way. One just needs to make sense of what has been said.

47.  Or possibly an animal when people claim to communicate with their dogs.

48.  A test on WeChat (a popular messaging app in China) with the chatbot xiaoice 
(May 29, 2015) showed that people generally don’t care that they are chatting with 
a machine; see Wang, “Your Next New Best Friend Might Be a Robot.” In a few 
weeks, xiaoice had become the sixth-most-active celebrity on Weibo and had tens of 
billions of conversations with people, mostly about private matters. The experiment 
has been considered the largest Turing test in history.

49.  In philosophy, and specifically in modal logic, “contingent” indicates some-
thing that is neither necessary nor impossible, that may exist but may also not exist 
or be otherwise. See, e.g., Hughes and Cresswell, An Introduction to Modal Logic.

50.  Von Foerster, “Cibernetica ed epistemologia: storia e prospettive,” 129.

51.  See https://anki.com/en-us/cozmo for the company’s website.

52.  Pierce, “Meet the Smartest, Cutest AI-Powered Robot.”

53.  Esposito, “Risiko und Computer: Das Problem der Kontrolle,” 93–108; on Wein-
berger’s discussion of “Give up control” as a strategic principle of digital culture, see 
Weinberger, Everything Is Miscellaneous, 105.

54.  See Turkle, Alone Together. It is not only children who do this, and it does not 
only happen in interactions with anthropomorphic devices, nor indeed zoomorphic 
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devices like robotic seals and dogs. Various experiments show that people, without 
realizing it, deal with computers as if they were real people; see Nass and Yan, The 
Man Who Lied to His Laptop.

55.  Turkle, Alone Together, 26. This is also true in the case of refined robots like 
Cozmo. Pierce, in “Meet the Smartest, Cutest AI-Powered Robot,” writes that “it’s 
up to the humans playing with them to provide creativity.” Dill, in “What Is Game 
AI?” 3–4, notes that in video game design, the basic issue is “creating the illusion of 
intelligence . . . rather than creating true intelligence.”

56.  Russell and Norvig, Artificial Intelligence. A Modern Approach, 763–764; Etzioni, 
“Deep Learning Isn’t a Dangerous Magic Genie.”

57.  Hardy, “Artificial Intelligence Software Is Booming.”

58.  O’Reilly, “What Is Web 2.0: Design Patterns and Business Models”; Berners-Lee, 
Hendler, and Lassila, “The Semantic Web: A New Form of Web Content .”

59.  More details on this follow in chapter 4.

60.  Langville and Meyer, Google’s PageRank and Beyond, 4–5.

61.  Metz, “If Xerox Parc Invented the PC, Google Invented the Internet.”

62.  Page et al., The PageRank Citation Ranking. Interestingly, along with Larry Page, 
Sergey Brin, and Rajeev Motwani, the fourth author is Terry Winograd, who a 
decade earlier wrote with Fernando Flores one of the reference texts for a communi-
cation-oriented approach to artificial intelligence; see Winograd and Flores, Under-
standing Computer and Cognition.

63.  Page et al., PageRank Citation Ranking, 3.

64.  See Weinberger, Taxonomies to Tags, 8–9. Yahoo’s Editor in Chief Srinija Srini-
vasan said to Weinberger: “Our job is to know the web, know what searchers want, 
and marry the two.”

65.  Grimmelmann, “The Google Dilemma,” 941.

66.  Gillespie, “The Relevance of Algorithms.”

67.  Granka, “The Politics of Search: A Decade Retrospective,” 367.

68.  See https://www.google.com/insidesearch/howsearchworks/ (accessed Novem-
ber 8, 2018).

69.  Hamburger, “Building the Star Trek Computer.”

70.  According to cofounder Stewart Butterfield, search on tags at Flickr “is like page 
rank for pictures”—cited in Weinberger, Taxonomies to Tags, 23.

71.  Rogers, Digital Methods, 83–94.

72.  Vaidhyanathan, The Googlization of Everything, 51.

73.  Luhmann, Einführung in die Systemtheorie, 143. The real innovation in commu-
nication with algorithms is that selection is no longer oriented to meaning. “The 
unity of utterance (Mitteilung) and understanding is abandoned”—even if both are 
still required in any communication: Luhmann, Die Gesellschaft der Gesellschaft, 309.
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74.  And obviously many communications involve manufactured entities: ANT’s 
sociotechnical devices; see, e.g., Callon, “The Role of Hybrid Communities and 
Socio-Technical Arrangements.” But they do not participate as communication part-
ners.

75.  All social objects are constructed, hence not natural; but this does not mean 
that in using them, one communicates. One does not communicate with the maker 
of a corkscrew by understanding how it works, or communicate with the corkscrew 
itself, see Eco, “Ci sono delle cose che non si possono dire,” 22–25. One can commu-
nicate through objects, as in the case of works of art or design, and of course in the 
case of books—but then one communicates with the author. The object is artificial, 
not the communication.

76.  Supervision or reinforcement are needed to direct the learning process toward 
useful results or to select the meaningful ones. The approach of machine learning 
is quite general: algorithms can be applied to solve a wide range of problems, from 
playing Go to controlling the parameters of a cooling system to improve fuel effi-
ciency; see Taylor, “The Concept of ‘Cat Face.’”

77.  Quoted in Pierce, “Smartest, Cutest AI-Powered Robot.”

78.  Reinforcement can come from programmers, but algorithms that operate online 
recently began to regularly receive reinforcement directly from the web, taking as a 
reference the participation of users. In interactions with users a learning algorithm 
can gather a lot of reinforcement from the behavior of people—on how people are 
likely to react, and whether or not they accept an algorithm’s proposals or continue 
searching. Once again one of the clearest examples can be found in Google, through 
the auto-correct function of its online spell check. The frequent question “did you 
mean . . . ?” that the algorithm addresses to users serves first of all to produce rein-
forcement.

79.  Silver and Hassabis, “AlphaGo: Mastering the Ancient Game of Go .”

80.  Schölkopf, “Learning to See and Act.”; Mnih et al., “Human-Level Control.”
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82.  Burrell, “How the Machine ‘Thinks’”; Weinberger, “Machines Now Have Knowl-
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Defeats Chinese Go Master.”

Downloaded from http://direct.mit.edu/books/book/chapter-pdf/2023760/c005800_9780262368865.pdf by guest on 15 August 2022



Notes	 121

85.  Metz, “In Two Moves, AlphaGo and Lee Sedol Redefined the Future”; Taylor, 
“The Concept of ‘Cat Face.’”

86.  AlphaGo actually also won the three-match series against Ke Jie in May 2017.

87.  Etzioni, “Deep Learning Isn’t a Dangerous Magic Genie.”

88.  “Because the methods we have used are general purpose, our hope is that 
one day they could be extended to help us address some of society’s toughest and 
most pressing problems”: Silver and Hassabis, “AlphaGo: Mastering the Ancient 
Game.” The techniques developed in AlphaGo are presently used to deal with sci-
entific issues, as for example the “protein folding problem,” possibly leading to the 
development of new drugs or innovative ways to apply existing medications. John 
Jumper, a lead scientist on the DeepMind team developing these technologies, said: 
“We don’t want to be a leader board company. We want to have real biological rel-
evance.” Quoted in Metz, “London A.I. Lab Claims Breakthrough That Could Accel-
erate Drug Discovery.”

89.  Pasquale, The Black Box Society.

90.  Wachter, Mittelstadt, and Floridi, “Transparent, Explainable, and Accountable 
AI”; Doshi-Velez et al., “Accountability of AI Under the Law”; Miller, “Explanation 
in Artificial Intelligence”; Rohlfing et al., “Explanation as a Social Practice.”

91.  Weinberger, “Our Machines Now Have Knowledge.”

92.  On the distinction between transparency and post-hoc interpretability, see 
Lipton, “The Mythos of Model Interpretability.”

93.  See, e.g., Cimiano, Rudolph, and Hartfiel, “Computing Intentional Answers to 
Questions,”; Karim and Zhou, “X-TREPAN: An Extended Trepan for Comprehensi-
bility and Classification Accuracy .” Suchman, in Plans and Situated Actions (1987), 
already explored the possibility of a collaboration between human beings and 
machines in producting intelligibility, relying on the exploitation of their differ-
ences in understanding.

94.  Luhmann, Gesellschaft der Gesellschaft, 304.

95.  Lévy, L’Intelligence collective.

CHAPTER 2

1.  A previous version of this chapter appeared in Zeitschrift fur Literaturwissenschaft 
und Linguistik 47, no. 3 (2017): 351–359.

2.  Eco, Vertigine della lista, 290.

3.  Poole, “Top Nine Things You Need to Know.”

4.  Oring, “Jokes on the Internet.”

5.  Poole, “Top Nine Things You Need to Know.”

6.  Espeland and Sauders, “Rankings and Reactivity”; Musselin, La Grande Course 
des Universités; Langohr and Langohr, The Rating Agencies and Their Credit Ratings; 
Levich, Majnoni, and Reinhard, Ratings, Rating Agencies; Scott and Orlikowski, 

Downloaded from http://direct.mit.edu/books/book/chapter-pdf/2023760/c005800_9780262368865.pdf by guest on 15 August 2022



122	N otes

“Reconfiguring Relations of Accountability”; Mennicken, “‘Too Big to Fail and Too 
Big to Succeed’”; Mennicken, “Numbers and Lists: Ratings and Rankings in Health-
care”; Cooley and Snyder, Ranking the World: Grading States as a Tool of Global Gover-
nance; Esposito and Stark, “What’s Observed in a Rating? Rankings as Orientation in 
the Face of Uncertainty.”

7.  Karpik, “La Guide rouge Michelin”; and Karpik, L’économie des singularités, 113.

8.  Stuart, “Reputational Rankings: Background and Development.”

9.  Borges, “The Analytical Language of John Wilkins.”

10.  Von Contzen, “Die Affordanzen der Liste,” 322; Weinberger, Everything Is Mis-
cellaneous, 66.

11.  Hunger and Archi, “Vicino Oriente”; Goody, The Domestication of the Savage 
Mind.

12.  Luria, Cognitive Development, 12–19.

13.  Ong, Orality and Literacy, 42–43, 48–56.

14.  Goody, Domestication of the Savage Mind, 104.

15.  Annus, “On the Beginnings and Continuities of Omen Sciences.”

16.  Weinberger, Everything Is Miscellaneous.

17.  The often completely heterogeneous elements collected in a flat list are in a rela-
tionship of equivalence: see Schaffrick and Werber, “Die Liste, paradigmatisch,” 307.

18.  Bowker and Star describe list making as “one of the fundamental activities of 
advanced human society”: Bowker and Star, Sorting Things Out, 137.

19.  According to Mainberger, lists have the effect that what is near appears far away 
and what is far away near. Mainberger, “Exotisch—endotisch oder Georges Perec 
lernt von Sei Shonagon,” 334.

20.  “A list is our most basic way of ordering ideas.  .  .  . If it got any simpler, it 
wouldn’t be organized at all”: Weinberger, Everything Is Miscellaneous, 65.

21.  Doležalová, “Ad Hoc Lists of Bernard Itier (1163–1225),” 80.

22.  Cf. Havelock, Origins of Western Literacy, chapter 3. With a certain approxima-
tion, one can say that in syllabic writing the same sign stands for the sounds “ka,” 
“ke,” “ki,” “ko,” and “ku.”

23.  For example, in my youth I was hosted as an au pair by a German family. I 
spoke very little German, which is a phonologically transparent language that is 
read as it is written. I could then read fairy-tale books out loud to the child I was 
looking after. Even if I did not understand anything about the content, apparently 
my reading was (sufficiently) satisfactory for my little listener.

24.  De Mauro, Linguistica elementare, 187.

25.  Havelock, Preface to Plato, ix-xi; Havelock, The Greek Concept of Justice, 4–14.

26.  Eco, Vertigine della lista, 133.

27.  Plato, Meno, part II, and Hippias Major, in Complete Works.
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28.  Aristotle, Posterior Analytics, book II, 13.

29.  Visi, “A Science of List?” 14.

30.  Homer, Iliad, book II, lines 494–759.

31.  Von Contzen, “Die Affordanzen der Liste,” 318. Lists also appear in modern 
literary texts, but have a different interpretation than those used in everyday life. 
Instead of being seen as supporting the ordering of information, they are perceived 
as foreign, disturbing factors, which the author can use for artistic or communica-
tive purposes; see Mainberger, “Exotisch—endotisch.”

32.  Vandermeersch, “Dalla tartaruga all’achillea (Cina)” ; Bottéro, “Sintomi, segni, 
scritture nell’antica Mesopotamia.”

33.  Described in Porphyry, Isagoge.

34.  See Eco, Dall’albero al labirinto; Weinberger, Everything Is Miscellaneous. This is 
also confirmed by Bowker and Star’s description of an ideal classification system and 
its properties. Bowker and Star, Sorting Things Out, 10–11.

35.  See Mainberger, “Exotisch—endotisch.” As Mainberger shows, for this reason 
lists are a fundamental tool in ethnographic and ethnological studies, and in gen-
eral in the investigation of foreign cultures—up to Montaigne and Frazer. The empty 
form of the list allows us to manage the unknown.

36.  Davis, Computability and Unsolvability.

37.  For more on this, see chapter 1.

38.  Michura et al., “Slot Machines, Graphs, and Radar Screens,” 168. The MONK 
(Metadata Offer New Knowledge) project for text analysis, for example, “uses lists in 
several different ways: layered lists, user-determined random or sequential lists, lists 
as graphs, user-defined lists, lists as history states, dashed lists, and search results as 
collapsible lists.” Michura et al., 171.

39.  Weinberger, Everything Is Miscellaneous, 8.

40.  Weinberger, Everything Is Miscellaneous, 29.

41.  Weinberger, Taxonomies to Tags, 30.

42.  Taylor, “The Concept of ‘Cat Face.’”

43.  Observers typically try to make sense of algorithmic procedures when errors 
occur, as in the much-discussed case of software that distinguishes huskies from 
wolves by the presence or absence of snow in the background: cf. Ribeiro, Singh, 
and Guestrin, “‘Why Should I Trust You?’”

44.  Lepore, “The Cobweb”

45.  Poole, “Top Nine Things You Need to Know.”

46.  On a single, typical day (March 7, 2019), besides bestseller lists, one could find 
on the New York Times online: “6 Black Chefs (and 1 Inventor) Who Changed the 
History of Food,” “Three Stunning New Memoirs of Love and Loss,” “5 Film Series 
to Catch in NYC This Weekend,” “5 Places to Eat in the Dolomites,” “The Top 25 
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Songs That Matter Right Now,” “The 50 Best Movies on Netflix Right Now,” and “5 
Space Documentaries to Stream.”

47.  Jeremy W. Peters, Matt Flegenheimer, Elizabeth Dias, Susan Chira, Kate Zernike 
and Alexander Burns, “Midterm Election Results: 4 Key Takeaways,” New York Times, 
Nov. 7, 2018, https://www.nytimes.com/2018/11/07/us/politics/election-news.html;  
Nicholas Confessore and Matthew Rosenberg, “Damage Control at Facebook: 6 
Takeaways from the Times’s Investigation,” New York Times, Nov. 14, 2018, https://
www.nytimes.com/2018/11/14/technology/facebook-crisis-mark-zuckerberg-sheryl 
-sandberg.html; Megan Specia, “Five Takeaways from Our New China Project,” New 
York Times, Nov. 21, 2018, https://www.nytimes.com/2018/11/21/world/asia/china 
-rules-takeaways.html.

48.  Lepore, “The Cobweb.”

49.  According to the “googlization” procedures described in chapter 1.

50.  Von Soden, “Leistung und Grenze sumerischer und babylonischer Wissen-
schaft.”

CHAPTER 3

1.  Jänicke et al., “On Close and Distant Reading in Digital Humanities.”

2.  Moretti and Sobchuk, “Hidden in Plain Sight,” 86.

3.  Katsma, “Loudness in the Novel,”; Moretti, “Style, Inc. Reflections on Seven 
Thousand Titles, (British Novels, 1740–1850).”

4.  Morin and Acerbi, for example, use a visualization to “show a decrease in emo-
tionality in English-speaking literature starting plausibly in the nineteenth century.” 
Morin and Acerbi, “Birth of the Cool,” 1664.

5.  “Big data requires visualization to even start understanding its possible struc-
tures.” Schöch, “Big? Smart? Clean? Messy? Data in the Humanities,” 19.

6.  Gitelman and Jackson, introduction to “Raw Data” Is an Oxymoron, 12.

7.  Moretti, Maps, Graphs, Trees.

8.  Manovich, “How to Compare One Million Images?”

9.  Card, Mackinlay, and Shneiderman, Readings in Information Visualization, Using 
Vision to Think, xiii. Jänicke emphasizes the overall increasing value of visualizations 
as a means of research for digital humanists since 2013—testified to by the fact that 
not only have surveys and state-of-the-art papers on text visualization techniques 
been produced, but even a Survey of Surveys (SoS) reviewing and classifying them. 
See Jänicke, “Valuable Research for Visualization”; Alharbi and Laramee, “SoS Text-
Vis: A Survey of Surveys.”

10.  Münster and Terras, “The Visual Side of Digital Humanities.”

11.  “The concrete use of the new tools—the practice—preceded and overshadowed 
their theoretical justification.” Moretti and Sobchuk, “Hidden in Plain Sight,” 87.
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12.  A similar question—“Why might it be helpful to geovisualize literary texts?”—
underlies the contributions collected in Cooper, Donaldson, and Murrieta-Flores, 
Literary Mapping in the Digital Age. In my analysis, however, visualization has a more 
abstract meaning than in the debate about the “Spatial Turn” in the digital humani-
ties; cf. Presner and Shepard, “Mapping the Geospatial Turn.”

13.  Burrell, “How the Machine ‘Thinks.’”

14.  Luhmann, Soziale Systeme, 560–561.

15.  Ware, Information Visualization: Perception for Design, 1–2.

16.  In her reflections on operative imagery, Krämer points out the difference 
between oral language bound to temporal succession and two-dimensional visual-
ization taking advantage of simultaneity. Krämer, “Operative Bildlichkeit.”

17.  We still do it in our widespread use of PowerPoint. See Stark and Paravel, “Pow-
erPoint in Public.”

18.  Card, Mackinlay, and Shneiderman, Readings in Information Visualization, 1.

19.  Jessop, “Digital Visualization as a Scholarly Activity,” 282.

20.  Keim and Ankerst, “Visual Data Mining Techniques,” 816.

21.  “We are experimenting with visualization as a tool to develop new arguments 
(and new questions) about historical processes and understandings of major histori-
cal events.” Stanford Spatial History Project (Stanford University), https://web.stan 
ford.edu/group/spatialhistory/cgi-bin/site/gallery.php.

22.  Goody, The Domestication of the Savage Mind; Friendly, “A Brief History of Data 
Visualization.” Cf. also the discussion on the use of lists and tables as heuristic tools 
in chapter 3.

23.  Latour, “Visualisation and Cognition.”

24.  Card, Mackinlay, and Shneiderman, Readings in Information Visualization, 10; 
and Spence, Information Visualization, 12.

25.  Manovich, “What Is Visualization?” 131.

26.  In the sense of linguistics, in infovis the images have an arbitrary relationship 
with their signifier; see Saussure, Cours de linguistique générale, chapter 1. The word 
“dog,” for example, does not resemble a real dog with legs and a tail. On the mean-
ing of arbitrariness in visualization, see Ware, Information Visualization. “It’s infovis 
[information visualization] when the spatial representation is chosen, and it’s scivis 
[scientific visualization] when the spatial representation is given”: Munzner, “Process 
and Pitfalls in Writing Information Visualization Research Papers,” 149. For a tech-
nical comparison between scivis and infovis, see Telea, Data Visualization, 438–445.

27.  Tufte, The Visual Display of Quantitative Information, 9.

28.  Card, Mackinlay, and Shneiderman, Readings in Information Visualization, 6; 
Tufte, Visual Explanations, 9. Using Agostinho’s expression, it is a “post-optical” use 
of images: they support not seeing but thinking. Agostinho, “The Optical Uncon-
scious of Big Data.”
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29.  Tufte, Envisioning Information, 9.

30.  Ferreira de Oliveira and Levkowitz, “From Visual Data Exploration to Visual 
Data Mining.”

31.  Davis, “At Last, a Graph That Explains Scifi TV.”

32.  On December 2, 2019, the New York Times used a dynamic visualization to show 
in an immediately effective way the level of pollution of different cities around the 
world. These kinds of tools are increasingly frequent in the digital versions of mass 
media. See Popovich, Popovich et al., “See How the World’s Most Polluted Air Com-
pares with Your City’s.”

33.  Telea, Data Visualization. Principles and Practice, 10.

34.  Manovich, “What Is Visualization?”

35.  Carusi, “Making the Visual Visible.”

36.  Telea, Data Visualization, 6.

37.  Schwandt, “Digitale Objektivität in der Geschichtswissenschaft?” The process 
resembles the search procedure analyzed by Stark, where one does not know what 
one is looking for yet is able to recognize it when found. See Stark, The Sense of Dis-
sonance.

38.  A case of visualization triggering the formulation of new hypothesis is presented 
in Kanatova et al., “Broken Time, Continued Evolution.” Kanatova and colleagues 
present a case of visualization triggering the formulation of a new hypothesis. In a 
study of the tendency towards using more anachronisms in movies over the last 40 
years, the visualization of the data showed an unexpected “branching.” The authors 
explain it in retrospect, hypothesizing a change in the function of anachronisms, 
which can be used to connect different time lines in the plot.

39.  Clement, “The Story of One” ; Cecire, “Ways of Not Reading Gertrude Stein.”

40.  Algee-Hewitt et al., “Canon/Archive”; Algee-Hewitt, Heuser, and Moretti, “On 
Paragraphs,” 1.

41.  Miller, “Explanation in Artificial Intelligence”; Ribeiro, Singh, and Guestrin, 
“‘Why Should I Trust You?’”

42.  Knowledge graphs, for example, were popularized recently to provide both a 
human-interpretable representation and a formalized machine-readable basis for 
information retrieval tasks; see Haslhofer, Isaac, and Simon, “Knowledge Graphs in 
the Libraries and Digital Humanities Domain.”

43.  Sinclair and Rockwell, “Text Analysis and Visualization,” 288.

44.  Weinberger, Everything Is Miscellaneous, 189.

45.  Ware, Information Visualization: Perception for Design, 4.

46.  Wristley and Jänicke, Visualizing Uncertainty.

47.  Elting et al. discuss an example of how the choice of visualization impacts the 
decision process. They discuss four presentations of the same data about the effec-
tiveness of conventional and investigational treatments on a group of patients: a 
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simple table, pie charts, stacked bar charts, and a sequence of rectangles represent-
ing the patients. The decision about treatment varies significantly depending on the 
presentation of the data. Elting et al, “Influence of Data Display Formats on Deci-
sions.”

48.  Tufte, The Visual Display of Quantitative Information.

49.  Behrisch et al., “Quality Metrics for Information Visualization.”

50.  Bubblelines visualize the frequency and distribution of terms in a corpus provid-
ing a line for each document, populated by a series of bubbles of varying sizes repre-
senting the relative occurrence of words.

51.  Behrisch et al., “Quality Metrics for Information Visualization.”

52.  Visualization can also be misleading and suggest intuitive connections that turn 
out to be fallacious; see Schwandt, “Digitale Objektivität in der Geschichtswissen-
schaft?”

53.  See https://voyant-tools.org.

54.  Galloway, “Are Some Things Unrepresentable?” 88. Obviously visualization is 
never neutral; see Amoore, “Algorithmic War.” Because visualizations leave inter-
pretation open, however, we often tend to consider them more objective and almost 
observer-independent; see Drucker, “Humanities Approaches to Graphical Display,” 
and Drucker, “Graphical Approaches to the Digital Humanities.” As Sinclair and 
Rockfell argue, it is always possible, and sometimes useful, to “get interested in the 
interpretation of these tools of interpretation, but this is another type of text analy-
sis.” Sinclair and Rockfell, “Making Meaning Count,” 288.

55.  Galloway, “Are Some Things Unrepresentable?” 89.

56.  Card, Mackinlay, and Shneiderman, Readings in Information Visualization, 6–7.

57.  Schwandt, “Digitale Methoden für die Historische Semantik,” 16.

58.  Jänicke, “Valuable Research for Visualization and Digital Humanities.”

59.  This changes with time and the conditions of communication. Until modernity, 
we didn’t even have a verb to indicate our familiar practice of reading; see Chant-
raine, “Les verbes grecs signifiant ‘lire’”; and Cevolini, “Der Leser im Gelesenen.” 
The Latin verb lego, -ere meant “gather, put together,” and referred to the activity of 
accumulating materials in collections such as a florilegium (anthology), without any 
reference to the unity of text or to the perspective of the author.

60.  Liu, “From Reading to Social Computing”; Bode, Reading by Numbers.

61.  Moretti, “Conjectures on World Literature,” 57.

62.  Hayles, “How We Read,” 65. Cf. the discussion about not-reading as a kind of 
reading, in Kirschenbaum, “The Remaking of Reading.”

63.  The canon can get so narrow that the object of close reading is a single text, as 
in Derrida’s reading of Joyce’s Ulysses (Derrida, Ulysse gramophone, Deux mots pour 
Joyce).

64.  Moretti, “Conjectures on World Literature,” 57.
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65.  Moretti, “Style, Inc.: Reflections on Seven Thousand Titles.”

66.  Manovich, “How to Compare One Million Images?”

67.  Jänicke et al., “On Close and Distant Reading in Digital Humanities.”

68.  Liu, “From Reading to Social Computing.” The same goes for printed text. 
Before the printing press, reading texts was a very different activity from our familiar 
practice. In cultures that were still predominantly oral, written materials used to be 
memorized, and this required a different, extremely intensive form of reading; see 
Luhmann, Gesellschaft der Gesellschaft, 293f. Actually, authentic close reading could 
be identified with the medieval practice of repeatedly reading the same materials, 
with no distance from the content or from the formulations.

69.  Moretti, “Patterns and Interpretation,” 2.

70.  Kirschenbaum, “The .txtual Condition.”

71.  Hayles, How We Think, 149.

72.  Sneha, “Reading from a Distance—Data as Text.”

73.  Whitmore, “Text: A Massively Addressable Object.”

74.  As predicted by Luhmann; see Einführung in die Systemtheorie, 143.

75.  Hayles, My mother was a computer: digital subjects and literary texts, 101.

76.  Whitmore, “Text: A Massively Addressable Object.”

77.  Texts so understood are treated as things. The practices of distant reading could 
be seen as the heirs of the instruments introduced in early modern age after the 
spread of the printing press when, for the first time, text and interpretation were 
separated and the text was manipulated and elaborated as an object to be used in 
the most effective way. Indexes, summaries, front matter, page numbers, chapters, 
and paragraphs were introduced, and then the apparatus of filing and content orga-
nization. See Ong, Orality and Literacy; Cevolini, De arte excerpendi; Blair, “Annotat-
ing and Indexing Natural Philosophy”; and Cevolini, Forgetting Machines.

78.  Whitmore, “Text: A Massively Addressable Object,” 327.

79.  Moretti, “Patterns and Interpretation,” 2.

80.  Hayles, My Mother Was a Computer.

81.  Hayles, “How We Think. Transforming Power and Digital Technologies,” 47.

82.  Hayles, “How We Read: Close, Hyper, Machine,” 73; and Moretti, La letteratura 
vista da lontano, 10.

83.  Following Roland Barthes’s exhortation: “Amputate literature from the individ-
ual” (quoted in Moretti, La letteratura vista da lontano, 12).

84.  Bode, Reading by Numbers, 11; referring to Lacan, Seminar XI: The Four Fundamen-
tal Concepts, 71–73.

85.  Hayles, How We Think, 201. Kath, Schaal, and Dumm, in “New Visual Herme-
neutics,” call for the development of a “second order hermeneutics” to deal with the 
interpretation of visualizations in the digital humanities.
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86.  Schwandt, “Digitale Objektivität in der Geschichtswissenschaft?”

87.  Kirschenbaum, “The Remaking of Reading”; Moretti, “Style, Inc.”

88.  Hayles, “How We Read,” 72.

89.  Moretti, “Conjectures on World Literature,” 57.

90.  Moretti, “Patterns and Interpretation,” 1.

91.  Moretti, Maps, Graphs, Trees.

92.  Manovich, “How to Compare One Million Images?”

93.  Moretti, “Conjectures on World Literature,” 57.

94.  Hayles, “How We Read: Close, Hyper, Machine,” 74.

95.  Martin Mueller’s idea of “scalable reading” goes in a similar direction: “a broad 
‘scale’ of surrogates that can be put into operation as a continuum.” Weitin, “Think-
ing Slowly,” 10; see also Mueller’s website about scalable reading, https://scalable 
reading.northwestern.edu/.

96.  Liu, “The Meaning in the Digital Humanities,” 414.

97.  Hayles, “How We Read,” 73.

98.  Liu, “From Reading to Social Computing.”

99.  Distant reading has precedents that it dramatically extends and increases 
through the computational capacity of machines. It does not extend reading prac-
tices, but rather the complex “not-reading” practices that already existed for use in 
an extremely refined way of dealing with printed texts. They require training and 
can be even more informative than reading itself. Pierre Bayard describes sharply 
and wittily the forms and merits of not-reading books, namely the countless infor-
mation that can be found about texts without reading them—looking at the cover 
and the publisher, referring to what people say about them, knowing the authors 
and their reputation through secondary sources. Only in refraining from reading 
books, he provocatively claims, does one gets “the necessary distance to speak about 
them accurately.” Bayard, How to Talk about Books You Haven’t Read, 113 (my italics).

100.  Hayes, “How We Read,” 73.

101.  Moretti, “Patterns and Interpretation.”

102.  Clement, “The Story of One”; Cecire, “Ways of Not Reading Gertrude Stein.”

103.  According to Shannon and Weaver’s standard model and its subsequent elabo-
rations in various forms of semantic noise linked to disparity of codes: Shannon and 
Weaver, The Mathematical Theory of Communication. See also Eco and Fabbri, Prima 
proposta per un modello di ricerca interdisciplinare sul rapporto televisione/pubblico; for a 
recent survey, see Floridi, Information: A Very Short Introduction.

104.  Moretti, “Patterns and Interpretation,” 10.

105.  McLuhan, Understanding Media.

106.  On the ubiquity of patterns, see Hand, “Why Data Mining Is More Than Sta-
tistics.”
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107.  Ramsay, Reading Machines, 78.

108.  Tyler Vigen, at http://www.tylervigen.com/spurious-correlations, presents many  
examples of “spurious correlations” that algorithms identify in data: for example, 
that the age of Miss America correlates with murders by steam, hot vapours, and hot 
objects, or that the divorce rate in Maine correlates with per capita consumption of 
margarine.

109.  Weinberger, Everything Is Miscellaneous, 168.

110.  Jessop, “Digital Visualization as a Scholarly Activity,” 284.

111.  “We feel strongly that text analysis tools can represent a significant contrib-
utor to digital research, whether they were used to help confirm hunches or to 
lead the researcher into completely unanticipated realms.” Sinclair and Rockwell, 
“Voyant Tools.”

112.  See, e.g., Poemage, a tool that supports the reading of a poem by visualizing its 
sonic topology: http://www.sci.utah.edu/~nmccurdy/Poemage/, accessed September 
20, 2019. Sinclair and Rockwell describe their “agile interpretive style” as a combi-
nation of human and algorithmic activities: texts are explored with analytic tools 
and visualizations, which lead to reading the text differently. Sinclair and Rockwell, 
“Text Analysis and Visualization: Making Meaning Count,” 277–278.

113.  Etzioni, Banko, and Cafarella, “Machine Reading.”

CHAPTER 4

1.  See, e.g., Lury and Day, “Algorithmic Personalization as a Mode of Individua-
tion”; Ruppert, “Population Objects: Interpassive Subjects”; Cheney-Lippold, “A 
New Algorithmic Identity”; Prey, “Nothing Personal: Algorithmic Individuation.”

2.  Brubaker, “Digital Hyperconnectivity and the Self.”

3.  The expression was introduced by DiNucci in 1999, and then popularized by 
O’Reilly and the “Web 2.0 Conference” in 2004. DiNucci, “Fragmented Future”; for 
the conference, see https://web.archive.org/web/20050312204307/http://www.web 
2con.com/web2con/.

4.  Carr, The Big Switch, and Benkler, The Wealth of Networks.

5.  Neff and Stark, “Permanently Beta.”

6.  Wasik, And Then There’s This, 9.

7.  Abruzzese and Pireddu, “Facebook come Fakebook,” 77; see also Kelly, “On Chris 
Anderson’s the End of Theory.”

8.  Benkler, Wealth of Networks, 167–170; see also Beer, “Power through the Algo-
rithm?”

9.  Anderson, The Long Tail, 191.

10.  Gillmor, We the Media.

11.  Pine, Peppers, and Rogers, “Do You Want to Keep Your Customers Forever?,” 103.

12.  Esposito, “Interaktion, Interaktivität und die Personalisierung der Massenmedien.”
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13.  Douglas, The End of Books.

14.  Gerlitz and Helmond, “The Like Economy.”

15.  See, e.g., Cevolini and Bronner, eds., What Is New in Fake News.

16.  Benway and Lane, “Banner Blindness”; and O’Donnell and Cramer, “People’s 
Perceptions of Personalized Ads.”

17.  As in the episode “Bandersnatch” of Black Mirror, released in December 2018.

18.  See McCombs and Shaw, “The Agenda-Setting Function of Mass Media.” Accord-
ing to Luhmann, the function of broadcast media for society is to create a shared 
“second reality.” Luhmann, The Reality of the Mass Media.

19.  Quito, “The Next Design Trend.”

20.  See Duhigg, “How Companies Learn Our Secrets.”

21.  See, e.g., Kotras, “Mass Personalization.”

22.  See Hawalah and Fasli, “Utilizing Contextual Ontological User Profiles”; Xiao, 
Qibei, and Feipeng, “Mobile Personalized Recommendation Model Based on Privacy 
Concerns”; and Pichl, Zangerle, and Specht, “Towards a Context-Aware Music Rec-
ommendation Approach.”

23.  See, e.g., Al-Rfou et al., “Conversational Contextual Cues”; Miele, Quintarelli, 
and Tanca, “A Methodology for Preference-Based Personalization of Contextual 
Data”; and Pagano et al., “The Contextual Turn.”

24.  Ciaccia, Martinenghi, and Torlone, “Foundations of Context-Aware Preference 
Propagation.”

25.  Hawalah and Fasli, “Contextual Ontological User Profiles,” 4778.

26.  “People have more in common with other people in the same situation, or with 
the same goals, than they do with past versions of themselves.” Pagano et al., “The 
Contextual Turn,” 1.

27.  See Xiao, Qibei, and Feipeng, “Mobile Personalized Recommendation Model 
Based on Privacy Concerns”; Al-Rfou et al., “Conversational Contextual Cues.”

28.  This new frame of reference is welcomed as a “shift in paradigm” by Hawalah 
and Fasli, “Contextual Ontological User Profiles,” 4781.

29.  As Lury and Day observe, on the web “personalization is not only personal: it 
is never about only one person, just me or just you, but always involves generaliza-
tion.” Lury and Day, “Algorithmic Personalization as a Mode of Individuation,” 18.

30.  Herrman, “How TikTok Is Rewriting the World.”

31.  In 2018, views on premium video grew by 27 percent in the US and 15 percent 
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decision (if and how long data can be considered of public interest, who are the pri-
vate individuals to protect, when should the right to privacy of the individual pre-
vail over public access)? Citizens still have the possibility of appealing to the judicial 
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34.  See Yates, The Art of Memory.

35.  Lachmann, “Die Unlöschbarkeit der Zeichen: Das semiotische Unglück des 
Memoristen,” 11; Weinrich, Lethe. Kunst und Kritik des Vergessens, 7–8; and Eco, 
Dall’albero al labirinto: studi storici sul segno e l’interpretazione, 79–80.

36.  See Eco, “An Ars Oblivionalis? Forget It!”

37.  Woodruff, “Necessary, Unpleasant, and Disempowering.”

38.  An “index of the de-indexed”; see Binns, “How to Be Open about Being Closed.”

39.  Weinrich, Gibt es eine Kunst des Vergessens?

40.  Brunton and Nissenbaum, Obfuscation: A User’s Guide for Privacy and Protest.

41.  With a similar attitude, FaceCloak generates fictitious information to oppose the 
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CHAPTER 7

1.  Strictly speaking, the only purpose of machine-learning procedures is to extract 
patterns from data. These patterns can be used to test systems and improve on them 
by learning from mistakes. The approach of predictive analytics, however, claims to 
go further and to use these techniques to “defy the law of nature” that you cannot 
see the future because it isn’t here yet. Learning algorithms would make it possi-
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their values and preferences.

18.  See the Algorithmic Justice League’s website: https://www.ajl.org/. 
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