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Preface to ”Applications of Electromagnetic Waves”

Electromagnetic (EM) waves carry energy through propagation in space. This radiation

associates with entangled electric and magnetic fields which must exist simultaneously. Although all

EM waves travel at the speed of light in vacuum, they cover a wide range of frequencies. This full

range is called the EM spectrum. The various portions of the EM spectrum are referred to by

various names based on their different attributes in the emission, transmission, and absorption

of the corresponding waves and also based on their different practical applications. There are no

certain boundaries separating these various portions, and the ranges tend to overlap. Overall, the EM

spectrum, from the lowest to the highest frequency (longest to shortest wavelength) contains the

following waves: radio frequency (RF), microwaves, millimeter waves, terahertz, infrared, visible

light, ultraviolet, X-rays, and gamma rays.

This Special Issue consists of sixteen papers covering a broad range of topics related to the

applications of EM waves, from the design of filters and antennas for wireless communications to

biomedical imaging and sensing and beyond.

I am grateful to the Multidisciplinary Digital Publishing Institute (MDPI) for enabling the

creation of this Special Issue and the production of this book.

As a final note, I hope that the reader of this book has a pleasant reading experience. I also hope

that she/he will be inspired to download additional articles from the Special Issue that are freely

available at https://www.mdpi.com/journal/electronics/special issues/electromagnetic waves.”

Reza K. Amineh

Special Issue Editor
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1. Introduction

Electromagnetic (EM) waves carry energy through propagation in space. This radiation associates
with entangled electric and magnetic fields which must exist simultaneously. Although all EM waves
travel at the speed of light in vacuum, i.e., 3 × 108 m/s, they cover a wide range of frequencies called
the EM spectrum. The various portions of the EM spectrum are referred to by various names based on
their different attributes in the emission, transmission, and absorption of the corresponding waves,
and also based on their different practical applications. There are no certain boundaries separating
these various portions and the ranges tend to overlap. Overall, the EM spectrum, from the lowest to the
highest frequency (longest to shortest wavelength) contains the following waves: radio frequency (RF),
microwaves, millimeter waves, terahertz, infrared, visible light, ultraviolet, X-rays, and gamma rays.

In general, the applications of EM waves significantly depend on their corresponding frequency
(wavelength). Harnessing the capabilities of EM waves has led to great impacts on various fields
such as wireless communication (e.g., see [1]), industrial sensing/imaging (e.g., see [2,3]), biomedical
sensing/imaging (e.g., see [4,5]) and treatment (e.g., see [6]), remote sensing (e.g., see [7]), radar
(e.g., see [8]), security screening (e.g., see [9]), wireless power transfer (e.g., see [10]), and so on.

2. The Present Issue

This Special Issue consists of sixteen papers covering a broad range of topics related to the
applications of EM waves, from the design of filters and antennas for wireless communications to
biomedical imaging and sensing and beyond. The contents of these papers are briefly introduced here.

Regarding imaging efforts with EM waves, in [11] a compact and cost-effective three-dimensional
(3D) microwave imaging system is proposed based on a fast and robust holographic technique.
Unlike the previous 3D holographic imaging techniques which are based on wideband data collection,
here, narrow-band microwave data are employed along with an array of receiver antennas. To achieve
a low cost and compact size, off-the-shelf components have been employed to build a data acquisition
system replacing the costly and bulky vector network analyzers (VNAs). In [12], the feasibility study
of a microwave imaging technique is studied based on the Huygens principle for bone lesion detection.
An artificial multilayered bone phantom comprised of cortical bone and bone marrow layers has been
constructed and the imaging has been implemented based on the measurements in the frequency range
of 1–3 GHz. In [13], a non-invasive and repeatable blood glucose monitoring technique is proposed at
microwave frequencies by eliminating the leaky modes through the use of surface EM waves from
a curved Goubau line. In [14], reverse time migration (RTM) technique is employed to process the
permafrost ground penetration radar (GPR) data of the Tibetan highway. The RTM profiles clearly
reflect the internal fine structure of permafrost and the thawing state.

Regarding high frequency component design, in [15] the design of a fifth order bandpass
waveguide filter with Chebyshev response is proposed, which operates in the X-band at a center
frequency of 10 GHz. The structure is based on complementary split ring resonators (CSRRs) and

Electronics 2020, 9, 808; doi:10.3390/electronics9050808 www.mdpi.com/journal/electronics1
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reduces the overall physical length by 31% while enhancing the bandwidth up to 37.5% compared to the
conventional designs. In [16], an ultra-wideband bandpass filter (UWB-BPF) with a notch band and a
wide upper stopband is proposed. Two pairs of half-wavelength high-impedance line resonators tightly
and strongly coupled to the input/output lines are used to provide the wideband responses. In [17],
an ultra-broadband terahertz bilayer graphene-based absorption structure is proposed which has high
absorption and independence of polarization property. It has two stacking graphene layers sandwiched
by an Au cylinders array, backed by a metallic ground plane. The structure shows a bandwidth of
7.1 THz with the absorption exceeding 80%. In [18], a technique is proposed to enhance the bandwidth
and gain of an endfire radiating open-ended waveguide using a thin slow-wave surface plasmon
structure. Mounted on the E-plane of the stated waveguide, a thin corrugated slow-wave structure
has been used in conjunction with a waveguide transition to generate an endfire electromagnetic
beam. For the proposed structure, an impedance bandwidth from 8 to 18 GHz has been achieved
along with a gain enhancement from 7 to 14.8 dBi. In [19], single-ended and balanced bandpass
filters are proposed for multi-channel applications. The proposed U-shaped stepped impedance
resonator (USIR) can achieve size miniaturization. Moreover, by using the source–load coupling
scheme, two transmission zeros (TZs) are respectively generated at the lower and upper sides of the
passbands, which is useful for improvement of the selectivity performance. In addition, spurlines
are introduced at the input and output ports to produce another TZ to further enhance the stopband
performance. In [20], first applications of metamaterials to microwave antennas are reviewed over
the past decade. Then, the manufacturing of microwave antennas using graphene-containing carbon
composite materials has been developed and prototypes of dipole and horn antennas made from such
materials have been created and studied.

Among another set of diverse applications, in [21] a novel methodology is proposed for material
identification based on the use of a microwave sensor array with the elements of the array resonating at
various frequencies within a wide range and applying machine learning algorithms on the collected data.
The performance of the proposed methodology is tested via the use of easily available materials such
as woods, cardboards, and plastics. In [22], the Fourier series expansion method (FSEM) is employed
to calculate the complex propagation constants of plasma structures consisting of infinitely long,
silver nanorod arrays in the range of 180–1900 nm, and the characteristics of the complex propagation
constant are analyzed in depth. In [23], a technical analysis of LED arrays used in monochrome computer
printers is presented along with their contribution to unintentional EM emanations. Analyses are based
on realistic type sizes and distribution of glyphs. Usable pictures are reconstructed from intercepted
RF emanations. In [24], the analysis of levels of EM disturbances from different types of electronic
devices is studied. Obtained results are connected with possibilities of existence of sensitive emissions
correlating with processed data. The devices of a given type are measured in similar conditions.
In [25], an energy verification method for the nozzle of the SC200 proton therapy facility is proposed
to ensure safe redundancy of treatment. In [26], electrical characteristic analysis and corresponding
experimental tests on gold bonding wire are presented. Firstly, according to EIA (Electronic Industries
Association)/JEDEC97 standards, this paper establishes the electromagnetic structure model of gold
bonding wire. The parameters, including flat length ratio, diameter, span, and bonding height,
are analyzed. In addition, the influence of three kinds of loops of bonding wire is discussed in relation
to the S parameters.

3. Future

While some applications of EM waves, such as communication systems and radar, can be
considered more traditional, others, such as biomedical imaging and treatment, wireless power transfer,
and security screening, are more recent and rapidly growing. This is in part due to the introduction of
new concepts such as metamaterials (e.g., see [27]), holographic processing (e.g., see [28]), wireless
power transfer methods, radio-frequency identification (RFID) (e.g., see [29]), and so on, which has
resonated well with the rapid and significant progress in the field of RF electronics, leading to new
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commercial products. For instance, for biomedical imaging, microwave imaging systems have been
developed and have recently been commercialized (e.g., see [30,31]). As the implementation cost of
the EM systems reduces due to the emergence of cost-effective hardware components, it is expected
that such systems will grow significantly in the near future and their applications will be expanded in
various unexplored directions.
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Abstract: With the significant growth in the use of non-metallic composite materials, the demands for
new and robust non-destructive testing methodologies is high. Microwave imaging has attracted a lot
of attention recently for such applications. This is in addition to the biomedical imaging applications
of microwave that are also being pursued actively. Among these efforts, in this paper, we propose
a compact and cost-effective three-dimensional microwave imaging system based on a fast and
robust holographic technique. For this purpose, we employ narrow-band microwave data, instead
of wideband data used in previous three-dimensional cylindrical holographic imaging systems.
Three-dimensional imaging is accomplished by using an array of receiver antennas surrounding the
object and scanning that along with a transmitter antenna over a cylindrical aperture. To achieve
low cost and compact size, we employ off-the-shelf components to build a data acquisition system
replacing the costly and bulky vector network analyzers. The simulation and experimental results
demonstrate the satisfactory performance of the proposed imaging system. We also show the effect of
number of frequencies and size of the objects on the quality of reconstructed images.

Keywords: holography; microwave imaging; microwave measurement system; nondestructive testing

1. Introduction

Recently, microwave imaging (MWI) is gaining significant attention, and its applications
are growing fast due to the penetration of microwave inside many optically opaque materials.
Nowadays, MWI is widely employed to do nondestructive testing (NDT) [1], through-the-wall
imaging [2], biomedical imaging [3], etc. One of the most successful applications is the use of MWI in
security screening [4,5]. There, direct holographic MWI is employed to measure magnitude and phase
of the back-scattered fields over a wide band. Then, fast Fourier-based reconstruction is employed to
provide three-dimensional (3D) images. In ref. [4,5], far-field approximations have been employed to
derive the 3D image reconstruction process. However, different from concealed weapon detection,
microwave imaging techniques for nondestructive testing (NDT) and biomedical applications are
mainly applications in near-field regions.

Plastic or newly-developed non-metallic composite materials are widely used in the industrial field
these days due to concerns associated with the corrosion of metallic parts. Traditional detection methods
such as eddy current testing [6], magnetic flux leakage [7], and magnetic particle testing [8] cannot
be applied to detect defects on nonmetallic materials. Aside from NDT for imaging of nonmetallic
materials, microwave imaging has been also widely developed for biomedical applications [9–12] which
are also considered as near-field applications. This is due to the non-ionizing nature of microwave
radiation and its ability to differentiate normal and malignant tissues with different dielectric properties
in the human body. Example applications that are being pursued actively include early stage breast
cancer detection [3] and brain stroke detection [13].

Electronics 2019, 8, 1036; doi:10.3390/electronics8091036 www.mdpi.com/journal/electronics5
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To address the above-mentioned needs for fast and robust near-field microwave imaging,
holographic imaging techniques have been adapted for such applications. In near-filed holographic
microwave imaging, back-scattered signals are collected over rectangular [14–16] or cylindrical [17,18]
apertures and reconstruction can be performed to volumetrically image the dielectric bodies. A summary
of near-field microwave holographic imaging techniques can be found in ref. [19]. In ref. [17], it has been
shown that using a cylindrical setup leads to higher quality of images due to the fact that scattered data
is collected over all possible angles around the object. To deal with the periodicity of functions along
the azimuthal direction in a cylindrical setup, circular convolution theory has been employed along
with Fourier transform (FT), solution to linear systems of equations, and inverse Fourier transform
(IFT) to reconstruct images. Two-dimensional (2D) images are reconstructed over cylindrical surfaces
at multiple radii distances. The stack of these 2D images provides a 3D image.

In ref. [18], wideband data is required to perform 3D imaging in a cylindrical setup.
However, a wideband system suffers multiple drawbacks in certain applications including: (1) Data
acquisition hardware including antennas and circuitry becomes complex, costly, and bulky. (2) Compact
and low-cost data acquisition techniques such as modulated scatterer technique (MST) [20] cannot
be implemented easily and efficiently for wideband systems. (3) Additional errors may occur due
to dispersive properties of media which may not be modeled accurately in a wideband system.
(4) Sweeping scattering (S) parameters over a wideband takes time and this may hinder imaging in
applications, in which imaging time is critical such as object tracking or medical imaging (patient
movement during data acquisition may generate artifacts). Due to these drawbacks, in ref. [21],
near-field holographic 3D MWI has been proposed using single frequency microwave data and an
array of receiver antennas in a rectangular scanning setup. Only simulations results were presented in
ref. [21].

Here, for the first time, we extend the narrow-band near-field holographic 3D MWI to a cylindrical
setup while we employ an array of receiver antennas to collect the scattered data. This allows for
benefitting from the advantages of a cylindrical system in providing high quality images while
mitigating drawbacks of a wideband system numerated above. Besides, employing narrow-band
data in the proposed imaging system allows for building a cost-effective data acquisition circuitry
replacing the commonly used vector network analyzer (VNA). In other words, instead of using
VNA which is bulky and costly, in this paper, a data acquisition system composed of commercial
off-the-shelf microwave components is proposed for near-field 3D holographic MWI. Recently, low-cost
microwave measurement systems have been proposed mainly to be used with time-domain microwave
imaging systems such as delay and sum (confocal) [22], and multiple signal classification (MUSIC) [23]
techniques. Here, we propose the construction of a cost-effective system used with frequency-domain
near-field holographic MWI. To allow for collection of sufficient data, a microwave switch is employed
along with an array of receiver antennas moving together with a transmitter antenna to scan over a
cylindrical aperture.

The validity of the proposed imaging system is first demonstrated via simulation data.
We also show the effect of number of frequencies and size of the objects on the quality of images.
Then, the construction of a compact and cost-effective imaging system will be explained followed by
showing some experimental results.

2. Theory

Figure 1 illustrates the proposed microwave imaging setup including a transmitter antenna to
illuminate objects and an array of NA receiver antennas that scans the scattered fields. The transmitter
antenna and the array of receiver antennas scan a cylindrical aperture with radius of rA and height
of zA. The scattered field is recorded at Nφ angles along the azimuthal direction φ (within [0, 2π])
and at Nz positions along the longitudinal direction z. The complex-valued scattered field Esc(φ, z) is
measured, at each sampling position, at Nω frequencies within the narrow band of ω1 to ωNω , by each
receiver. The image reconstruction process then provides images over cylindrical surfaces with radii ri,
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where i = 1, . . . , Nr and ri is within (0,rA). It is worth noting that the imaging system is assumed to be
linear and space-invariant (LSI). The use of Born approximation for the scattering integral leads to the
linear property of the imaging system [15].

Figure 1. The proposed microwave imaging setup in which a transmitter antenna scans a cylindrical
aperture together with an array of receiver antennas. The images are then reconstructed over cylindrical
surfaces with radii r = ri.

For implementation of the holographic imaging, first, the responses Esc,co due to small objects
called calibration objects (COs) placed at (ri,0,0), i = 1, . . . , Nr, are recorded. CO is the smallest object
with the largest possible contrast with respect to the background medium that can be measured by
the system. It approximates an impulse function (Dirac delta function) as an input for the imaging
system. The scattered response recorded for a CO placed at (ri,0,0) is denoted by Esc,co

i (φ, z) which
approximately represents the point-spread function (PSF) of the imaging system. PSF is the impulse
response of the system, i.e., the response collected for a point-wise object (here, named CO) which
approximates an impulse function as an input for the imaging system. Then, the response due to
objects under test (OUT) Esc(φ, z) can be written as the sum of responses due to objects at cylindrical
surfaces r = ri, i = 1, . . . , Nr. The object response at each cylindrical surface, in turn, can be written,
according to the convolution theory, as the convolution of the collected PSF for that cylindrical surface
Esc,co

i (φ, z) with the contrast function of the object over that surface fi(φ, z). This is written as:

Esc(φ, z) =
Nr∑
i=1

Esc
i (φ, z) =

Nr∑
i=1

Esc,co
i (φ, z) ∗φ ∗z fi(φ, z) (1)

In Equation (1), PSF functions Esc,co
i (φ, z) are known due to the measurement or simulation of the

CO responses. This indicates that a database of PSFs is built a priori for the relevant background medium
and imaged surfaces inside them by placing a CO at on that surface and recording the responses
over the aperture. Such a database can be created either through measurements or simulations.
Then, the recorded PSFs will be employed in the imaging of unknown objects. Besides, Esc(φ, z) is
known due to the recording of the response for the OUT. The goal is then to estimate the contrast
functions of objects fi(φ, z). To provide more data for image reconstruction, measurements can
be implemented at multiple frequencies (over a narrow-band), ωn, n = 1, . . . , Nω and multiple
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receivers, am, m = 1, . . . , NA. Thus, for each receiver am, Equation (1) can be re-written at all the
frequencies to provide the following system of Equations:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Esc
am(φ, z,ω1) =

Nr∑
i=1

Esc,co
i,am

(φ, z,ω1) ∗φ ∗z fi(φ, z)

...

Esc
am(φ, z,ωNω) =

Nr∑
i=1

Esc,co
i,am

(φ, z,ωNω) ∗φ ∗z fi(φ, z)

(2)

We can get such systems of equations for each receiver am, m= 1, . . . , NA, and then combine all these
systems of equations since they share the same unknown parameters fi(φ, z), i = 1, . . . , Nr. In order to
solve the system of equations we transform the equations to the spatial frequency domain. In ref. [14],
doing such transformation is straight-forward along x and y directions. However, here, the functions
are periodic along φ direction. This necessitates modification of the processing.

Let us first consider the spatially-sampled versions of Esc
am(φ, z,ωn), Esc,co

i,am
(φ, z,ωn), and fi(φ, z)

denoted by Esc
am(nφ, nz,ωn), Esc,co

i,am
(nφ, nz,ωn), and fi(nφ, nz), nφ = 1, . . . , Nφ and nz = 1, . . . , NZ,

with spatial and angular intervals denoted by Δz and Δφ, respectively. Thus, the convolutions
in Equation (1) can be written in spectral domain as [24]:

DTFTz,φ{Esc
am(nφ, nz,ωn)} =

Nr∑
i=1

DTFTz,φ
{
Esc,co

i,am
(nφ, nz,ωn)

}
DTFTz,φ

{
fi(nφ, nz)

}
(3)

where DTFTz,φ denotes discrete time FT (DTFT) along azimuthal and longitudinal directions,
respectively. Sequences Esc

am(nφ, nz,ωn), Esc,co
i,am

(nφ, nz,ωn), and fi(nφ, nz) are aperiodic along the
longitudinal direction z. The number of samples along z, namely Nz, is taken sufficiently large such that
the values outside the sampled window are negligible. Their DTFT is, however, a periodic function
versus the spatial frequency variable kz (corresponding to z), with period of 1/Δz. Besides, these DTFTs
are periodic sums of the FT of their corresponding continuous functions. Thus, the value of the
continuous FT of these functions (with negligible aliasing from the adjacent terms) can be obtained
from DTFT values within the range [−1/(2Δz),+1/(2Δz)], provided that Δz is sufficiently small. The
DTFTs with respect to z are denoted by Ẽsc

am(nφ, kz,ωn), Ẽsc,co
i,am

(nφ, kz,ωn), and f̃i(nφ, kz). Since these
functions are periodic along φ, the convolution along that direction can be considered as a circular
convolution [24]. Then, the DTFTs for the Nφ-periodic sequences along φ are computationally
reduced to discrete Fourier transforms (DFT) of these sequences [24]. The DFTs with respect to the
φ variable for sequences Ẽsc

am(nφ, kz,ωn), Ẽsc,co
i,am

(nφ, kz,ωn), and f̃i(nφ, kz) are denoted by ˜̃E
sc
am(kφ, kz,ωn),

˜̃E
sc,co
i,am (kφ, kz,ωn), and ˜̃f i(kφ, kz), where kφ is an integer from 0 to Nφ − 1.

Using the transformations discussed above at all the frequencies for each receiver am leads to the
following system of equations at each spatial frequency pair κ = (kφ, kz):

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

˜̃E
sc
am(κ,ω1) =

Nr∑
i=1

˜̃E
sc,co
i,am (κ,ω1)

˜̃f i(κ)

...

˜̃E
sc
am(κ,ωNω) =

Nr∑
i=1

˜̃E
sc,co
i,am (κ,ωNω)

˜̃f i(κ)

(4)

After combining the systems of equations for all the NA receivers, the following system of
equations is obtained at each spatial frequency pair κ = (kφ, kz):

˜̃E
sc
= ˜̃D F (5)
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where

˜̃E
sc
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
˜̃E

sc
1
...

˜̃E
sc
NA

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
˜̃D =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
˜̃D1
...

˜̃DNA

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ˜̃F =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
˜̃f 1(κ)

...
˜̃f Nr

(κ)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (6)

And

˜̃E
sc
am

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
˜̃E

sc
am(κ,ω1)

...
˜̃E

sc
am(κ,ωNω)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,
˜̃Dam

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
˜̃E

sc,co
1,am (κ,ω1) · · · ˜̃E

sc,co
Nr,am(κ,ω1)

...
. . .

...
˜̃E

sc,co
1,am (κ,ωNω) · · · ˜̃E

sc,co
Nr,am(κ,ωNω)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (7)

These systems of equations are solved at each spatial frequency pair κ = (kφ, kz) to obtain the

values for ˜̃f i(κ), i = 1, . . . , Nr. Then, inverse DTFT along longitudinal direction z and inverse DFT
along azimuthal direction φ can be applied to reconstruct images fi(nφ, nz) over all cylindrical surfaces
r = ri, i = 1, . . . , Nr. At the end, the normalized modulus of fi(nφ, nz),

∣∣∣ fi(nφ, nz)
∣∣∣/M , where M is the

maximum of
∣∣∣ fi(nφ, nz)

∣∣∣ for all ri, is plotted versus φ and z to obtain 2D images of the objects at all Nr

cylindrical surfaces. By putting together all 2D images, a 3D image of the objects is obtained. We call
this process normalization of the images.

3. Simulation Results

In this section, we present the imaging results obtained from applying the proposed holographic
imaging technique on the data simulated in FEKO which is a high frequency electromagnetic simulation
software [25]. For 2D imaging, we conduct the simulations to collected data when the transmitter
and receivers antennas rotate 360

◦
around the objects. For 3D imaging, in addition to the azimuthal

rotation as mentioned above, the transmitter and receivers antennas scan together along z direction as
well. Further details are mentioned in the following subsections. First, we show the performance of
the technique in 2D imaging and study the effect of number of frequencies and object size. Then, we
demonstrate the satisfactory performance of the technique by 3D imaging examples.

3.1. 2D Imaging with Single-Frequency Data

Figure 2 shows the FEKO simulation setup consisting of one transmitter antenna and eight
receiver antennas rotating together on a circle of radius R = 60 mm. The antennas are resonant dipoles.
The azimuthal angle between the receiver antennas is Δφa = 20

◦
Properties of the background medium

are εr = 22 and σ = 1.25 S/m. We perform imaging over three circles with radii of r1 = 24 mm,
r2 = 36 mm, and r3 = 48 mm. The objects are cubes of size D = 3 mm. There are two objects at r1 with
angular separation of Δφ1 = 40

◦
, one object at r2, and two objects at r3 with angular separation of

Δφ3 = 60
◦
. The properties of objects are εr = 55 and σ = 4 S/m. Data is collected at 181 samples along

the azimuthal direction (every 2
◦
) and at 1.7 GHz.

The reconstructed images over three circles with radii of 24 mm, 36 mm and 48 mm are shown
in Figure 3. On the circle with radius r3 = 48 mm, two high-level peaks are observed at ±20

◦
which

means that two cubes on the outer circle can be reconstructed well. On the middle circle with radius
of r2 = 36 mm, one high-level peak is observed at 0 degree correctly representing an object at that
position. However, many high-level artifacts are present compared to the reconstructed image on the
outer circle. The reconstructed image on the inner circle with radius of r1 = 24 mm shows no distinct
high-level peaks representing the objects.
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Figure 2. (a) Angled view of the FEKO simulation setup, and (b) Top-view of the setup consisting of
one transmitter antenna and eight receiver antennas rotating together on a circle of radius R = 60 mm.
The properties of the background medium are εr = 22 and σ = 1.25 S/m. The properties of the objects
are εr = 55 and σ = 4 S/m.

Figure 3. Normalized 2D reconstructed image of the objects with side of D = 3 mm on three imaging
circles with radii of 48, 36, and 24 mm using single frequency data collected by eight receiver antennas.

3.2. 2D Imaging with Double Frequency Data

In order to improve the quality of the reconstructed images, double frequency data is collected by
eight receiver antennas. With more frequency information, better reconstructed images are expected.

Figure 4 shows the reconstructed images when using double frequency data at 1.5 GHz and
1.9 GHz. Compared to the images shown in Figure 3, it is observed that when using double frequency
data, the reconstructed image on the circle with radius of r3 = 48 mm has better quality showing two
distinct peaks representing the presence of the two objects on that circle and lower level of artifacts.
The reconstructed image on the middle circle also shows lower level of artifacts compared to those in
Figure 3 and the high-level peak representing the object on that circle has better quality.
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Figure 4. Normalized 2D reconstructed image of objects with side of D = 3 mm on three imaging circles
with radii of 48, 36 and 24 mm using double frequency data collected by eight receiver antennas.

On the inner circle with a radius of r1 = 24 mm, two peaks are observed at ±30
◦
. This indicates

that the two cubes on the inner circle can be reconstructed when double frequency data is collected
although we still observe some high level of artifacts on this circle.

3.3. 2D Imaging of Larger Objects

In order to see the effect of size of the objects on the quality of the reconstructed images, we
increase the size of objects in Figure 2 to D = 5 mm and 10 mm. The images in this section are
reconstructed with data collected at 1.5 GHz and 1.9 GHz.

The reconstructed images for object sizes of D = 5 mm are shown in Figure 5. By comparing
these results with those in Figure 4, we conclude that the quality of the reconstructed images is better,
in particular, for the imaged circle with radius of r1 = 24 mm. The levels of the artifacts on the imaged
circles with radii of r1 = 24 mm and r2 = 36 mm get much lower than those in Figure 4.

Figure 5. Normalized 2D reconstructed image of objects with a side of D = 5 mm on three imaged
circles with radii of 48, 36 and 24 mm using double frequency data collected by eight receiver antennas.
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Next, we increase the size of objects to D = 10 mm. Figure 6 shows the reconstructed images
for this case. Compared to the reconstructed images of objects with D = 5 mm, the quality of the
reconstructed images gets worse. On the imaged circle with radius of r2 = 36 mm, two peaks are
observed which might be the shadow of objects on the imaged circle with radius of r3 = 48 mm. On the
imaged circle with radius of r1 = 24 mm, the objects at ±30

◦
are not reconstructed well and the image

includes many spurious peaks. The degradation of the imaging quality is mainly due to the use of
Born approximation in holographic imaging which indicates that the image reconstruction quality
deteriorates for larger or higher contrast objects [15].

Figure 6. Normalized 2D reconstructed image of objects with a side of D = 10 mm on three imaged
circles with radii of 48, 36 and 24 mm using double frequency data collected by eight receiver antennas.

3.4. Study of the Imaging Quality

In this section, we study the quality of the imaging process when using single frequency data,
double frequency data, and when a single object with sizes of 3 mm, 5 mm, and 10 mm is placed
on circles with radii of r1 = 24 mm, r2 = 36 mm, and r3 = 48 mm. To evaluate the quality of the
reconstructed images, we define a reconstruction error ET parameter as:

ET =

Nr∑
i=1

∥∥∥| fi(nφ, nz)|/M− fi,ideal(nφ, nz)
∥∥∥ (8)

where fi,ideal(nφ, nz) is the ideal image for which the values are all 0 except being 1 at the true positions
of the objects.

Form Tables 1 and 2, it is observed that the quality of the imaging degrades for inner circles.
This has been notified in the previous works as well (e.g., see ref. [18]). Also, it is observed that the
quality of the imaging improves when using double frequency data compared to single frequency data.

Table 1. Reconstruction error when using single frequency data.

Size r = 48 mm r = 36 mm r = 24 mm

D = 3 mm 7.62 9.12 10.73
D = 5 mm 9.52 9.64 11.83
D = 10 mm 10.55 13.15 13.52
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Table 2. Reconstruction error when using double frequency data.

Size r = 48 mm r = 36 mm r = 24 mm

D = 3 mm 6.41 6.91 8.86
D = 5 mm 6.44 8.52 8.90
D = 10 mm 8.08 8.85 9.23

3.5. 3D Imaging with Double Frequency Data and Eight Receivers

Figure 7 shows the FEKO simulation model for the first 3D imaging example.
The transmitter-receivers configuration, number of antennas, properties of the background and
objects are similar to those in Figure 2. The objects are two cuboids with square cross-section of size
S = 4 mm and height of L = 67.5 mm. The angular separation between the cuboids is Δφ = 40

◦
and they

are placed at radius of r = 36 mm. In order to have a realistic study, we add White Gaussian noise with
signal-to-noise ratio (SNR) of 30 dB to the simulated data. Scanning step along the azimuthal direction
is the same as in the 2D imaging simulations. Along z axis scanning is performed at 21 steps over −5λ
to 5λ, where λ is the wavelength at center frequency 1.7 GHz. Data is collected at 1.5 GHz and 1.9
GHz. Image reconstruction is implemented over three cylindrical surfaces at r1 = 24 mm, r2 = 36 mm,
and r3 = 48 mm. Sample raw responses for the 4th receiver (in the middle), at frequency of 1.5 GHz,
and for PSFs for r1 = 24 mm, r2 = 36 mm, and r3 = 48 mm for object response are shown in Figure 8.
Figure 9 shows the reconstructed images. Two cuboids on the middle surface are reconstructed well.
Two bright lines are observed at ±20◦ on the middle surface and the extent of them along the z axis
is consistent with the actual height of the objects. This clearly shows the capability of the proposed
imaging technique in reconstruction of 3D images using narrow-band microwave data.

 
Figure 7. FEKO simulation model for the first 3D imaging example. The transmitter-receivers
configuration, number of antennas, properties of the background and objects are similar to those
in Figure 2. The objects are two cuboids with square cross-section of size S = 4 mm and height of
L = 67.5 mm. The angular separation between the cuboids is Δφ = 40

◦
and they are placed at radius of

r = 36 mm.
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(a) (b) 

  
(c) (d) 

Figure 8. Sample raw responses for the 4th receiver (in the middle) and at frequency of 1.5 GHz:
(a) point-spread function (PSF) for r = 48 mm, (b) PSF for r = 36 mm, (c) PSF for r = 24 mm,
and (d) objects response.

Figure 9. Normalized 3D reconstructed image of the objects shown in Figure 7 on three imaged surfaces
at radii of 48, 36, and 24 mm using double frequency data collected by eight receiver antennas.

Figure 10 shows the FEKO simulation model for the second 3D imaging example.
The transmitter-receivers configuration, number of antennas, properties of the background medium
and objects are similar to those in Figure 2. There is an X-shaped object with square cross-section of size
S = 4 mm and length of arms L = 56.25 mm. It is placed at radius of r = 36 mm with its arms rotated
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45
◦

with respect to the x and z axes. Similar to the previous example, in order to have a realistic study,
we add White Gaussian noise with signal-to-noise ratio (SNR) of 30 dB to the simulated data. Scanning
step along the azimuthal direction is the same as in the 2D imaging simulations. Along z axis scanning
is performed at 21 steps over −5λ to 5λ, where λ is the wavelength at center frequency 1.7 GHz. Data
is collected at 1.5 GHz and 1.9 GHz. Image reconstruction is implemented over three cylindrical
surfaces at r1 = 24 mm, r2 = 36 mm, and r3 = 48 mm. Figure 11 shows the reconstructed images.
The X-shaped object is reconstructed well at the middle-imaged surface confirming the satisfactory
performance of the proposed imaging technique.

 
Figure 10. FEKO simulation model for the second 3D imaging example. The transmitter-receivers
configuration, number of antennas, properties of the background and objects are similar to those in
Figure 2. There is an X-shape object with square cross-section of size S = 4 mm and length of each arm
of L = 56.25 mm. It is placed at radius of r = 36 mm with its arms rotated 45

◦
with respect to the x and

z axes.

Figure 11. Normalized 3D reconstructed image of the object in Figure 10 on three imaged surfaces at
radii of 48, 36, and 24 mm using double frequency data collected by eight receiver antennas.

3.6. Resolution along Azimuthal and Longitudinal Directions

Figure 12 shows the normalized 1D slices along φ and z directions for the 3D reconstructed images
of a single object placed at r3 = 48 mm, r2 = 36 mm, and r1 = 24 mm (obtained from three separate
image reconstruction processes). The resolution is evaluated by computing the distance bounded
by two points on the image on opposite sides of the peak and marked by 0.7 times the peak value.
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This corresponds to approximately 6 mm and 14 mm along the azimuthal and longitudinal directions,
respectively, and it is approximately similar for all the radii (only slight degradation in the order
of 1 mm or 2 mm is observed for the smaller radii compared to larger ones). The resolution along
azimuthal direction has been evaluated by Δφ in radian multiplied by the radius for the corresponding
surface, where Δφ is the angular width of the 0.7 level discussed above. That is why although the
angular widths of the 0.7 levels look different in Figure 12a–c, they all lead to approximately similar
azimuthal resolutions. Please note that to have a realistic evaluation of the resolution, the data has
been corrupted with noise of SNR = 30 dB.

(a) (b) (c)

   
(d) (e) (f) 

Figure 12. Depiction of 1D slices of 3D reconstructed images of a single object placed: (a) at 48 mm,
slice along φ direction, (b) at 36 mm, slice along φ direction, (c) at 24 mm, slice along φ direction,
(d) at 48 mm, slice along z direction, (e) at 36 mm, slice along z direction, (f) at 24 mm, slice along
z direction.

3.7. Study the Effect of Noise

In order to study the effect of noise on the reconstructed images, in this section we present the
results for the 3D imaging example in Figure 10 with the results shown with noise of SNR = 30 dB in
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Figure 11. Here, we decrease SNR to 20 dB and 10 dB. Figure 13 shows the reconstructed images. It is
observed that with SNR = 20 dB, the results are still satisfactory but with SNR = 10 dB the quality of
the images deteriorates significantly.

 

(a) 

 

(b) 

Figure 13. Reconstructed 3D images of the object shown in Figure 11 when the data is corrupted by
noise of: (a) SNR = 20 dB and (b) SNR = 10 dB.

4. Experimental Results

In this section, we present the construction of a low-cost microwave data acquisition system
including a transmitter unit, an in-phase quadrature (I/Q) receiver unit, a cylindrical scanning system,
antennas, and computer for controlling and processing. Then, we present the 3D imaging results
demonstrating the satisfactory performance of the system.
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4.1. Microwave Measurement System

Figure 14 shows the block diagram of the constructed low-cost and compact 3D microwave
holographic imaging system. For our measurements, we use a Plexiglas container including a
mixture of water (20%) and glycerin (80%). According to ref. [26], this mixture has properties of
approximately εr = 22 and σ = 1.25 S/m within the frequency range of 1.5 GHz to 1.8 GHz which
is the targeted operation range in our experimental study. We confirmed this by dielectric property
measurements using a Keysight Dielectric probe kit (performance probe N1501A) together with the
relevant measurement Software N1500A and a VNA (E5063A from Keysight). The liquid mixture
container has diameter of 120 mm and height of 200 mm. The objects to be imaged are plastic cylinders
with diameter of 18 mm and height of 50 mm covered by thin copper sheets. These objects are held
inside the liquid at the desired positions with thin wooden sticks that are clipped to a cylindrical
foam placed at the top of the liquid container. Imaging will be performed over cylindrical surfaces
(3D imaging) at radii of r1 = 20 mm, r2 = 35 mm, and r3 = 50 mm. Figure 15 shows the imaging
system along with the zoomed view for the main components that will be described in the following.
To reduce electromagnetic interferences (EMI), the data acquisition circuitry and the scanning setup
are placed inside boxes covered by microwave absorbing sheets.

In the data acquisition system, a transmitter module, DC1705C from Analog Devices, with
frequency range from 700 MHz to 6.39 GHz is connected to a 10 MHz precision pocket reference
oscillator, PPRO30–10.000 from Crystek Corporation, which provides a reference frequency. A USB
serial controller, DC590B from Analog Devices, is connected to DC1705C so that the transmitter unit
can be controlled by PC via MATLAB software [27]. The output of the transmitter unit is connected to
a variable gain amplifier (VGA), ADL5330 from Analog Devices, operating from 10 MHz to 3 GHz
which is then connected to a transmitter antenna. In this way, a microwave signal can be transmitted
with variable frequencies and powers to illuminate the imaged medium.

For transmitting and receiving the microwave power, we employ commercial monopole antennas,
Mini GSM/Cellular Quad-Band Antenna-2 dBi SMA Plug from Adafruit Co., covering frequency bands
of 850/900/1800/1900/2100 MHz. Figure 16 shows the measured |S11| (by VNA) for the nine antennas
used as transmitter and receivers. These measurements are performed while the antennas are placed
in a 3D-printed holder around the liquid container. The values of |S11| are mostly below −10 dB over
the targeted operation band of 1.5 GHz to 1.8 GHz.

 

Figure 14. Block diagram of the imaging system.
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Figure 15. Imaging system with its main components.

Figure 16. Measured |S11| for the nine antennas used as transmitter and receivers.

The receiver unit of the data acquisition system includes a 14-Bit, 125 Msps Direct Conversion
Receiver, DC1513B-AB from Analog Devices, which has a frequency range from 0.7 to 2.7 GHz.
To control this receiver unit with PC, this unit is connected to a USB data acquisition controller, DC890B
from Analog Devices. The clock source for the receiver board DC1513B-AB is provided by High Speed
ADC Clock Source, DC1216A-C from Analog Devices, with clock speed of 80 MHz.
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One output of the transmitter is connected to a 6 dB attenuator, CATTEN-06R0 form Crystek
Corporation, covering 0 GHz to 3 GHz, and used as referenced signal for the receiver unit. Eight receiver
antennas are connected to an RF SP8T switch, EV1HMC321ALP4E from Analog Devices, that operates
from 0 to 8 GHz. This switch is controlled by an Arduino Uno demo board controlled by MATLAB.
Received signal after the switch is fed to the receiver unit through a wideband low-noise amplifier
(LNA), ZX60-33LN-S+ from Mini-Circuits, operating from 50 MHz to 3 GHz, as well as a bandpass
filter (BPF), VBFZ-1690-S+ from Mini-Circuits, covering 1455 MHz to 1925 MHz The transmitter and
receiver units are powered separately via high-precision lab power supplies. All ground pins are
connected to a common ground pin. The transmitter antenna and the receiver antenna arrays are
placed on opposite sides of the container similar to the simulation setup in Figure 2. The angular
separation between the receiver antennas is also similar to the simulation study, i.e., Δφa = 20

◦
.

The cylindrical scanning system contains two stepper motors, NEMA 17 from Adafruit, connected,
via an Arduino stepper motor shield board and an Arduino Uno board, to computer to be controlled
via MATLAB. One of the motors moves the container along the longitudinal direction and the other
one moves that along the azimuthal direction from 0

◦
to 360

◦
. The antennas are stationary and placed

on an antenna holder which has been custom-designed and 3D-printed in our lab.
To control the whole system using computer, a MATLAB code has been developed that performs

the following tasks: (1) control the transmitter, (2) control the switch, (3) control the receiver unit and
acquire data, (4) control motors, and (5) implement holographic imaging. In the following we briefly
describe each part.

Transmitter code controls the transmitter unit and generates the signal at two frequencies, 1.5 GHz
and 1.8 GHz. To set two frequencies, the Serial Port Register Contents in the DC1705C board are
written through serial peripheral interface (SPI) bus.

Switch code is used to select which of the eight receiver antennas is connected to the receiver unit
to collect data. Three of the output pins on the Arduino Uno demo board are connected to three control
pins on the switch. By setting the voltage level for each pin according to the truth table of the switch,
one of the antennas can be chosen at a time to collect data.

The main body of the receiver unit code is used to collect data from two channels of the I/Q
receiver unit, one channel providing the real part and another the imaginary part. These two parts
are combined in MATLAB to form a complex number. Thus, at each sampling position, we collect
two complex numbers corresponding to two frequencies of 1.5 GHz and 1.8 GHz for each antenna.
Also, to make the measurements more robust to noise, we collect 4096 samples for each channel (real
and imaginary channels), per position, per frequency, and per antenna. Since the local oscillator (LO)
and the radio frequency (RF) inputs of the receiver unit have the same frequency, the I/Q output signals,
i.e., the intermediate frequency (IF) outputs of the receiver unit are DC signals.

Motor code controls the motors to move along the longitudinal axis and the azimuth axis from 0
◦

to 360
◦

in a desired speed and direction. The number of sampling positions can be changed.
The imaging code is used to implement holographic imaging. Imaging is performed over

cylindrical surfaces (3D imaging) at radii of r1 = 20 mm, r2 = 35 mm, and r3 = 50 mm.

4.2. Experimental 3D Imaging Results

The container including the objects is scanned by the transmitter and receiver antennas over
a cylindrical aperture. At each longitudinal position z, scanning is performed along the azimuthal
direction φ in 100 steps to cover 360

◦
. Scanning along the longitudinal direction is performed over

one half of a cylindrical aperture with length of 80 mm and in 10 steps. Then, due to approximate
symmetry of the structure along the longitudinal direction, the other half is acquired by flipping and
combining that with the first half. The complex-valued data collected by the eight receiver antennas
are then processed using the 3D holographic imaging technique. In the first experiment, we place
two objects on the outer surface r3 = 50 mm with, approximately, one object at φ = 0

◦
and another

one at φ = 180
◦
. Figure 17 shows the reconstructed images. It is observed that the two objects can
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be reconstructed well at r3 = 50 mm with the images at the other surfaces showing small artifacts.
We use the reconstruction error parameter defined in Equation (8) to evaluate the quality of image
reconstruction. The computed reconstruction error for this experiment is 17.92.

We then repeat this experiment but, this time, putting the two objects on the middle surface
r2 = 35 mm. Figure 18 shows the reconstructed images over the three cylindrical surfaces for this case.
Again, it is observed that the two objects on the middle surface can be reconstructed well at their true
positions of φ = 0

◦
and φ = 180

◦
. We use the reconstruction error parameter defined in Equation (8) to

evaluate the quality of image reconstruction. The computed reconstruction error for this experiment
is 20.84. Comparing the reconstruction error parameter with the previous example, we observe the
degradation of the image quality. This is mainly due to the fact that the background medium is lossy,
and the responses of the objects are weaker for the objects on the surface r2 = 35 mm compared to
those at r3 = 50 mm.

 
Figure 17. Normalized 3D reconstructed image of the objects on the outer surface for three imaged
surfaces at radii of 50, 35, and 20 mm using double frequency data collected by eight receiver antennas.
The red dashed lines show the reconstructed objects.

Figure 18. Normalized 3D reconstructed image of the objects on the middle surface for three imaged
surfaces at radii of 50, 35, and 20 mm using double frequency data collected by eight receiver antennas.
The red dashed lines show the reconstructed objects.
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5. Conclusions

In this paper, we proposed a microwave imaging system capable of reconstructing 3D images of
objects in the near field of the antennas. The applications are in non-destructive testing of non-metallic
composite materials and biomedical imaging. To achieve low-cost, compactness, and reduce the
component count for a data acquisition system, narrow-band data is acquired as opposed to the
previously proposed 3D cylindrical holographic imaging techniques. An I/Q detection data acquisition
system is built based on the cost-effective off-the-shelf components to replace the expensive and bulky
VNAs. The system is tailored for imaging over a narrow band and this makes it much less expensive,
affordable, and compact.

In this work, we used a mixture of water and glycerin which is very lossy. We selected this mixture
considering both biomedical applications and non-destructive testing of the pipes which may carry
mixtures of water and other substances. For microwave imaging of such media, the optimal frequency
band to provide sufficient penetration while having acceptable resolution is within the range of 1 GHz
to 10 GHz (e.g., see ref. [3,22,23]). This justifies the chosen frequencies in this work.

The reconstructed images using this data acquisition system confirms the satisfactory performance
of this narrow-band system in 3D imaging. To evaluate the quality of the image reconstruction process,
we defined a reconstruction error to compare the images with an ideal image (true image). We observed
that, in general, the reconstruction error increases for reconstructing objects on surfaces farther away
from the antennas. Besides, the reconstruction error decreases when using double frequency data
compared to single frequency data. Furthermore, we observed that increasing the object size improves
the quality of the images but there is a limit for that due to the use of Born approximation in the
holographic imaging.

Although scanning of the objects over a cylindrical aperture takes a few hours, the holographic
imaging technique itself is fast. Here, we provide an estimate of the computational complexity of our 3D
image reconstruction process. The number of samples along φ and z are Nφ and Nz, respectively. The
number of receiver antennas and measurement frequencies are NA and Nω, respectively. The number
of imaged surfaces is Nr. We denote the number of samples of kz by Nkz . The number of samples along
kφ is Nφ. Table 3 summarizes the computational complexity of our approach. The computational
complexity of solving the systems of equations has been provided with the assumption that they are
solved with QR factorization. The total number of flops for the image reconstruction process is the
sum of all the flops in Table 3. The 3D image reconstruction process takes 10 s on a regular PC with
Intel Core i5 CPU at 3.2 GHz and 8 GB RAM.

Table 3. Details of computational complexity of the proposed image reconstruction process.

Operation Number of Flops

FT of the scattered fields NωNAN2
φ

Nz log(Nz)

FT of PSF functions NrNωNAN2
φ

Nz log(Nz)

Solving the systems of equations for all combinations of kφ and kz NφNkz (2NANωN2
r − (2/3)N3

r )

Inverse FT of the contrast function NrN2
φ

Nkz log(Nkz )

To expedite the imaging process and move toward real-time or quasi real-time imaging, an array
of antennas can be employed similar to the setups used for security screening in the airports [4].

As a final note, in this work, the goal was to propose an imaging system which is: (a) more
cost-effective, (b) accessible and affordable outside microwave laboratories in various industrial or
biomedical applications, and (c) compact and portable due to the fact it is tailored for measurement
over a very narrow band and for a specific purpose. VNAs normally are general-purpose equipment
that are capable of performing measurements over a very wideband. This makes them expensive and
bulky which is not suitable for widespread use in various industrial settings. We should emphasize
that the proposed system has been built with a cost of less than $1000 USD and can be made very
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compact by arranging the boards in a small box. The drawback of the proposed system compared to a
regular VNA is lower dynamic range. For a regular modern VNA, the dynamic range at frequencies
around 1 GHz to 2 GHz is around 100 dB while the dynamic range for the receiver used in our proposed
system is 63.5 dB. This limits the sensitivity of the proposed system indicating that the imaged objects
need to be larger to provide measurable signatures in the proposed system compared to a VNA-based
measurement system.
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Abstract: This paper demonstrates the outcomes of a feasibility study of a microwave imaging
procedure based on the Huygens principle for bone lesion detection. This study has been performed
using a dedicated phantom and validated through measurements in the frequency range of
1–3 GHz using one receiving and one transmitting antenna in free space. Specifically, a multilayered
bone phantom, which is comprised of cortical bone and bone marrow layers, was fabricated.
The identification of the lesion’s presence in different bone layers was performed on images that were
derived after processing through Huygens’ principle, the S21 signals measured inside an anechoic
chamber in multi-bistatic fashion. The quantification of the obtained images was carried out by
introducing parameters such as the resolution and signal-to-clutter ratio (SCR). The impact of different
frequencies and bandwidths (in the 1–3 GHz range) in lesion detection was investigated. The findings
showed that the frequency range of 1.5–2.5 GHz offered the best resolution (1.1 cm) and SCR (2.22 on
a linear scale). Subtraction between S21 obtained using two slightly displaced transmitting positions
was employed to remove the artefacts; the best artefact removal was obtained when the spatial
displacement was approximately of the same magnitude as the dimension of the lesion.

Keywords: microwave imaging; phantom measurement system; bone lesion detection

1. Introduction

Bone fracture can be caused as a result of high force impact, a simple accident, stress or certain
medical conditions that weaken the bones. The structure of the bones includes two principle parts:
(i) cortical (compact) bone, which is a hard outer layer and is dense, strong, durable and surrounded
by the cancellous tissue, and (ii) bone marrow, which is the inner layer, less dense and with a lighter
content. There are many types of bone fractures [1]. Depending on the fracture severity, the injuries can
lead to a reduction in the mobility of the patient [2]. X-rays, computed tomography (CT) and magnetic
resonance imaging (MRI) are used as essential tools in the diagnosis and monitoring of bone conditions,
including fractures, and joint abnormalities [3]. However, each technique suffers from its own negative
aspects. For instance, fractures can be commonly detected by X-rays [4], which is the fastest and easiest
way to assess bone injuries, including fractures. However, since this technique involves radiation and
can potentially cause damage, it raises major concerns especially in the cases of infants and stages
of pregnancy. In addition, X-rays provide limited information about muscles, tendons or joints [5].
Nevertheless, CT is very effective for imaging and gives better quality images for body organs, such as
an image of complicated fractures, subtle fractures or dislocations. However, similar to X-rays, ionizing

Electronics 2019, 8, 1505; doi:10.3390/electronics8121505 www.mdpi.com/journal/electronics25



Electronics 2019, 8, 1505

radiation is the major problem of using this technique, which leads to limits in its application [6].
There is no ionizing radiation in the MRI technique, and it may be more useful in identifying bone
and joint injuries. MRI can also detect occult fractures or bone bruises that are not visible on X-ray
images, but the high cost of purchasing and maintaining such systems and their long time duration
cause financial restrictions. Moreover, none of these devices are portable and cannot be used at the
accident site. Thus, a fast and portable imaging system could be particularly useful locally for rapid
diagnosis of bone injuries. A wide range of research concentrates on the development of new medical
imaging techniques to achieve a portable, low cost and safe imaging alternative. Among these, using
microwave imaging techniques has attracted the attention of researchers due to its various benefits
such as the use of non-ionizing signals, low cost, low complexity and its ability to penetrate through
different mediums (air, skin, bones and tissues [7]). The dielectric properties of human tissues can
be used as an effective and accurate indicator for diagnostic purposes [8]. The significant difference
between the dielectric properties of tissues with lesion and healthy tissues of the human body at
microwave frequencies is the basis of microwave medical imaging techniques. Microwave tomography
techniques, which give the maps of dielectric properties [9–11], and the UWB radar techniques,
which aim to find and locate the significant scatterers [11–14], are recognized as the two main branches
of microwave imaging techniques [14]. Nevertheless, microwave tomography has its drawbacks such
as low signal-to-clutter and complex mathematical formulation. Both microwave tomography and
UWB radar techniques have been increasingly well investigated for stroke detection [15], breast cancer
detection [16], bone imaging [17,18], and skin cancer detection [19] through using different approaches
at different frequency ranges.

UWB imaging for bone lesion detection has been studied through using matching liquids [17,18].
We propose imaging execution using two antennas operating in free space. Imaging was performed
via a Huygens principle (HP) based algorithm, which was initiated originally for breast imaging.
Explicitly, S21 signals in the frequency range 1–3 GHz [18] were collected in a multi-bistatic fashion
in an anechoic chamber setting using a multilayer phantom, mimicking bones. A realistic multilayer
bone mimicking phantom comprised of cortical bone mimicking and bone marrow mimicking layers
was constructed. Subsequently, a large inclusion was placed within the marrow layer to represent
bone marrow lesion, and afterwards, a small inclusion was placed in the cortical layer to represent
the bone lesion or fracture. Angular subtraction rotation was used for artefact removal, allowing
lesion detection.

Additionally, quantification of the images obtained through HP microwave imaging was
performed by introducing dedicated parameters such as the resolution and signal-to-clutter ratio.
Furthermore, investigating the impact of different frequencies and bandwidths, lesion size and angular
rotation subtraction in the detection procedure were also addressed.

This paper is organized as follows. The phantom construction procedure, the experimental setup
used for phantom measurements, the imaging procedure and image quantification are described
in Section 2. Section 3 represents the corresponding experimental results and discussions. Finally,
conclusions are presented in Section 4.

2. Materials and Methods

2.1. Phantom Construction

This section presents the design and fabrication of a multilayered cylindrical phantom mimicking
the human bone by considering the relative permittivity and conductivity with the aim of performing
microwave imaging experiments in the frequency range of 1 to 3 GHz. Hence, our proposed
multilayered bone phantom was comprised of two layers, which included: (i) an external layer
representing the cortical bone tissue (radius = 5.5 cm) and (ii) an internal layer representing the bone
marrow tissue (radius = 3.5 cm). A small size inclusion (radius = 0.3 cm) was placed in the cortical
bone layer to represent the bone fracture, and a larger sized inclusion (radius = 0.7 cm) was placed in
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the bone marrow layer to represent the internal bone lesion. In this paper, the lesion was assumed to
have the dielectric properties of blood.

The phantom fabrication procedure for each layer of phantom was performed by considering
the following factors: (i) dielectric property (permittivity and conductivity) similarity of the layers
with the tissues to be mimicked, (ii) an easy construction process, (iii) the stability of the materials
and (iv) the geometric dimension similarity between each layer and the realistic scenario. The upper
half of Table 1 shows the dielectric properties of each tissue to be mimicked, where the values were
derived from [20], while the lower half of the Table indicates the dielectric properties of the tissue
mimicking materials used.

Table 1. Relative permittivity and conductivity at a frequency of 2 GHz.

Relative Permittivity Conductivity (S/m)

Bone marrow 5.35 0.07
Bone cortical 11.7 0.31

Lesion (assumed here as blood) 59 2.19

Bone marrow tissue equivalent material 5 0.2
(ZMT Zurich MedTech Company, TLec24 oil)

Bone cortical tissue equivalent material 7 0.3
(ZMT Zurich MedTech Company, TLe11.5c.045 oil))

Blood tissue equivalent material (40% glycerol and 60% water) 60 2

To construct the multilayered bone phantom appropriately, different volumes of cylindrically
shaped plastic containers and tubes were used and are shown in Figure 1.

Figure 1. Design of the different layers of the phantom.

As shown in Table 2, the phantom fabrication was performed using a large cylindrically shaped
plastic container with a radius of 5.5 cm and a height of 13 cm filled with cortical bone equivalent
material to represent the cortical bone layer. Then, a medium sized cylindrically shaped plastic
container with a radius of 3.5 cm and a height of 9 cm was placed inside the large container after
filling it up with bone marrow equivalent material representing the bone marrow layer. Subsequently,
the small cylindrically shaped plastic tube with radius = 0.3 cm and a height of 13 cm filled up with
lesion equivalent material was placed inside the cortical bone layer to represent bone fracture (see
Figure 2a). In the next scenario, the larger cylindrically shaped plastic tube having a radius equal to
0.7 cm and a height equal to 11 cm, again filled up with lesion equivalent material, was placed inside
the bone marrow layer to represent bone marrow lesion (see Figure 2b).
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Table 2. Phantom layers’ design height and size.

Different Layers of the Phantom Radius (cm) Height (cm)

Bone marrow (internal layer) 3.5 9
Bone cortical (external layer) 5.5 13

Small lesion 0.3 13
Large lesion 0.7 11

(a) (b)

Figure 2. Design of the proposed bone fracture (a) and bone marrow lesion (b).

Different recipes for each layer of the phantom were tested to select those showing dielectric
properties similar to those given in the upper half of Table 1. In this context, dedicated liquids were
purchased from the ZMT Zurich MedTech Company [21]. As shown in the lower half of Table 1,
the TLe11.5C.045 oil displayed (at 2 GHz) a dielectric permittivity of 7 and a conductivity of 0.3 S/m;
the Tle5C24 displayed (at 2 GHz) a dielectric permittivity of 5 and a conductivity of 0.2 S/m. Thus,
TLe11.5C.045 was selected as a cortical bone tissue equivalent material and Tle5C24 as a bone marrow
tissue equivalent material. In addition, a mixture of glycerol and water with a ratio of 40% and 60%,
respectively, was chosen as the recipe mimicking the lesion (blood), giving (at 2 GHz) a permittivity
value equal to 60 and conductivity of 2 S/m [22]. Figure 3a,b shows the fabricated multilayered bone
fracture and bone marrow lesion, respectively.

(a) (b)

Figure 3. Fabricated bone fracture phantom (a) and bone marrow lesion phantom (b).
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2.2. Experimental Configurations in an Anechoic Chamber

All microwave images presented in this paper were obtained by processing the frequency domain
measurements obtained in the band of 1 to 3 GHz. Measurements were performed inside an anechoic
chamber using a vector network analyser (VNA) (model MS2028C, Anritzu) and PulsON P200 antennas.
Specifically, the measurement setup was comprised of one transmitting antenna and one receiving
antenna connected to the VNA device. The phantom was placed at the centre of a rotatable table.
Transmitting antenna was located 12 cm away from the centre of the table, while the receiving antenna
was placed nearer to the object (i.e., 8.5 cm from the centre of the table). Both receiving and transmitting
antennas were vertically polarized and omni-directional in the azimuth plane and were calibrated and
operated in free space.

The receiving antenna was configured to rotate azimuthally around the phantom to collect
the reflected signals in the different directions. For each receiving position, the complex S21 was
recorded over a wide frequency range of 1 to 3 GHz with a frequency step of 10 MHz [23] in order
to exploit the variation of the signal over the different frequencies. To allow artefact removal, the
measurement procedure was repeated using M = 3 transmitting positions displaced 5◦ from each other
(considered as a transmitting triplet displaced at positions 0◦, 5◦, and 10◦). It should be pointed out
that the 3 transmitting positions were synthesized by appropriately rotating the phantom instead of
rotating the transmitting antenna. For each transmitting position, the receiving antenna rotated to
measure the receiving signal every 6◦, which led to a total of NPT = 60 receiving points. Figure 4 shows
the measurement setup of the multilayered bone phantom inside the anechoic chamber.

Figure 4. Position of the bone marrow lesion phantom inside the anechoic chamber. The phantom was
placed in the centre of a rotatable table. The external PulsON P200 antenna is the transmitter, and the
internal PulsON P200 antenna is the receiver.

The positions of the phantoms with respect to the transmitting antenna are shown in Figure 5a,b,
which represents the pictorial views of the measurement setup.
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(a) (b)

Figure 5. Pictorial view of bone marrow lesion (a) and bone fracture lesion (b) measurement setups.

2.3. Imaging Procedure and Image Quantification

In order to reconstruct the image, the complex measured S21 was processed through the Huygens
principle [24]. Specifically, the cylindrically shaped object (the phantom) was placed in free space
and illuminated by a transmitting antenna located at the position txm. The receiving antenna rotated
around it to measure the signals at the point rxnp ≡ (a0, φnp) ≡ −→ρ np displaced along a circular surface
having radius a0 (see Figure 5):

S21known
txm |rxnp= S21known

np,txm with np = 1, . . . , NPT (np = 1, 2, . . . 60) (1)

where rxnp is the position of the receiving antenna, np is the number of receiving point, which varies
from 1 to NPT = 60, and m represents the transmitting position with m = 1, 2, 3.

According to HP: “Each locus of a wave excites the local matter which re-radiates secondary
wavelets, and all wavelets superpose to a new, resulting wave (the envelope of those wavelets), and so
on” [25]; the field inside the object can be calculated as the superposition of the fields radiated by the
NPT receiving points of Equation (1):

Ercstr
HP,2D(ρ, φ; txm; f ) = Δs

NPT

∑
np=1

S21known
np,txm G(k1|−→ρnp −−→ρ |) (2)

In Equation (2), (ρ, φ) ≡ −→ρ is the observation point, f is the frequency, k1 indicates the wave
number and Δs is the spatial sampling. The “reconstructed” internal field is indicated by the string
“rcstr”, while the string HP indicates that the Huygens based procedure will be employed in Equation
(2). In order to propagate the field (since we are dealing with a 3D problem), Green’s function G for
homogeneous problems was used [24].

It was shown in [24,26] that Equation (2) can capture the contrast, i.e., mismatch boundaries,
and locate an inclusion within the volume.

In Equation (2), k1 can be set to represent the wave number for the media constituting the external
layer (if known). However, it has been shown that detection can be achieved also if setting k1 as the
free space wave number [27].

By the assumption of using NF frequencies fi, the intensity of the final image I was obtained
through Equation (3), i.e., by summing incoherently all the solutions.

I(ρ, φ; txm) =
NF

∑
i=1

|Ercstr
HP,2D(ρ, φ; txm; fi)|2 (3)
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As Equation (4) shows, the subtraction between S21 obtained using two slightly displaced
transmitting position was employed in order to remove the artefacts, i.e., the image of the transmitter
and the reflection of the first layers [26]:

Ercstr
HP,2D(ρ, φ; txm − txm, ; f ) = Δs

NPT

∑
np=1

(
(S21known

np,txm − S21known
np,txm, )G(k1|−→ρnp −−→ρ |)

)
(4)

with txm and txm, belonging to the transmitting triplet. This procedure will be referred to as rotation
subtraction artefact removal.

Image Quantification

Images may contain some clutter even following artefact removal procedures. Thus, it is
appropriate to introduce some parameters in order to compare and quantify the performance of
microwave imaging. The parameters that will be introduced are the resolution and signal-to-clutter
ratio (SCR). Specifically, here, the resolution is defined as a dimension of the region whose normalized
intensity is above 0.5 [28]; SCR was defined as the ratio between maximum intensity evaluated in
the region of the lesion divided by the maximum intensity outside the region of the lesion [29].
The evaluation of these parameters was performed for both external and internal lesion placement in
the two following scenarios: (i) calculating Equation (3) maintaining the same bandwidth of 0.5 GHz
and varying the central frequency and (ii) calculating Equation (3) increasing the bandwidth. Then,
to evaluate the impact of the rotation angle of the transmitter for artefact removal, the procedure was
repeated using two transmitting positions displaced 5◦ (i.e., transmitting Δφ = 5◦) and using two
transmitting positions displaced 10◦ (i.e., transmitting Δφ = 10◦).

3. Results and Discussions

The authors in [18] performed a study for bone imaging, collecting the signals in multi-monostatic
fashion and using antennas immersed in a coupling liquid. In [18], imaging was performed
using a beamforming procedure named non-coherent migration, after applying an average trace
subtraction strategy to remove the artefact. Instead, here, we collect the signals in multi-bistatic fashion,
using antennas in free space; imaging was performed using an HP based algorithm, which operated in
the frequency domain, after applying a rotation subtraction strategy to remove the artefact.

It may happen that artefact removal is not effective to cancel the artefact fully, partially or
completely masking the inclusion, i.e., the lesion. This may be due to imperfect cancellation of the
transmitting antenna or appropriate cancellation of the first layers’ reflection or even due to multiple
reflections occurring inside the phantom that cannot cancel completely. Figures 6 and 7 show all the
images of the experimental phantom investigated in various frequencies and various bandwidths
for bone marrow lesion and bone fracture scenarios, respectively. The correct position of the lesion
is indicated by the arrow. The left columns refer to artefact removal performed using a transmitting
step Δφ = 5◦, while the right columns refer to artefact removal performed using a transmitting step
Δφ = 10◦.

It is important to point out that all the images shown here were normalized and adjusted,
forcing the intensity values below 0.5 to zero. However, SCR was calculated before performing the
image adjustment.

As Figures 6a,b and 7a,b show, in the frequency range from 1 GHz to 1.5 GHz, the artefact masked
the inclusion. When using the frequency range from 1.5 GHz to 2 GHz (see Figures 6c,d and 7c,d) and
from 2 GHz to 2.5 GHz (see Figures 6e,f and 7e,f), only the lesion was visible, without any residual
clutter. Images corresponding to a frequency range of 2.5 GHz to 3 GHz depicted that, although the
lesion was detectable, the presence of residual clutters could not be ignored (see Figures 6g,h and 7g,h).
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Figure 6. Microwave images of the bone marrow lesion employing various frequencies and bandwidths;
(a,b), (c,d), (e,f) and (g,h) represent the resulting images when employing frequency ranges 1–1.5 GHz,
1.5–2 GHz, 2–2.5 GHz and 2.5–3 GHz, respectively, while (i,j) and (k,l) represent the images when
considering bandwidth equal to 1 GHz and 2 GHz, respectively. Images are obtained following
normalization to their correspondent maximum values and forcing to zero the intensity values below
0.5 (X and Y are given in meters).

After visual inspection, image quantification was performed calculating the resolution and SCR.
Table 3 summarises such parameters.

Table 3. Resolution (m) and SCR (linear) for various frequency ranges.

Frequency Bone Marrow Lesion Bone Fracture

GHz Δφ = 5◦ Δφ = 10◦ Δφ = 5◦ Δφ = 10◦

Resolution, m SCR Resolution, m SCR Resolution, m SCR Resolution, m SCR

1–1.5 N/A <1 N/A <1 N/A <1 N/A <1
1.5–2 0.015 2.06 0.015 2.13 0.016 1.85 0.016 1.51
2–2.5 0.012 2.13 0.012 1.88 0.011 2.09 0.011 1.92
2.5–3 0.017 1.38 0.015 1.52 N/A <1 N/A <1

Concerning the bone marrow lesion, as Table 3 shows, the highest SCR values were related to the
frequency ranges from 1.5 GHz to 2 GHz and from 2 GHz to 2.5 GHz. The same holds for the bone
fracture scenarios. Concerning resolution, resolutions of 1.2 cm and of 1.1 cm were achieved for the
bone marrow lesion and bone fracture, respectively, when employing a frequency range from 2 GHz
to 2.5 GHz. The result of operating frequency range from 2.5 GHz to 3 GHz showed that a further
increase of the central frequency did not imply high SCR and/or better resolution, since residual
clutter may be enhanced.

Turning now to investigate the impact of increasing the bandwidth, SCR and resolution values
were calculated employing a frequency from 1.5 GHz to 2.5 GHz (i.e., a bandwidth of 1 GHz) and a
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frequency from 1 GHz to 3 GHz (i.e., a bandwidth of 2 GHz). As Table 4 shows, the highest SCR (2.22)
corresponded to the bandwidth of 1 GHz compared to employing a bandwidth of 2 GHz (SCR = 1.49).
It was evident that, although increasing the bandwidth of operation might be beneficial for SCR [28],
such a bandwidth increase should be performed carefully to avoid including a region of frequency
where residual clutter may be enhanced.
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Figure 7. Microwave images of the bone fracture lesion employing various frequencies and bandwidths;
(a,b), (c,d), (e,f) and (g,h) represent the resulting images when employing frequency ranges 1–1.5 GHz,
1.5–2 GHz, 2–2.5 GHz and 2.5–3 GHz, respectively, while (i,j) and (k,l) represent the images when
considering bandwidth equal to 1 GHz and 2 GHz, respectively. Images are obtained following
normalization to their correspondent maximum values and forcing to zero the intensity values below
0.5 (X and Y are given in meters).

Table 4. Resolution (m) and SCR (linear) for various bandwidths.

Bandwidth Bone Marrow Lesion Bone Fracture

GHz Δφ = 5◦ Δφ = 10◦ Δφ = 5◦ Δφ = 10◦

Resolution, m SCR Resolution, m SCR Resolution, m SCR Resolution, m SCR

1.5–2.5 0.013 2.22 0.014 2.06 0.011 1.78 0.012 1.74
1–3 0.018 1.49 0.015 1.34 0.013 1.51 0.013 1.36

A further confirmation of such a finding may be drawn through a visual inspection of Figures 6i,j
and 7i,j and Figures 6k,l and 7k,l, which show the images employing the bandwidth of 1 and 2 GHz
for both the bone marrow lesion and bone fracture, respectively.

The highest value of SCR, which was equal to 2.22, was obtained through the HP procedure
using a bandwidth of 1 GHz (1.5 GHz to 2.5 GHz). It should be emphasized that our obtained linear
value of SCR 2.22 corresponded to 6.9 dB, which was in excellent agreement with [28,29]. According
to Table 3, the resolution that came from the experiments (1.1 cm) was in excellent agreement with
the optical resolution limit of λ1, fmax /4, where λ1, fmax represents the wavelength in the scenarios by
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considering a dielectric constant equal to the arithmetical average of the two layers calculated at the
highest frequency of 3 GHz [28,29].

Concerning the impact of the transmitter Δφ in artefact removal, we observed that for a large
lesion size (radius = 0.7 cm), similar SCR values were obtained when using both Δφ = 5◦ and 10◦.
Instead, for a small lesion size (radius = 0.3 cm), SCR obtained when using Δφ = 5◦ was higher
than that obtained for 10◦. It is worthwhile pointing out that Δφ = 5◦ corresponded to a spatial
displacement of 0.87 cm, while Δφ = 10◦ corresponded to a spatial displacement of 1.74 cm. Thus,
we may conclude that optimal artefact removal was obtained with a transmitting Δφ = 5◦, leading to
a spatial displacement approximately of the same magnitude as the dimension of the lesion.

4. Conclusions

This paper presented the application of a new radar based microwave imaging procedure based
on the Huygens principle approach, which achieved promising results for bone lesion detection.
The procedure was successfully tested inside an anechoic chamber on a dedicated multilayer phantom.
Subtraction between S21 obtained using two transmitting positions was employed in order to remove
the artefact. The quantification of the microwave images was calculated using two parameters,
which were the resolution and SCR, achieving an SCR of 2.22 and a resolution of 1.1 cm when using a
frequency range from 1.5 GHz to 2.5 GHz. A further bandwidth increase may lead to an enhancement
of the residual clutter.

It should be empathized that S21 is a measure of the total field; thus, detection can be achieved
only after artefact removal, which can cancel the image of the transmitter and the reflection of the first
layers. Together with the subtraction between S21 obtained using two slightly displaced transmitting
positions, i.e., rotation subtraction, there are also other techniques that may be used for artefact
removal, both in the frequency and in time domain [30]. Among the techniques in the frequency
domain, the rotation subtraction could be effective also for imaging highly asymmetric scenarios (such
as human bones), since it assumes only the similarity of the first layers’ reflection when displacing
slightly the transmitting position.

Research is in progress to show the performance of the procedure in case of multiple fractures,
investigating the impact of zeroing all intensity values below 0.5 in the detection of real defects.
Moreover, a comparison of the performances between rotation subtraction artefact removal and (local)
average subtraction artefact removal is also in progress.

Ultimately, this paper verified that the microwave scanning procedure, which was based on
HP, can be used to perform bone imaging to detect lesions and fractures in bone layers successfully,
negating the use of X-rays. Our proposed scanning procedure was simple and required only two
antennas in free space, thus no matching liquid was needed. This paper may pave the way for the
construction of a dedicated bone imaging system that is inexpensive, compact, and portable, since it
resorts to two rotating antennas coupled through a VNA.
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Abstract: Non-invasive blood glucose monitoring at microwave frequencies is generally thought to
be unreliable in terms of reproducibility of measurements. The failure to reproduce a blood glucose
measurement from one experiment to another is in major part due to the unwanted interaction of
leaky waves between the ambient environment and the blood glucose measuring device. In this work,
we have overcome this problem by simply eliminating the leaky modes through the use of surface
electromagnetic waves from a curved Goubau line. In the proposed methodology, a fixed volume
of blood-filled skin tissue was first formed by vacuum suction and partially wound with a curved
Goubau line which was coated with a 3 mm thick layer of gelatin/glycerin composite. Blood glucose
levels were non-invasively determined using a network analyzer. At 4.5 GHz, a near-linear correlation
exists between the measured S12 parameters and the blood glucose levels. The measured correlation
was highly reproducible and consistent with the measurements obtained using the conventional
invasive lancing approach. The findings of this work suggest the feasibility of non-invasive detection
of left and right imbalances in the body.

Keywords: Goubau line; non-invasive blood glucose measurement; Acu-check; lancet; leaky waves;
surface waves

1. Introduction

Blood glucose levels are an important bio-marker in the medical or health care industry. Almost all
health problems are associated with an abnormal blood glucose level. These health problems include
diabetics, candidiasis, amyloidosis, cancers, scleroderma diabeticorum, vitiligo, acanthosis nigricans
and hypoglycemia. The blood glucose level, as well as the ways that it varies over time, is important
information for the diabetic population, smokers wishing to quit and cancer patients. Conventional
approaches to blood glucose measurement that require extraction of capillary blood through the use of
a lancet are not suitable for prolonged blood glucose monitoring for two main reasons: (1) the amount
of capillary blood extracted is too much for repeated measurements within a prolonged period; and (2)
the wound punctured by the lancet is highly susceptible to infection.

At the time of writing, there has been a lot of negativity surrounding the idea of non-invasive
blood glucose measurements. This negativity does not exist without any reason. The original idea
of non-invasive blood glucose measurement involving an electromagnetic wave was based on the
assumption that a change in blood glucose levels will induce a measurable change in the permittivity
of the blood at high frequencies. By measuring the blood permittivity change, in theory, one can
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determine the blood glucose levels. However, this assumption has not factored in the uncertainties
due to the following facts:

1. The blood permittivity is not a strong function of the blood glucose concentration in the blood [1].
At microwave frequencies, the real part of the blood permittivity does not change much regardless
of what the blood glucose level is. A change in the blood glucose level induces a change in the
imaginary part of the blood permittivity. The blood contains a variety of different substances.
The blood glucose is just one of those. There is no reason to expect the relative permittivity of the
blood in the body to change substantially in response to a change in the blood glucose.

2. The density of the blood underneath the skin can be different from one body part to another
and from one experiment to another experiment. It is, for this obvious reason, not logical to
measure the blood glucose level from the elbow area. The density of the blood underneath the
skin depends on the volume. It is virtually impossible to obtain reproducible measurements if
the volume of the object under test is not kept constant from experiment to experiment.

3. The blood glucose measuring device can act like an antenna at high frequencies, particularly
at microwave or millimeter-wave frequencies. This antenna effect is also known as leaky wave
effect. This antenna effect enables the blood glucose measuring device to release and absorb leaky
electromagnetic radiations to and from the ambient environment. It can substantially dis-stabilize
the measured results at microwave or millimeter wave frequencies, particularly in the presence of
an electromagnetic noise source in the background.

Of all the factors that contribute to the measurement uncertainties, the leaky wave effect is the
most impactful. At the time of writing, our research group has already evaluated many published
methods. These methods include the traditional split ring resonator approach [2], measurement at
60 GHz [3], as well as a substrate integrated waveguide (SIW) approach [4]. These approaches rely
on the nonlinear effects at the resonant frequencies where the magnitude change in the measured
scattering parameters are enormously amplified in response to a very large change in blood glucose
levels. Measuring the S-parameters right at the resonant frequencies is definitely a help but the energy
gained or lost by the glucose measuring device at the resonant frequencies are most likely leaky modes,
contributed to by the resonances of higher order modes. Depending on the environment, these ambient
leaky waves can change from experiment to experiment.

On the other hand, almost all the published approaches were based on either a body part
with an unknown density or volume of blood or a body part with an unknown blood volume.
Most importantly, almost none of these approaches have taken the obvious effects of leaky waves into
account. In all honesty, we were unable to reliably reproduce the measurements from one experiment to
another with these published approaches until the measurements were conducted with the participant
under test rigidly fixed in position in a completely isolated environment.

In this work, we found that the changes in the measured S-parameters as a result of a change in
the blood glucose concentration can be enormously magnified not only at the resonant frequencies,
but also at the cut-off frequencies where the propagating energy turns from a surface mode to a leaky
mode. To take advantage of this S-parameter magnification effect, and to minimize the effects of
leaky waves, our proposed glucose measuring device was designed to absorb the leaky radiations and
turn them into a dielectric loss due to the presence of blood glucose in the blood right at the cut-off
frequency, where the device was about to become a leaky wave antenna. The proposed approach is
based on a curved Goubau line winding an artificially fixed volume of blood-filled skin tissue [5–7].
With the help of the suction effect of a vacuum suction aspirator, the volume of the blood-filled skin
tissue will remain unchanged from experiment to experiment. The Goubau line has already been
applied in applications of wireless power transfer [8–13]. The use of surface electromagnetic waves
associated with a curved Goubau line for blood glucose measurement is an unprecedented attempt.
However, our in-vivo experimental results have proven beyond any doubt that the measured results
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from the proposed approach and the traditional lancing based approach have almost 100% agreement
with each other.

2. Conceptual Background

Electromagnetic waves can be broadly classified into two categories: (a) surface electromagnetic
waves and (b) leaky electromagnetic waves. Leaky waves propagate at a group velocity faster than
the speed of light. The transverse electromagnetic nature of a leaky electromagnetic wave makes it
possible to radiate in all directions, according to Poynting's theorem [14]. The process of radiations
involves an exchange of electromagnetic energy between an antenna and the ambient environment.
If a blood glucose measuring device acts like an antenna, then the accuracy and the stability of the
measurements using this device will be negatively affected by the electromagnetic interference from the
environment. On the other hand, surface electromagnetic waves propagate along the interface between
two neighboring mediums at a group velocity below the speed of light, with virtually no radiation loss.
Unlike leaky electromagnetic waves, surface electromagnetic waves tend to propagate with a relatively
stable amplitude because they are relatively unaffected by the ambient electromagnetic interference.
Therefore, there is no point of basing our blood glucose measurements on leaky electromagnetic
waves. Whether an electromagnetic energy is leaky or not also depends on its frequencies. To ensure
reproducibility of measurement, the blood glucose measurements should be conducted at frequencies
where the group velocity of the propagating wave is less than the speed of light.

A Goubau line is a slow-wave guiding structure which, at frequencies below the cut-off frequency,
primarily supports propagation of a surface electromagnetic wave at a group velocity below the
speed of light (see Figure 1a). It is basically a groundless single-wire transmission line coated with
a layer of dielectric material. This dielectric coating confines the evanescent electromagnetic energy
on the conducting surface, which would otherwise turn the evanescent electromagnetic energy into
a leaky wave. When both ends of the Goubau line are connected to a vector network analyzer for
measurements of scattering parameters, we will either end up with a large magnitude of the S12 (or
S21) parameter together with a small magnitude of the S22 (or S11) parameter, or the other way round.
The former means that the characteristic impedance of the Goubau line is close to 50 Ω, whilst the latter
means the opposite. In either scenario, the radiation efficiency of the leaky waves is low with virtually
no antenna effect. The Goubau line in either of these two scenarios has vertically little or no interaction
with the ambient electromagnetic interference. In the absence of any interaction with the ambient
electromagnetic interference, the measured scattering parameters will be stable and reproducible.

The Goubau line, as shown in Figure 1a, is assumed to be a straight Goubau line. The radii of
the dielectrically coated Goubau line and its center conductor are respectively a and b. The relative
permittivity of the dielectric layer coating the center conductor is εr. Then the group velocity of
a surface electromagnetic wave can be computed from the propagation constant using the modified
version of the approximation formula proposed by Jaisson [15]:

kz = k0

√
1 +

εr − 1
1 + 6εrKe/G

(1)

where

k0 =
2π f

c
(2)

Ke = 0.11593148− 0.5 ln(−q) − 0.5 ln(− ln(−q)) +
0.5 ln(− ln(−q))

ln(−q)
(3)

q =
( 1
εr
− 1

)G
3
(k0b)2 (4)

G =
(
1− a

b

)[
6 +

(
1− a

b

)(
5− 2a

b

)]
(5)
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The group velocity is therefore given by:

Vg =
2π f

real{kz} (6)

In order to eliminate leaky waves, which will render the measured scattering parameters
non-reproducible from one experiment to another, the frequency at which the blood glucose
measurement should be conducted at should satisfy the condition given by Equation (7):

f <
c

5.9809 b
√

G
(
1− 1

εr

) (7)

where the frequency f is also known as the cut-off frequency for the fundamental transverse magnetic
mode of the Goubau line.

In Equations (1)–(7), it is assumed that the Goubau line is a straight insulated wire. It is difficult to
determine the line characteristics by measuring the scattering parameters between both of the terminals
of a straight Goubau line because there is a direct port-to-port coupling between these two terminals.
The direct port-to-port coupling can be eliminated by measuring a curved Goubau line that has been
bent by 180◦ as illustrated in Figure 1b. However, the curved portion of the Goubau line as shown in
Figure 1b will radiate an additional amount of leaky waves in the directions as indicated by the pink
arrows. This radiation loss does not depend on the cut-off frequency as given in Equation (7). Instead,
it depends on the sharpness of the bend, or the radius of the bent portion of the Goubau line. In the
bent portion of the Goubau line, the outer and inner radii of the curved portion of the Goubau line are
respectively R1 + (b − a) and R2 − (b − a). This means the radiation loss due to the leaky waves at
the curved Goubau line will be a function of the difference in distance between the outer edge and
the inner edge of the Goubau line, which is (R2 + (a − b) − R1 + (a − b))π. According to the results of
our repeated experimentation, the value of b in Equation (7) can be replaced with b(R2+a−b)/(R1−a+b) in
order to factor in the additional radiation loss due to the bending effect at the curved Goubau line:

f <
c

5.9809 b
R2+a−b
R1−a+b

√
G
(
1− 1

εr

) (8)

The radiation loss due to the bent section of the curved Goubau line can be effectively minimized
at certain frequencies by letting the curved portion of the Goubau line be partially wound over
a cylindrical dielectric resonator of high permittivity, as is illustrated in Figure 1c. Because of its higher
permittivity, this cylindrical dielectric resonator reduces the effective wavelength along the inner edge
of the curved Goubau line, thereby reducing the overall distance difference between the outer edge and
the inner edge of the curved Goubau line [7]. In the neighborhood of the cut-off frequency as given in
Equation (8), whilst some of the surface electromagnetic waves in the curved portion of the Goubau line
are radiating outwards as leaky waves, the cylindrical dielectric resonator is simultaneously absorbing
the electromagnetic energy backward and inwards. The radiation loss in this scenario will be nullified
or minimized as a result of the permittivity of the dielectric resonator. The electromagnetic energy
being absorbed back to the cylindrical resonator will eventually manifest as a dielectric loss but this
dielectric loss is totally independent of the ambient electromagnetic interference. On the other hand,
the cylindrical dielectric resonator will also yield a series of stop bands at different resonant frequencies.
These resonant frequencies can be approximately determined using the formula proposed by Siart [16]:

fm,TE =
0.5m
b− a

c√
μ0(εr − ε0)

(9a)
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fm,TM =
0.5(m + 0.5)

b− a
c√

μ0(εr − ε0)

(9b)

where m is the order of mode. fm,TE and fm,TM are respectively the cut off frequencies of the m-th
transverse electric mode and the m-th transverse magnetic mode. According to Equations (9a) and
(9b), a change in the blood permittivity will induce a larger increase at the resonance of a higher order
mode. If this resonance occurs at the frequencies close to the cut-off frequency as given in Equation
(8), the leaky modes will be absorbed and converted into a dielectric loss that is highly dependent on
permittivity of the cylindrical dielectric resonator.

Reducing the radiation loss of the Goubau line through the use of a cylindrical dielectric resonator
implies that, at the cut-off frequency as given Equation (9a) or (9b), the proposed glucose measuring
device will be less susceptible to the ambient electromagnetic interference. The main goal of this work
is to take advantage of the effects due to the presence of the cylindrical dielectric resonator to determine
the blood glucose levels. If the cylindrical dielectric resonator is a cylindrical volume of skin tissue
filled with blood, and if the geometry of the cylindrical dielectric resonator is fixed, then we should be
able to determine the exact permittivity due to the glucose concentration in the blood. In this work,
this cylindrical volume of a blood-filled skin tissue is arbitrarily formed by vacuum suction using
a twisted vacuum suction aspirator (see Figure 1d).

Figure 1d shows how the cylindrical volume of the blood-filled skin tissue is formed by vacuum
suction. Due to the low pressure inside the vacuum suction aspirator, a large amount of blood will flow
into the area of the skin where a blood glucose measurement is conducted. The proposed technique will
not cause any injury to the skin or the body tissue even after several hours of use. Unlike other invasive
techniques involving the use of a lancet, the proposed technique will allow the blood glucose levels to
be continuously and painlessly monitored over a prolonged period. As the proposed glucose sensor
releases or absorbs very little ambient electromagnetic energy, the measured scattering parameters will
be highly stable. On the other hand, because the volume of the blood-filled skin tissue is very much
fixed from one measurement to another, issue #2 as stated in the introduction section is very much
a non-issue. In fact, the measured results have been proven to be accurate and reproducible.

The permittivity change of the blood is known to be a weak function of the glucose concentration
in the blood at microwave frequencies. However, regardless of how small this blood permittivity
change is, this blood permittivity change in the proposed methodology will induce an enormous
change in the scattering parameters at frequencies around the cut-off frequency given by Equation (8).

(a) 

Figure 1. Cont.
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(b) 

 
(c) 

 
(d) 

Figure 1. Concept of the proposed blood glucose measurement. (a) a straight dielectrically coated
Goubau line; (b) a measurement setup for a curved Goubau line; (c) a measurement setup for the
proposed blood glucose measurement; and (d) a photo showing how the cylindrical volume of
a blood-filled skin tissue is formed using a vacuum suction aspirator.

42



Electronics 2019, 8, 662

3. Materials and Methods

To validate the proposed concept, we conducted a series of in-vivo blood glucose measurements
in the Vietnamese German University of Vietnam as well as the Chinese Academy of Sciences in China.
In each in-vivo blood glucose measurement, a participant was guided by a nurse to undergo an invasive
blood glucose measurement involving the use of a lancing device known as Accu Chek FlaxclixTM

(Roche Diabetes Care, Inc., Indianapolis, IN, United States) at a particular time of the day. Within 15 m
after this invasive blood glucose measurement, the participant was guided through a non-invasive
blood glucose measurement on both left and right hands using the proposed method as illustrated in
Figure 1c. The network analyzer used in this work was ZVA45B manufactured by Rohde & Schwarz
R&S (in Mühldorfstraße 15, 81671 Munich Germany). During the measurements, the participants were
allowed to move their body violently. Figure 2a shows the photograph of the actual setup for each
non-invasive blood glucose measurement.

The data samples were collected over different blood glucose levels from 41 volunteers who were
university staffmembers and school-aged students. Altogether, we managed to measure over 45 blood
samples with blood glucose levels ranging from 60 mg/dl to 130 mg/dl. The measured results from
the proposed non-invasive blood glucose measurements were then analyzed and compared with the
results obtained using the invasive method.

All subjects gave their informed consent for inclusion before they participated in the study.
The study was conducted in accordance with the Declaration of Helsinki, and the protocol was
approved by the Ethics Committee of Vietnamese German University (VGU-EEIT-308).

The vacuum suction aspirator was an online shopping mall product known as a vacuum plunger,
purchased from a cross-border seller in Lazada-Taobao. On the exterior wall of the vacuum suction
aspirator as shown in Figure 1d, the area where the curved Goubau line was mounted was milled with
a groove using a 5-axis precision CNC (Computerized Numerically Controlled) machine. The milling
depth of the groove was maximized to minimize the separation between the Goubau line and the skin
tissue to just 0.3 mm.

The center conductor of the curved Goubau line has a cross-sectional radius of 1mm. The dielectric
material coating the Goubau line is a 3.8 mm thick layer of thermally cured gelatin/glycerin composite
which has a dielectric constant of 60. Using the formula given in Equation (7), the cut-off frequency of
the Goubau line was determined to be 4.36 GHz. Figure 2b shows the group velocity of the Goubau
line as a function of frequency computed using the formula in Equation (6).

The diameter of the cylindrical blood-filled skin tissue is 10 mm. According to Equation (9b),
there was supposed to be a transverse magnetic resonant in the neighborhood of 4.5 GHz when m = 4.

 
(a) 

Figure 2. Cont.
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(b) 

Figure 2. Details of the experiment. (a) The photo showing the actual measurement setup for measuring
the blood glucose on the left hand; and (b) calculated group velocity of a surface wave propagating in
the curved Goubau line (of which the diameter of the central conductor is 1 mm and the thickness of
the gelatin coating is 3.8 mm).

4. Results

This section presents the results of our in-vivo measurement from the data samples from the
participants with a normal blood pressure from the 41 volunteers. These participants include the
university staffmembers and school-aged students. Most of the data samples have repeated blood
glucose levels. The measurements were obtained from different times of the day.

Figure 3a shows the scattering parameters as a function of frequency in the dB scale when the
blood glucose level was 77 mg/dl. A similar plot was obtained for each of the other blood glucose
levels. It can be observed from Figure 3a that both S11 and S12 parameters started to trend downwards
at frequencies higher than 4.35 GHz. The simultaneous downtrend of S11 and S12 parameters is
an indication of an increase in leaky wave radiation efficiency.

During the measurements, the measured scattering parameters were very much unchanged at
frequencies below 4.5 GHz even though the participants moved their bodies. The measured scattering
parameters remained stable even when the nearby metal objects were moved. However, when the
participants moved their bodies, the instability in terms of measured scattering parameters started to
become obvious at frequencies higher than 4.6 GHz.

Figure 3c shows that there is a positive correlation between the blood glucose levels and the
S12 parameters. This near-linear correlation was obtained by extracting the data of Figure 3b right
at 4.57 GHz. The linearity of this correlation was almost completely lost at frequencies higher than
4.8 GHz.

During the non-invasive blood glucose measurement, we also observed an imbalance between
the left and right hands on two participants. The measured differences in scattering parameters were
small and, in terms of percentage, the differences were within 3%. We repeated the measurements
several times but the observed phenomena remained.

We also used the same experimental setup to conduct a series of similar in-vivo measurements at
frequencies very close to 60 GHz. The measured S21 or S12 parameters were between −65 dB and
−80 dB. However, the measured scattering parameters at around 60 GHz were found to be unstable
and non-reproducible from one experiment to another.
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(a) 

(b) 

(c) 

Figure 3. Measured results. (a) The measured S11 and S12 parameters against frequency when the
blood glucose level was 75 mg/dl; (b) the measured S12 parameters as a function of frequency for
different blood glucose levels (as denoted as “conc” in the graph). It is important to note that the blood
glucose levels in this graph were obtained using the traditional lancing method within 15 m before
the measurement of the S-parameters was conducted; (c) a graph showing the near-linear relationship
between the blood glucose levels and the S12 parameters right at 4.57 GHz.
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5. Discussion

The results of this investigation have proven beyond any doubt that the non-invasive blood glucose
measurement using the proposed approach was reliable only when the interference from ambient
leaky waves was significantly suppressed. The equations as given in Section 2 predicted the existence
of the fundamental cut-off frequency at around 4.35 GHz, whilst the measured results reveal that the
measurements started to be erratic and unstable at frequencies higher than 4.6 GHz, particularly at the
time when the participant moved his/her body. It is possible that, at around 4.57 GHz, the cylindrical
volume of the blood-filled skin tissue absorbed most of the leaky waves that would otherwise be
lost to the surrounding. At 4.8 GHz, the effects of leaky waves of the blood glucose monitoring
device completely took over those of the surface electromagnetic waves. At frequencies between 4.35
and 4.6 GHz, the measured scattering parameters were not only stable but also reproducible from
experiment to experiment.

The effects of leaky waves were clearly counter-productive as far as non-invasive blood glucose
measurements are concerned. The proposed blood glucose sensor as illustrated in Figure 1d was
designed to minimize all forms of leaky waves. However, at each of the SMA terminals, the discontinuity
between the coaxial line and the Goubau line did encourage excitation of higher order modes, which were
mostly leaky in nature. In order for the measurement errors to be further minimized, there should be
a smooth tapered transition between the coaxial cable and the Goubau line. We expect to implement
this improvement in the next stage of the project.

As pointed out in Sections 1 and 2, the change in S-parameters due to a change in the blood
glucose concentration can be magnified right at the cut-off frequency, which was 4.35 GHz in the
proposed glucose measuring device. In Figure 3b, it can be seen that, at 3.5 GHz, a blood glucose
level change from 75 mg/dl to 136 mg/dl produced an overall magnitude change of 1.42 dB in the S12
parameter. This magnitude change in the S12 parameters gradually increased as the frequency went
higher. When the frequency was at or higher than 4.35 GHz, the magnitude of the S12 parameter for
each concentration of blood glucose became noticeably observable. At frequencies in the neighborhood
of 4.57 GHz, the same change in the blood glucose level resulted in an overall magnitude change
of 4 dB in the S12 parameter. This amplified magnitude change in the S12 parameter was due in
major part to the blood glucose levels when the propagating energy was changed from the transverse
fundamental magnetic mode into the higher order transverse electromagnetic modes at the cut off
frequency (i.e., 4.35 GHz). In this device, which is fundamentally different from other published
counterparts [3,17–20], the majority of the energy from these higher order transverse electromagnetic
modes was absorbed back as dielectric losses by the cylindrical volume of blood filled skin tissue,
which, according to Equation (9a), also resonated at around the cut-off frequency.

One of the potential contributing factors to the uncertainties in the non-invasive blood glucose
measurement was the accuracy of the calibration of a vector network analyzer. We were mindful of
this issue. In this work, the TRL (Thru, Reflect, Line) calibration we used was based on the ZV-Z229
CALIBRATION KIT 2.92 mm from Rohde & Schwarz R&S (in Mühldorfstraße 15, 81671 Munich
Germany). So far, we have not encountered any problem with the calibration. The measured
S-parameters were consistently reproducible with little loss of accuracy from one experiment to another
even though the calibration was re-done again and again.

During the non-invasive blood glucose measurement, the S12 parameters for 85 mg/dl and
77 mg/dl also overlapped at frequencies below 4.35 GHz. This was due to the fact that the participants’
blood pressures were not 100% stable during the time when they were going through the non-invasive
blood glucose measurements.

During our non-invasive blood glucose measurement, we observed an imbalance in terms of the
measured scattering parameters in two individuals. This imbalance did not appear to be removable
even after several attempts. The amount of blood flowing into the skin area where the proposed
sensor was applied was dependent upon the combined effect of the individual’s blood pressure and
the air pressure inside the vacuum suction aspirator. If there is any difference in terms of the measured

46



Electronics 2019, 8, 662

S12 parameters between the left and right hands, then this imbalance was most likely due to the
issue of blood circulation in their bodies. This imbalance cannot be detected using the conventional
invasive Acuu-chek lancing approach. Although our observation is inconclusive at this stage, there is
an implication that the proposed methodology can be further applied in detecting a left and right
imbalance in the human body.

The results of this investigation have clearly proven beyond any doubt that the proposed
methodology can be used to conduct in-vivo measurements with accurate and reproducible results.
At the time of this writing, there has been a widespread misconception in the scientific community that
non-invasive blood glucose monitoring is not possible. The findings of this work have demystified this
misconception not only in terms of accuracy but also in terms of reproducibility and reliability.

6. Conclusions

This paper has presented an approach for non-invasive blood glucose monitoring at microwave
frequencies based on surface electromagnetic waves. According to the results of our investigation,
failure to obtain a reproducible blood glucose measurement was mainly due to the leaky wave
interaction between the blood glucose measuring device and the ambient environment. This problem
has been overcome through the use of surface electromagnetic waves propagating along a curved
Goubau line. In the proposed methodology, a fixed volume of blood-filled skin tissue was created by
vacuum suction and partially wounded with the said curved Goubau line. Non-invasive blood glucose
measurements were conducted by measuring the S12 or S21 parameters between two terminals of the
curved Goubau line using a network analyzer. At 4.5 GHz, there is a near-linear correlation between
the measured S12 parameters and the blood glucose levels. The measured results at 4.5 GHz were both
reproducible and consistent with the measurement obtained using the conventional invasive lancing
approach. Implicated in the findings of this work is the feasibility of non-invasive detection of a left
and right imbalance in the body.
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Abstract: The distribution of the permafrost in the Tibetan Plateau has dramatically changed due
to climate change, expressed as increasing permafrost degradation, thawing depth deepening and
disappearance of island permafrost. These changes have serious impacts on the local ecological
environment and the stability of engineering infrastructures. Ground penetrating radar (GPR) is used
to detect permafrost active layer depth, the upper limit of permafrost and the thawing of permafrost
with the season’s changes. Due to the influence of complex structure in the permafrost layer, it is
difficult to effectively characterize the accurate structure within the permafrost on the radar profile.
In order to get the high resolution GPR profile in the Tibetan Plateau, the reverse time migration
(RTM) imaging method was applied to GPR real data. In this paper, RTM algorithm is proven to be
correct through the groove’s model of forward modeling data. In the Beiluhe region, the imaging
result of GPR RTM profiles show that the RTM of GPR makes use of diffracted energy to properly
position the reflections caused by the gravels, pebbles, cobbles and small discontinuities. It can
accurately determine the depth of the active layer bottom interface in the migration section. In order
to prove the accuracy of interpretation results of real data RTM section, we set up the three dielectric
constant models based on the real data RTM profiles and geological information, and obtained the
model data RTM profiles, which can prove the accuracy of interpretation results of three-line RTM
profiles. The results of three-line RTM bears great significance for the study of complex structure and
freezing and thawing process of permafrost at the Beiluhe region on the Tibetan Plateau.

Keywords: ground penetrating radar; reverse time migration; Tibetan Plateau; permafrost active
layer; internal structure

1. Introduction

The Tibetan Plateau is known as the “third pole of the world.” Its average altitude is higher than
4500 m, which gives it the highest and most complex terrain of a plateau with permafrost regions
in the world. The character of Tibetan Plateau permafrost has obvious vertical zoning. With the
increase of altitude, the freezing depth of permafrost obviously ascends. Compared with North
America and Russia’s arctic permafrost [1], it is of high temperature, high ice content, thin thickness
and poor stability [2,3]. The permafrost is very sensitive to the change of ecological environment and
human activities due to global warming [4–9]. Acceleration of permafrost degradation, deepening
of permafrost active depth and disappearance of island permafrost are reported [10–12]. Meanwhile,
construction of engineering infrastructures, such as the Qinghai–Tibetan highway, has dramatically
altered the original regime of groundwater and surface water resources. Surface runoff and roadside
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water has directly or indirectly affected the stability of permafrost. It bears great significance to the
engineering/construction and the protection of the ecological environment that the research of the
permafrost’s distribution state, active depth and the fine structure is conducted.

Ground penetrating radar (GPR) is the most powerful and widely used geophysical tool
in permafrost studies [13–18]. Combined with other invasive geological explorations, such as
trenching, coring and boring, it is an efficient and meticulous way to study the permafrost distribution
characteristics, burial location and the evolution process [10–22]. There are many reasons which affect
the process of the freezing and thawing of permafrost in Tibetan Plateau [23,24], such as slope direction,
slope, vegetation, the thickness of the snow cover and permafrost duration, organic layer and the
soil properties, human engineering activities, etc. The thickness of permafrost layer, water content,
ice content and the activity layer depth have lateral changes, obviously within the local scale, which
changes the layers’ electrical structure obviously. The ice, the position of the small fault and the local
fine structure in the internal of permafrost, which can indicate the change of the state of internal
freezing and thawing process, affect the freezing and thawing of permafrost in the context of climate
change. However, it is difficult to identify the internal structure of the permafrost in complex area from
the raw radar profile. In addition, the shallow permafrost layer has repeated freezing and thawing.
It is difficult to effectively reflect the state of active permafrost with seasons from the radar section.

The process of migration returns the underground reflection point information back to properly
positioned reflections, and the reflection wave, simultaneously with the diffraction wave, automatically
converges and interferes with automatic decomposition; better migration methods can provide high
resolution interpretation of imaging. Compared with Kirchhoffmigration method [25,26], reverse time
migration (RTM) can effectively use the full wave field information [27–29]. While compared with
one-way wave equation migration [30], RTM has no limitations in propagation direction and dip angle,
since RTM does not need to separate the wave field, and can better use the reversed branch and the
multiple waves; it is quite adaptive to lateral velocity variations, too. RTM is the state of the art in high
precision migration methods.

When the electromagnetic (EM) impulse has a central frequency well above the transition frequency
(the ratio of the dielectric constant to the electric conductivity of the media) the EM filed propagation is
essentially a wave field; the kinematic characteristics of the propagation of the EM wave and the elastic
wave are quite similar, such that all the seismic data processing techniques can be used to process the
radar data [31]. The conventional migrations have been widely used in radar data imaging [32,33].
Fisher et al. was the first to apply the finite difference (FD) RTM to GPR [31]. They simply used the
acoustic wave equation to the post-stacking GPR data. Sanada and Ashida continued the work to
develop the RTM algorithm directly from the Maxwell’s equation with the consideration of finite
conductivity in the algorithm [34]. Leuschen and Plumb realized the FD-RTM on both multi-offset and
zero-offset data [35]. Zhou conducted the FD-RTM based on Maxwell’s equations and achieved the
common shot point prestack RTM of GPR data [36]. Liu combined the FD-RTM algorithm and the full
waveform inversion to estimate migration velocity [37].

In this study, we introduced the principle of GPR and applied the FD-RTM algorithm to the GPR
data acquired at the site of Beiluhe in the Tibetan Plateau. Combining the RTM imaging sections from
real data and forward modeling, we demonstrated that the FD-RTM can be applied to determine
the active layer depth and characterize the fine structures in the active layer in the Tibetan Plateau’s
permafrost regions. Through the design a series of active layer models, we generated the forward
modeling synthetic data and demonstrated that RTM is a powerful tool to study the structure of the
active layer of the permafrost. In the Beiluhe region the imaging result of GPR RTM profile shows that
the RTM technique can clearly characterize the positions of the fine structures in the migrated section.
It has great significance of using RTM section to research complex structure and freezing and thawing
process in the active layer at the Beiluhe region.
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2. Materials and Methods

2.1. Principles of GPR

The GPR system consists of transmitter antenna, receiver antenna, controller, data logger and
display, as shown in Figure 1. Electromagnetic waves from the transmitting antenna propagate into the
surrounding medium at a certain velocity which is dependent mainly on the dielectric constant of the
medium [38,39]. When the electromagnetic wave encounters the interface of the medium, part of the
energy is transmitted to the second layer of medium, and the remaining energy is reflected according
to the reflection coefficient R which is given by:

R =

√
ε1 − √ε2√
ε1 +

√
ε2

(1)

where the ε1 and ε2 are the dielectric constants of the first layer and the second layer of the medium,
respectively [40]. The reflected electromagnetic wave is received by the receiving antenna. The travel
time and amplitude information of the signal can be used to image the medium.

 
Figure 1. Ground penetrating radar (GPR) system and detection diagram.

2.2. Reverse-Time Migration (RTM)

The RTM procedure consists of three steps: forward continuation, reverse continuation and
imaging. First, the forward continuation propagates the wave energy to the maximum moment along
time axis; the direction of wave field and the result are preserved. Second, reverse continuation is
propagated the wave field to zero moment along the time axis in reverse direction, and then, the positive
wave field is read, which has same time as the forward continuation. In the third step, appropriate
imaging condition is applied to get the information of underground structure. The detailed realization
process is shown in Figure 2.

In the process of RTM, we choose the zero-lag cross-correlation imaging condition and the Laplace
filter to remove the low frequency noise at the subsurface [41,42].

image(x, y) =
∑
time

S(x, y, t)R(x, y, t) (2)

where image(x, y) is the result of imaging; S(x, y, t) is the wave-filed of forward continuation in time
domain, which is calculated from forward modeling data. R(x, y, t) is the wave-field of reverse
continuation in time domain, which is obtained from the acquired GPR data.

51



Electronics 2020, 9, 56

 
Figure 2. The realization process of reverse time migration (RTM) algorithm.

2.3. Two-Dimensional Radar Wave Forward Modeling

Efficiently solving the forward problem is the key to RTM imaging. The major task of the forward
modeling algorithm is solving 2D wave equation from the original Maxwell’s equations in rectangular
coordinate system. The original Maxwell curl equations can be written as

∇×H =
∂D
∂t

+ J (3)

∇× E = −∂B
∂t
− Jm (4)

where E is the electric field; D is electric displacement; H is the magnetic field; B is the magnetic flux;
J is electric current density; Jm is magnetic electric current density. For the 2D TE (Transverse electric)
mode ∂/∂z = 0 and Hz = Ex = Ey = 0. Therefore, in the Cartesian coordinates we have:

∂Ez

∂y
= −μ∂Hx

∂t
− σmHx (5)

∂Ez

∂x
= μ

∂Hy

∂t
+ σmHy (6)

∂Hy

∂x
− ∂Hx

∂y
= ε
∂Ez

∂t
+ σEz (7)

where ε is the dielectric constant; μ is unit permeance; σm is magneto conductivity; σ is the electric
conductivity; Hx and Hy are the x and y components of the magnetic field, respectively; and Ez is the
electric field oriented in z direction.

2.4. The Forward Modeling Data RTM

Since groove is a common geological structure in the field, the propagation of electromagnetic
waves in groove is complicated, so a groove model is often used to verify the accuracy of radar or
seismic imaging algorithms. In order to examine the correctness of the RTM algorithm, we designed
a groove model (Figure 3a) for forward modeling. The dielectric constants of the upper and lower
media were 2.0 and 4.0, respectively. The model size was 4 × 4 m. The grid spacing was 0.02 m. Ricker
wavelet was regarded as source wavelet, for which the peak frequency was 400 MHz. The time step
was 2.0 × 10−11 s and the recording length was 50 ns. We used finite-difference forward algorithm
calculate to radar profile (Figure 3b) for groove model and used RTM algorithm calculate to migration
profile (Figure 3c). From the result of the migration, we can see the reflection and diffraction (the yellow
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circle in Figure 3b) caused by the uneven interface in radar profile (Figure 3b). The groove interfaces
(the red circle in Figure 3c) of the shape and depth of the migration profile (Figure 3c) are similar to
the original velocity model (Figure 3a). The interface reflection of two intersecting axes (the yellow
arrows in Figure 3c) is caused by diffraction of the jump point on the boundary at the imaging process
in migration profile (Figure 3c).

 
Figure 3. The imaging of RTM of groove model: (a) dielectric constant mode, (b) radar profile after
removing the direct wave and (c) RTM profile.

2.5. RTM of GPR Profiles in the Beiluhe Region

2.5.1. Brief Description of the Study Area

The Beiluhe region (E92.9318◦, N34.8214◦, and see Figure 4) is located in high alluvial plain in the
north part of the Tibetan Plateau. In this area, terrain is gentle and the change of elevation is from 4600
to 4700 m. The layers are mainly composed of Quaternary salt, pluvial fine sand, silt and a silty clay
layer. It is covered with a peat layer in local region and made of tertiary mudstone and sandstone
below 2 m. The average of annual rainfall is 300 mm, the average of annual temperature is −5.0–3.8 ◦C.
The average of annual ground temperature is 2.0–0.5 ◦C in this region, respectively. Frozen soil types
mainly comprise rich ice and frozen soil in the local region; the thickness of permafrost is 50–80 m; the
upper limit of permafrost was −1.8 to −2.2 m over the last 30 years. The average temperatures have
risen by about 0.3 to 0.4 ◦C in the Tibetan Plateau with the global warming. That caused degradation of
permafrost region, increased the activity layer’s thickness and caused the disappearance of local island
permafrost [7,8,43]. The influence of human engineering activities such as the Tibetan highway, make
the lithology of subsurface and coverage of vegetation is not uniform; the thickness of the active layer
in the local scope has obviously changed, and the change of permafrost is transverse discontinuous.

2.5.2. GPR Data Acquisition and Processing

In May 2018, we used the GSSI SIR30 GPR apparatus for the characterization of the permafrost on
both sides of the Qinghai–Tibetan highway. The GPR antennas are all bow-tie antennas, and receiver
antenna and transmitter antennas are perpendicular to the survey line. We designed three survey lines
with length of 200 m (the three red lines in Figure 4) and applied the common midpoint (CMP) method
to obtain the formation velocity. The antennas’ frequencies are 100 MHz and 400 MHz, respectively; the
polarization directions of the transmitter antenna and the receiver are parallel. The sampling interval
is 0.047 ns, with the total number of 1024 samples in one trace. The method of CMP is mainly used
for detecting propagation velocity of radar wave. This method of profile is mainly used for detecting
small structure changes at the shallow surface layer. We used 100 MHz antennas with a step size of
10 cm to move in the opposite direction of other antennas. Based on CMP velocity analysis [44,45],
we measured the depth of active layer to be about 50 cm; the average found that the bottom interface
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depth propagation speeds are 0.10 m/ns and 0.12 m/ns on the upper and lower parts of the bottom
interface of active layer, respectively. We used 400 MHz antennas to collect high frequency GPR data
along survey lines (Figure 5).

 
Figure 4. The location and lines layout diagram in Beiluhe permafrost region. Lines distribution on
both sides of the Tibetan highway. We chose part of the section of on the east side of L1 line (the L1 red
line) and on the west side of L3 line (the L3 red line) and L2 line (the L2 red line) to image RTM.

 
Figure 5. The picture of landscape: (a) near picture, (b) far picture.

When we interpreted radar data, we found they to have complex reflection and diffraction, and a
small fault on the subsurface in the radar profile. In order to obtain fine structure of internal of active
layer, we chose 250 trace radar datums in L1 line (the L1 line in Figure 6), 200 traces radar datums in L3
line (the L3 line in Figure 8) and L2 line (the L2 line in Figure 10) to image of RTM. In order to prove
the accuracy of interpretation result of three-line RTM profiles, we designed three dielectric constant
models which were based on the three-line RTM profiles and geological information of active and
permafrost layers, respectively, and obtained the RTM profiles of three models.
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Figure 6. The imaging of migration of L1 line part profile. (a) Radar profile; (b) real data RTM profile;
(c) model data RTM profile.

3. Results

3.1. Diffraction in Permafrost Internal

Figures 6 and 7 are the GPR data and dielectric constant models, respectively. The real data RTM
profile in Figure 6b was calculated from the real GPR data in Figure 6a using the RTM algorithm.
The dielectric constant model in Figure 7 was designed based on real data RTM profile (Figure 6b) and
geological information. Then, we used the dielectric constant model to obtain forward modeling data,
and calculated model data RTM profile in Figure 6c using RTM algorithm. For the sake of contrast, we
put the real GPR profile, real data RTM profile and model data RTM profile into one (Figure 6). It has
three obvious diffraction in the part of the permafrost profile of L1 line at the Beiluhe site (Figure 6a),
which were probably caused by buried cobbles. It has a discontinuous reflection axis at 5 ns (the green
line in Figure 6a), and a continuous reflection axis at 3 ns (the blue line in Figure 6a) on above of
diffraction. It has intermittent reflection (the yellow line in Figure 6a), whose location at the bottom
interface of the active layer is below the diffraction. Due to much attenuation, energy loss is too serious;
the reflection on bottom of the energy is very weak (the yellow line in Figure 6a). It is difficult to
effectively identify the position of the diffraction and determine the depth of the bottom interface
of peat layer and active layer from the radar profile. The three obvious diffractions (the red lines in
Figure 6a) move back to the original place after the migration (Figure 6b). The depth of the three
cobbles is about 0.3 m. In combination with geological information of a shallow surface, we consider
these diffractions are caused by cobbles with a size of about 10 cm. The 3 ns reflection axis (the blue
line in Figure 6a) at the top of diffractions and the ground direct wave merged into a strong axis; we
made sure the reflection axis was radar direct wave. The reflection axis at 5 ns on the top of diffraction
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(the green line in Figure 6a) heads back to a continuous reflection axis (the green line in Figure 6b),
and we consider the reflection axis as being at the bottom interface of peat layer; the depth is 0.2 m.
The intermittent reflection (the yellow line in Figure 6a) heads back to continuity reflection (the yellow
line in Figure 6b), and we consider the reflection the bottom interface of active layer; the depth is
about 0.45 m in the radar profile. Combinations of radar migration profiles from different seasons can
effectively reflect that with the climate changes, so does the process of ice changing into permafrost.

Figure 7. The relative dielectric constant model was designed using the L1 line RTM profile.

Based on the L1 line RTM profile, we designed a dielectric constant model of diffractions in the
internal permafrost layer (Figure 7), and obtained the model data RTM profile (Figure 6c). We found
exact correspondences between real data RTM profile and model data RTM profile. They have same
feature and depth for the active layer (the green line in Figure 6b,c), permafrost table (the yellow line
in Figure 6b,c) and the cobbles (the red line in Figure 6b,c) in the real data RTM profile and model data
RTM profile.

3.2. Fine Structure in Internal Permafrost Layer

There are a lot of reflection axes crossing and messing in the part of the L3 line section of Beiluhe
permafrost region (Figure 8a). About the time of 10 ns approximately, a very continuous reflection axis
(the green lines in Figure 8a) appears, but with a lot of intermittent reflection axes (the yellow line in
Figure 8a) at the top. The small reflections (the yellow line in Figure 8a) and the continuous reflection
of around 10 ns (the green lines in Figure 8a) have difficulty reflecting the actual internal structure
of the permafrost layer. It is difficult to reflect the fine structure of internal permafrost layer from
a radar profile. The cross reflection and small reflection at subsurface (the yellow line in Figure 8a)
cover the properly position, and show three distinct reflection layers (the red, yellow and green line
in Figure 8b) which are significantly deeper than the depth of pit data. There are two continuous
reflections on the top of active layer (the red and yellow lines in Figure 8b), which may be the interface
of soil, and siltstone and fine sandstone, respectively. In the process of thawing in the RTM profile, we
combine other factors with pit data and consider the depth of the bottom interface of active layer to be
about 0.75 m (the green line in Figure 8b): the permafrost of subsurface, and the interface of between
soil and siltstone (the red line in Figure 8b) and between siltstone and fine sandstone (the yellow line
in Figure 8b) where the moisture content increased obviously, which was caused by a strong reflection
in the radar profile. The depth is about 0.9 m in the RTM profile. It has weak reflection (the blue line in
Figure 8b) which is caused by internal of freezing permafrost. It has an obviously lateral change the
depth of interface of among the soil, siltstone, fine sandstone and active layers. Due to it having some
vegetation, caused by the thawing of different levels in permafrost soil, siltstone and sandstone, it can
be truly reflected internal state of freezing and thawing permafrost on the detection period.

Based on the L3 line RTM profile, we designed a dielectric constant model of fine internal structure
in permafrost layer (Figure 9). Combining the geological information and characteristics of the
permafrost layer, we inserted six permafrost layers in the dielectric constant model (Figure 9). After the
calculation, we obtained the model RTM’s profile data (Figure 8c). The layers had same characteristics
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and depth of active layers and a permafrost layer (the red, yellow, green and blue line in the Figure 8b,c)
in the real data RTM profile (Figure 8b).

p

 

Figure 8. The imaging of migration of L3 line part profile. (a) Radar profile; (b) real data RTM profile;
(c) model data RTM profile.

 

Figure 9. The relative dielectric constant model was designed using the L3 line RTM profile.

3.3. Small Lateral Fault Broken

There are two obvious small blocks at the shallow surface in part of L2 line radar profile and
RTM profile (Figure 10a,b). Their depths were both about 0.2 m; both were about 5 × 10 cm. Due to
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the depth being small, they may have been stone. They had a small reflection at the 5 ns in the radar
profile (the green line in Figure 10a). But the energy of reflection was at the bottom of small reflection.
They obviously had three reflections (the green line C in Figure 10b) which combine into one reflection
in the RTM profile. That may have been interface in the frozen state. When the seasonal frozen soil
layer starts thawing, the interface separates three interfaces. It has obvious convergence diffraction
at the bottom of small fault (the blue line in Figure 10a), and enhances continuity reflection where
the depth of reflection is 80 cm (the yellow line in Figure 10b) or 100 cm (the blue line in Figure 10b).
In combination with pit data, the two reflections (the yellow and blue lines in Figure 10b) are at the
bottom interface of active layer. The depth of interface is about 90 cm and deeper than the depth of
the interface of the other location significantly. The layers are broken by fault F2 in the regional of
E and F. Combined with geological information, the two interfaces are interfaces between soil and
siltstone (the green line at regional of E and F in Figure 10b), and between siltstone and sandstone
(the red line at regional of E and F in Figure 10b). They have obvious uplift at the side of up fault
(D and F in Figure 10b), which indicate fault F1 and F2 are reverse faults. The formation of reverse
faults is caused by unequal stress when a permafrost thaws. The region of E is risen, and on either side
of the extrusion regions D and F. Due to influences of temperature, soil and shallow permafrost soil,
the thawing is unequal; there are complex structures in the shallow permafrost. That can clearly reflect
the position of the small fault from the RTM profile (Figure 10b). In combination with RTM profiles of
different seasons, we can provide scientific advice for the Tibetan highway engineering construction.

 

Figure 10. The imaging of migration of L2 line part profile. (a) Radar profile; (b) real data RTM profile;
(c) model data RTM profile.
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Based on the L2 line RTM profile and geological information of active and permafrost layers, we
designed the dielectric constant model (Figure 11) of the small lateral fault, and obtained the model
data RTM profile (Figure 10c). We found exact correspondence between the real data RTM profile and
the model data RTM profile. They have the same features and depths for the small broken fault (F1 and
F2 in Figure 10b,c) and the permafrost layer (the yellow and blue lines in Figure 10b,c).

 

Figure 11. The relative dielectric constant model was designed using the L2 line RTM profile.

4. Discussion and Conclusions

With global warming, the Tibetan Plateau has experienced severe degradation of permafrost and
disappearance of island permafrost, which has seriously affected the local ecology and stability of
engineering infrastructures in the Tibetan Plateau. The place is mainly composed of a fine sand layer
at the subsurface of the Beiluhe permafrost region in the Tibetan Plateau. The types of permafrost
soil are mainly rich ice and frozen soil and ice containing soil at the location. Due to effects of slope,
vegetation coverage and engineering activities, the active layer has obvious lateral changes in the
process of freezing and thawing. There are obvious cross-overs of reflection, diffraction and energy
inequality phenomena in the radar profile.

GPR provides a wealth of interpretive information about active and permafrost layer.
The conductivity of the subsurface is lower (<10 mS/m) in the Beiluhe region. It has flat terrain, rarely
affected by external distractions, and there is a high signal noise ratio (SNR) for radar data in this
region. At the same time the CMP velocity analysis and formation depth data from pit excavation
provide a precise velocity-depth model. This is the key to RTM in the Tibetan region.

Research of changes at the site of permafrost soil of Tibetan highway can provide scientific advice
for the Tibetan highway’s engineering construction. Previous studies have merely used the ground
temperature and active layer thickness depth to research permafrost actives layer, and cannot show
internal fine structure [46–48]. In this article, RTM is applied to process of permafrost GPR data of
the Tibetan highway. The three RTM profiles clearly reflect the internal fine structure of permafrost
and thawing state. The RTM profiles show large pieces of cobbles (Figure 6b). Due to the influence
of soil at the shallow surface, the seasonal permafrost has obvious lateral changes and forms small
discontinuities (Figure 8b). The depth of bottom interface of peat layer is about 0.2 m. The depth of
bottom interface of the active layer has obviously changed; the deepest and shallowest parts are about
0.9 m and 0.45 m, respectively. In this region, the permafrost active layer thickness is about 1.8–2.2 m.
The permafrost active layer will melt with the rise of temperature, and the maximum melting depth
is in August. The survey was in May, and the maximum melting depth was about 0.9 m. Therefore,
the data up to 1.4 m were sufficient.

In order to prove the accuracy of interpretation results of three-line RTM profiles (Figures 6b, 8b
and 10b), we designed a dielectric constant models (Figures 7, 9 and 11) based on the three-line RTM
profile and geological information, and obtained the model data RTM profiles (Figures 6c, 8c and 10c).
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We found exact correspondences between real data RTM profiles and model data RTM profiles. From
the three model data RTM profiles, we can prove the accuracy of interpretation results of three-line
RTM profiles. In other words, the dielectric constant models of three-line (Figures 7, 9 and 11) can
show the characteristics of diffraction, fine internal structure, and the small, broken lateral fault in the
permafrost layer exactly.

The thawing of permafrost layer has influenced the Tibetan highway stability and indicates the
change of climate. It can provide high resolution geological interpretation from the RTM profile.
In combination with radar RTM profile of different seasons which can reflect the process of changing
of seasonal freezing and thawing, it has great significance to researching the process of freezing and
thawing of permafrost in the changing context of the Tibetan Plateau.
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Abstract: This paper presents a new design of a fifth order bandpass waveguide filter with Chebyshev
response which operates in the X-band at 10 GHz center frequency. By using a complementary split
ring resonator (CSRR) upper and lower sections that are placed on the same transverse plane and are
not on the same parallel line, CSRR sections are shifted from each other. A simple model of lumped
elements RLC is introduced and calculated as well. The model of the proposed bandpass waveguide
filter is synthesized and designed by using computer simulation technology (CST). Hereafter, by
selecting proper physical parameters and optimizing the overall CSRR geometrical dimensions by
taking into consideration the coupling effect between resonators, a shortened length of the overall
filter, and a wider bandwidth over the conventional one are obtained. As a result, the proposed filter
is compared with the conventional bandpass waveguide filter that is coupled by inductive irises
with Chebyshev response, in addition to other studies that have used the metamaterial technique.
The proposed filter reduces the overall physical length by 31% and enhances the bandwidth up
to 37.5%.

Keywords: Chebyshev filter; cavity; metamaterial; waveguide; X-band; meta-resonator

1. Introduction

Waveguides are in general hollow metallic wave guiding structures used as filters, couplers,
combiners, and amplifiers in various microwave and millimeter wave applications due to their less
power consumption and high power handling capacity [1]. Recent advents in wireless communication
applications have enormously increased the demand on antennas and filters with improved frequency
selectivity as well as decreased overall physical size. For instance, such a demand results in various
forms of designs and implementations of waveguide filters with improved characteristics of sharpness,
bandwidth, and physical size [2–4].

Filters are components designed with the purpose of selecting or transmitting signals over
specified band and rejecting signals over the other bands. Although various forms of microwave
filters are available in the literature, they all have the same common point by which their performance
is evaluated using the distributed network concept, assuming that they usually consist of periodic
structures exhibiting passband and stopband characteristics in various frequency bands [1]. A variety of
waveguide filters with different characteristics of low insertion loss, high Q factor, and sharp frequency
selectivity have been proposed for various applications [5–8]. For example, inductive irise-coupled
resonators are implemented into waveguide structures to have a Chebyshev response with N-poles [9].
In addition, stepped-impedance resonators are employed in the design of an X-band waveguide filter
at 10 GHz to have superior filter characteristics [10]. Furthermore, a co-planar waveguide filter by
using the bended stub and folded structure at 2.4 GHz [11], E-plane waveguide filter with periodically
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Electronics 2020, 9, 101

loaded resonators [12–14], and T-shaped resonators with reduced size [15] are also implemented.
On the other hand, the introduction of the substrate-integrated waveguide technique [16] has lead to
the emergence of many microwave filters with quarter wavelength resonator based on impedance
and admittance inverters’ method [17]. An aperture engraved in the middle common ground of
the vertically stacked cavities [18] and U-shape slots on substrate integrated waveguide (SIW) with
low temperature co-fired ceramic (LTCC) [19] at 40 GHz and 3D printed inserted into waveguide
filter at 10 GHz [20] are implemented. In a recent study, two quarter-wavelength stepped-impedance
resonators are realized to suppress the effect of a third harmonic in a wideband bandpass filter design
being presented [21].

After the implementation of engineered materials [22] coined as metamaterials (MMs) based
on the study of Veselago [23], a new era has been opened in the design and implementation of
microwave filters due to their unique, unnatural, and exotic electromagnetic properties. Split ring
resonators (SRRs) played a vital rule in the design of microwave applications like filters. Because
of resonance structures of (SRRs) and their resonance behavior, they can be used for miniaturizing
overall microwave devices. Waveguides embedded with metamaterial in various forms with diverse
electromagnetic properties are designed to reduce the size of the filter [24]; to have a narrow-band
filter in a rectangular waveguide using complementary split ring resonator (CSRR) has been proved,
but the authors didn’t mention the type of response or the final size of the proposed filter [25]. Using
different models of CSRRs inside rectangular waveguide to design bandpass filter for single and dual
mode has been demonstrated [26], and a compact dual-band waveguide bandstop filter using double
SRR structure is designed [27].

In addition to these studies, gradually, metamaterials have spread out in many syntheses and
designs to improve performance whether cutoff frequency or bandwidth of filter by using coupled split
ring resonators (SRRs) and a negative image of split ring resonator CSRRs [28–33] are proposed and
designed. However, previous studies have discussed and focused on dimensions of meta-resonators
without mentioning or discussing shifts between upper and lower rings. Due to the shift property
between CSRR rings, reaching the center frequency in a faster way is expected.

In [34], the authors have designed and simulated a three poles Chebyshev bandpass waveguide
filter by using single CSRR in the X-band at center frequency 11.95 GHz. Although the methodology
used in this article is straightforward due to the usage of a single resonator, it gives a narrow bandwidth
500 MHz and is not able to control the bandwidth or the selectivity of filter well; particularly, they
have implemented two filters with a different number of poles and given the same narrow bandwidth;
furthermore, they didn’t mention the overall physical size of the proposed filter. Whilst the authors
in [33] have proposed a unit cell of CSRR and tuned it at 12.1 GHz center frequency without mentioning
the type of filter or the number of filter’s poles, they have just implemented their resonator based
on optimization of its physical dimensions to get a desired center frequency with 2 GHz passband.
In addition, their method has just depended on the changing physical dimensions of CSRR itself.

Here, in our work, in order to improve the miniaturization of Chebyshev bandpass waveguide
filter based metamaterials over a conventional filter at 10 GHz center frequency with five resonators,
and to improve its selectivity and insertion loss alongside bandwidth as well. Simple double symmetric
unit cells with electric coupling between CSRRs which are engraved from the center to facilitate and
tune the resonating frequency at 10 GHz are used. The CSRRs have been designed with shifting
between the upper and lower sections. The shifting between two CSRRs—right or left from each
other—means the changing of electric coupling between them, and, due to this change in coupling, the
center frequency will be affected directly with respect to this shifting. In this work, with the change
in CSRR’s physical dimensions besides the shift between two loops, the optimal waveguide filter is
obtained in a systematic manner as it will be shown in Section 3.1. Cutoff frequency, Q factor, and
S-parameters are studied and calculated by using computer simulation technology (CST), and a circuit
simulator is used to implement and simulate a lumped element bandpass filter as well.

Unlike the conventional filters, the proposed filter is designed based on the metamaterial
resonators’ technology that are coupled directly without H-plane waveguide junctions between
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resonators that give the design important factors, especially for telecommunication applications such
as compact size, simple structure, and wide bandwidth. Thus, according to these features, the proposed
filter could be employed inline with low noise amplifier (LNA) for X-band receiver circuits which
works at 10 GHz center frequency (9.15 GHz–10.44 GHz) to suppress the unwanted signal band,
and waveguide size is critical in such circuits as well [35]. In addition, the proposed filter could be
employed inline with X-band power amplifier at 10 GHz center frequency to achieve the maximum
power and extend the desired bandwidth [36]. An X-band RADAR transceiver module that works at
the same frequency band (9.15 GHz–10.44 GHz) could be inserted with high selectivity and a high
quality factor [28].

2. Fundamentals of Waveguide Resonators

The working principles of microwave filters operating at high frequencies are very similar to those
of lumped elements series or parallel RLC resonators in circuit theory [1]. Microwave resonators are
constructed by enclosing (short circuiting) both ends of waveguide structures as shown in Figure 1a by
metallic walls. For instance, Figure 1b shows the geometry of a rectangular waveguide resonator (a > b)
with length d shorted at both ends z = 0 and z = d. Here, it is assumed that waveguide is extending
in the z-axis. Electromagnetic energy (in the electric and magnetic fields) is stored within the box
enclosure as shown in Figure 2, and it reaches its maximum at good coupling, and it dissipates power
in the metallic walls and/or within the filling dielectric material ε = ε0εr, where εr is a medium’s
relative permittivity.

(a) (b)

Figure 1. (a) rectangular waveguide a > b; (b) rectangular cavity, shorted and perfect electric conductor
(PEC) for all sides d > a > b.

Figure 2. Electromagnetic energy stored in the rectangular waveguide resonator for X-band WR-90
with dimension a = 22.86 mm and b = 10.16 mm at center frequency 10 GHz with length d.

By applying the Poynting vector P = E × H in a cavity in which applying conditions of modes,
power will be purely imaginary, and time averaged power density (real part) will be zero. This means
that there is no real power in/out the cavity will be transferred. However, the imaginary part means that
there is a stored energy in electromagnetic fields inside the cavity [1]. Meanwhile, the quality factor (Q)
is an important parameter and should be taken into consideration once design of the microwave filter is
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needed. The quality factor measures the strong coupling either in electric (aperture) or magnetic origin
(loop) between resonators; in other words, it measures the losses in the resonator. Q is alternatively
defined as the ratio of a resonator’s center frequency to its 3-dB bandwidth (means bandwidth of the
range of frequencies for which the energy is at least half its peak value) and given by the formula

Q =
f0

BW3dB
[1]. However, the external coupling factor (k factor) between resonators is defined by

kij = ∓ f 2
2 − f 2

1
f 2
2 + f 2

1
= ∓ω2

2 − ω2
1

ω2
2 + ω2

1
, (1)

where f1 and f2 are the lower and higher frequencies of the filter, and i, j the adjacent cavities.
Under the condition that a cavity is lossless, transverse electric field intensity can be derived

as [1]:
Ēt(x, y, z) = ē(x, y)

(
A+e−jβmnz + A−ejβmnz

)
, (2)

where ē(x, y) is the transverse variation of mode, A+ and A− are, respectively, the arbitrary amplitudes
of the forward and backward traveling waves, and βmn is the phase constant of wave. Application of
boundary conditions on the side walls (x = 0, a) and (y = 0, b) of the cavity results in

βmn =

√
k2 −

(mπ

a

)2 −
(nπ

b

)2
, (3)

where k =
√

με is the wave number of the material filling the waveguide, μ and ε are the permeability
and permittivity of the filled material, and m and n denote the number of half-sine (or cosine) variations
in x and y directions. Application of boundary conditions at the front and rear faces of the enclosed
waveguide cavity at (z = 0, d) yields the well-known following resonant frequency fr

fr(mnl) =
1

2π
√

με

√(mπ

a

)2
+

(nπ

b

)2
+

(
lπ
d

)2
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where l denotes the number of half-sine (or cosine) variations on the z-axis. Figure 3a shows the S21

parameter of the resonator at 10 GHz resonant frequency when the port 2 in Figure 2 is weak, and
Figure 3b shows the real reference impedance to the same resonator Zre f = 499 Ω at 10 GHz.

(a) (b)

Figure 3. (a) S21 parameter of waveguide resonator, and (b) reference Impedance real part of waveguide resonator.

3. Design and Simulation

In the late 1960s, Veselago has paved the way for using artificial materials (unnatural material) [23]
with negative μ and ε. Considerably later, the evidence of medium with simultaneous negative μ and ε

was demonstrated experimentally [22]. As demonstrated in [25], one can use CSRR to design a compact
waveguide filter by an engraving metallic sheet. Here, in this paper, a double ring meta-resonator
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engraved from the center of CSRR as shown in Figure 4a to reduce the physical size of the waveguide
filter that is coupled by inductive or capacitive irises has been used. The engraved rings on the copper
plane are not mutually aligned to each other, thus the upper ring and the lower ring are not on the
same vertical line (shifted). Nevertheless, the shifting of rings plays another role besides selecting
proper CSRR physical dimensions to move the resonant frequency as desired. Based on the coupling
phenomena, shifting changes the coupling between two rings, so that selecting a good shift with a
proper physical dimension of CSRR gives a quick response at desired resonant frequency as shown in
the response in Figure 4b.

(a)

(b)

Figure 4. (a) rectangular meta-resonator design; (b) S-parameter response of waveguide meta-resonator
S11 and S21 which is compared by using (CST) and a circuit simulator.

As shown in Figure 4, computer simulation technology (CST) is used to simulate rectangular
waveguide resonator which initial length is d = λ/2 at 10 GHz for X-band applications with lower
cutoff frequency fl = 9.15 GHz, higher cutoff frequency fh = 10.44 GHz, and 0.043 dB passband ripple.
In addition, using substrate material (RT/Duroid) with a thickness of 0.5 mm, permittivity constant
εr = 2.2, and appropriate mesh density selection 10 steps per wavelength with 20 min number of steps
are selected. Annealed copper (lossy material) with conductivity σ = 5.8 × 107 [S/m], thickness 30 μm
is chosen for metallic layer, and impedance at resonant frequency Z0 = 499 Ω as shown in Figure 3b.

The microwave resonant circuits in high frequency behave as RLC elements in low frequency
circuits (including ohmic losses) that can be excited by external magnetic source. In other words, to
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obtain lumped elements model from distributed model, values of components that are calculated
using Equations (5)–(7) as proposed in [26] will be used. The equivalent lumped elements model for
the proposed meta-resonator (microstrip) is shown in Figure 5:

Ri = Z0
|S21(jω0)|

2(1 − |S21(jω0)|) , (5)

Li = B3dBZ0
|S21(jω0)|

2ω2
0

, (6)

Ci =
2

B3dBZ0|S21(jω0)| , (7)

where ω0 is angular frequency (rad/s), B3dB bandwidth at specific frequency, Z0 port impedance,
and S21 is S-parameter at considered resonant frequency. Based on what is proposed in [26] and the
definition of circuit R, L, and C parameters, shown in Figure 5, and, because of symmetry between two
CSRRs, the values are obtained at 10 GHz resonant frequency by using Equations (5)–(7): Z0 = 499 Ω,
B3dB = 0.07 GHz, R1,2 = 5989.65 Ω , C1,2 = 0.0508 pF , L1,2 = 4.9807 nH.

Figure 5. Rectangular meta-resonator and its simple lumped model RLC circuit.

3.1. Bandpass Waveguide Filter Using Symmetric CSRR

Up to now, a single waveguide meta-resonator by using CSRR and according to simulation results
of meta-resonator as shown in Figure 4b has been analyzed, it can be noticed that the variation of
parameters sh, w, and t introduce a shift of the resonant frequency and effect on bandwidth according
to the main values of the same Figure 4a ( f0 = 10 GHz and B3dB = 0.07 GHz), as listed in Table 1
and already has been shown in Figures 6–11. Changing the width (s) of the engraved center of two
loops leads to changing resonant frequency according to the variation coupling capacitance as shown
in Figure 7 and, once engraving width increases, the resonant frequency increases as well. Figure 8
shows the variations of vertical separation (x) between the two loops and its effect on the change
electrical coupling between loops, as a result of increasing the separation, the resonant frequency
will be decreased and will then move to the left. Figure 9 shows an increase in the height (h) of the
loop, decreasing the resonant frequency and moving to the left. In Figure 10, alternation in the line
width of loops has a direct effect on the resonant frequency, decreases (t) parameter, and increases
resonant frequency according to a variation of currents that moves along a path of the loops. As well
as changing the width of the loops (upper and lower), the bandwidth and the resonant frequency
change accordingly, and an increase in the (w) parameter decreases the resonant frequency as shown in
Figure 11. For the waveguide filter design, WR- 90 standard, a > b, a = 22.86 mm, b = 10.16 mm, and
Chebyshev response are used here. The Chebyshev response that exhibits the equal-ripple passband
and maximally flat stopband. The alternation of the Chebyshev response as well as changing the
bandwidth and sharpness of a filter could be affected based on the number of its resonators. Meaning
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that an increase in filter order N will give more sharpness and enhance bandwidth, but, meanwhile,
filter design will be more complicated. Figure 12 shows the sharpness of a filter with a Chebyshev
response. The sharpness of a filter with a Chebyshev response gets better with an increase in filter
order, as expected. The amplitude-squared transfer function that describes this type of response is
given by [37]

|S21(jΩ)|2 =
1

1 + ε2T2
n(Ω)

, (8)

where Tn(Ω) is a Chebyshev function of the first kind of order n and the ripple constant ε is related to
a given passband ripple LAr in dB by

ε =

√
10

LAr
10 − 1. (9)

Figure 6. Alteration of horizontal shift between two CSRR rings (upper and lower loops) sh-parameter
for sh = 0.14, 0.22, 0.32, 0.4, and 0.5 mm; resonant frequency is shifted to the left once the sh parameter
is increased.

Figure 7. Engraving the center width of both CSRR rings, the s parameter for both loops and its
changing s = 0.4, 0.505, 0.65, and 0.775 mm; the resonant frequency is shifted to the right as a result of
changing capacitance.
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Figure 8. Alteration of both CSRR rings (upper and lower loops) vertical separation, x parameter for x
= 0.25, 0.5, 0.75, and 1 mm, and resonant frequency is shifted to the left according to the coupling effect.

Figure 9. Alteration of CSRR height, h parameter for h = 0.3, 0.466, 0.633, and 0.8 mm, and the resonant
frequency is shifted to the left.

Figure 10. Changing the line width t parameter of both CSRR rings, for t = 0.4, 0.6, 0.8, and 1 mm,
the resonant frequency is shifted to the left and the changing is high in frequency according to
this parameter.
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Figure 11. Alteration of CSRR rings width w parameter and its efffect on resonant frequency w = 2, 2.333,
2.666, and 3 mm; resonant frequency is shifted to the left as well as the bandwidth being decreased.

Figure 12. The alternation of the Chebyshev response as well as changing the bandwidth and the
sharpness of a filter could be affected based on the number of its resonators, meaning that an increase
of filter order N will give more sharpness and enhance bandwidth for N = 5, 7 and 9.

Table 1. The influence of changing parameters of the meta-resonator and its effect on cutoff frequency
and bandwidth of a bandpass filter, ← response shifts to the left, → response shifts to the right, and ≈
response doesn’t change.

Parameters Resonant Frequency Bandwidth

w ↑ ← decreases
s ↑ → increases
h ↑ ← decreases
t ↑ ≈ increases
x ↑ ← decreases
sh ↑ ← ≈

With increasing value of modes (propagation patterns) in the waveguide, attenuation increases as
well (evanescent); particularly, the waveguide acts as a high pass filter and supports all possible modes
higher than cutoff frequency, but the attenuation losses are minimum in the lower order mode. Thus,
assuming that the dominant pattern of propagation is TE101 for the cavity, this means that transverse
electric or there are no components of electric field in the direction of propagation Ez = 0, and magnetic
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components exist in the the same direction of propagation Hz �= 0. The proposed waveguide filter
has the symmetry modeling of resonators, so this feature reduces the number of variables of design
(physical dimensions). The structure of waveguide filter, initially used quarter wavelength λ

4 distance
between adjacent resonators. The gap between the inserted metamaterial and the metallic walls of
waveguide is less than 30 μm. The procedure used here to design the waveguide bandpass filter
is proposed in [38], which depends on the coupling between cascaded meta-resonators. The first
waveguide resonator is run and optimized at 10 GHz as shown in Figure 4, the initial length of the
waveguide resonator without inserting metamaterial is 40 mm and with inserting metamaterial is
17 mm. After that, another resonator has been inserted within the waveguide, or cascaded with the
previous one and so on, as shown in Figure 13. Once the overall waveguide filter is totally designed,
the initial response is optimized by using an Interpolated Quasi Newton method to reach the desired
filter specifications. The flowchart of the filter design procedure is shown in Figure 14. It is noticed
that, at 10 GHz, the return loss S11 is the lesser of −12 dB with insertion loss S21 being close to 0.04 dB,
cutoff at −70 dB, and Q factor is 7563 as shown in Figures 15 and 16.

(a)

(b)

(c)

Figure 13. Cont.
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(d)

Figure 13. Design steps of bandpass waveguide filter based on rectangular meta-resonator and its
S-parameters for (a) first resonator and its S-parameter; (b) second resonator is added to the first one
and its S-parameter; (c) the third resonator is added to both resonators and its S-parameter; (d) the
fourth resonator is added in, cascaded to three resonators and its S-parameter.

Figure 14. Flowchart of the waveguide filter design methodology.
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Figure 15. Final design of the proposed waveguide meta-resonator filter N = 5 for X-band at resonant
frequency 10 GHz.

Figure 16. Optimized final response of the proposed waveguide meta-resonator filter and its S-parameters
S11 at −20 dB and S21 0.045 dB at center frequency 10 GHz, N = 5.

4. Discussion

Based on the initial design specifications of the bandpass filter H-plane, resonant frequency f0,
number of resonators (cavities) N, relative bandwidth BW, low pass prototype with element values
gi, and insertion loss of filter being assumed, then the conventional resonators are designed to get
the desired BPF. To obtain the bandpass filter from a low pass prototype filter with g parameters
g0 = 1, g1 = 0.9714, g2 = 1.3721, g3 = 1.8014,g4 = 1.3721, g5 = 0.9714, and g6 = 1, the frequency
transformation method is used here [37] as shown in Figure 17. If the conventional bandpass waveguide
filter for X-band application as shown in Figure 18a, with its design method (insertion loss method) as
has been proposed in [9,38] that consists of five resonators with inductive apertures (discontinuities),
and the proposed metamaterial bandpass waveguide filter (cascaded meta-resonators) as shown in
Figure 15 are compared with each other, the use of metamaterial technology shortening the overall
physical length of the waveguide filter by 31% and enhancing the bandwidth up to 1.22 GHz with
increasing 37.5% at 10 GHz will be noticed. In Table 2, a quick comparison between two waveguide
filters has been summarized. In Figure 19, both responses S21 of the conventional and the proposed
bandpass filters could be seen.
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Table 2. Comparison between conventional waveguide bandpass filter and the metamaterial waveguide
filter for the X-band at 10 GHz.

Filter Type f0 (GHz) L (mm) s11 (dB) Zw(Ω) BW (GHz)

Proposed filter 10 51 −20 499 1.22
Conventional filter 10 97.1 −19 497 0.550

Figure 17. Circuit model of a symmetrical bandpass filter for the Chebyshev response after transformation
from low pass prototype filter, R1 = R2 = 498 Ω, C1 = C5 = 0.002644 pF , C2 = C4 = 0.6932 pF,
C3 = 0.001113 pF, L1 = L5 = 122.7 nH, L2 = L4 = 0.3653 nH, and L3 = 227.54 nH [37].

(a)

(b)

Figure 18. (a) conventional Bandpass waveguide filter with inductive irises fifth order N = 5 for WR- 90
standard, a > b, a = 22.86 mm, b = 10.16 mm, and (b) illustration of S-parameters S11 and S21.
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Figure 19. S-parameter comparison between conventional rectangular waveguide filter with direct
waveguide junctions and meta-resonator waveguide filter without waveguide junctions for X-band,
N = 5. The proposed filter has enhanced the bandwidth to 37.5% as seen in the figure.

5. Conclusions

In this paper, a simple methodology to control bandwidth and cutoff frequency of waveguide filter
is proposed and simulated. Inserting CSRRs in the same plane of transverse in the waveguide filter for
X-band applications such as the RADAR communication system and LNA is presented. A CSRR-loaded
bandpass waveguide filter with a Chebyshev response using a symmetry structure with a shifted
upper or lower ring of CSRR is designed and discussed here. Adding a meta-resonator to another at
the same time in the structure, with an initial distance

(
λ
4

)
between them, is simulated. A fifth order

CSRR-loaded bandpass waveguide filter is designed and simulated by computer simulation technology
(CST) along with a circuit simulator as well. The filter’s dimensions are optimized and tuned toward
the desired center frequency at 10 GHz, as well as the shifting of upper and/or lower rings from each
other. The bandwidth of the proposed bandpass filter increases up to 1.22 GHz, meaning that the
bandwidth of the filter is increased by 37.5%, and the filter’s size reduced by 31% as well if it was to
be compared with the conventional X-band bandpass filter, which is designed by using the insertion
loss method at the same center frequency. For future work, the proposed waveguide filter will be
employed to design a waveguide diplexer and multiplexer based on the metamaterial technology.
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Abstract: This paper presents an ultra-wideband bandpass filter (UWB-BPF) with a notch band and
a wide upper stopband. Two pairs of half-wavelength high-impedance line resonators tightly and
strongly coupled to the input/output lines are used to provide the wideband responses. The first
UWB responses of 3.4–5.0 GHz and the second UWB of 6.0–10.0 GHz are designed independently
first and then combined together for the application of a direct-sequence ultra-wideband bandpass
(DS-UWB) system. Without using any extra bandstop structure, a notch band at 5.2 GHz can be
obtained. The fabricated UWB-BPF with a compact circuit size exhibits good passband performances
including insertion losses of 1 ± 0.3 and 2 ± 0.4 dB for first and second passbands, respectively, a high
isolation at 5.2 GHz with an attenuation level of 22.7 dB, and wide upper stopband responses from
11 GHz to 19 GHz, simultaneously. The measured results also exhibit good agreement with the
simulated results.

Keywords: ultra-wideband; bandpass filter; half-wavelength resonator; insertion loss

1. Introduction

In recent years, multi-functional mobile wireless communication systems have been developed
rapidly. For example, since February 2002, the U.S. Federal Communications Commission (FCC) has
established the ultra-wideband (UWB) range from 3.1 to 10.6 GHz, used for imaging systems, vehicular
radar systems, communication and measurement systems, etc. [1]. Due to advantages of low power
consumption and high data transmission rate, UWB applications attract great attention. The bandpass
filters (BPFs) are crucial devices in the communication system. Recently, both academia and industry
have conducted many significant research activities exploring various UWB components and devices
applied to a direct-sequence ultra-wideband (DS-UWB) system from 3.1 to 10.6 GHz with a notch band
at 5.7 GHz [2,3].

In the past, several UWB-BPF design methods have been proposed [4–16]. In [4], the stepped-
impedance resonator (SIR) was used to effectively obtain the wideband performance by controlling the
spurious frequencies. However, the structure of the SIR suffered from design complexity, especially
in the analysis of resonant frequencies. In [5], the multiple-mode resonator (MMR) was used for a
UWB filter with good in-band and out-of-band performances, but revealed a large circuit size and
insertion loss. In [6], the asymmetric stepped-impedance resonator (ASIR) was first presented to
achieve the UWB performance with a wide stopband and high selectivity. However, the design of
ASIRs still suffered from design complexity. In [7,8], the defect ground structure (DGS) was used in
the UWB design; however, the DGS would usually destroy the signal integrality. In [9–11], wideband
BPFs with notched bands were designed using different open/shorted stub-loaded resonators. In [12],
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a wideband bandpass filter was proposed by means of split circular rings and rectangular stubs.
However, the bandwidth was not large enough and the notched band was not provided. In [13],
a wideband bandpass filter was reported using a multi-layer structure; however, the design procedure
and the device structure were complex. In [14], a wideband BPF was directly designed by using
composite series and shunt resonators. In [15,16], a wideband BPF was realized using multiple-mode
split-ring resonators in a waveguide cavity. However, it is still a challenge to design a UWB-BPF
without using a complex design process and structure to achieve a notch band, good band isolation
and wide stopband response, simultaneously.

In this paper, we developed a simple technique and structure to achieve a compact and high-
performance UWB filter by using two half-wavelength high-impedance line resonators. The bandwidth
is decided by estimating the image impedance Zi of a one-stage coupled line. A notch band at 5.2 GHz
can be provided, without using any extra bandstop structure, to avoid interference with the signals of
the wireless local area network (WLAN) system. Moreover, with two open stubs, the designed filter
achieved the characteristics of a wide stopband and a high band-edge attenuation rate, simultaneously.
The designed BPF was fabricated and measured to verify the design concept.

2. Design Procedure

Figure 1 is the structure of the proposed UWB-BPF filter. This filter is mainly formed by using
two pairs of half-wavelength high-impedance line resonators and the input/output lines. Two arms of
the half-wavelength high-impedance line resonators are tightly parallel, coupled to the input/output
lines, formed as the coupled lines, to obtain a strong coupling for creating a wideband response.
The resonator at the right side is designed for the first UWB responses of 3.4–5.0 GHz and the resonator
at the left side is designed for the second UWB of 6.1–10.0 GHz. In this study, the proposed UWB-BPF
is implemented on the 0.787 mm-thick Duroid 5880 substrate having a dielectric constant εr of 2.2,
and a loss tangent of 0.0009. The full-wave electromagnetic (EM) simulation tool (IE3D) is used in the
design [17]. The design procedure is illustrated in detail as the following.

 
Figure 1. Structure of the proposed bandpass filter. (W = 0.2 mm, G1 = G2 = 0.2 mm, L1 = 16.4 mm,
L2 = 29.2 mm, Lc1 = 6.9 mm, Lc2 = 13.7 mm, Ls1 = 4.9 mm, and Ls2 = 4.4 mm).

2.1. Step 1: Determining Centered Frequency of the Passband

Firstly, the centered frequencies of the two passbands should be determined in accordance with the
application of direct-sequence ultra-wideband bandpass (DS-UWB). The resonator is simply constructed
by using a half guided-wavelength (λg/2) high-impedance line, where λg is the guided-wavelength
at the specific frequency. The line with high impedance, 158 ohms in this case, is needed to have a

80



Electronics 2019, 8, 1316

strong coupling with a suitable gap to the input/output ports. To simplify the design, the impedance
as well as the width of two resonators is the same. Figure 2 displays the resonant frequencies of the
half-wavelength high-impedance line with different physical lengths. In the design, the required center
frequencies of the first and second passbands are around 4.2 and 7.8 GHz, respectively. It is found that
the resonator with a physical length of 29.2 mm excites a resonant peak at 4 GHz, responsible for the
first passband at 3.4–5.0 GHz, and the resonator with the physical length of 14.8 mm excites a resonant
peak at 8 GHz, responsible for the second passband at 6.0–10.0 GHz. Thus, L1 of 14.8 mm and L2 of
29.2 mm are firstly chosen for the first and second resonators, respectively.

Figure 2. The resonant frequency of the half-wavelength high-impedance line with different physical lengths.

2.2. Step 2: Forming the Wideband Response

In general, the gap between the resonators and the input/output lines shall be as close as possible
to obtain a wideband response. The resonators with high-impedance lines can avoid the gap smaller
than the fabrication limit of the circuit board engraving machine. In previous research [18], the image
impedance method was used to design a wideband bandpass filter, and the bandwidth of the passbands
could be controlled by choosing different gaps of the coupled lines. The image impedance Zi is used to
estimate the bandwidth of the coupled line and is expressed as [18]:

Zi =

√
(Z0e −Z0o)

2 csc2 θ1 − (Z0e + Z0o)
2 cot2 θ1 (1)

where Z0e and Z0o are the even and odd mode characteristic impedances, respectively, and θ1 is the
electrical length of the coupled line. Moreover, by using the conformal mapping method, the Z0e and
Z0o can be calculated as functions of the line width and coupling gap of the parallel coupled microstrip
line [19]. Namely, as the dielectric constant (εr) and thickness (h) of the used substrate are identified,
the Z0e and Z0o can be plotted as the design graphs versus different strip width (W/h) and coupling
gaps (G/h), as discussed and shown in Figure 2 [18]. Therefore, the required bandwidth of the coupled
line can be calculated by selecting the image impedance Zi, and then the Z0e and Z0o can be selected to
achieve the desired image impedance Zi. In this study, without using the design curve, a transmission
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line calculator of the full-wave EM simulator of Zeland IE3D software can be used to extract the Z0e
and Z0o of the coupled line to match the dimension values [20].

Figure 3 shows the band responses with different coupling gaps (G1 and G2) between the resonators
and the input/output lines. It is noted that the harmonics mode at 7.8 GHz of the first resonator,
as shown in Figure 2, would also be combined with the resonant mode of the second resonator to form
the second UWB passband response. Thus, the physical length of the second resonator shall be slightly
tuned to satisfy the requirement of the second UWB passband response. After optimized simulation,
the physical length L1 is selected as 16.4 mm for the second passband at 6.0–10.0 GHz. The gaps G1

and G2 of 0.2 mm can achieve the desired bandwidths for the first and second passbands and are larger
than the minimum operating range of the circuit board engraving machine.

(a) 

(b) 

Figure 3. The band responses with different gaps between the resonators and the input/output lines.
(a) first passband of f1 = 4 GHz with L2 of 19.2 mm (b) second passband of f2 = 8 GHz with L1 of
16.4 mm.

2.3. Step 3: Combining Two UWB Responses

In this step, the two UWB responses are combined to form the desired band requirements for the
DS-UWB performance. Figure 4 shows (a) first passband and (b) second passband responses simulated
by tuning the coupling gap of (a) G1 (b) G2, respectively. It is clearly observed that after combination,
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two UWB responses are not affected and are the same as those in Figure 3. Varying the coupling gap of
G1 and G2 only slightly affects the second and first UWB response, respectively. Thus, the coupling
gaps G1 and G2 are obtained as 0.2 mm for the proposed filter design. Moreover, a notch band, namely,
a stopband at 5.2 GHz can be obtained naturally without using any extra bandstop structure, since the
two wide passbands are individually formed and controlled. Namely, the frequency and attenuation of
this stopband can be determined easily by controlling the upper band edge of the first wide band and
the lower band edge of the second wide band in this design. Due to this notch band, the interference
with the signals of the WLAN system can be avoided.

 
(a) 

(b) 

Figure 4. (a) First passband and (b) second passband responses simulated by tuning the coupling
gap of (a) G1 and (b) G2, respectively (W = 0.2 mm, L1 = 16.4 mm, L2 = 29.2 mm, Lc1 = 6.9 mm,
Lc2 = 13.7 mm, Ls1 = 4.9 mm, and Ls2 = 4.4 mm).

2.4. Step 4: Forming the Transmission Zeros

As shown in Figure 4, the higher band of the designed UWB filter is poor and shall be improved.
In order to extend the stopband region, two uniform open stubs are simply added to suppress
the undesired spurious responses. It is known that the symmetrical plane of the half-wavelength
high-impedance line shows a virtual ground characteristic [14]. Therefore, a wide stopband region
could be achieved by tapping open stub loads at the symmetrical plane of the two half-wavelength
high-impedance lines to form the transmission zeros. With the adoption of two tapped open stubs,
the attenuation poles are located near the passband and the two passband performances are not
affected, as shown in Figure 5. These two tapped open stubs with Ls1 = 4.9 mm and Ls2 = 4.4 mm are
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regarded as the quarter-guided wavelength resonators at 10.85 GHz and 12.42 GHz to suppress the
undesired spurious responses, respectively.

Figure 5. Frequency responses of the designed filter with two added open stubs.

Current distributions are used to confirm the resonant conditions of this UWB filter [1]. Figure 6a
shows the simulated current distributions at the center frequencies of two passband responses,
namely at 4 and 8 GHz. As discussed in Step 2, the strong coupling effect of the half-wavelength
high-impedance line with narrow coupling gap (G1 and G2) is used to excite the two ultra-wideband
responses. Therefore, most current energy is absorbed by these resonators, thus creating a two-coupling
path to excite two passband responses. Figure 6b shows the simulated current distributions of the filter
at the frequencies of the transmission zeros. As discussed in Step 4, when the tapped open stubs are
regarded as the quarter-wavelength resonator, the transmission zeros are also created. Obviously, two
tapped open stubs absorb, relatively, a lot the current energy, and the energy of the two half-wavelength
high-impedance lines is not enough to excite a response, even with narrow coupling gaps (G1 and G2),
thus forming transmission zeros at 10.85 GHz and 12.42 GHz.

(a) 

Figure 6. Cont.
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(b) 

Figure 6. Current distributions of (a) the center frequencies of two wide bands, and (b) the frequencies
of the transmission zeros.

3. Experimental Results

The designed UWB-BPF was fabricated by using an engraving machine, which can achieve
the smallest line width and line gap of 0.15 mm. The fabricated filter is measured by the HP8510C
Network Analyzer after the standard short/open/load/through calibration. Figure 7 is the simulated and
measured frequency responses of the fabricated UWB-BPF, with a picture of the fabricated filter inserted.
The proposed UWB-BPF has a whole size of 32.3 × 13 mm2, namely, around 0.70 λg × 0.28 λg, where λg
is the guided-wavelength at 5 GHz. For the first passband, a low insertion loss of 1 ± 0.3 dB and a
fractional bandwidth (FBW) of about 42% are obtained. For the second passband, a low insertion loss
of 2 ± 0.4 dB and a fractional bandwidth of about 58% are obtained. The transmission zeros appear at
10.85 GHz and 12.42 GHz to form a wide stopband region from 11 GHz to 19 GHz, with a rejection level
larger than 12 dB. Also, due to the appearance of the transmission zero around 10.85 GHz, the upper
band edge shows a high attenuation rate of 60 dB/GHz. Moreover, due to individual excitation of the
two wide passbands, a notch band at 5.2 GHz is obtained, thus achieving a high passband isolation
with an isolation level of 22.7 dB without using extra bandstop structure and avoiding the interference
with the signals of the WLAN system. The measured results are slightly different than the simulated
results in the higher band, resulting from the material variation of the substrate.

Figure 7. Simulated and measured frequency responses of the fabricated UWB-BPF. Inserted is the
photograph of the filter.
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Measuring the deviation in the group delays across the two passbands of the proposed filter is
necessary to quantify the level of distortion introduced by the designed filter [5]. Figure 8 shows the
group delay of the measured results in the (a) first passband and (b) second passband. The group delays
for two passbands are similar and exhibit a small varying range from 0.15 to 0.75 ns. The measured
results actually verify the possibility of the proposed design procedure.

(a) 

(b) 

Figure 8. Group delays of the measured results in the (a) first passband and (b) second passband.

Table 1 shows the comparison of the designed filter with some published wideband BPFs. It is
clear that the proposed design offers several advantages such as the appearance of the notched band
and the wide stopband as well as the higher attenuation rate near the upper band edge compared
to the previous reported work. Moreover, the proposed design has a very simple structure without
requiring any defected ground area. Thus, the proposed UWB-BPF shows a good potential for the
application of DS-UWB system.

Table 1. Comparison of filter performances of the proposed filter with the previous published works.

Ref. [8] Ref. [9] Ref. [10] Ref. [11] Ref. [12] Ref. [13] This Work

Center frequency (GHz) 5 1.1 4 3 2.3 5 5
|S11| (dB) 12 13 14 11.7 >13 15 10
|S21| (dB) 1.2 0.2 1.4 2.1 0.35 2 2

3-dB FBW (%) 100 110 45 107 80 100 100
Circuit Size (λg × λg) Unknown 0.15 × 0.12 0.30 × 0.10 0.89 × 0.46 0.53 × 0.43 0.74 × 0.42 0.70 × 0.28

Number of notched band 1 0 0 2 0 1 1
Wide stopband No Yes No No No Yes Yes

Defected ground Yes No No Yes No Yes No
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4. Conclusions

In this paper, a UWB-BPF with a low insertion loss, high band isolation and a wide upper stopband
was reported. A simple method and structure were presented to realize the proposed UWB filter by
using two half-wavelength high-impedance line resonators. The two UWB performances in the 3.4–5.0
and 6.1–10.0 GHz ranges are controlled individually and thus a notch band at 5.2 GHz is achieved
to avoid signal interference with the WLAN signals. With the adoption of two tapped open stubs,
the attenuation poles are located near the passband to suppress undesired spurious responses, causing
a wide upper stopband. The measured results agree with the simulated results, and actually verify the
design concept.
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Abstract: In this paper, we demonstrate an ultra-broadband terahertz bilayer graphene-based
absorption structure. It has two stacking graphene layers sandwiched by an Au cylinders array,
backed by a metallic ground plane. Au cylinders are used to adjust the input impedance to be closely
matched to the free space, enabling an ultra-broadband absorption. The absorption spectrum of the
bilayer graphene-based absorption structure with Au cylinder arrays shows a bandwidth of 7.1 THz,
with the absorption exceeding 80%. The achieved ultra-wideband THz meta-absorber has high
absorption, independence of polarization property, simultaneously, illustrating to be a promising
candidate for teraherz broadband absorption application.

Keywords: ultra-wideband; THz absorber; high absorption; polarization independent

1. Introduction

The terahertz (THz) range of the electromagnetic spectrum, located between microwave and infrared
band, has received fast growing research interest in the past two decades, due to extensive applications
such as safety inspection, imaging, sensing, material detection, secure communication and so on in virtue
of its unique properties [1–5]. The THz absorbing structure has been part of important elements in these
THz applications. Limited by the lack of natural absorbing materials in the terahertz gap, metamaterial
absorbers (MAs), where the periodic elements are much smaller than the working wavelength of THz
waves, have been considered to be an effective solution [6–10]. Therefore, the emergence of terahertz
metamaterials brings new opportunities for the development and application of terahertz absorbing
technology. MAs are generally realized by using lossy materials in periodic patterns. According to the
equivalent medium theory, by reducing transmission and reflection, the energy of the electromagnetic
wave is confined in the material, thus illustrating absorption characteristics.

However, THz MAs studied to date still exhibit compromised performance between broadband
operation, high absorption, polarization dependence, angle insensitivity and structural complexity.
Long Ju and Yongzhi Cheng proposed the polarization independent tunable absorber, however,
the mechanism of metamaterial resonance absorption still makes the absorption bandwidth of
metamaterials narrow and limit the practical application [11,12]. Yannan Jiang et al. studied
a wide-angle incidence Tunable Terahertz Absorber, but the tunable range is only about 1 THz [13].
In addition, dual-band, multi-band and broadband terahertz metamaterial absorber has attracted
more attention from engineering researchers [14–17]. To achieve broadband absorption, one way is
tantamount to merge multiple resonators in one cell [18–21]. Another strategy is used by stacking
structure or cascading the multi-layered sheet with different frequency responses separated by
dielectric with different thicknesses [22–24]. Delin Jia designed a broadband THz bi-metasurfaces
absorber composed of two stacking metasurfaces [25]. The absorber combines the above two methods
by horizontally arranging multiplexed resonators on each planar layer and then vertically stacking the
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two layers. However, the absorption rate is lower than 60% at the middle part of the spectrum, and
lack of the wide-angle incidence characteristics.

Motivated by the methods and structures of researches to achieve broad angle [26,27], and high
absorption [28,29], and driven by the essential need for polarization-independent ultra-wideband
meta-absorber, we theoretically investigate a bilayer graphene-based absorption structure with Au
cylinder arrays on parylene substrate. We use the cascading bilayer graphene structure with two
different frequency resonances. The first graphene layer achieves wave absorption in low frequency
band, the second graphene layer achieves wave absorption in high frequency band. Due to the two
frequency bands are close to each other, we put the two graphene layers together with cascading
structure. To achieve as high absorption as possible, we need to have the input impedance of the
whole structure to be as close to the impedance of free space. However, the cascading structure
suffers an unsatisfactory impedance matching, then the metallic cylinders are attached to improve
the impedance matching of the whole structure. Finally, we have the ultra-broadband Meta-absorber
about 7.1 THz with absorption higher than 80% with polarization insensitive for both TE and
TM polarizations.

2. Models and Design

The schematic of the proposed absorption structure is depicted in Figure 1. The whole structure
consists of cylinders array with the first graphene on the top, and substrate with second graphene on the
top and the metallic layer on the bottom. Both the first graphene layer and the second graphene layer
use the gradient diameter of the graphene sheet as the resonance unit cell. Aiming to obtain absorption
peaks at low frequency, the period of the top graphene is 75 μm, employing one outer annulus with outer
radius R1 = 35.5 μm, inner annulus with outer radius R2 = 23.5 μm, and inner circle disk with radius
R3 = 17.5 μm. The gap between outer annulus with inner annulus and inner annulus with inner circle
disk are g1 = 1 μm and g2 = 1 μm, respectively. To get an absorption targeting at high spectrum, the
second graphene has an 18.75 μm periodicity of resonators array with a 25% fill factor, thus making the
bilayer graphene-based absorber has a periodicity P of 75 μm. The bottom graphene layer consists of 16
identical circle disks, each one has one outer annulus with outer radius R4 = 8.47 μm, and inner annulus
with outer radius R5 = 5.83 μm, and inner circle disk with radius R6 = 2.84 μm. The gap between outer
annulus with inner annulus and inner annulus with inner circle disk are g4 = 0.4 μm and g3 = 1.1 μm,
respectively. As shown in Figure 1, four Au cylinders as resonators are periodically arranged in both
the x- and y-directions. The radius of the Au cylinder, and the height of the Au cylinder are denoted as
R = 3.75 μm and DH = 16.8 μm, respectively. At the bottom layer, Au is also selected as the ground
plate, whose conductivity is described by Drude model as ε(ω) = ε∞ − ω2

p/(ω2 + iρω), with ε∞ = 1.0,
ωp = 4.35π × 1015 s−1 and ρ = 8.17× 1013 s−1 [30]. The low loss parylene with thickness UH = 8.75 μm
is chosen as the substrate. A permittivity ε = 2.60 and loss tanδ = 0.04 are used to model the parylene
film. The electrical vector of plane wave is parallel to x-direction in simulation. The bilayer graphene can
be modeled as a 2-D surface, with surface conductivity of top layer δg1 for top graphene layer and δg2

for second graphene layer. In the terahertz range, for both δg1 and δg2, governed by the Kubo formula
including the interband and intraband transition contributions [11]. The contribution of the interband
δinter is negligible compared with the intraband δintra, which can be expressed as:

δintra1(ω1, μc1, Γ1, T) ≈ −je2kBT
πh̄2(ω1−j2Γ1)

[ μc1
kBT

+2ln(e−μc1/(kBT) + 1)].
(1)

δintra2(ω2, μc2, Γ2, T) ≈ −je2kBT
πh̄2(ω2−j2Γ2)

[ μc2
kBT

+2ln(e−μc2/(kBT) + 1)].
(2)

where kB is the Boltzmann’s constant, T is the temperature in Kelvin, e is the electron charge, and μc1,
μc2 is the chemical potential. Moreover, ω1, ω2 are the angular frequency, h̄ is the reduced Planck’s
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constant, τ1, τ2 is the electron relaxation time, and Γ1 = 1/(2τ1), Γ2 = 1/(2τ2) are the electron
scattering rate. Here assuming T = 300 K and τ1 = 0.09 ps, τ2 = 0.06 ps. The whole structure,
including the bilayer graphene and four Au cylinder arrays, is objected to possess the symmetry
principle, ensuring the insensitivity to the polarization of electromagnetic waves. The dimensions of
the whole structure are optimized with HFSS software. The absorption rate is described as A(ω) = 1−
R(ω)− T(ω), where A(ω), R(ω), and T(ω) represent frequency dependent absorptivity, reflectivity,
and transmission rate, respectively. Moreover, the transmissivity of the structure T(ω) is equal to 0 due
to the gold-backed slab (n = 200 nm), leading to the absorption rate A(ω) = 1 − R(ω) = 1 − |S11|2.

Figure 1. Proposed meta-absorber with bilayer graphene and Au cylinders. (a) Schematic of the
proposed absorber. (b) Top view of the unit cell of top layer, (c) Top view of the unit cell of second
graphene layer.

3. Simulation and Results

In the simulation, the first graphene layer is set as impedance boundary1 with resistance1: 1/co f f1/τ1,
and reactance1: 2πFreq/co f f1. In addition, the second graphene layer is set as impedance boundary2
with resistance2: 1/co f f2/τ2, and reactance2: 2πFreq/co f f2. Where, co f f1 = e2

0kBT/π/h̄2(μc1/kB/T +

2ln(e(−μc1/kB/T) + 1)), co f f2 = e2
0kBT/π/h̄2(μc2/kB/T + 2ln(e(−μc2/kB/T) + 1)).

Master-Slave boundary conditions are used to represent the periodicity of the structure. As shown
in Figure 2a, the simulation model of one unit cell is based on two FloquetPorts air-filled waveguide
with master–slave boundary conditions for numerically computing the absorption rate of the absorber.
FloquetPorts are set for the two-sides of the z-direction, while periodic boundary condition is used in
x/y-direction.

The simulated absorption spectrum of only the first graphene absorber is plotted in Line 1 of
Figure 2b, the absorption peaks are at 1.9 THz and 3.3 THz. The simulation results show that the
absorption peaks are 93% and 97%, respectively. The simulated absorption peak of the second graphene
layer is at 6 THz with an absorption of 81%, as shown in Line 2 of Figure 2b. When we combine the first
and second graphene layers sandwiched by parylene, a low ebb occurs, the absorber appears to have
dual-band characteristics, as presented in Line 4 of Figure 2b. It may be caused by the mismatch of the
impedance. Then, the diagrammatic sketch of an equivalent circuit model of the absorber is drawn in
Figure 3. The principle can be started with considering the bottom metallic ground with acceptable
approximation as a short circuit. The dielectric layer can be characterized as an ideal transmission
line, which represents a capacitance or inductive element. The impedance of the periodic graphene
is composed of an infinite number of RLC circuits, each representing a mode of graphene. In this
equivalent circuit model, Z0 represents free space impedance and Zg1, Zg2 represent the impedance of
the first and second graphene layer in the structure. The goal of the following design is to set the real
part of the input impedance approximate to Z0 through optimizing the parameters of bilayer graphene
and cylinders array. It is easy to find that the impedance matching improves a lot when the bilayer
structure are sandwiched by the cylinders array, as depicted in Figure 4a. To validate the influence of
Au cylinders array, various γ, the ratio of period P and the radius R of Au cylinders, are simulated.
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As plotted in Figure 4b, that brings obvious affections to the absorption performance, when γ is chosen
as 0.2, the proposed structure obtains the optimum, with absorption higher than 80% in about 7.1 THz.

Figure 2. (a) Boundary and Excitation setting for the unit cell of the proposed absorber,
(b) The simulated frequency responses for Line 1: with the first graphene layer, Line 2: with the
second graphene layer, Line 3: the proposed absorber, Line 4: without the cylinders array.

Figure 3. The diagrammatic sketch of an equivalent circuit model of the proposed absorber.
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Figure 4. (a) Comparison of input impedance with cylinders array and with parylene substrate. (b) The
simulated frequency responses with different γ.

4. Discussion

To reveal the mechanism inducing such high absorption, the electric field distribution and
surface current distribution of the absorber will be provided. Simulated electric field distribution,
surface current density of the first graphene layer and surface current density of the backed Au ground
at f1 = 3.8 THz are plotted in Figure 5. Apparently, electric resonance occurs in the edge of both the
outer Annulus and the inner Annulus, and the transient current directions of the first graphene layer
and the ground plane are just opposite, forming a magnetic dipole response at 3.8 THz. As for the
second graphene layer, the absorption peak is obtained at f3 = 6 THz with the absorption of 81.73%,
as shown in Figure 2b. The surface current distribution on the second graphene layer and backed
Au ground layer are next investigated to further explore the high spectrum absorption. Obviously,
there exists an electric resonance on each super unit cell, as depicted in Figures 6 and 7 offers that the
directions of transient current of the second graphene layer and the ground plane are also reversed,
emerging the magnetic dipole response at 6 THz.

Figure 5. The simulated (a) electric field distribution and (b) surface current density of the first
graphene layer and (c) surface current density of the backed Au ground at f1 = 3.8 THz.
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Figure 6. The simulated electric field distribution of the second graphene layer at f2 = 6 THz.

Figure 7. The simulated surface current density of (a) the second graphene layer and (b) the backed
ground at the frequency of f2 = 6 THz.

To further explain the mechanism of improved absorption, electromagnetic field profile for the
structures with and without graphene are delineated, as shown in Figure 8. At 3.7 THz, it is easy to
find that few changes appear, the absorption holds normal at lower spectrum. At 6.5 THz, we can
catch the sight of local electric field enhancement, which could explain the ascendant absorption at
higher spectrum. In addition, at 7.6 THz, upon the basis of cylinders’ resonance, interaction within
graphene and metal columns is perceived, with improved absorption rate of high spectrum. Compared
with the recently reported THz broadband absorber with a bandwidth of 3.31 THz while absorption
exceeding 50% [25], the bandwidth of our proposed absorber has wider bandwidth of 7.1 THz and
higher absorption of 80%. Furthermore, the electrically tunable property of the ultra-broadband
absorber is investigated. The surface conductivity of graphene sheet relates largely to its Fermi energy,
which can be controlled by electrostatic doping or applying bias voltage. Through varying the Fermi
level of the graphene sheet located on the separate layer, the absorption amplitude of low spectrum and
high spectrum can be independently controlled with almost unchanging influence of adjacent band,
as shown in Figure 9. It should be noted that through changing the chemical potential of graphene,
the conductivity of graphene can be changed correspondingly. Thus by tuning the chemical potential
of graphene can indirectly change impedance matching. Trough changing the impedance matching,
we can flexibly obtain the demanding absorption bandwidth. When the chemical potential of the first
layer uc1 goes down, the absorption for the simulated frequency response of the lower spectrum goes
down too, vice versa. In addition, when the chemical potential of the second layer uc2 goes down,
the absorption for the simulated frequency response of the upper spectrum goes down too. Only
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when we choose the optimized value of combination of the two variables, uc1, uc2, can we get the
optimal bandwidth.

Figure 8. The electromagnetic field profile for the structures, (a) without graphene at 3.7 THz,
(b) without graphene at 6.5 THz, (c) without graphene at 7.6 THz, (d) with graphene at 3.7 THz,
(e) with graphene at 6.5 THz, (f) with graphene at 7.6 THz.

Figure 9. The simulated absorption spectrum with changing graphene loading voltage of (a) the first
graphene layer, (b) the second graphene layer.

Next, we will discuss the characteristics of independence of polarization angle. The polarization
angle is defined as included angle between x-axis and electric vector of plane wave. In the above
mentioned analysis, we discussed the characteristics only under normal incidence scenario. We have
investigated the absorption consistency of variational trend under the changes of the polarization angle
ranging from 0◦ to 90◦ in steps of 15◦, at varying incidence angle from 0◦ to 60◦, with a step width of
15◦. As shown in Figure 10, little variance of absorbance emerges for the structure, illustrating highly
consistent absorption performance under various polarization angles of incident plane wave. In other
words, the absorption performance of the structure is independent of polarization. It has a great
advantage in many THz applications where non-polarized source is preferred to achieve high
absorption efficiency.

Additionally, the absorption spectrum under varied oblique incidence in both the TE and TM
modes are studied, as depicted in Figure 11a,b, respectively. In the simulation, the incidence angles
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vary from 0◦ to 80◦ with the step width of 10◦. It can be presented that the peak absorption keeps
larger than 70% up to 70◦ incidence angles for both the TE mode and the TM mode, respectively.

In addition, regarding the angular stability study, both TE- and TM-polarized incident plane
waves are considered. The angular stability of the proposed absorber under oblique incidence is
determined by the thickness of the metallic cylinders and the substrate, the geometry and the size of
the unit-cell (periodicity) compared to the whole thickness of the structure [31]. However, it should
be aware that these factors not only influence the angular stability but also the absorbing bandwidth.
It can be explained from Figure 3, the impedance of Zd1 is related to the thickness of the metallic
cylinders and Zd2 has relation with the thickness of the substrate. Changing d1 and d2 can affect
the input impedance of the whole structure, further influencing the absorbing bandwidth. Thus,
a trade-off solution has to be optimized for the values of the thickness and the absorption bandwidth.
Commercial Software HFSS of Ansoft based on finite elements methods (FEM) and Quasi Newton
algorithm are chosen to achieve the optimization process. First, we set the incidence angle (theta)
varied from 0◦ to 70◦ in steps of 10◦, at varying polarization angles from 0◦ to 80◦, with a step width of
20◦. The comparison is implemented in terms of the absolute bandwidth, comprising the frequencies
for which the absorption of the structure keeps higher than 70%, no matter the phi and theta angles in
the considered range. As shown in Tables 1 and 2, when theta is lower than 50◦, the bandwidth has
wide bandwidth with absorption higher than 70%. In addition, when the theta angle is higher than
50◦, it is obvious that the absorption bandwidth reduces.

Table 1. Absorption bandwidth under the changes of the incident angle theta for TE incident wave.

Bandwidth (THz) phi = 0◦ phi = 20◦ phi = 40◦ phi = 60◦ phi = 80◦

theta = 0◦ 7.3 7.4 7.3 7.4 7.4
theta = 10◦ 7.4 7.5 7.4 7.4 7.5
theta = 20◦ 7.6 7.7 7.6 7.6 7.7
theta = 30◦ 7.9 7.9 7.9 7.9 7.9
theta = 40◦ 8.3 8.0 8.3 8.1 6.7
theta = 50◦ 6.2 4.3 6.2 4.9 4.7
theta = 60◦ 2.7 2.4 2.7 2.5 1.8
theta = 70◦ 1.3 1.0 1.3 1.2 0.9

Table 2. Absorption bandwidth under the changes of the incident angle theta for TM incident wave.

Bandwidth (THz) phi = 0◦ phi = 20◦ phi = 40◦ phi = 60◦ phi = 80◦

theta = 0◦ 7.3 7.4 7.3 7.4 7.4
theta = 10◦ 7.4 7.5 7.4 7.4 7.5
theta = 20◦ 7.6 7.8 7.6 7.6 7.7
theta = 30◦ 8.2 8.0 8.2 8.2 7.9
theta = 40◦ 8.4 8.6 8.4 8.6 7.8
theta = 50◦ 8.6 8.3 8.6 6.9 8.1
theta = 60◦ 7.4 8.0 7.4 7.5 7.6
theta = 70◦ 3.9 3.4 3.9 3.5 3.5
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Figure 10. Simulated absorption spectra of the absorber for different polarization angles under
various incidence.

As shown in Figure 10, for different oblique illuminations, we can clearly find that when the
incident angle is above 60◦, the bandwidth with absorption higher than 70% reduced a lot. It may
be explained that the sheet impedance of graphene does not change with the incident angle and
polarization states, but as the incident angle of plane wave changes, projection impedance of incident
wave varies, the impedance mismatch becomes worse. So the meta-absorber has an incident angle
about 45◦ with broadband absorption higher than 70%.

Finally, we have achieved a bilayer graphene-based absorption structure with Au cylinder
arrays on parylene substrate. It can achieve high absorption rate of 80% within 7.1 THz with
polarization-insensitive both TE and TM polarizations, and an incident-angle about 45◦ with broadband
absorption higher than 70%.
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Figure 11. Absorption contour map of the absorber under various incident angles (a) TE mode and
(b) TM mode.

5. Conclusions

In summary, a bilayer graphene-based absorption structure with Au cylinder arrays on parylene
substrate is proposed and numerically simulated at THz wavelengths. We use the cascading bilayer
graphene structure with two different frequency resonances. The first graphene layer achieves
wave absorption in low frequency band, the second graphene layer achieves wave absorption in
high frequency band. Ultra-wideband is realized when the guided resonance is excited in the Au
cylinder array, promoting input impedance of the whole structure to closely match with the free
space, connecting the low frequency and high frequency absorption bands and broadening the whole
spectrum. The bandwidth and resonance position of the absorption resonance can be independently
tuned by varying the chemical potential of separate graphene layers. Simulation results demonstrate
that the absorption of the proposed structure can be as high as more than 80% from 2.9 THz to 7.1 THz
with variation of the graphene’s chemical potential from 0.2 eV to 0.97 eV with polarization insensitive
for both TE and TM polarizations stable against frequency.
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Abstract: Due to the variety and multiplicity of electronic devices, the issue of electromagnetic
environment protection is becoming more and more important. We often hear about how necessary it
is for electronic devices to meet appropriate requirements. Meeting these requirements determines
whether a device can be marketed. Unfortunately, the electrical parameters of electronic components
have a very wide range of tolerances. For this reason, measured values of electromagnetic disturbances
generated by devices of the same type are not always identical. Differences between those values may
reach up to several dB. This problem also concerns electromagnetic emissions correlated with the
processed information, which are very sensitive to electromagnetic infiltration process. Issues related
to the problem of protection of electromagnetic environment are shown on the basis of research
results obtained for several devices of the same type. Mentioned level differences of electromagnetic
emissions can decide about a classification of device from viewpoint of protection of information
against electromagnetic penetration process. These differences may be a treat to information security.
Higher levels of valuable emissions force an application of additional methods limiting an effectiveness
of electromagnetic penetration process. This particularly applies to IT devices with a wide range of
applications, e.g., laptops and desktop computers. In this paper, this phenomenon was presented
on the basis of tests of several devices of the same type. Also, there were carried out analyses of
influence of increase levels of valuable emissions on a security zone radius.

Keywords: electromagnetic compatibility; protection of information; electromagnetic emissions;
computers and information processing; data acquisition; image recognition

1. Introduction

A technological development and an availability of various electronic devices constantly increase
the number of potential sources of electromagnetic disturbances. This phenomenon directly attracts
interest in a protection of the electromagnetic spectrum [1,2]. This is particularly important in cases of
very sensitive electronic devices and commonly used wireless communication. In addition, the range
of frequencies in which electromagnetic disturbances may occur covers almost the full spectrum of
radio frequencies [3,4].

In the article electromagnetic disturbances are analyzed (valuable emissions), generated by typical
and commonly used IT devices such as personal computers (desktops) and laptops from viewpoint of
possibilities of processing classified information. The issue is very important because a lot of protected
information is processed on such devices. The essence of the problem applies to different effectiveness
of IT devices radiation as sources of valuable emissions. Of course, special devices (TEMPEST devices
classified according to, e.g., SDIP-27/2 document) could be used. However, they are very expensive
because such devices have special solutions, limiting levels of unintentional electromagnetic emissions.
Appropriate tests were conducted in an anechoic chamber using a specialized measuring equipment
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and an antenna. The analysis shows a threat connected with a lack of technical parameters; repeatability
of electronic components used for construction of IT devices. The lack of proper parameters can result
in very different values of measured electromagnetic disturbances. These differences can reach even
20 dB. This is unacceptable in cases of sensitivity of electronic devices to external electromagnetic fields.

Worrying phenomena related to lack of repeatability of measured values of electromagnetic
disturbances within acceptable limits include:

• a fulfilment of appropriate EMC requirements (e.g., MIL-STD-461G, EMC Directive) by all
electronic devices of a given type;

• a possible correlation of electromagnetic emissions with processed information (SDIP-27/2,
SDIP-28/2) and increase of risk connected with electromagnetic infiltration process [5–7].

In case of the electromagnetic infiltration process, an increase of value of measured signal level
by even a few dB may cause loss of protected information [8,9]. Therefore, we have to closely look
into the observed phenomenon presented in the next sections of the article. It is also necessary
to reflect on possibilities to ensure repeatability of manufactured devices in terms of levels of
electromagnetic disturbances.

Such huge differences of levels of electromagnetic emissions are related to the quality of electronic
components. This is especially important in the case of the electromagnetic protection of electronically
processed information. The degree of susceptibility to the electromagnetic infiltration process of some
types of devices is higher, and lower in the case of others [10,11].

To protect processed information against electromagnetic penetration process, different methods
are used. However, existing phenomenon of different levels of the electromagnetic emissions makes
impossible to apply one effective solution. For example, Tajima [12,13] proposed to apply a noise
generator (Figure 1). The generator is a source of electromagnetic disturbances. The levels of these
disturbances should be higher than levels of sensitive emissions correlated with processed information.
The solution can have negative influence on other electronic devices, especially when the levels of
valuable emissions are very high. Then the levels of additional disturbances couldn’t meet requirements
of electromagnetic compatibility (e.g., EMC Directive).

 
Figure 1. A photograph of the countermeasure device connected to a mobile PC.

Kuhn [14] proposed to apply filtering of video signals (Figure 2a). The use of the filtering limits
spectrum of the valuable emission (Figure 2b, 20%, 30%, 40%, 50% of signal spectrum is cut from the
top). It is possible in the case of personal computers where we have an access to video interfaces.
However, graphic elements displayed on a screen become unclear (edges, e.g., of letters, are diffuse).
Another problem appears in the case of mobile computers. Video interface (e.g., LVDS—Low-Voltage
Differential Signaling) is not accessible. In this case, there can be a selected device, which is a source of
lower levels of electromagnetic emissions.
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(a) 

 
(b) 

Figure 2. (a) A picture of the filtered fonts [14], (b) a picture for signal with limited spectrum [14].

A lot of producers of special devices (devices which could process classified information) use
an electromagnetic shielding. The solution also limits levels of electromagnetic emissions. However,
sometimes inside such devices is not the place for application of additional elements.

Therefore, above methods could be replaced by a selection of device, which is characterized by
lower levels of electromagnetic emissions. This is possible because devices of the same type are sources
of sensitive emissions about different levels appearing on the same frequency. Additionally, weaker
emissions can protect processed information against electromagnetic infiltration process. In this paper
the electromagnetic emissions were analyzed from viewpoint of existing risk connected with the loss
of processed information.

At the same time, it was shown that commercial devices cannot be used uncritically to process
classified data. Thus, attention was drawn to the existing quality problem of manufactured IT devices.

2. Materials and Methods

2.1. Test Devices

Five types of devices (15 measured devices of the same type) were selected for the study: three
types of laptops and two types of desktops, which for the purposes of the analyzes were marked as
laptops A, laptops B, laptops C, and desktops A and desktops B. A device configuration, including:

• mother board;
• graphic card;
• CD/DVD;
• HDD (SSD);
• LCD display;
• keyboard;

within a framework of given type was the same. During the tests the laptops were battery-powered.
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2.2. Test Conditions

The tests of the devices were carried out in an anechoic chamber (Figure 3, Laboratory of
Military Communication Institute, Zegrze Poludniowe, Poland). The technical parameters of the
chamber (20 m × 16 m × 8 m, length×width× height), as well as internal conditions of electromagnetic
environment ensured repeatability of conducted tests. An external electromagnetic environment did
not have impact on the internal electromagnetic environment. The anechoic chamber is characterized
by required shielding effectiveness, which is at least 100 dB in the frequencies range from 10 kHz to
18 GHz (IEC 61000–5–7, IEEE STD 299).

 
Figure 3. An anechoic chamber.

DSI-1550-A TEMPEST test system (up to 2 GHz), Microwave Downconverter DSI-1580-A (up to
22 GHz), as well as Rhode and Schwarz antenna (dipole antenna HE527 (200 MHz – 1 GHz)) were used
for the tests. The distance of the measuring antenna from the tested device was equal 1 m (Figure 4).
The tests were carried out for the frequency range of 200 MHz to 1 GHz.

 
Figure 4. Test system.
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During the tests, a special computer program was used. The program ensured simultaneous
operation of all components of the tested device:

• data reading from CD/DVD;
• data reading and recording on HDD (SSD);
• data reading and recording in RAM;
• recording of a selected sign from a keyboard in a text editor;
• displaying of a video on LCD display.

3. Results

Test results for each type of device were placed on a single graph (Figures 5–9). This enabled easy
analysis of levels of electromagnetic disturbances, as well as valuable emissions and assessment of
observed risk [15–17]. Maximal Emax and minimal Emin values of electromagnetic disturbances:

Emax( fn) = max[Ek( fn)] (1)

Emin( fn) = min[Ek( fn)] (2)

where Ek—electromagnetic disturbances for k device (k = 1, 2, ..., K, K = 15), f —frequency, were marked
with wider lines.

Laptop A Type

Figure 5. Levels of electromagnetic disturbances (valuable emissions, 15 measured devices of the
same type) measured for laptop A in the range of frequencies from 200 MHz to 1 GHz, BW = 50 MHz,
measurement distance: 1 m.
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Laptop B Type

Figure 6. Levels of electromagnetic disturbances (valuable emissions, 15 measured devices of the same
type) measured for laptops B in the range of frequencies from 200 MHz to 1 GHz, BW = 50 MHz,
measurement distance: 1 m.

Laptop C Type

Figure 7. Levels of electromagnetic disturbances (valuable emissions, 15 measured devices of the same
type) measured for laptops C in the range of frequencies from 200 MHz to 1 GHz, BW = 50 MHz,
measurement distance: 1 m.
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Desktop A Type

Figure 8. Levels of electromagnetic disturbances (valuable emissions, 15 measured devices of the same
type) measured for desktops A in the range of frequencies from 200 MHz to 1 GHz, BW = 50 MHz,
measurement distance: 1 m.

Desktop B Type

Figure 9. Levels of electromagnetic disturbances (valuable emissions, 15 measured devices of the same
type) measured for desktops B in the range of frequencies from 200 MHz to 1 GHz, BW = 50 MHz,
measurement distance: 1 m.

Differences and Average Values of Levels of Electromagnetic Disturbances

The analysis of the test results of the levels of electromagnetic disturbances was conducted based
on differences EDiff between maximum Emax and minimum Emin values for a given type of device
(Figures 10 and 11):
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EDi f f ( fn) = Emax( fn) − Emin( fn), (3)

As well as on the basis of average values EAvr for different types of devices (Figures 12 and 13):

EAvr( fn) =

∑K
k = 1 Ek( fn)

K
(4)

Based on obtained results, the potential impact of the quality of electronic components of the
devices on the levels of EM disturbances, as well as the electromagnetic protection level of processed
information, can be noticed.

Figure 10. Differences of measured levels of electromagnetic (EM) disturbances (valuable emissions)
for three types of laptops in the range of frequencies from 200 MHz to 1 GHz.

Figure 11. Differences of measured levels of EM disturbances (valuable emissions) for two types of
desktop computers in the range of frequencies from 200 MHz to 1 GHz.
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Figure 12. Average values of EM disturbances (valuable emissions) for three measured laptops in the
range of frequencies from 200 MHz to 1 GHz.

Figure 13. Average values of EM disturbances (valuable emissions) for two measured desktop
computers in the range of frequencies from 200 MHz to 1 GHz.

4. Discussions

4.1. Valuable Emissions

The electromagnetic disturbances can have characteristics of processed information [18,19]. Such
disturbances are called “valuable (sensitive) emissions”.

In this case, an increase of levels of measured emission by approximately several dB could enable
the possibility of non-invasive acquisition of information (Figure 14) [20,21].
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Figure 14. Levels of electromagnetic emissions from two selected laptops C and frequency of valuable
emissions in the range of frequencies from 200 MHz to 1 GHz.

Examples of reconstructed images using recorded sensitive emissions on frequency 753 MHz for
two different laptops of C type are shown in Figure 15.

 
(a) 

 
(b) 

Figure 15. Reconstructed images for valuable emissions measured on frequency 753 MHz for two
laptops type C: (a) laptop No. 10, (b) laptop No. 2.
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4.2. Attenuation of Valuable Emissions

Analyzing Figure 14, it can be noticed that the difference of levels of electromagnetic emission,
which appear on frequency 753 MHz, is very high (22.8 dB). This phenomenon allows reconstructing
of primary information, and the information is legible. There can be selected other devices of the same
type, which are characterized by lower levels of valuable emission. In this case, the emission does
not allow reconstructing of primary information (Figure 16a). Of course, the first device can be used
to process classified information. Then, many requirements have to be met, which decrease levels of
sensitive emission (Figure 16b (zoning) and Figure 16c (zoning and shielding)). It is not easy. Different
solutions have to be connected, which could make difficult the use of such a device.

(a) 

(b) 

(c) 

Figure 16. Attenuation methods of emission from electronic device: (a) equipment class A and
protection zone about radius r0 = 1 m, (b) equipment class B and protection zone about radius
r2 > r1 > r0, (c) equipment class B inside of shielding and protection zone about radius r1.
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It is connected with special zones and the shielding which have to ensure an appropriate
attenuation of electromagnetic emission, according to the formula (Figure 17, [22]):

E = A− B−D(r1); (5)

E = A−D(r2); (6)

where:

D(rx) = 20 log
(

rx

r0

)
[dB]; (7)

and

rx—distance r1 or r2;
A—unaccepted level of EM emission;
B—attenuation inserted by shielding;
D—attenuation inserted by distance rx.
The value of D depends on the shielding material.

In case of emission measured on frequency 753 MHz, and without additional shielding, a protection
zone has to have a minimal radius according to a formula:

22.8 = 20 log(r2); (8)

log(r2) =
22.8
20

= 1.14; (9)

r2 = 101.14 = 13.8038 [m]. (10)

In practice, a radius equaling more than 13 m is very big. It means that the protection zone on the
radius, 13.8038 m, has to be organized around our device, which processes classified information.

Figure 17. Attenuation of emission from electronic device

5. Conclusions

This paper analyzes levels of electromagnetic disturbances from different types of electronic
devices. Obtained results were connected, with possibilities of existence of sensitive emissions
correlating with processed data. Each device of a given type was measured in the same conditions.
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The results were largely scattered. Differences between levels of electromagnetic disturbances
reached nearly 25 dB, especially in the frequency range from 600 MHz to 900 MHz. The phenomenon
is very disquieting. There are frequencies in which valuable emissions most often exist [23]. Of course,
the emissions come from sources in a shape of graphic lines (e.g., cables) and circuits (e.g., graphic
cards). Experience shows that increasing the level of sensitive emissions by approximately 5 dB could
determine classification of these emissions. In this context, we can consider the impact of the quality of
components of electronic devices.

The quality of components additionally impacts the levels of electromagnetic disturbances.
The differences between levels of electromagnetic disturbances of approximately 20–25 dB can decide
whether a device meets the requirements of the EMC Directive. Not every device meets the limit values
of EMC standardizations.

Another phenomenon considered in the article is the threat of information loss. Devices of the
same type can be classified as meeting the requirements of electromagnetic protection of processed
information or not. For devices for which the levels of sensitive emissions exceed the permissible values,
it is necessary to use additional organizational solutions for electromagnetic safety. Such a solution
may be a physical protection zone with a very large radius that is not always possible to create,
especially when the device processing classified data must be used in offices. As shown in the analysis
carried out, it may be necessary to use protection zones with a radius of more than 10 m. Therefore,
the best solution is to choose one device out of several that is characterized by lower levels of sensitive
emissions. As such, the device will allow the processing of classified information by meeting both the
requirements of the SDIP-27/2 document (NATO TEMPEST requirements and Evaluation procedures)
and the EMC directive.
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Abstract: Multi-function wireless systems demand multi-channel transmit/receive (TR) modules,
particularly as multiple functions are required to operate simultaneously. In each channel, passive
components, including bandpass filters, must be compact, or at least transversely compact; thus,
the entire circuitry of the channel will be slender, and consequently multiple channels can be
parallel-arranged conveniently. In this work, single-ended and balanced bandpass filters for
multi-channel applications are presented. As a unique resonator, the U-shaped stepped impedance
resonator (USIR) can achieve size miniaturization compared with its corresponding uniform
impedance resonator (UIR) counterpart. Hence, with the utilization of USIRs, the proposed bandpass
filters are able to acquire compact transverse sizes. Moreover, by using the source–load coupling
scheme, two transmission zeros (TZs) are respectively generated at the lower and upper sides
of the passbands, which is useful for improvement of the selectivity performance. In addition,
spurlines are introduced at the input and output ports to produce another TZ to further enhance
the stopband performance, which cannot be acquired by the UIR or stepped impedance resonator
(SIR). To verify the aforementioned idea, one single-ended and one balanced bandpass filter are
implemented, with experimental results in good agreement with the corresponding simulations.
Meanwhile, as compared with some similar works, the proposed balanced filter achieves compact
transverse size, sharp selectivity skirt, and wide stopbands up to the fourth-order harmonic with
suppression over 20 dB, which illustrates its suitability for differential signal transmission application
in microwave circuits and systems.

Keywords: balanced bandpass filter; common mode suppression; spurline; source–load coupling;
stepped impedance resonator (SIR)

1. Introduction

Recently, different kinds of radio frequency (RF) and microwave systems for various wireless
applications like commutation, radars, and sensors have been widely investigated. As applications
become increasingly concrete and specific, more and more functions are expected to be integrated
into a single system, and the system circuitry eventually gets more and more complex. Meanwhile,
there is also an increasing demand on high-performance passive components, to ensure that multiple
functions in the single system can all operate well. Passive components including filters with excellent

Electronics 2019, 8, 416; doi:10.3390/electronics8040416 www.mdpi.com/journal/electronics115
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performance in amplitude noise, phase jitter, spurs, and harmonics are highly desired, particularly for
applications such as fifth generation (5G) mobile access and transmission, high-resolution imaging
radar, automotive anti-collision sensors, and many other specific applications. For instance, Figure 1
gives the diagram of a typical multi-function wireless system with multi-channel receivers. It can be
easily obtained that various kinds of active and passive components, including antennae, low noise
amplifiers (LNAs), mixers, power amplifiers (PAs), and filters, are contained in each channel (frequency
synthesizers for carriers are omitted). On one hand, as depicted in [1], active components are mostly
integrated circuits with extremely compact sizes. Hence, the passive components of a multi-channel
radio typically occupy about 65% of its circuitry size. Therefore, size reduction of passive components
is important to miniaturize the overall size of the system. On the other hand, for the receiver of each
channel in Figure 1, all components, especially the passive ones, are supposed to be compact (or at least
transversely compact) therefore the entire channel circuitry is slender. In this way, all channels can be
parallel-arranged easily and the circuit board of the multi-channel system will eventually be compact.
Thus, passive components with compact transverse size are quite useful for multi-channel systems.

Filter 1 LNA Mixer 1 Filter 2 PA1

Carrier 1

Antenna

n-1

1

n

Mixer 2

Carrier 2

PA2

Base 
Band

Filter 3

 
Figure 1. Diagram of a typical multi-function wireless system with multi-channel receivers.

Meanwhile, it can be inferred from Figure 1 that most of the passive components in the
multi-channel system are filters. For instance, as shown in Figure 1, Filter 1 is a single-ended
bandpass filter, Filter 2 is a balanced one (which is also called a differential filter) and Filter 3 is
a single-ended lowpass filter. Actually, passband selecting by filter seems be one of the most effective
approaches for suppression of the unwanted spurs or harmonics in the received signals. In the
literature, guided-wave structure of different forms, planar and nonplanar, have been developed
to implement high-performance filters. It is known that microstrip technology is conventional but
has the advantage of being able to integrate with other planar components and circuits due of its
simple and compact structure [2]. Compared to the waveguide, substrate-integrated waveguide,
and coplanar waveguide technologies, it is very easy to design a variety of filters with complex
structures and coupling mechanisms as well as miniature size by using microstrip line. In past
decades, microstrip uniform impedance resonators (UIRs) of various electrical lengths have been
widely utilized to design filters [2]. To improve the design flexibility of UIRs and miniaturize their
size, the stepped impedance resonator (SIR) has been developed [3]. Its modified forms—folded SIR
(FSIR) and U-shaped SIR (USIR)—can achieve further size reduction [4]. On the other hand, some
interesting techniques, such as defected ground structure (DGS), defected microstrip structure (DMS),
spurline, and source–load coupling, have been proposed to improve the performance of microstrip
filters [5–7]. In [8], both the SIR and spurline are utilized to develop a balanced filter with wide
stopband. However, its superconducting process limits its application in practical RF systems. Later,
the spurline-stub resonator is used to suppress the even-mode noise of differential filter. However,
it needs to undergo micromachining fabrication and wire-bonding processes, which are complex [9].
A dual-band balanced filter based on open-ended half-wavelength UIR resonator and interdigital
capacitor is proposed in [10], while another case was made of a short-ended half-wavelength UIR
resonator with multilayer structure [11]. In [12], the aggressive space mapping method is utilized
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to synthesize a balanced filter incorporating the SIR, which achieves an excellent common mode
rejection ratio (CMRR) about 50 dB. However, since the filter contains seven SIRs, its physical size
is bulky. Here, it is essential to declare that the CMRR in this work is defined as usual, as CMRR =
|Sdd21|/|Scc21|. On the other hand, the matrix transformation method is employed to synthesize the
balanced filter with common mode (CM) noise absorption, which seems to be an effective strategy [13].
On the other hand, selectivity and stopband performance of the synthesized filter are not good owing
to its impedance–transformation-based structure. The dumbbell-shaped resonator is etched on the
ground plane of the differential filter to improve its CMRR to 57 dB [14]. Recently, both the SIRs
and interdigital capacitors are utilized together to produce two TZs for the balanced filter in [15].
In addition, some multi-function balanced filters are also investigated. In [16], a SIR-based diplexer
with high performance is reported. The multi-stub-loaded transmission line was included to realize
quasi-reflectionless single- and dual-band balanced filters [17]. Another work even integrates power
dividing function in the single-ended-to-balanced filter with wideband CM suppression [18].

Most of the aforementioned works exhibit high performance in CMRR, stopband, or selectivity.
However, these high performances are mainly achieved at the cost of large physical size, which is not
proper for system integration and packaging applications. It is known that for system integration and
packaging applications, both the physical size and stopband performance, as well as selectivity, are
significant. In this work, a single-ended and a balanced filter are investigated, taking account of size,
selectivity, and stopband simultaneously. The USIR is utilized as basic resonator for size reduction
while the source–load coupling topology is able to produce two TZs for selectivity performance, and
spurlines included at the source and load node can generate an extra TZ to enhance the stopband
performance. This work is organized as below: Section 2 introduces the USIR and spurline in detail.
Sections 3 and 4 investigate implementation of the single-ended and balanced filters, respectively.
In Section 5, a brief discussion is sketched, with a conclusion given at the end.

2. Basic Elements of the Proposed Filters

2.1. Half-Wavelength U-Shaped Stepped Impedance Resonator

Figure 2a gives geometries and corresponding equivalent-circuit models of the half-wavelength
UIR, SIR, and USIR. As is shown, the UIR with the characteristic impedance of Z0 can be modeled
as a parallel network of inductance L0 and capacitance C0. The SIR consists of one high-impedance
section in the center and two low-impedance sections on both sides. The high-impedance section
has characteristic impedance of ZH and electrical length of θH, while values are ZL and θL for the
low-impedance case. The effective inductance and capacitance of the SIR can be represented by Ls

and Cs. For the USIR, effective inductance and capacitance are denoted by Lu and Cu. Additionally,
as listed in Figure 2a, folding the straight SIR into a U shape will generate extra strip-to-strip capacitive
effect between the two parallel sections and can be modeled as Ce. Firstly, as the half-wavelength
USIR operates at the dominant resonant mode, the electric field will distribute symmetrically along
the transverse centerline. Hence, under the dominant resonant mode, the transverse centerline can be
regarded as the short-circuited plane [3,19]. Then, the half-wavelength USIR can be equivalent to the
quarter-wavelength USIR, as shown in Figure 2a. Then, resonance properties of the half-wavelength
USIR can be captured from the corresponding properties of the quarter-wavelength USIR. Therefore,
the input admittance of the USIR in Figure 2a (i.e., Yin) is given as:

Yin =
1

Zin
=

ZL − ZH tan θL tan θH
2

jZL

(
ZH tan θH

2 + ZL tan θL

) (1)

The USIR operates at the dominant resonant frequency, Yin = 0, which means:

ZL − ZH tan θL tan
θH

2
= 0. (2)
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Thus, it can be captured that:

θH = 2arctan
ZL

ZH tan θL
. (3)

λ/2 UIR

λ/2 SIR

λ/2 USIR

ZH, θ HZL, θ L

Z0

ZL, θ L

ZL, θ L

C0

L0

Cs

Ls

Cu

Lu

ZL, θ L Ce

Ce ZH, θ H

Yin ZL, θ L

ZH, θ H/2
λ/4 USIR

dominant 
resonant mode

 

(a) (b) 

Figure 2. Geometry and resonant frequency of the U-shaped stepped impedance resonator (USIR):
(a) Geometries and equivalent-circuit models of the uniform impedance resonator (UIR), stepped
impedance resonator (SIR), and USIR; (b) resonant frequencies of the lowest four modes in the USIR
versus width of the low-impedance section.

Then, electrical lengths of the half-wavelength USIR, θhalf, can be calculated as:

θhalf = 2θL + θH = 2θL + 2arctan
ZL

ZH tan θL
= 2arctan[tan θL] + 2arctan

ZL

ZH tan θL
. (4)

By considering the basic properties of the arctangent function and Equation (4) together, the
following can be derived: as ZL = ZH, θhalf is equal to π, which is the very electrical length of the
conventional half-wavelength UIR under the dominant resonant mode; as ZL > ZH, θhalf is able to
larger than π; as ZL < ZH, θhalf can be smaller than π. Therefore, by selecting the value of ZL to be
smaller than that of ZH, the electrical length of USIR can be smaller than that of the conventional UIR,
which means the physical length of USIR is able to be shorter than that of the conventional UIR, and
eventually size reduction of the resonator will be achieved.

Secondly, as depicted in [2,3], the dominant resonant frequencies of UIR, SIR, and USIR in
Figure 2a can be expressed as:

f0 =
1

2π
√

L0C0
, (5)

fs =
1

2π
√

LsCs
, (6)

fu =
1

2π
√

Lu(Cu + Ce)
. (7)

Generally, since the extra strip-to-strip capacitive effect produced by the folding is much weaker
than the inherent inner capacitive effect of USIR, it can be obtained that Ce << Cu. Hence, for the
simplification of analyses, the parasitic strip-to-strip capacitive effect of the USIR can be neglected and
its dominant resonant frequency can be calculated as:

fu ≈ 1
2π

√
LuCu

. (8)

Subsequently, distribution of the higher-order modes is important for the transmission property
of the resonator. To study the property of higher-order modes of the USIR directly, some numerical
simulations are carried out using a commercial three-dimensional full-wave simulator. The substrate
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for simulation is set with a thickness of 0.508 mm, a relative permittivity of 2.2, a loss tangent of 0.001,
and a copper cover of 0.035 mm. Figure 2b lists the simulated resonant frequencies of the lowest
four modes in the USIR versus width of the low-impedance section, with some fixed geometrical
parameters of the USIR being given in the inset as well. From Figure 2b, it can be obtained that the
resonant frequencies of modes 2, 3, and 4 are about the second-, third-, and fourth-order harmonics
of mode 1 (the dominant resonant mode) of the USIR. Thus, USIR is a relatively simple resonator
and can be utilized easily, as no complex parasitic modes exist. Furthermore, as the width of the
low-impedance section wl gets wider, the dominant resonant frequency of the USIR becomes lower.
That is, the smaller the impedance ratio ZL/ZH is, the lower the dominant resonant frequency will
be. Therefore, a smaller impedance ratio can be helpful for size reduction of the resonator and other
related components. Meanwhile, Figure 3 shows electric field distributions of the lowest four modes in
the USIR. For these simulations, the value of wl is 0.4 mm.

fc = 10.066GHz
Qu = 150.4

fc = 19.492GHz
Qu = 181.9

fc = 29.422GHz
Qu = 198.3

fc = 39.155GHz
Qu = 222.2  

Figure 3. Electric field distributions of the lowest four modes in the USIR.

2.2. T-Shaped Spurline

As mentioned in Section 1, defected ground structure (DGS), defected microstrip structure (DMS),
and spurline are advanced techniques for improvement of the stopband performance of microstrip
filters. Figure 4 gives derivation from the conventional microstrip transmission line to the DGS, DMS,
and various spurlines. As depicted in [5,6], the DGS, DMS, and quarter-wavelength spurline can
all be equivalent to a parallel network of resistance, inductance, and capacitance (RLC). In practical
design, this parallel network is cascaded into the component and can produce a TZ at a specific
frequency. Location of the TZ is mainly determined by physical size of the defected structure in DGS,
DMS, and spurline. In the literature, various modified spurlines, including the mender spurline and
multi-spurline, have been developed. As discussed in [6], the mender has a longer slot compared with
the conventional spurline (which has straight slots), which will provide a larger product of equivalent
capacitance and inductance to generate a TZ at lower frequency. For filter cases, generating a TZ at
lower frequency of the upper stopband usually means improving the selectivity performance. On the
other hand, it can be seen from Figure 4 that the multi-spurline has multiple slots of different lengths,
which will produce multiple TZs at different frequencies and be helpful for improvement of stopband
performance of filters.

In this work, the T-shaped spurline is proposed, with its geometry shown in Figure 4. Obviously,
compared with the conventional spurline, the proposed one contains more flexible dimensions, since
the T-shaped slot includes three sections of various widths and lengths. The proposed T-shaped
spurline can be equivalent to a parallel RLC network as well, with the lumped elements being given
as [6]:

RT = 2Z0

(
1

|S21| − 1
)∣∣∣∣

f= f0

, (9)

CT =

√
0.5(RT + 2Z0)

2 − 4Z2
0

2.83πZ0RTΔ f
, (10)
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LT =
1

(4π f0)
2CT

, (11)

where LT, CT, and RT are the equivalent inductance, capacitance, and resistance, respectively, of the
proposed T-shaped spurline. |S21| is the insertion loss. f 0 is the resonant frequency (frequency of
the TZ) and Δf is the 3 dB bandwidth of |S21|. Z0 is the characteristic impedance of the transmission
line, which is typically set as 50 ohm. In the specific implementation, values of LT, CT, and RT can be
calculated by considering Equations (9)–(11), incorporating the specified design frequency of the TZ
and numerical simulation results of the T-shaped spurline.

Microstrip

DMS Spurline

Meander Spurline Multi-Spurline T-shaped Spurline

λg /4

DGS 

Cg

Lg

Rg

CT

LT

RT

Equivalent 
circuit 
model

 
Figure 4. Derivation from the conventional microstrip to the defected ground structure (DGS), defected
microstrip structure (DMS), and various spurlines.

3. Single-Ended Bandpass Filter with Source–Load-Coupled Spurlines

To demonstrate the effectiveness of the USIR and proposed T-shaped spurline, a single-ended
bandpass filter is designed. First of all, as mentioned above, the source-load coupling scheme is able to
improve performance of the filter notably. Hence, the source–load coupling scheme is employed in the
proposed single-ended filter design as well. Figure 5 sketches the detailed configuration and coupling
scheme of the proposed single-ended filter based on the USIR and T-shaped spurline. Firstly, as shown
in Figure 5a, the proposed single-ended bandpass filter contains two USIRs, two spurlines, two 50
ohm microstrip lines at the input and output ports, and two tapered transitions between the spurlines
and 50 ohm microstrips. Secondly, as shown in Figure 5b, the filter can generate a major coupling
path as S-R1-R2-L. Here, S and L represent the source and load nodes, respectively. R1 and R2 denote
resonator nodes. Meanwhile, in the proposed single-ended filter, there is another coupling path (i.e.,
S-L) which is mainly contributed to by the source–load coupling scheme. With the two aforementioned
coupling paths operating together, the cross-coupling will be generated, so that two TZs, separately
located at the lower and upper sides of the passband, can be generated, which will help to enhance the
selectivity of the filter remarkably. Thirdly, the source and load nodes mainly consist of the proposed
T-shaped spurlines, thereby an extra transmission zero can be produced at the upper stopband to
extend the bandwidth of the stopband of the proposed single-ended filter.

Thereafter, as introduced in [2], operation frequency of the filter is mainly determined by the sizes
of the employed resonators, whereas its bandwidth is mainly controlled by the coupling coefficients
between adjacent resonators. Furthermore, tapered transitions will also influence both the central
frequency and the bandwidth, since they can affect the value of the external quality factor notably.
To study the influence from the USIR on the operation frequency of the filter more clearly, some
numerical simulations have been done on the same aforementioned substrate by using the same
commercial electromagnetic simulator used above. In these simulations, some fixed geometrical
parameters are: ws = 1.52, lt = 1.5, a0 = 1.2, b0 = 2.0, a1 = 0.6, b1 = 6.0, c1 = 2.0, v1 = 0.5, s1 = 0.5, s2 = 0.3,
s3 = 0.3 (units: mm). Figure 6 shows simulated |S21| of the proposed single-ended filter with the
variation of some geometrical parameters. For Figure 6a, b3 = 2.2 mm, a2 = 0.4 mm, a3 = 0.2 mm.
As b2 increases from 3.9 mm to 4.5 mm, both the passband and the first two TZs shift lower, while the
highest TZ only shifts slightly lower. For Figure 6b, b2 = 4.2 mm, a2 = 0.4 mm, a3 = 0.2 mm. In this case,
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with a longer b3, the passband, TZ1, and TZ2 all shift lower, whereas TZ3 remains nearly unchanged.
In Figure 6c, b2 = 4.2 mm, b3 = 2.2 mm, a3 = 0.2 mm. For this case, the passband, TZ1, and TZ2 all shift
lower with the increasing of a2, while TZ3 is also nearly unmoved. Finally, for Figure 6d, b2 = 4.2 mm,
b3 = 2.2 mm, a2 = 0.3 mm. From Figure 6d, the wider a3 is, the lower the passband is. Moreover, TZ1
and TZ2 will shift much lower than TZ3 as a3 gets wider.

b3
a2

a3

s3

s1
s2

a0 a1 b1v1ws ltb0

b2

c1

 

S=Source

L=Load

R=Resonator

LS

R1 R2

 

(a) (b) 

Figure 5. Configuration and coupling scheme of the proposed single-ended bandpass filter: (a) Detailed
configuration; (b) coupling scheme.
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Figure 6. Simulated |S21| of the proposed single-ended bandpass filter with the variation of some
geometrical parameters: (a) b2; (b) b3; (c) a2; (d) a3.

The proposed single-ended filter in Figure 5a is designed with a central frequency of 10 GHz,
a bandwidth of 70 MHz (corresponding to a fractional bandwidth (FBW) of 7%) and a ripple in
passband of 0.1 dB. With the aforementioned analyses, the filter is modeled and simulated by using
the simulator mentioned above, and the optimized dimensions are listed as below: ws = 1.52, lt = 1.8,
a0 = 1.0, b0 = 2.0, a1 = 0.4, b1 = 6.0, c1 = 2.0, v1 = 0.4, s1 = 0.54, s2 = 0.25, s3 = 0.35, a2 = 0.36,
a3 = 0.2, b2 = 4.2, b3 = 2.1 (units: mm). Afterwards, the optimized single-ended filter is fabricated on a
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RT/Duroid 5880 substrate with a thickness of 0.508 mm, a relative permittivity of 2.2 ± 0.2, and a loss
tangent of 0.0009. The fabrication is carried out by utilizing the standard printed circuits board (PCB)
process, with a 2 μm-thick gold cover being electroplated on the copper metal after fabrication. The
fabricated single-ended filter is measured by using a Keysight N5245A vector network analyzer and a
test fixture. Figure 7 shows photographs and measured results of the fabricated single-ended filter. It
can be seen in Figure 7a that the fabricated single-ended filter has a physical size of 15 mm × 3.7 mm,
corresponding to an electrical size of 0.135 λg

2, where λg is the guided wavelength of the microstrip
line at the central frequency. According to Figure 7b, the fabricated single-ended filter achieves a
central frequency of 10.12 GHz, a FBW of 6.5%, an in-band insertion loss of 1.4 dB, and a return loss
better than 22 dB. Moreover, three TZs, at 8.8 GHz, 11.2 GHz, and 19 GHz, respectively, are achieved
as well. Furthermore, as shown in Figure 7c, the fabricated single-ended filter exhibits a stopband
covering 11 GHz to 35 GHz with rejection over 21 dBc, illustrating good stopband performance. Finally,
from Figure 7d, the simulated group delay of S21 is less than 0.75 ns, with a small in-band variation
less than 0.2 ns. Meanwhile, the measured group delay of S21 is less than 1 ns, and the variation of
group delay in the passband is less than 0.35 ns, which is suitable for linear phase applications. Above
all, the fabricated single-ended filter achieves selectivity, stopband and phase performance, and its
measured results are in good agreement with the simulated ones.

 

 

(a) (b) 

 

(c) (d) 

Figure 7. Photograph and measured results of the fabricated single-ended filter: (a) Photograph;
(b) measured and simulated results; (c) wideband response of |S21|; (d) measured group delay.

4. Balanced Bandpass Filters with Source–Load-Coupled Spurlines

It is well known that the differential transmission is better than the single-ended case, since
the balanced signals are able to exhibit much better performance, including better immunity to
environmental noise, weaker electromagnetic interference, better electromagnetic compatibility, and
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larger dynamic range [20]. Due to these advantages, balanced circuits and components have been
widely used in wireless communication and sensing applications. For instance, in the fifth generation
(5G) mobile communication system, the operating frequency becomes higher and its corresponding
bandwidth gets wider as well. Consequently, circuits and components in the 5G system will be more
sensitive to environmental noises. Hence, balanced components including filters are in urgent demand
in wireless communication and sensing communities.

In order to further explore the availability of the USIR and the proposed T-shaped spurline
in complex or multi-port microwave components, a balanced bandpass filter is designed. Figure 8
shows the detailed configuration and coupling scheme of the proposed balanced filter. As shown
in Figure 8a, the proposed balanced filter consists of two USIRs, four T-shaped spurlines, and four
50 ohm microstrip lines at the input and output ports. Moreover, it can be seen from Figure 8b that
there are four individual coupling paths (i.e., S-R1-R2-L, S-L, S’-R1-R2-L’, and S’-L’) in the proposed
balanced filter. Among these coupling paths, S-R1-R2-L and S’-R1-R2-L’ are the major paths for
signal transmission, while S-L and S’-L’ are the source–load coupling paths for TZ generation. More
specifically, once the proposed balanced filter is in operation, coupling paths S-R1-R2-L and S-L can
cross-couple to generate two TZs at the lower and upper sides of the passband. Meanwhile, the other
two coupling paths, S’-R1-R2-L’ and S’-L’, will function in a similar way. Nevertheless, this does not
mean that these four coupling paths can help to produce four TZs for the proposed balanced filter.
In fact, although these four coupling paths can form two individual cross-couplings, they perform for
different sides of the differential signal. Specifically speaking, as S-R1-R2-L and S-L form cross-coupling
to produce two TZs for the transmission of the positive (or negative) side of the differential signal,
S’-R1-R2-L’ and S’-L’ will operate in a similar way for the transmission of the negative (or positive)
side of differential signal. In addition, T-shaped spurlines at the source and load nodes of the proposed
balanced filter can help to further enhance its stopband performance. In practical operation, T-shaped
spurlines at the S and L nodes can produce an extra TZ for the transmission of the positive (or negative)
side of differential signal, while T-shaped spurlines at the S’ and L’ nodes are beneficial for the negative
(or positive) side. Comparing Figure 5 with Figure 8, it can be seen that the proposed balanced filter
can be regarded as a combination of the single-ended filter and its mirror duplicate.
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Figure 8. Configuration and coupling scheme of the proposed balanced filter: (a) Detailed configuration;
(b) coupling scheme.

Before the balanced filter design, it is essential to investigate the influence of its constituent
elements on its transmission properties. Influence from the USIR has been discussed in the realization
of the single-ended filter; this can be applied to the balanced filter as well. This is mainly because
the single-ended and balanced filters are with the same basic resonator and fundamental coupling
scheme. Here, some numerical simulations have been carried out to study the influence of the T-shaped
spurline on the transmission response of the balanced filter. In these simulations, the same commercial
electromagnetic simulator as mentioned above is used, and the substrate is set with a thickness of
0.508 mm, a relative permittivity of 2.2, a loss tangent of 0.001, and a copper cover of 0.035 mm. Some
geometrical parameters are fixed as well: ws = 1.52, ls = 3, s1 = 0.6, s2 = 0.5, s3 = 0.8, a2 = 0.4, a3 = 0.2, b2 = 4,
b3 = 2.2 (units: mm). Figure 9 shows simulated |S21| under differential mode (DM) operation with

123



Electronics 2019, 8, 416

the variations of various geometrical parameters of the T-shaped spurline. For Figure 9a, a1 = 0.7 mm,
b1 = 3.7 mm, c1 = 1 mm. In this case, as v1 becomes larger, the passband, TZ1, and TZ2 almost stay the
same, while TZ3 moves to higher frequency. For Figure 9b, a1 = 0.7 mm, b1 = 3.7 mm, v1 = 0.3 mm.
In this case, with a larger c1, TZ3 also shifts higher, whereas the passband, TZ1, and TZ2 remain
nearly unchanged. Moreover, the variation of c1 will also have influence on the stopband performance.
For Figure 9c, a1 = 0.7 mm, c1 = 1 mm, v1 = 0.3 mm. In this case, the passband, TZ1, and TZ2 just have
very slight variety with the increasing of b1, while TZ3 shifts notably lower. Finally, for Figure 6d,
b1 = 3.7 mm, c1 = 1 mm, v1 = 0.3 mm. In this case, the variation of a1 only has a slight influence on the
passband, TZ1, TZ2, and TZ3. It can be derived from Figure 9 that TZ3 is contributed to by the spurline,
while TZ1 and TZ2 are produced by the cross-coupling attributed to the source–load coupling scheme.

 

(a) (b) 

 

(c) (d) 

Figure 9. Simulated results of the proposed balanced filter with the variations of various geometrical
parameters of the T-shaped spurlines: (a) v1; (b) c1; (c) b1; (d) a1.

Afterwards, the proposed balanced filter in Figure 8a is designed with the same specification
parameters as the single-ended one (i.e., a central frequency of 10 GHz and a FBW of 7%). By using
the same simulators mentioned above, its geometrical parameters are optimized to be: ws = 1.52,
ls = 1.0, a1 = 0.72, b1 = 3.8, c1 = 1.35, v1 = 0.37, s1 = 0.65, s2 = 0.51, s3 = 0.62, a2 = 0.4, b2 = 4.3, a3 = 0.2,
b3 = 2.1 (units: mm). The optimized balanced filter is fabricated by using the standard PCB process
on a commercial Rogers RT/Duroid 5880 substrate with a relative permittivity of 2.2±0.02, a relative
permeability of 1, a loss tangent of 0.0009, and a thickness of 0.508 mm. The measurement is carried out
by using a Keysight N5245A vector network analyzer and a self-designed test fixture. Measured results
of the fabricated BPF is illustrated in Figure 10, in which it can be seen easily that the measured results
agree with the simulated ones well. According to Figure 10a, the prototyped balanced filter achieves
a 1 dB fractional bandwidth about 6.1%, a minimum in-band insertion loss of 0.9 dB, and three TZs
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located at 9 GHz, 11 GHz, and 15.2 GHz, all under the DM operation. From the wideband response of
|S21| under the DM operation given in Figure 10b, its upper stopband is far from up to 40 GHz (i.e.,
the fourth harmonic) with the suppression better than 20 dB. The measured in-band absolute group
delay of S21 under the DM operation is less than 1.3 ns, with a small variation less than 0.3 ns, as shown
in Figure 10c. It can be captured easily from Figure 10c that the measured in-band absolute group
delay of S21 is about 0.25 ns larger than the simulated one, whereas the measured variation is nearly as
same as the simulation. Such group delay performance illustrates that the fabricated balanced filter is
suitable for digital data transmission applications in communication systems. Moreover, according to
the results under the CM operation in Figure 10d, it can be seen that the measured insertion loss under
the CM operation is over 17 dB, which means the measured CMRR is better than 16.1 dB. Additionally,
it can be obtained easily from Figure 10e that the functional part of the fabricated balanced filter has a
physical size of 9.4 mm × 5.7 mm, corresponding to an electrical size of 0.129 λg

2.

  

(a) (b) 

 

(c) (d) 

 

(e) 

Figure 10. Measured results and photograph of the fabricated balanced filter: (a) |S21| and |S11| under
differential mode (DM) operation; (b) wideband response of |S21| under DM operation; (c) |S21| and
|S11| under CM operation; (d) measured group delay of S21 under DM operation; (e) photograph.
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5. Discussion

Table 1 summarizes the comparison between the proposed balanced filter and some similar
reported works. As compared with the works reported in [11,13,15], the proposed one has similar
insertion loss and the largest number of TZs, which means the proposed one exhibits better selectivity
performance. Moreover, the proposed balanced filter has wider a stopband, with about 20 dB
out-of-band rejection as well. Even though the previously reported balanced filters listed in Table 1 have
higher CMRR than the proposed one, they also suffer the issue of larger electrical sizes. For instance,
compared with the balanced filter reported in [15], the proposed one achieves an electrical size
reduction of approximately half. In addition, the differential filter reported in [13] is very unique since
it utilizes lumped resistors in the filter to absorb CM noise. Hence, in the passband of this differential
filter, both the transmission coefficient and reflection coefficient under the CM operation (i.e., Scc21 and
Scc11) have low values. More specifically, as reported in [13], the measured |Scc11| in the passband
is about −25.38 dB, while the measured |Scc21| in the passband is slightly lower than the |Scc11|.
Meanwhile, the measured insertion loss under the DM operation is as small as 0.29 dB. Therefore, it
can be obtained that the differential filter in [13] achieved a CMRR around 25 dB. It can be seen from
Table 1 that the proposed balanced filter has the best selectivity and out-of-band rejection and the
smallest electrical size.

Table 1. Comparison between the proposed balanced filter and some similar reported works.

Ref.
f 0, FBW 1

(GHz, %)
Insertion
Loss (dB)

Number
of TZ 2

Stopband
(dBc, n·f 0)

CMRR 3

(dB)
Electrical Size

(λ0
2/εr)

[11] 4, 16 1.5 0 20, 2 30 0.510
[13] 2, 55.5 0.29 1 N.A. 25 0.329
[15] 1.9, 47.4 1.5 2 22, 3.4 28 0.251

Ours 10, 6.1 0.9 3 20, 4 16.1 0.128
1 FBW: fractional bandwidth. 2 TZ: transmission zero. 3 CMRR: common-mode rejection ratio.

6. Conclusions

USIR-based single-ended and balanced bandpass filters with compact transverse sizes, high
selectivity, and wide stopbands were presented. Particularly, the balanced filter has exhibited good
DM and CM performance, which is jointly attributed to the source–load-coupled spurlines and USIRs.
Meanwhile, the out-of-band rejection over 20 dB under DM operation of the balanced filter was
extended up to the fourth-order harmonic of the central frequency, with its CMRR being better than
16.1 dB through the passband as well. These results indicate that the proposed balanced filter is a
promising alternative for microwave and millimeter circuit and system applications.
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Abstract: Applications of metamaterials to microwave antennas are reviewed over the past decade.
The manufacturing of microwave antennas using graphene-containing carbon composite materials
was developed and prototypes of dipole and horn antennas made from such materials were
created. The radiation properties of the designed antennas and their metal analogs were measured
and compared. The standing wave ratios, the radiation patterns and the amplitude-frequency
characteristics were analyzed for horn antennas at frequencies 1.6 GHz and 5 GHz and for dipole
antennas in the frequency range 0.2–0.6 GHz. The polarization characteristics of the horn antennas
were studied. The effects of different carbon composite materials’ structures (fiber or fabric) on the
antennas’ parameters were estimated. It is shown that antennas made from graphene-containing
composite materials are able to operate efficiently and exhibit almost the same radiation properties as
conventional metal antennas of the same geometry and size. However, the carbon-based antennas
have much smaller weights and enhanced stability in a wide range of temperatures. In the future,
such antennas should replace the conventional ones for many applications, especially for the excitation
and reception of electromagnetic waves in space plasmas.

Keywords: microwave waveguide; dipole and horn antennas; carbon-composite material; graphene;
antenna mesurements; electromagnetic waves

1. Introduction

Due to their wide domain of applications, composite materials attracted the attention of many
researchers. Therefore a lot of efforts were made, including by the antenna community, to create
various composite materials for industry [1–5]. Many works reported on the applications of composite
metamaterials possessing unique properties in the microwave range 1–100 GHz [6–9]. The feasibility
of left-handed materials, for which optical laws are significantly modified, was demonstrated by some
authors [10]. Since pioneering works that raised much interest 50 years ago [10], different types of
artificial materials were created for various applications, such as photonic crystals [11], electromagnetic
band-gap [12], left-handed materials [13], graphene-containing materials [14], etc. The idea to use
metamaterials in the framework of antenna technology was motivated by their ability to enhance the
gain and the directivity of antennas while minimizing their size, to reduce the visibility of objects, etc.
Today it is well-known that the technical designing of resonators, filters, high-gain horn antennas,
transmission lines, and antenna covers is based on composite metamaterials [15–20].

As is well-known, carbon-based materials are widely used in civil industries such as, for example,
in the fields of aerospace or shipbuilding. Moreover, the use of graphene-containing carbon
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composite materials (GCMs) in the design of antennas seems also very promising. The carbon
composite materials have a long lifetime, an enhanced immunity to corrosion, the record-breaking
durability-to-weight ratios, a high stability within a wide domain of temperatures [21,22]. They possess
such important characteristics that they were used to create microwave antennas and antenna-feeder
devices. For example, carbon materials are required for the manufacture of space, aircraft and
helicopter antennas, in order to reduce their weight and to enhance their thermal expansion and their
durability. The creation of composite graphene radio coatings might allow modernizing expensive
radio telescopes. In this paper, an outline of recent advances concerning the carbon-based composite
microwave antennas is given [23–26]. Moreover, the article includes significant new research related to
dipole antennas with reflectors made from GCMs. Methods of manufacturing microwave antennas
using GCMs have been developed [23] and samples of waveguides as well as microwave horn and
dipole antennas were created. The radiation properties of such antennas were measured and compared
with their metal analogs generally used for radio astronomical observations [24–26].

Therefore metamaterials can be used in various antenna systems for improving the directivity of
electromagnetic waves, increasing the antennas’ gain, obtaining excellent transmitting characteristics
in wide frequency ranges, suppressing interactions between the antenna elements, innovating in
antenna design, and reducing the weight and the size of current antennas. Furthermore, we shall
discuss in more detail the applications of GCMs in antenna and radio engineering.

2. Carbon Composite Materials in Antenna Technology

Carbon composite materials are generally used for manufacturing the parts of high-loaded
structures of space antennas. For example, it was proposed to use such materials to build the supporting
structures of the umbrella-type spacecraft antenna [27] for which, however, a metallized coating was
required to ensure the electrical conductivity of its reflecting surface. This coating consists of metal
particles or plates, which make the antenna’s radiation properties similar to those of the conventional
metal prototypes [27]. A method of forming an antenna including the molding of a non-planar antenna
surface with graphene coating was suggested by some authors [28]; after the graphene is coated on
the antenna body, metallization, sputtering, or chemical plating is not required to ensure conductivity.
It was also suggested to manufacture metamaterials consisting of concentric rings containing graphene,
which have a higher conductivity than metallic components [29]. Therefore, this type of metamaterial
cover suppresses the propagation loss of electromagnetic waves in antenna-fider devices.

The use of dielectric metamaterials containing graphene as elements of waveguides’ or antennas’
systems (such as inserts, corrugated structures, coatings, etc.) can improve their reflection and
scattering properties [14]. Microwave transmission and reflection in multilayer composite materials
consisting of cardboard, gypsum, and natural flaked graphite were studied [14,30]. The main specific
characteristics of radio-absorbing materials are their thickness and the working range of the radiation
wavelengths. Composite absorbing multilayer materials for the microwave range are filled with
powdered metals, graphene, ferrites, or their mixtures. These absorbers may be manufactured in
different forms as layers, columns, pyramids, and other complicated structures [31]. Cardboard was
used as an outer layer (with the effective dielectric permittivity εe f f = 1.5) that ensured the matching
to free space. A minimum coefficient of reflection and transmission was observed for the four-layer
samples with partly oriented graphite flakes, aimed at increasing the absorption coefficients of
materials. The results obtained by some authors [14] showed the possibility to create effective
radio-absorbing materials and coatings based on carbon composite materials widely used in the
civil industry.

A model of gap-mode waveguide, which is a type of conductive tubular electromagnetic
waveguide operating within the frequency range 1 GHz–10 THz, was proposed [32], for which
the absorber provides a low-loss and low-dispersion propagation signal and improves the mechanical
characteristics. It was stressed that anisotropic conductor walls (including organic conductors,
graphene, carbon nanotubes) may have a specific conductivity in the direction of wave propagation [32].
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Considering the polarization properties of the GCM in the microwave range [33], it was found that,
when the GCM thin plate was rotated by 90

◦
, the ratio of the polarization coefficient to the field

amplitude reached about 0.7–0.8, depending on the concentration of the binding substance in the
composite material. Please note that the anisotropic properties of the artificial materials may influence
on the radiation characteristics of the electromagnetic waves, including such important features as
the input impedance, the radiation pattern, the antenna gain, etc. The radiation of thin strip metal
antennas located on both cylindrical and plane surfaces of a uniaxial metamaterial was considered
by some authors [34–36], and the influence of the material anisotropy on the radiation properties of
these antennas was analyzed. It was shown that strip antennas located on anisotropic metamaterial
slabs may have different characteristics depending on the properties of the artificial media. Therefore
the anisotropy of composite materials may be used to obtain desired characteristics for composite
microwave radio-technical devices.

The properties of GCMs enable their efficient use in the creation of ground-based and space-borne
antenna systems and seem promising for the future antenna technologies. Despite a wide use of
metamaterials in antenna techniques, little is known about the characteristics of microwave antennas
made from carbon-based composite materials. As mentioned above, when using such materials
for the reflectors of space antennas, their surface is covered by a material containing either metal
or graphene particles (or both together) for providing electric conduction. Our recent studies have
shown the possibility to use composite materials not only for manufacturing elements and coating
microwave devices, but also for creating microwave waveguides [37] and antenna systems [23,24,26].
We have developed a method for creating microwave dipole and horn antennas made from a GCM [23],
and have shown that such antennas exhibit almost the same characteristics as their metal analogs.

The L- and C-range horn antennas are operating at the frequencies 1.6 GHz and 5 GHz,
respectively, whereas the dipole antennas operate in the lower microwave frequency range
0.2–1 GHz. Radiation properties of carbon-based antenna prototypes as the standing-wave ratio (SWR),
the amplitude-frequency characteristics and the radiation pattern were measured and compared with
those of their metal analogs [24–26]. The polarization characteristics of a GCM microwave horn
antenna were studied; comparisons with a similar antenna made from metal alloys [38,39] showed
that the polarization coefficient of the composite antenna was 1.5−2 times less than that of the metal
analog. Polarization characteristics only exhibit differences between the GCM horn antennas and their
metal analogs. The first antenna prototypes were made from a quasi-isotropic composite material.
We used the carbon fiber from the brand Zoltek Panex 35 (50K) for manufacturing one prototype
of composite-material-based antenna and carbon fabric for producing the second one. The carbon
fabric is a plain-weave of carbon thread, with a unit cell size equal to 2 cm × 2 cm, a tensile strength
of 4137 MPa and an electrical resistivity of 1.55 · 10−5 Ωm (which ranges within 10−7–10−3 Ωm for
metals) [40]. To reach structural rigidity, a graphene-containing epoxy binding substance was used,
i.e., an epoxy resin modified by graphene in an amount providing the necessary electrical conductivity.

Beside horn antennas, several prototypes of composite dipole antennas at 200 MHz, 600 MHz
and 540 MHz were created. For the two first ones, the radiating elements (whiskers) are made from
GCMs; for the third one, the reflector and both whiskers are made from GCM. For convenience,
Table 1 presents the main parameters of various types of GCM antennas and of their metal analogs.
More details can be found in Section 3 (dipole antennas) and Section 4 (horn antennas). Table 2 contains
the mechanical properties of metal and GCM.
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Table 1. Main antenna properties and parameters in the working frequency interval, for the composite
prototype (with curricular winding of the fiber) and its metal analog (see Sections 3 and 4 for more

details). DA: dipole antenna; HA: horn antenna; PU: polarization unit; E(GCM)
max and E(Met)

max are the
maximum values of the field amplitude of the emitted signal for the GCM prototype and its metal
analog, respectively; the sign “*” denotes the weight of the reflector of the dipole antenna at 540 MHz;
the reflector of dipole antennas at 200 MHz and 600 MHz are made from metal; the weight is indicated
for GCM antennas manufactured in laboratory conditions (in industrial conditions it may be two
times smaller).

Antenna Properties Material Type DA 200 MHz DA 600 MHz DA 540 MHz HA 1.6 GHz HA 1.6 GHz HA 5 GHz
without PU with PU without PU

SWRmin
Metal
GCM

1.1
1.07

1.15
1.13

1.2
1.2

1.05
1.1

1.05
1.15

1.3
1.25

Main-lobe width (degree)
of Radiation Pattern

Metal
GCM

86
90

80
75

58.6
61.4

58.6
61.4

60
60∣∣∣∣ E(GCM)

max

E(Met)
max

∣∣∣∣
2 Metal

GCM
1
1.08

1
0.93

1
1.03

1
0.9

1
0.88

1
1.1

Polarization Metal
GCM thread

0.55–0.8
0.3–0.4

Weight (kg) Metal
GCM

1.91 (Al)∗

1.07(GCM)∗
8
0.5

8.2
0.7

0.51
0.14

Size (m) whiskers
0.75

whiskers
0.25

whiskers
0.28

opening
0.152

opening
0.152

opening
0.05

Table 2. Main properties of graphene-containing composite material antennas and corresponding
metal analogs.

PARAMETERS Zoltek Px 35 Brass Al (Aluminium)

Electrical resistivity (Ωm) 15.5 · 10−6 6 · 10−8 3 · 10−8

Tensile strength (MPa) 4137 450 100

Tensile modulus (GPa) 242 100 75

Density (kg·m−3) 1810 8500 2700

Coefficient of thermal expansion (◦K−1) 8 · 10−8 19.1 · 10−6 23.8 · 10−6

Temperature of melting (decomposition) of metal (GCM) (◦C) > 650 900 650

Thus, the carbon composite antennas have light weights, are of robust construction and low cost.
The GCMs can be used as transparent, conductive and radio-absorbing coating reducing the visibility
of objects by remote sensing [14]. For ground-based and space-born antenna systems, they ensure
mechanical characteristics as enhanced immunity to corrosion, high strength in combination with low
relative weight, high stability within wide domains of temperatures. Moreover, the GCM antennas are
able to be used as receivers and transmitters of electromagnetic signals. Below we review the main
properties of the dipole and horn microwave antennas made from GCMs.

3. Dipole Antennas

Two prototypes of composite dipole antennas have been realized and studied: (i) specialized
antennas operating at two frequencies, 200 MHz and 600 MHz, with broad frequency bands, and (ii)
standard dipole antennas operating at 540 MHz.

3.1. Specialized Dipole Antennas at 200 MHz and 600 MHz

As analogs of composite dipole antennas, we choose special metal dipoles operating at 200 MHz
and 600 MHz within expanded bandwidths. A specialized composite dipole antenna operating at
600 MHz is shown in Figure 1. Due to the design features of the dipole antennas, their radiating
elements (so-called whiskers) made from composite material have a metal thread for attaching to the
feeder. The length of the radiating elements is half a wavelength; they are 75 cm and 25 cm long at
200 MHz and 600 MHz, respectively. The metal reflectors of the dipole prototypes and their metal
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analogs were the same. The insert of the whiskers of the prototypes was made from either duralumin
or fluoroplastic. During its manufacturing, we used Zoltek Panex carbon fiber as well as epoxy resin
modified by graphene powder as binding substance. Radiating elements were realized using either
longitudinal laying or circular winding on the dielectric insert (see Figure 2).

Figure 1. View of the dipole antenna operating at 600 MHz with its radiation elements made from
carbon fiber.

Figure 2. Radiation elements of the dipole antenna, with longitudinal laying on the dielectric insert
(top panel) and circular winding on the dielectric insert (bottom panel).

The SWRs, the emitted power frequency dependence and the radiation patterns of the different
antenna prototypes, and their metal analogs were measured. The influence of the types of laying the
carbon fiber and of material of the dielectric insert on the antenna characteristics was estimated. As an
example, Figure 3 shows the SWRs and the frequency variation of the power emitted by the dipole
antennas operating within the 200 MHz frequency band, for three prototypes with different inserts,
i.e., with (i) metal radiating elements, (ii) a longitudinal laying of the carbon fiber on the fluoroplastic
insert, and (iii) a curricular winding of the fiber on the duralumin insert. Please note that the SWR
and the emitted power frequency dependence of the dipole antenna corresponding to (ii) are slightly
worse than for the other designed prototypes.
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Figure 4 shows the radiation patterns and the emitted power frequency dependence of the dipole
antenna operating within the 600 MHz frequency band, for four prototypes with different inserts,
i.e., with (i) metal radiating elements, (ii) a longitudinal laying of the carbon fiber on the duralumin
insert, (iii) a curricular winding of the fiber on the fluoroplastic insert, and (iv) a curricular winding
of the fiber on the duralumin insert. One can observe that the frequency dependence of the emitted
power and the radiation pattern of the various composite prototypes almost coincide.

The radiation properties of antennas were measured under laboratory conditions without using
an anechoic chamber. Please note that the interpolation of the radiation patterns’ measurements
by Gaussian functions was not required. For the antennas operating at 200 MHz and 600 MHz,
the main-lobe widths of the radiation patterns and the emitted power frequency dependence of their
various prototypes coincide within the measurement uncertainties (around 10%). Thus, as it is seen
in Figures 3 and 4, the electric properties weaklydepend on the type of dielectric material used for
manufacturing the insert of the whiskers.
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Figure 3. Dipole antenna operating at 200 MHz. (a) SWRs and (b) Square of the normalized field
amplitude of the emitted signal as a function of frequency for 3 different prototypes with (i) metal
radiating elements (curve 1, solid line), (ii) a longitudinal laying of the fiber on the fluoroplastic
insert (curve 2, dashed line), and (iii) curricular winding of the fiber on the duralumin insert (curve 3,
dashed-dotted line). Emax is the maximum value of the field amplitude.
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Figure 4. Dipole antenna operating at 600 MHz. (a) Radiation pattern and (b) Square of the normalized
field amplitude of the emitted signal as a function of frequency for four different prototypes with
(i) metal radiating elements (solid line), (ii) a longitudinal laying of the carbon fiber on the duralumin
base (dashed line), (iii) a curricular winding of the fiber on the fluoroplastic insert (short dashed-dotted
line), and (iv) a curricular winding of the fiber on the duralumin insert (long dashed-dotted line).
Emax is the maximum value of the field amplitude.

3.2. Standard Dipole Antennas at 540 MHz

Several prototypes of a dipole antenna operating at 540 MHz and completely made from GCM
were created. Their metal analogs were dipole mirror parabolic antennas operating at 540 MHz and
1040 MHz, with one central rod for attaching to the main mirror, as antennas generally used for radio
astronomical measurements [41].

The whiskers of the standard dipole composite antennas were made from either carbon fiber or
carbon fabric, using the same technology as for specialized dipole antennas. The reflectors, of circular
shape, consisted of Zoltek Panex carbon fabric. The length of the whiskers is 28 cm, and the radius of
the reflector is 30 cm. The weight of the composite material reflector is 1.5–2 times less than that of its
metal analog. The main radiation properties of the prototypes were measured and compared with
those of their metal analogs. The influence of the types of reflector and fiber laying on the antenna
parameters were estimated. Figure 5 shows the SWRs and the emitted power frequency dependence
of six different protopypes with the following characteristics: (i) metal radiating elements and metal
reflector, (ii) metal radiating elements and carbon fabric reflector, (iii) curricular winding of the carbon
fiber on the dielectric insert and metal reflector, (iv) longitudinal laying of the carbon fiber and metal
reflector, (v) curricular winding of the fiber and carbon fabric reflector, and (vi) longitudinal laying of
the fiber and carbon fabric reflector.

A good agreement between the measured characteristics of the five composite antenna prototypes
and of their metal analog was observed, as shown in Figure 5, which is quite satisfactory for the
laboratory tests.
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Figure 5. Dipole antenna at 540 MHz. (a) SWRs and (b) Square of the normalized field amplitude of the
emitted signal as a function of frequency for six different protopypes with the following charcateristics:
(i) metal radiating elements and metal reflector (solid line), (ii) metal radiating elements and carbon
fabric reflector (long-dashed line), (iii) curricular winding of the carbon fiber and metal reflector (dashed
line), (iv) longitudinal laying of the carbon fiber and metal reflector (dashed-dotted line), (v) curricular
winding of the fiber and carbon fabric reflector (dotted line), and (vi) longitudinal laying of the fiber
and carbon fabric reflector (short-dashed line). Emax is the maximum value of the field amplitude.

4. Horn Antennas

GCM microwave horn antennas were realized for operating frequencies belonging to two ranges:
(i) the L–range with a central frequency of 1.6 GHz, and (ii) the C-range with a central frequency
of 5 GHz. The antenna prototypes consist of a horn connected to a segment of circular waveguide.
Their characteristic parameters were determined owing to a theoretical modeling considering a
waveguide with circular cross section and finite wall thickness, immersed in vacuum. The conductivity
of the waveguide’s walls was described by a uniaxial permittivity tensor with nonzero diagonal
elements. A dispersion equation was obtained taking into account the boundary conditions for the
tangential components of the fields at the boundaries of the walls [38]. This equation allowed us
to estimate the geometrical parameters of the waveguide segment of the horn antenna enabling an
efficient radiation of the transverse fundamental mode H11 of the circular waveguide (or of the mode
H01 of a rectangular waveguide) [42]. For our prototypes, the scale of the skin layer was much less
than the thickness of the antenna walls.
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4.1. Manufacturing Horn Antennas

During the manufacturing of the GCM horn antennas, we used either Zoltek Panex carbon fiber or
fabric, as well as resin modified by graphene powder. Please note that the conductivity of the composite
used was quasi-isotropic. To create the antenna, a blank matrix of duralumin was made, with an
external size coinciding with the calculated geometric parameters of the device. Then the required
number of layers of graphene-containing carbon fiber (or fabric) were applied to the external part of
the blank using transverse winding (Figure 6). To ensure the required robustness of the construction,
the thickness of the waveguide walls was chosen of the order of 3–5 mm. The blank matrix was
separated from the specimen after the solidification of the antenna walls. The removal of the surface
roughness of internal walls was reached owing to vacuum shaping. The manufacturing procedures
of the L-range and the C-range antennas were the same [23,25]. Two orthogonal dipoles were used
as excitation devices for all the carbon-based antennas and their metal analogs. Figure 7 shows the
C-range antennas made from metal, fabric, and fiber. They consist of a horn connected to the segment
of a circular waveguide of diameter 4.2 cm (with opening diameter of 5 cm); the length of the aperture
is 4.5 cm. The weight of the metal C-range antenna (composite antenna) is 510 g (140 g).

Figure 6. Transverse winding of the carbon fiber on the blank matrix.

Figure 7. View of C-range horn antennas made from fabric (right), metal (center) and fiber (equipped
with elements for antenna feeding, left).
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The polarization characteristics of the composite antennas were studied under laboratory
conditions using the rotation of a linearly polarized emitting antenna around its longitudinal axis.
The composite antennas were used as receivers and equipped with a polarization unit based on a
circular waveguide. Figure 8 shows L-range horn antennas with polarization units made of composite
fiber and metal. The diameter of the circular waveguide and of the opening are is 12.5 cm and 15.2 cm,
respectively; the length of the horn is 14.5 cm. The weight of the composite L-range antenna is 0.5 kg,
whereas that of the metal one amounts about 8 kg.

Figure 8. View of L-range horn antennas with polarization units made from fiber (left) and metal (right).

The radiation patterns, the SWRs, the emitted power frequency dependences and the polarization
properties of the composite antennas were analyzed. Please note that these results can be used to
estimate the antennas’ gains.

4.2. Radiation Properties of the Horn Antennas

The measurements of the radiation properties of the horn antennas were performed under
laboratory conditions without using an anechoic chamber. Receiving and emitting antennas were
located far from each other. The characteristics of the GCM antenna, as the SWR, the emitted power
frequency dependence and the radiation pattern, were compared with those of a metal antenna with
the same geometry and size. Figures 9 and 10 present respectively the SWRs and the emitted power
frequency dependence of C-range antennas made from fiber- and fabric-composites as well as of
their metal analog. One can observe that the SWR’s curves are smoother for the composite antennas
compared to their metal analog, and that their minimum values are roughly the same. The behavior of
the SWRs and the emitted power frequency dependence does not depend on the carbon materials.
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Figure 9. SWRs of C-range horn antennas made from (a) Fiber (dashed line) and metal (solid line), and
(b) Fiber (dashed line) and fabric (solid line).
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Figure 10. Square of the normalized field amplitude of the emitted signal as a function of frequency of
C-range antennas made from fiber (dashed line), fabric (thin solid line), and metal (thick solid line).
Emax is the maximum value of the field amplitude.
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Please note that the main lobes of the radiation patterns of composite antennas and their
metal analogs, measured in the frequency range 4.7–5 GHz, coincide very well within the limits
of measurement uncertainties for both vertical and horizontal polarizations of the emitted signals [25].

Similar results were obtained for the L-range antennas. The SWRs of L-range antennas made from
carbon-fiber and metal were measured without and with their polarization units, as can be observed
in Figure 11 which shows that the presence of a polarization unit only slightly changes the width of
the antennas’ working frequency intervals where the SWR value is less than 1.4.

Figure 12 represents the main lobes of the radiation patterns of the metal and the composite
L-range antennas. The measured values do not depend on the presence of a polarization unit.
The difference about 7% between the half-widths of the radiation patterns of both antennas is not
greater, under laboratory conditions, than the measurement uncertainties, which are due to the
reflections of the signals on the surrounding equipment.
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Figure 11. SWRs of L-range antennas made from metal (solid line) and fiber (dashed line), (a) without
and (b) with a polarization unit.
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Angle  (deg)

Figure 12. Radiation patterns of L-range antennas made from metal (solid line) and fiber (dashed line).
Emax is the maximum value of the field amplitude.

4.3. Polarization Characteristics of Horn Antennas

The measurements of the polarization characteristics of the carbon fiber horn antenna and its
metal analog were performed under laboratory conditions, using a polarization device built on the
basis of a circular waveguide (see Figure 13). The antennas were used as receivers, whereas the emitter
was a standard antenna that could be rotated around its axis.

As shown by the left panel of Figure 13, the horn antenna consists of two receiving dipoles
(1), matching plexiglas plates (2), and six polarization rods (3). The plexiglas plates are used for
a preliminary tuning of the antenna. The six rods inside the waveguide provide the phase shifts
necessary for the generation of elliptically polarized waves. The cross section of the horn antenna
exhibits the two orthogonal dipoles d1 and d2 (Figure 13, right-hand side panel). The angle between
their axes and the rods is equal to 45◦; φ is the angle between their axes and the straight line OO’
which is the projection on the cross section of the plane of polarization of the input signal’s electric
field. Please note that the rotation of the emitting antenna provides rotated linearly polarized signals
at the opening of the receiving horn antenna. The polarization characteristics of the composite and the
metal antennas were measured by the two orthogonal dipoles. As is seen in Figure 11, the working
frequency interval is equal to 1.55−1.7 GHz (without a polarization unit) and 1.55−1.65 GHz (in the
presence of a polarization unit), for the composite antenna and its metal analog.

d1

d2

Figure 13. Geometry of the horn antenna with a polarization unit (left panel) and its cross-section
showing the two orthogonal dipoles d1 and d2 used for the measure of the polarization (right panel).
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Figure 14 shows the square |E/Emax|2 of the normalized electric field amplitude of the composite
antenna, for two orthogonal (to each other) polarizations of the signal corresponding to two orthogonal
receiving dipoles (curves 1 and 2), at frequencies of 1.55 GHz and 1.575 GHz, as a function of the angle
φ, respectively. Figure 15 shows a similar dependence for the metal antenna at 1.55 GHz.

Angle deg)

Figure 14. Square of the normalized amplitude of the signal received by the composite horn antenna
as a function of the rotation angle φ at 1.55 GHz (solid line) and 1.575 GHz (dashed line).

Angle  (deg)
Figure 15. Square of the normalized amplitude of the signal received by the metal horn antenna as
a function of the rotation angle φ at 1.55 GHz: measured signal (dashed line) and interpolation by a
sinusoidal function of φ (solid line).
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One can see in Figures 14 and 15 that the ellipticity coefficient |Emin/Emax|2 is close to 0.3
(0.55) for the composite (metal) antenna. Five frequencies lying in the range 1.55–1.65 GHz were
chosen for measuring the polarization characteristics. It should be noted that the ellipticity of the
composite antenna weakly depends on the signal’s frequency. For the metal antenna, the ellipticity
varies within the interval 0.55−0.8 and reaches a maximum near 1.6 GHz. Variations of the antenna
ellipticity can be due to the different damping factors of the left- and right-hand circularly polarized
waves. The difference between composite and metal horn antennas is determined by their polarization
coefficients, which are 1.5–2 times smaller for composite antennas than for metal ones. They may be
explained by ohmic losses and wall conductivity anisotropy. Please note that the results obtained for
the composite antenna made from carbon fabric have shown that the composite horn antenna and its
metal analogue possess almost the same polarization characteristics.

5. Conclusions

It is shown that microwave dipole and horn antennas made from carbone composite materials
modified by graphene structures are capable of operating efficiently and that their main radiation
properties are identical to those of their metal analogs. Composite antennas’ prototypes designed
under laboratory conditions exhibit temperature stability, durability, and reduced weight compared
to metal antennas. For example, the weights of the L-range metal and composite antennas are 8 kg
and 0.5 kg, respectively. Moreover, the composite dipole and horn antennas have almost the same
amplitude frequency response functions and radiation patterns as their metal analogs. Composite
and metal horn antennas are different only as to their polarization characteristics. It should be noted
that the anisotropy of the conductivity of GCMs can be used to obtain the desired characteristics of
composite radio-technical devices. In the future, with the improvement of antenna technology, the
GCM antenna devices should have substantial advantages over the metal analogs and should be able
to replace them.

Over the last decade, one of the main goals of the antenna industry was to create microwave
antennas with desirable radiation patterns whereas reducing their weight and cost. This can be achieved
by designing new types of antennas made from GCMs.
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Abstract: In this paper, a novel methodology is proposed for material identification. It is based on
the use of a microwave sensor array with the elements of the array resonating at various frequencies
within a wide range and applying machine learning algorithms on the collected data. Unlike the
previous microwave sensing systems which are mainly based on a single resonating sensor, the
proposed methodology allows for material characterization over a wide frequency range which,
in turn, improves the accuracy of the material identification procedure. The performance of the
proposed methodology is tested via the use of easily available materials such as woods, cardboards,
and plastics. However, the proposed methodology can be extended to other applications such as
industrial liquid identification and composite material identification, among others.

Keywords: machine learning; material identification; microwave sensor array

1. Introduction

Microwave sensing has been utilized in a broad range of applications from noise measurement
systems [1] and spatial displacement measurement [2] to single-cell viability detection [3] and material
characterization [4,5].

One of the applications of microwave sensing is in material identification, which is a systematic
approach to identify the particular grade of materials for reverse engineering, alteration, or repair of the
existing assets or products and the use of substitute materials. In general, in microwave sensing and
spectroscopy systems, the aim is to characterize the spectral behavior of the materials in a frequency
range below 100 GHz. This can result in a low-cost integrated system for material identification and
characterization. Conventionally, the sensing part of a microwave material characterization system is
constructed using either a single resonator [6,7] or a transmission line (TL) [8].

In single-resonator sensors, the high quality factor (Q) of these devices renders the resonance
frequency change due to the exposure to the material under test (MUT) measurable. However, this
high sensitivity is only over a limited frequency band. If the tested MUTs have similar properties
over the resonance band, they cannot be distinguished well. Here, we review some of the recent
works in material identification using single-resonant-based sensors. In [9], a slot-loaded microstrip
patch sensor antenna was proposed to enhance sensitivity in measuring the permittivity of planar
materials. There, the antenna had two resonance frequencies, and the sensitivities of the |S11| responses
to changes in the permittivities of the MUTs were studied. In [10], a microwave ring-resonator sensor
was presented to evaluate the moisture content, or, more precisely, the water holding capacity, of
broiler meat over a four-week period. There, the developed sensor showed significant changes in its
resonance frequency and return loss due to the reduction in water holding capacity in the studied
duration. In [11], a metamaterial-based microwave sensor with a complementary split ring resonator
(CSRR) was implemented for dielectric characterization of liquids. Liquid samples placed inside glass

Electronics 2020, 9, 288; doi:10.3390/electronics9020288 www.mdpi.com/journal/electronics147



Electronics 2020, 9, 288

capillary tubes modify the resonant frequency and Q-factor of the CSRR sensor. Thereby, a relation
between the sensor resonant frequency, Q-factor, and complex permittivity of the liquid samples was
established. In [12], a method was presented to estimate the complex permittivity of liquids based
on an embedded microstrip line with a CSRR etched in the ground plane, beneath the conductor
strip. A liquid container surrounding the CSRR was added to the structure in order to load the
sensing element, i.e., CSRR, with the liquid under test. The complex permittivity of the liquid was
inferred from the frequency response of the structure, particularly from the change in the response at
resonant frequency.

On the other hand, transmission-line-based sensors are suitable for broadband sensing with
reduced sensitivity. According to the above-mentioned discussions, tackling the tradeoff between
the sensitivity and bandwidth to achieve broadband material identification is challenging. Thus,
in this paper, a material identification system is proposed based on a microwave sensor array with
the elements of the array resonating at different frequencies, covering a wide band. This allows us
to benefit from the excellent sensitivity of the high-Q resonators while, similar to the TL approach,
collecting information over a wide bandwidth. A machine learning algorithm is then developed to
identify different materials based on the data collected by the microwave sensor array. We use an
automatic framework that consists of a multiclass support vector machine (SVM) classification based
on a decision tree approach [13].

The performance of the proposed material identification system is validated via testing of three
groups of materials made of cardboard, wood, and plastic. The results show satisfactory performance
of the system in distinguishing these three groups of materials. The advantages of the proposed
material identification system include its compactness, low cost, and low error rate, and its contactless,
reusable, easy-to-fabricate, and easy-to-work operation.

2. Microwave Sensor Array

In this section, we review the design of a microwave sensor array first proposed in [14] for
water quality testing. The array is composed of five resonating elements, as shown in Figure 1.
These resonating elements are based on a microstrip transmission line loaded with CSRRs designed
at different frequencies within the range of 1 GHz to 10 GHz. The use of planar CSRR sensors offers
several advantages such as low cost, portability, noninvasiveness, and flexibility of sample preparation.
This is why they have been widely used for sensing applications (see, e.g., [15–18]).

The sensor array in Figure 1 allows for measuring changes in dielectric properties over a wide
frequency range from 1 GHz to 10 GHz, specifically at five frequencies around 1 GHz, 3 GHz, 5 GHz,
7 GHz, and 9 GHz. Changes in the dielectric properties can then be monitored through measuring the
resonance frequency shifts for the resonator array.

The design of the sensor array was implemented in Altair FEKO software [19]. It is high-frequency
electromagnetic simulation software based on the method of moments (MoM). The sensor array was
designed on a Rogers RO4350 substrate with dielectric properties of εr = 3.66 and tan δ = 0.0031.
The width Ws, length Ls, and thickness of the substrate are 20 mm, 56 mm, and 0.75 mm, respectively.
The microstrip line was designed to have a characteristic impedance of 50 Ω. This corresponds to
the width of strip line being Wm = 1.68 mm. This strip line was placed at the center of the front
surface of the substrate. On the back side of the substrate, the five CSRRs were etched out of the
ground plane. Figure 1 shows the front and back sides of the designed sensor array. The CSRRs, as
shown in Figure 1b, were named Sensor 1 to Sensor 5 from left to right and correspond to resonance
frequencies of 1.36 GHz, 3.09 GHz, 5 GHz, 6.82 GHz, and 8.91 GHz. Figure 2 shows the main design
parameters for each CSRR structure, including the length of the outer ring L, width of the rings W, the
track width between adjacent rings b, and the width of narrow lines a. As a rule of thumb, a larger
value of L corresponds to a lower resonance frequency, and as W increases, the resonance frequency
decreases. Tables 1 and 2 show the optimal design parameters and center-to-center distances for the
sensor array, respectively.
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Figure 1. Microwave sensor array (a) front surface and (b) back surface with Sensor 1 to Sensor 5,
shown from left to right, corresponding to resonance frequencies of 1.36 GHz, 3.09 GHz, 5 GHz, 6.82
GHz, and 8.91 GHz, respectively.

L

W

a b

Figure 2. Parametric model of each complementary split ring resonator (CSRR).

Table 1. Dimensions of the designed CSRRs.

fr (GHz) W (mm) L (mm) a (mm) b (mm)

Sensor 1 1.36 0.27 10.5 0.16 0.16
Sensor 2 3.09 0.27 5.15 0.16 0.16
Sensor 3 5 0.27 3.65 0.16 0.16
Sensor 4 6.82 0.27 3 0.16 0.16
Sensor 5 8.91 0.54 3 0.16 0.16

Table 2. Distance between CSRRs as shown in Figure 1b.

X1 (mm) X2 (mm) X3 (mm) X4 (mm) X5 (mm) X6 (mm)

11 13 10 8 8 6

The sensor array was fabricated using printed circuit board technology (PCB) as shown in Figure 3.
Sub-Miniature A (SMA) connectors were soldered on both ends of the microstrip transmission line,
and the whole device was installed on a wooden stand piece to ensure a mechanically stable platform
for conducting the measurements.
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(a) (b) 

Figure 3. Fabricated sensor array (a) front surface and (b) back surface.

In order to record the response of the sensor array to the materials, the variation of the transmission
S-parameter |S21| versus frequency was measured without any MUT using an E5063A vector network
analyzer (VNA) from Keysight Technologies. Figure 4 shows a comparison of the simulated and
measured |S21| for the sensor array. A reasonable match can be observed between the simulated and
measured results. The mismatches may be due to the fabrication tolerances and soldering. Please note
that the difference between the measured |S21| in [14] and that here is due to the fact that the measured
|S21| in [14] is for a sensor array with a plexiglass container placed on the back side of it for measuring
water samples, while the measured |S21| reported here in Figure 4 is for a bare sensor array. Furthermore,
in Figure 4, an additional resonance is observed for the measured |S21| at around 9.6 GHz. It is worth
noting that this extra resonance is not utilized in our material characterization, described later, since it is
very close to the other resonance frequency at 9.1 GHz for which the data will be used in our processing.
In fact, the data from this additional resonance at 9.6 GHz would be very similar to those from 9.1 GHz
due to approximately similar material properties at these two close frequencies. This justifies the use
of data only at 9.1 GHz.

1 2 3 4 5 6 7 8 9 10
frequency (GHz)

-50

-40

-30

-20

-10

0
measured
simulated

Figure 4. Simulated and measured |S21| for the sensor array.

3. Machine Learning Algorithm

The use of an array of resonator sensors allow us to process the collected data using proper
machine learning algorithms. As shown later, such a system provides significantly more accurate
results compared to the use of a single resonator sensor. In the following, we describe the three MUT
categories and the machine learning approach utilized to distinguish them.

3.1. Three Groups of MUTs

To validate the performance of the proposed material identification system, three groups of MUTs
were measured with the microwave sensor array. These three MUT groups were (1) 50 cardboard
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samples, (2) 50 wood samples, and (3) 50 plastic samples. Figure 5 shows pictures of a few samples
from each group. Figure 6 shows the measurement setup in which the MUTs were placed on the
back side of the sensor array (the side containing the CSRR elements) and |S21| versus frequency was
measured using an E5063A ENA from Keysight Technologies.

 
(a) 

 
(b) 

 
(c) 

Figure 5. Pictures of a few samples measured for each category: (a) cardboard samples, (b) wood
samples, and (c) plastic samples.

 

Figure 6. Measurement of |S21| for the sensor array using a vector network analyzer (an E5063A ENA
from Keysight Technologies).

3.2. Feature Selection

To evaluate the performance of the microwave sensor array in distinguishing the three groups of
MUTs described above, we used the shifts in the five resonant frequencies in the |S21| response due to
exposure to the MUT as our features. We then applied different combinations of the five features to
the classifier, from selecting only one feature to using all five features. Therefore, the total number of
combinations that were used for classification was 31 (see Table 3).
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Table 3. Relationships between combination indices and combinations of sensors.

Combination Index Combinations of Sensors Combination Index Combinations of Sensors

1 1 17 1, 2, 4
2 2 18 1, 2, 5
3 3 19 1, 3, 4
4 4 20 1, 3, 5
5 5 21 1, 4, 5
6 1, 2 22 2, 3, 4
7 1, 3 23 2, 3, 5
8 1, 4 24 2, 4, 5
9 1, 5 25 3, 4, 5
10 2, 3 26 1, 2, 3, 4
11 2, 4 27 1, 2, 3, 5
12 2, 5 28 1, 2, 4, 5
13 3, 4 29 1, 3, 4, 5
14 3, 5 30 2, 3, 4, 5
15 4, 5 31 1, 2, 3, 4, 5
16 1, 2, 3

3.3. Outlier Detection and Removal

In order to detect the data samples that were away from other samples in each class, i.e., outliers,
we used the k-Nearest Neighbor (KNN) outlier detection algorithm available in the PyOD toolbox
(Python Toolbox for Scalable Outlier Detection) [20]. It uses the math behind the KNN classification
algorithm. Indeed, for any data point, the distance to its k-many nearest neighbors could be viewed as
the outlying score. We used the median distance to these k neighbors to detect outliers, where k = 5
was considered in this study.

3.4. Decision-Tree-Based Support Vector Machine

In this study, we use a decision-tree-based support vector machine (DSVM) approach for classifying
the three categories of cardboard, wood, and plastic samples. The rationale behind this is that combining
decision tree architecture with binary SVMs allows us to benefit from the advantages of the efficient
computation of decision trees and the high classification accuracy of SVMs. The chosen kernel function
was a Gaussian radial basis function using Scikit-learn, the machine learning library in Python [21].

4. Results

In this section, we evaluate the performance of the proposed approach in distinguishing the three
groups of MUTs discussed in the previous section. First, in order to detect possible outliers, KNN
outlier detection was applied to data samples in each group. We found four outliers in cardboard data
samples, three outliers in wood data samples, and three outliers in plastic data samples that were then
removed from the dataset. Therefore, the total number of data samples was reduced to 140, including
46 cardboard samples, 47 wood samples, and 47 plastic samples.

The median ±median absolute deviation (MAD) of each resonant frequency shift for the three
MUTs, along with the corresponding p values using the Wilcoxon rank sum test over each pair of
MUTs, is shown in Table 4. From Table 4, the median resonant frequency shift is significantly different
in cardboard samples in comparison to wood samples for Sensors 1 to 4 and plastic samples for Sensors
2 to 5. Furthermore, the median resonant frequency shift is significantly higher in wood samples in
comparison to plastic samples for all five sensors, which suggests the possibility to distinguish these
three MUTs with a machine learning algorithm.
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Table 4. Median (±median absolute deviation (MAD)) values of resonant frequency shift across all
MUT samples, along with Wilcoxon rank sum test p values comparing each resonant frequency shift
for each pair of MUTs.

Resonant
Frequency Shift

(MHz)
Cardboard Wood Plastic

p Values
(Cardboard,

Wood)

p Values
(Cardboard,

Plastic)

p Values (Wood,
Plastic)

Δf 1 81.00 ± 11.70 94.50 ± 18.00 73.80 ± 16.20 0.0012 0.18 3.28 × 10−4

Δf 2 150.75 ± 31.95 122.40 ± 31.50 84.60 ± 41.40 0.0141 5.13 × 10−4 0.032
Δf 3 225.00 ± 57.15 162.00 ± 63.90 92.70 ± 62.10 0.0026 7.10 × 10−5 0.026
Δf 4 241.20 ± 75.15 147.60 ± 86.40 52.20 ± 58.50 6 × 10−4 1.34 × 10−4 0.027
Δf 5 331.65 ± 163.80 308.70 ± 206.10 96.30 ± 145.80 0.78 9.14 × 10−4 0.004

The hierarchical cluster analysis step for the DSVM machine learning approach is shown in
Figure 7. Since the cardboard samples are filled with air gaps, their electrical properties are highly
different from those of wood and plastic samples. Therefore, at the top of the tree (i.e., the root node),
the first binary classifier (SVM1) is trained to classify the cardboard class (a terminal node) as a negative
class and the remaining merged two classes (wood + plastic) as a positive class. Then, the second
binary classifier in the tree (SVM2) is trained to classify the elements of plastic as a negative class and
the elements of wood as a positive class.

Figure 7. A decision-tree-based support vector machine (SVM) generated for the three classes of
cardboard, wood, and plastic.

Leave-one-out (LOO) and stratified k-fold class validation (SKF) procedures [22] were used to
evaluate the classification performance. The LOO procedure is an iterative process where, in each
iteration, all the features associated with one particular data sample are taken as a test dataset and
are omitted from the training set. The iterations repeat until all data samples have been taken as a
test dataset once. The SKF procedure is also an iterative process. In this procedure, first the data
samples are split into k-many groups (folds) where in each fold the same proportion of data samples is
considered for each class. Then, at each iteration, one fold is taken as a test dataset and is omitted
from the training set. The iteration is repeated until all folds have been taken as a test dataset once.
In this study, the value of k was 5. The performance of the DSVM approach was then compared
with that of some widely used machine learning approaches: decision tree (DT), random forest (RF),
k-nearest neighbors (KNN), Gaussian naive Bayes (GNB), and multilayer Perceptron (MLP), where 10
trees was considered for the RF approach, 5 neighbors was considered for the KNN approach, and
1 hidden layer with 5 neurons was considered for the MLP approach to get the best corresponding
classification performance.

To demonstrate the classification accuracy for each of the 31 combinations of the 5 features,
Figures 8–11 depict the total classification performance versus feature combination index when
classifying cardboard versus the rest and wood versus plastic using LOO and SKF cross-validation
approaches. The relationship between the combination index and the combination of sensors is shown
in Table 3, where the first index belongs to the case where the resonance frequency shift in the first
sensor is used as the feature, the second index belongs to the case where the resonance frequency
shift in the second sensor is used as the feature, and so on. From these figures, the classification
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performance was less than 70% when using the resonant frequency shift of each single sensor for
all approaches using both LOO and SKF cross-validation. However, using LOO cross-validation for
classifying cardboard versus the rest, the performance was higher than 80% for 3 to 14 out of the
31 combinations that involve at least two sensors, where the lowest number belonged to the GNB
approach and the highest number belonged to the DSVM, MLP, and KNN approaches (Figure 8).
Furthermore, using SKF cross-validation, the performance was higher than 80% for 1 to 14 out of the
31 combinations, where the lowest number belonged to the GNB and DT approaches and the highest
number belonged to the DSVM and KNN approaches (Figure 10). Using LOO cross-validation, the
classification performance for classifying wood and plastic was higher than 75% for 0 to 10 out of the 31
combinations that involve at least two sensors, where the lowest number belonged to the GNB, KNN,
and RF approaches and the highest belonged to the DSVM approach (Figure 9). Furthermore, using
SKF cross-validation, the performance was higher than 75% for 0 to 7 out of the 31 combinations, where
the lowest number belonged to the GNB, DT, and RF approaches and the highest number belonged to
the DSVM and MLP approaches (Figure 11).

The highest classification performance for classifying cardboard versus the rest using the LOO
cross-validation approach belonged to KNN (87%) for feature combination index 27, where the selected
features were the resonance frequency shifts in Sensors 1, 2, 3, and 5 (see Table 3), followed by the
DSVM approach (85%) for feature combination indices 16, 18, 20, 21, 27, and 28 and by the MLP (85%)
approach for feature combination indices 18, 27, and 29. However, the best classification performance
for classifying cardboard versus the rest using SKF and also for classifying wood from plastic using
both LOO and SKF cross-validation belonged to the DSVM approach at multiple feature combinations
with common feature combination index 18 (the resonance frequency shifts in Sensors 1, 2, and 5).
This confirms that the DSVM approach has the highest and most consistent overall performance in
terms of the selected features.

Figure 8. Total classification accuracy versus combination index for classifying cardboard from the rest
for different classification approaches using LOO cross-validation.
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Figure 9. Total classification accuracy versus combination index for classifying wood and plastic for
different classification approaches using LOO cross-validation.

 
Figure 10. Total classification accuracy versus combination index for classifying cardboard from the
rest for different classification approaches using SKF cross-validation.

Tables 5 and 6 show the corresponding confusion matrix along with the sensitivity, specificity, and
total accuracy of the DSVM approach for feature combination index 18 using the LOO cross-validation
approach. From Table 5, the highest classification performance was 85% for classifying cardboard
versus the rest. Furthermore, from Table 6, wood and plastic were classified with a highest classification
performance of 79.8%. The corresponding classification performance using SKF cross-validation
is shown in Tables 7 and 8, where the highest classification performance was 86.4% for classifying
cardboard versus the rest and 81.9% for classifying wood and plastic. These results demonstrate
that the proposed procedure can classify both cardboard from the rest and wood from plastic with
high accuracy.
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Figure 11. Total classification accuracy versus combination index for classifying wood and plastic for
different classification approaches using SKF cross-validation.

Table 5. DSVM classification performance for classifying cardboard vs. the rest using
LOO cross-validation.

Class Wood + Plastic Cardboard Sensitivity Specificity Total Accuracy

Wood + Plastic 84 10
89.4% 76.1% 85%Cardboard 11 35

Table 6. DSVM classification performance for classifying wood vs. plastic using LOO cross-validation.

Class Wood Plastic Sensitivity Specificity Total Accuracy

Wood 39 8
83.0% 76.6% 79.8%Plastic 11 36

Table 7. DSVM classification performance for classifying cardboard vs. the rest using
SKF cross-validation.

Class Wood + Plastic Cardboard Sensitivity Specificity Total Accuracy

Wood + Plastic 86 8
91.5% 76.1% 86.4%Cardboard 11 35

Table 8. DSVM classification performance for classifying wood vs. plastic using SKF cross-validation.

Class Wood Plastic Sensitivity Specificity Total Accuracy

Wood 40 7
85.1% 78.7% 81.9%Plastic 10 37

5. Conclusions

This study for the first time proposed a material identification methodology using a wideband
microwave sensor array and machine learning. The sensor array is composed of five planar resonating
elements (sensors) designed at different frequencies within the range of 1 GHz to 10 GHz and has
several advantages such as low cost, portability, noninvasiveness, reusability, and flexibility of sample
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preparation. A machine learning approach was then applied to the data collected from these five
sensors to classify three MUTs: cardboard, wood, and plastic. The utilized features were the resonant
frequency shifts in the five sensors due to exposure to MUTs. In this study, we utilized a DSVM
classifier to first classify cardboard from the rest (wood+ plastic) and then classify wood and plastic. We
examined all 31 combinations of the 5 measured frequency shifts. We then compared the performance
of the DSVM with that of widely used machine learning approaches: DT, RF, KNN, GNB, and MLP. The
results showed that the DSVM approach had the highest and most consistent classification performance
with both LOO and SKF cross-validation when using the resonant frequency shifts in Sensors 1, 2, and
5 as selected features. This demonstrated that the proposed approach could classify the three MUTs
with high accuracy. By collecting more samples, the proposed approach can be used as an accurate
automatic technique for identifying materials that are used in buildings, bridges, and structures such
as swimming pool panels, racing car bodies, bathtubs, storage tanks, etc.
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Abstract: In this study, the Fourier series expansion method (FSEM) was employed to calculate the
complex propagation constants of plasma structures consisting of infinitely long, silver nanorod
arrays in the range of 180–1900 nm, and the characteristics of the complex propagation constant
were analyzed in depth. According to the results of FSEM using dielectric constants from Johnson
experimental data, a multi-mode frequency band appears in the propagation stage, which can be
adopted to achieve a multi-mode communication, multi-mode transceiver, integrated filter with
single multi-mode combination. In the meantime, the comparison between the three sets of results
with only single mode transmission of the generalized multipole technique (GMT) using dielectric
constants from Johnson experimental data, FSEM using dielectric constants from Palik experimental
data, and FSEM using dielectric function from Drude–Lorentz model suggested that the results of the
four sets of complex propagation constants were well consistent with each other. Furthermore, a finite
array of only 40 silver nanorods was studied, and the ability of guided waves when a finite array
is excited by a plane wave at a specific wavelength was explored. According to different guiding
abilities—propagation, attenuation, and cut off, it can be applied to waveguides, sensor, filters, etc.

Keywords: Fourier series expansion; nanorod; multimode; propagation characteristics; guided wave

1. Introduction

In the past few decades, numerous studies have focused on the research and the development of
novel structures based on multi-layer arrays of the periodic distributions of photonic crystals [1,2].
After that discovery, the field of photonic crystals garnered great interest among researchers,
and various analytical methods and numerical methods have been proposed to analyze photonic
crystal waveguides [3–9]. The periodic distribution of scattering elements (a simple single-layer
structure) that may effectively guide electromagnetic waves along the chain aroused attention from
scientists, so has been extensively studied [10–12]. The systematic study on the bandgap structure of
two-dimensional periodic dielectric materials is conducted using different methods [13–18]. Simple
design and manufacturing can be considered a major advantage of this structure. However, to verify
its good guiding attributes, detailed theoretical and numerical studies are necessary.

In recent years, in the direction of reducing the size of photonic devices below the diffraction
limit, it was not enough to take dielectric material as the object of research. Therefore, it led to the
development of metal plasma-resonant waveguides. From the structural perspective, the waveguide
consists of several coupled nanoparticles arranged in the array. Near-field interactions between these
closely spaced nanoparticles causes light to propagate along the array’s axis. The structures that guide
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these collective oscillations have been analyzed in numerous papers [19–23]. However, since metallic
losses are rather large in these waveguides, the calculation of the attenuation constant needs to be
considered. Numerous studies (e.g., the analysis of the optical interactions of nanostructures formed
on metal films) focus on the application of metals to photonic crystals. The absorption characteristics of
one-dimensional quasi-periodic photonic crystals with thin metal layers and dielectric Fibonacci layers
were investigated. The full-vector modal solver, using the finite element method, was employed to
numerically study the polarization characteristics of wire-selectively filled photonic crystal fibers into
the cladding pores. The possibility of selective polarization in photonic crystal structure was analyzed
using a single molecular layer of metal nanoparticles. Using the transfer matrix method and some
studies of photonic crystals in three dimensions, the transmission properties of a one-dimensional
photonic crystal made of alternate layers of an isotropic ordinary dielectric and a graphene-based
hyperbolic metamaterial were studied theoretically [24–29].

In the previous study, a Fourier series expansion method was proposed as a feasible method to
study the propagation mode and leaky mode of an infinitely long circular chain structure. Additionally,
to study the propagation characteristics and electric field distribution characteristics in three Bragg
propagation periods, the model of an infinitely long square single-chain and multi-chain periodic
structure was used.

In this paper, the complex propagation constants of an infinitely long silver chain structure
with a wavelength in the range of 180–1900 nm are studied in detail. The correctness of the method
(FSEM) can be verified by the four results that are very consistent. A special phenomenon of
single frequency multimode was found in the results of FSEM using dielectric constants from Johnson
experimental data (FSEM(J)), and the complex propagation constants of the three methods of generalized
multipole technique using dielectric constants from Johnson experimental data (GMT(J)), FSEM using
dielectric constants from Palik experimental data (FSEM(P)), and FSEM using dielectric function from
Drude–Lorentz model (FSEM(D-L)) with only the single mode transmission were compared. It was
found that the results of the four sets of complex propagation constants agree well. Furthermore,
the guided wave capability of different nanowavelengths under the finite-length chain structure
of 40 circular nano-columns was studied. By studying the waveguide capabilities of a particular
wavelength, different stages can be applied to different devices. Propagation phase can be used
for waveguide, sensor, etc. The cut-off phase can be used for filters, nanomirrors, nanoprobes, etc.
In particular, the multi-mode stage that occurs in FSEM (J) can be used for multi-mode, communication
integrated filters of a single and multi-mode combination, etc.

2. Formulation of the Problem

A two-dimensional infinite periodic chain composed of circular rods is periodic along the x-axis
and with the lattice constant h (Figure 1). The scatters are infinitely long in the z-direction, and they are
parallel to each other. The circular rods, having radius r, are assumed to be pure dielectrics, with a
relative dielectric permittivity ε. An array with this structure repeats the same configuration with
a fictitious period Λ along the y-direction, and then the original structure is approximated by the
array’s unit cell located in 0 ≤ y ≤ Λ. Assume that we induce the propagation of E (Ez, Hx, Hy) and
H (Hz, Ex, Ey) waves. The details of the formulation are omitted in this communication due to the
space limitations; see our previous reports for details [30,31]. Surface plasmon is a large amount of
collective free-electron vibration occurring at the metal–medium interface and excited only by H waves
(magnetic field components perpendicular to the nanowire cross section) [32].

First, the major idea of the formulation should be described. In the case of the H wave, Maxwell
equations are written as follows:

v(y)
∂H′z
∂y

= ik0ε(y)Ex, (1)

− ∂H
′
z

∂x
= ik0ε(y)Ey = ik0

Dy

ε0
, (2)
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∂Ey

∂x
− v(y)

∂Ex

∂y
= −ik0H′z, (3)

Dy = ε0ε(y)Ey, (4)

where H’
z = (μ0/ε0)1/2Hz, v(y)= [1+ iσ(y)]−1 denotes the stretched coordinate variable [24] characterizing

the assumed Perfectly Matched Layers (PMLs), where σ(y)= σmax (1− y/w)d is the conductivity function.
Under the fictitious periodicity of the system, the electric and magnetic fields are approximated by a
truncated Fourier series:

H′z(x, y) =
M∑

m=−M

hz,m(x)eiϕm y, (5)

Ex(x, y) =
M∑

m=−M

ex,m(x)eiϕm y, (6)

Ey(x, y) =
M∑

m=−M

ey,m(x)eiϕm y, (7)

Dy(x, y) =
M∑

m=−M

dy,m(x)eiϕm y, (8)

where Dy is the electric displacement vector, ϕm = 2πm/Λ. Equation (2) is substituted into (1), and the
orthogonality of the Fourier bases is exploited. For H modes with field components (Hz, Ex, Ey), Hz acts
as the leading field. To overcome the discontinuity of the electric field normal to the core-cladding
boundaries, Li’s factorization rule [33] should be followed by the Fourier series expansion of Ey field.
A set of linear equations to determine the Fourier coefficients, {hz,m (x)} and {ey,m (x)} are derived as

∂2

∂x2 hz(x) = −k2
0C · hz(x), (9)

ey(x) = −i
1
k0

N̂ · ∂
∂x

hz(x), (10)

hz(x) =
[
hz,−M . . . hz,0 . . . hz,M

]T
, (11)

ey(x) =
[
ey,−M . . . ey,0 . . . ey,M

]T
, (12)

C = N̂−1(I −VAN−1VA), (13)

[N]mm′ =
1
Λ

∫ Λ

0
ε(y)e−i(ϕm−ϕm′ )ydy, (14)

[
N̂

]
mm′ =

1
Λ

∫ Λ

0

1
ε(y)

e−i(ϕm−ϕm′ )ydy, (15)

[V]mm′ =
1
Λ

∫ Λ

0
v(y)e−i(ϕm−ϕm′ )ydy, (16)

[A]mm′ =
φm

k0
δmm′, (17)

where δmm
’ denotes Kronecker’s delta; the superscript T denotes the transpose of the indicated vector;

k0 is the wavenumber in a free space; and ε(y) is the dielectric permittivity along the y-axis within the
period 0 ≤ y ≤ Λ. The eigenvalue kn = ξn

2 (n = 1, 2, 3, ···, 2M + 1) of matrix C and the eigenvectors Pn
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determine the propagation constant ξn and the field distributions for the guided and radiation modes
in the assumed waveguide, respectively. The solutions to Equations (8) and (9) are written as

[
hz(x)
ey(x)

]
= FHU(x− x′) · a(x′), (18)

FH =

[
P
N̂PB

P
−N̂PB

]
, (19)

U(x) =
[

U(+)(x) 0
0 U(−)(x)

]
, (20)

P = [p1 p2 . . . p2M+1], (21)

U(±)(x) = [exp(±ik0ξnx)δnn′ ], (22)

B = [ξnδmm′ ], (23)

a(x) = [a(+)(x) a(−)(x)], (24)

a±(x) = [a±1 (x) a±2 (x) · · · a±2M(x) a±2M+1(x)], (25)

where an
(±)(x) denotes the amplitudes of the forward and backward propagating n-th modes.

The elements of U(x), P, and a(±)(x) are rearranged in the order of guided and radiation modes
with decreasing Re[ξn].

 
Figure 1. Infinite periodic chain of circular rods along the x-axis with lattice constant h. Radius and
dielectric permittivity of rods are r and ε, respectively.

Next, each circular rod is divided into a sufficient number of thin, parallel rectangular rods,
as shown in Figure 2, and the unit cell of the periodic chain in the x-direction replaced by a cascading
connection of layered, parallel, planar waveguides [31]. In each waveguide section, the solutions to
Equations (1)–(8) are given by Equations (18)–(25). The boundary conditions for Hz and Ey at each
step-discontinuity are fulfilled by equating the Fourier coefficients on both sides of the section. This
relation leads to the scattering matrix Sj defined at the interface x = xj as follows:

⎡⎢⎢⎢⎢⎢⎢⎢⎣
a(−)j−1(xj − 0)

a(+)
j (xj + 0)

⎤⎥⎥⎥⎥⎥⎥⎥⎦ = Sj

⎡⎢⎢⎢⎢⎢⎢⎢⎣
a(+)

j−1 (xj − 0)

a(−)j (xj + 0)

⎤⎥⎥⎥⎥⎥⎥⎥⎦, (26)
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where

Sj =

⎡⎢⎢⎢⎢⎢⎢⎣ R(−)
j Tj

Tj R(+)
j

⎤⎥⎥⎥⎥⎥⎥⎦
=

[
Pj−1 − Pj

Pj−1Bj−1 PjBj

]−1[ −Pj−1 Pj
Pj−1Bj−1 PjBj

] (27)

Using the scattering matrix Sj+1 at the interface x = xj+1 defined in the same way as Equation (25)
and considering the modes propagation over the distance xj+1 − xj, it yields:

Sj+1 =

⎡⎢⎢⎢⎢⎢⎢⎣ R(−)
j+1 Tj+1

Tj+1 R(+)
j+1

⎤⎥⎥⎥⎥⎥⎥⎦ (28)

with
R̂(−)

j+1 = R̂(−)
j + T̂jXj+1U(+)

j R(−)
j+1U(+)

j T̂ j, (29)

T̂j+1 = TjU
(+)
j Yj+1T̂j, (30)

R̂(+)
j+1 = R̂(−)

j+1 + T̂j+1U(+)
j Yj+1R̂(+)

j U(+)
j T̂ j+1, (31)

Xj+1 =
(
I −U(+)

j R(−)
j+1U(+)

j R̂(+)
j

)−1
, (32)

Yj+1 =
(
I − R̂(+)

j U(+)
j R(−)

j U(+)
j

)−1
, (33)

U(+)
j = U(+)(xj+1 − xj), (34)

where I denotes the unit matrix; U(+)(x) is defined by Equation (22). Equations (29)–(31) express the
recursive relations to connect the scatterings matrices defined at each step of discontinuity of the
waveguide.

When the waveguide changes continuously along the optical propagation, the transition section
is approximated by a considerable number of step-discontinuities. If N step discontinuities at x = xj
(j = 1, 2, . . . , N) exist along the waveguide, (N − 1) times the recursion process will lead to the
generalized scattering matrices SN [31] for the whole system as follows:

⎡⎢⎢⎢⎢⎢⎣ a(−)1 (x1 − 0)

a(+)
N (xN + 0)

⎤⎥⎥⎥⎥⎥⎦ = SN

⎡⎢⎢⎢⎢⎢⎣ a(+)
1 (x1 − 0)

a(−)N (xN + 0)

⎤⎥⎥⎥⎥⎥⎦. (35)

The generalized scattering matrix over one period h in the x direction is calculated following the
procedure, where N denotes the number of the thin rectangular rods within a unit cell. The result is
adopted to obtain the transfer matrix K over the unit cell that satisfies the following relation [31]:

[
a+(h)
a−(h)

]
= K

[
a+(0)
a−(0)

]
. (36)

Thus, the propagation constant γk = βk + iαk of the k-th mode is determined by

γk = −i logχk/h, (37)

where χk denotes the k-th eigenvalue of the transfer matrix K.
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Figure 2. Discretization of circular rods by a sufficient number of thin, parallel rectangular rods.

3. Results and Discussion

This section compares the trend of complex propagation constants of the four methods and
explore the differences and specificities of the four outcomes first. The four methods are: FSEM using
dielectric constants from Johnson experimental data (FSEM(J)), generalized multipole technique using
dielectric constants from Johnson experimental data (GMT(J)), FSEM using dielectric constants from
Palik experimental data (FSEM(P)), and FSEM using dielectric function from Drude–Lorentz model
(FSEM(D-L)).

The phase constants and attenuation constants of the infinitely long circular chain structure in
H mode were analyzed. The radius of the circle was 25 nm, and the period length h was 55 nm.
The fictitious period Λ was set to 60h, the truncation number was M = 150, the number of thin
parallel rectangular rods was 20, and the thickness, σmax, and d of the PML were chosen to be h, 8.0,
and 2.1, respectively.

Two different experimental datasets of metallic silver were used: the wavelength ranges of Johnson
experimental data and the Palik experimental data were from 180–1900 nm, and from 180–1300 nm,
respectively [34,35].

In this paper, the Drude–Lorentz model was used to characterize the optical dielectric function
ε(ω) of the silver nanowire, and an optimized fit of silver dispersion was used [36–38]:

ε(ω) = ε∞ −
ω2

p

iωγ+ω2 −
ΔΩ2

L(
ω2 −Ω2

L

)
+ iΓLω

, (38)

where ΩL and ΓL denote the frequency and the spectral width of the Lorentz oscillator, respectively;
ωp and γ are the usual constants of the Drude model; Δ is the strength of the Lorentz oscillator. These
parameters were optimized to fit the experimental permittivity data of silver [34]. The results of this
optimization are listed in Table 1.

Table 1. Values of the optimized parameters to fit the experimental data of silver.

ε∞ ωp/2π/THz γ/2π/THz Δ ΓL/2π/THz ΩL/2π/THz

2.4064 2214.6 4.8 1.6604 620.7 1330.1

In order to make the method of this paper more persuasive and correct, first, the same Johnson
experimental data was used, and the results of the complex propagation constants of the FSEM(J) was
compared with those of the complex propagation constant of GMT(J) in the comparative paper [39].
The parameters used were consistent with the paper [39]. Second, the results of complex propagation
constants obtained from two different metal silver experimental datasets (Johnson and Palik) and D-L
were compared by the method of FSEM (the radius of the circle was 25 nm, and the period length h
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was 55 nm), as shown in Figure 2. The permittivity values of the two sets of silver experimental data
and Drude–Lorentz model were also obtained. The inset of Figure 3 shows the values for the dielectric
function of silver, as used in these computations.

 
(a) 

 
(b) 

Figure 3. Phase constant and attenuation constant of infinite long silver nanorod arrays with r = 25 nm
and h = 55 nm corresponding to the four results. The inset shows the dielectric function, as reported
in [34–38]. (a) Phase constant; (b) attenuation constant.

It can be seen from the comparison results in Figure 3 that whether the method is different or the
experimental data of the dielectric constant is different, the complex propagation constants obtained
by the four methods are quite consistent, with only slight differences in the details, which can confirm
the correctness of the method used in this paper. By contrast, we can find special physical phenomena
such as multimode. According to the study on the FSEM (J) method, the phase constant and the
attenuation constant have jumps in two places: the first jump’s range is around 496 nm, which is
caused by multimode causes; the second jump’s range is around 340 nm, attributed to fluctuations of
the permittivity and the effects of the structure. The jump variation of the dielectric constant can be
seen in the illustration in Figure 3. A special phenomenon of single frequency multimode in the result
of FSEM (J) is a special physical phenomenon. The results of GMT(J), FSEM(P), and FSEM(D-L) are
only single mode. The reason why there are no multimodes in the results of the GMT(J) and FSEM(P)
is that the frequency points measured by the experiment are different and the method is different.
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The reason why FSEM using the Drude–Lorentz model especially, whose parameters are optimized
to fit the Johnson experimental permittivity data of silver, does not have the same multimode as FSEM
(J), is that there is a certain gap between values of the two dielectric constants. That can be seen from the
inset-graph of Figure 3. In general, the emergence of multimode is due to different methods, different
frequency points of measurement, and different values of dielectric constant.

In the meantime, through Figure 3a, when the FSEM method was used to study two different
experimental data (Johnson and Palik), it was found that propagation constants were consistent.

The comparison of the above four ways suggest that only the FSEM (J) data of the four sets of
data show the new physical phenomenon of multi-mode, and the distribution of the other three sets
of data are in single-mode form. On the whole, the calculation results of the four sets of complex
propagation constants can be of high consistency even using different research methods, different sets
of experimental data, and calculated dielectric constant data.

Next, to study the guided wave ability of the finite array excited by plane waves at a specific
wavelengths, 40 silver cylinders were selected as experimental objects. The results of the four methods
show that h/Λ< 0.145 is the propagation stage, and it is in an attenuated or cut-off state when h/Λ > 0.145.
The results obtained by FSEM(J) were analyzed in detail. To make the analysis more convincing, field
pattern distribution and the propagation distribution of a few special points and the representative
points at different stages are presented; 0.1101 < h/Λ < 0.1116 (that is 500 nm > Λ > 492 nm) is a
multi-mode stage. At that stage, the even mode distribution map for each frequency has 2–4 different
modes. When h/Λ = 0.1108, i.e., the point 496 nm where the phase constant value is the largest in the
first jump portion, its even mode distribution map displays four different modes; the order is 10−3 and
10−2, though there are orders 10−2. At this frequency, the light can be propagated because the formation
of the propagation map may cover four modes, or the first mode (order 10−3) may be selected. The field
pattern distribution and the propagation distribution representing the wavelength of 496 nm are given
below, as shown in Figures 4 and 5. It can be used for multi-mode communication, integrated filters of
single multi-mode combination, etc., in that frequency range. The other propagation stages, only exist
in the form of a single mode that can be used for a waveguide, sensor, etc. Below, we give an example:
at h/Λ = 0.133; i.e., Λ = 413 nm; field pattern distribution and propagation distribution representing
the wavelength of 413 nm (Figures 6 and 7). The second jump is caused by the jitter variation of
the permittivity and the effect of the structure. In this jump range, the highest point is h/Λ = 0.165,
the wavelength is 330 nm, and the order is 10−1. It is suggested that when h/Λ > 0.145, the trend of the
imaginary part increases, decreases, and then increases, so the corresponding propagation distribution
is attenuation–cutoff–attenuation–cutoff. Figures 8 and 9 show the field pattern distribution and
propagation distribution at a wavelength of 292 nm, and the propagation distribution of this frequency
is attenuated. The field pattern distribution and propagation distribution for a wavelength of 191 nm
are shown in Figures 10 and 11, suggesting that light does not propagate at this frequency. It can be
used for filters, nanomirrors, nanoprobes, etc., when h/Λ > 0.145. For the other three sets of results,
it was found that they just exist in the form of single mode, and that there is no multimode. When
using the Palik experimental data, by observing the dielectric constant, it was found that there are two
places to jump: one of them is around the wavelength of 340 nm, which can be clearly seen from the
complex propagation constant of Figure 2; the other part of the jump is around 1200 nm. Those results
are because the wavelength is relatively large, the frequency is very small, and the corresponding order
is about 10−5, so no obvious jump change can be seen from the complex propagation-constant graph.
Figures 12 and 13 show the field pattern distribution and propagation distribution corresponding
to the frequency of 496 nm using the Palik experimental data with only single mode, which can be
compared with Figures 4 and 5.
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Figure 4. Distribution of the Hz field as a function of the y coordinate representing the wavelength of
496 nm. (a) Even mode 1; (b) even mode 2; (c) even mode 3; (d) even mode 4.
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Figure 5. Near field propagation distribution representing the wavelength of 496 nm.
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Figure 6. Distribution of the Hz field as a function of the y coordinate representing the wavelength of
413 nm.
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Figure 7. Near field propagation distribution representing the wavelength of 413 nm.
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Figure 8. Distribution of the Hz field as a function of the y coordinate representing the wavelength of
292 nm.
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Figure 9. Near field propagation distribution representing the wavelength of 292 nm.
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Figure 10. Distribution of the Hz field as a function of the y coordinate representing the wavelength of
191 nm.
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Figure 11. Near field propagation distribution representing the wavelength of 191 nm.
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Figure 12. Distribution of the Hz field as a function of the y coordinate representing the wavelength of
496 nm (Palik experimental data).
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Figure 13. Near field propagation distribution representing the wavelength of 496 nm (Palik
experimental data).

4. Conclusions

In this paper, the complex propagation constants of metallic silver circular chain structures were
studied in depth. According to the complete result plot, the propagation region (h/Λ < 0.145) and the
attenuation-cutoff region (h/Λ > 0.145) were obtained. In the case of FSEM(J), it was found that in the
frequency range of 492 nm < Λ < 500 nm, there is a special phenomenon of multi-mode, which can
be applied to new multi-mode communication and multi-mode transceivers, single-mode combined
integrated filters, and other devices. However, in the other three results of FSEM(P), GSM(J), and
FSEM(D-L), only single mode exists. In the study on a limited array of only 40 silver nanorods, the
ability of the finite array to be guided by plane waves at specific wavelengths was explored. According
to different guided wave capabilities (e.g., propagation, attenuation, and cutoff), it can be used in
waveguide, multi-mode communication, integrated filters of a single and multi-mode combination,
sensor, filters, nanomirrors, and other devices.

Author Contributions: Data curation, C.Z.; Project administration, D.Z.

Funding: This research was funded by the National Natural Science Foundation of China, grant number 31170668,
and the Postgraduate Research and Practice Innovation Program of Jiangsu Province.

Conflicts of Interest: The authors declare no conflicts of interest.

170



Electronics 2019, 8, 1280

References

1. Yasumoto, K.; Miyamoto, T.; Momoda, M. Full-Wave Analysis of Optical Waveguides Using Periodic Boundary
Conditions; SPIE: Bellingham, WA, USA, 1999; Volume 3666, pp. 170–176.

2. Miyamoto, T.; Momoda, M.; Yasumoto, K. Full-vectorial analysis of connection problem in optical fiber.
IEEJ Trans. Fundam. Mater. 2002, 122, 39–46. [CrossRef]

3. Twersky, V. Multiple scattering of waves and optical phenomena. J. Opt. Soc. Am. 1962, 52, 145. [CrossRef]
[PubMed]

4. Ohtaka, K.; Numata, H. Multiple scattering effects in photon diffraction for an array of cylindrical dielectric.
Phys. Lett. A 1979, 73, 411–413. [CrossRef]

5. Cao, Q.; Lalanne, P. Negative Role of Surface Plasmons in the Transmission of Metallic Gratings with Very
Narrow Slits. Phys. Rev. Lett. 2002, 88, 057403. [CrossRef] [PubMed]

6. Yasumoto, K. (Ed.) Electromagnetic Theory and Applications for Photonic Crystals; CRC Press: Boca Raton, FL,
USA, 2005.

7. Yasumoto, K.; Jandieri, V.; Liu, Y. Coupled-mode formulation of two-parallel photonic-crystal waveguides.
J. Opt. Soc. Am. A 2013, 30, 96–101. [CrossRef] [PubMed]

8. Takakura, Y. Optical Resonance in a Narrow Slit in a Thick Metallic Screen. Phys. Rev. Lett. 2001, 86, 5601–5603.
[CrossRef] [PubMed]

9. Yang, F.; Sambles, J.R. Resonant transmission of microwaves through a narrow metallic slit. Phys. Rev. Lett.
2002, 89, 063901. [CrossRef] [PubMed]

10. Nemec, H.; Kuzel, P.; Coutaz, J.-L.; Ctyroky, J. Transmission properties and band structure of a segmented
dielectric waveguide for the terahertz range. Opt. Commun. 2007, 273, 99–104. [CrossRef]

11. Zhang, D.; Mase, A. A Formula for Fourier Series Expansion Method with Complex Coordinate Stretching
Layers. J. Infrared Millim. Terahertz Waves 2011, 32, 196–203.

12. Yasumoto, K.; Watanabe, K.; Ishihara, J. Numerical analysis of optical waveguides using Fourier series
expansion: Application of perfectly matched layer. Proc. Int. Symp. Recent Adv. Microw. Technol. 1999,
1999, 589–592.

13. Zhang, D.; Jandieri, V.; Yasumoto, K. Modal analysis of wave guidance by a periodic chain of circular rods.
In Proceedings of the 2016 Progress in Electromagnetics Research Symposium (PIERS), Shanghai, China,
8–11 August 2016.

14. Benisty, H. Modal analysis of optical guides with two-dimensional photonic band-gap boundaries.
J. Appl. Phys. 1996, 79, 7483–7492. [CrossRef]

15. Yasumoto, K.; Jia, H.; Sun, K. Rigorous analysis of two-dimensional photonic crystal waveguides. Radio Sci.
2005, 40, 1–7. [CrossRef]

16. Xu, Y.; Lee, R.K.; Yariv, A. Adiabatic coupling between conventional dielectric wave-guides and waveguide
with discrete translational symmetry. Opt. Lett. 2000, 25, 755–757. [CrossRef] [PubMed]

17. Happ, T.D.; Kamp, M.; Forchel, A. Photonic crystal tapers for ultracompact mode conversion. Opt. Lett.
2001, 26, 1102–1104. [CrossRef] [PubMed]

18. Talneau, A.; Lalanne, P.; Agio, M.; Soukoulis, M.C. Low-reflection photonic-crystal taper for efficient coupling
between guide sections of arbitrary widths. Opt. Lett. 2002, 27, 1522–1524. [CrossRef] [PubMed]

19. Akahara, J.; Yamagishi, S.; Taki, H.; Morimoto, A.; Kobayashi, T. Guiding of a one-dimensional optical beam
with nanometer diameter. Opt. Lett. 1997, 22, 475–477. [CrossRef] [PubMed]

20. Maier, S.A.; Kik, P.G.; Atwater, H.A.; Meltzer, S.; Harel, E.; Koel, B.E.; Requicha, A.A.G. Local detection of
electromagnetic energy transport below the diffraction limit in metal nanoparticle plasmon waveguides.
Nat. Mater. 2003, 2, 229–232. [CrossRef] [PubMed]

21. Quinten, M.; Leitner, A.; Krenn, J.R.; Aussenegg, F.R. Electromagnetic Energy Transport via Linear Chains of
Silver Nanoparticles. Opt. Lett. 1998, 23, 1331–1333. [CrossRef] [PubMed]

22. Brongersma, M.L.; Hartman, J.W.; Atwater, H.A. Electromagnetic Energy Transfer and Switching in Na
noparticle Chain Arrays below the Diffraction Limit. Phys. Rev. B 2000, 62, R16356–R16359. [CrossRef]

23. Krenn, J.R.; Lamprecht, B.; Ditlbacher, H.; Schider, G.; Salerno, M.; Leitner, A.; Aussenegg, F.R.
Non-diffraction-limited light transport by gold nanowires. Europhys. Lett. 2002, 60, 663–669. [CrossRef]

24. Kim, J.W.K. Excitation and Propagation of Surface Plasmons in a Metallic Nanoslit Structure.
IEEE Trans. Nanotechnol. 2008, 7, 229–236.

171



Electronics 2019, 8, 1280

25. Gong, Y.K.; Liu, X.M.; Wang, L.R.; Lu, H.; Wang, G.X. Multiple responses of TPP-assisted near-perfect
absorption in metal/Fibonacci quasiperiodic photonic crystal. Opt. Express 2011, 19, 9759–9769. [CrossRef]
[PubMed]

26. Nagasaki, A.; Saitoh, K.; Koshiba, M. Polarization characteristics of photonic crystal fibers selectively filled
with metal wires into cladding air holes. Opt. Express 2011, 19, 3799–3808. [CrossRef] [PubMed]

27. Madani, A.; Entezar, S.R. Optical properties of one-dimensional photonic crystals containing graphene-based
hyperbolic metamaterials. Photonics Nanostruct.-Fundam. Appl. 2017, 25, 58–64. [CrossRef]

28. Zhang, H.F. Three-dimensional function photonic crystals. Phys. B Phys. Condens. Matter 2017, 525, 104–113.
[CrossRef]

29. Miyamoto, T.; Momoda, M.; Yasumoto, K. Numerical Analysis for Three-Dimensional Optical Waveguides
with Periodic Structure Using Fourier Series Expansion Method. Electron. Commun. Jpn. 2003, 86, 22–31.
[CrossRef]

30. Jia, H.; Zhang, D.; Yasumoto, K. Fast analysis of optical waveguides using an improved Fourier series method
with perfectly matched layer. Microw. Opt. Technol. Lett. 2005, 46, 263–268. [CrossRef]

31. Zhang, D.; Jia, H. Numerical analysis of leaky modes in two-dimensional photonic crystal waveguides using
Fourier series expansion method with perfectly matched layer. IEICE Trans. Electron. 2007, 90, 613–622.
[CrossRef]

32. William, L.B.; Alain, D.; Thomas, W.E. Surface plasmon subwavelength optics. Nature 2003, 424, 824–830.
33. Li, L. Use of Fourier series in the analysis of discontinuous periodic structures. J. Opt. Soc. Am. A 1996,

13, 1870–1876. [CrossRef]
34. Palik, E.D. Handbook of Optical Constants of Solids; Academic: San Francisco, CA, USA, 1998.
35. Johnson, P.; Christy, R. Optical Constants of the Noble Metals. Phys. Rev. B 1972, 6, 4370–4379. [CrossRef]
36. Laroche, T.; Girard, C. Near-field optical properties of single plasmonic nanowires. Appl. Phys. Lett. 2006,

89, 233119. [CrossRef]
37. Jiang, H.L.; Liu, Q.N. Study on characteristics of optical tamm state by drude-lorentz model.

Semicond. Optoelectron. 2016, 37, 218–222.
38. Su, J.; Sun, C.; Wang, X.Q. A metallic dispersion model for numerical simulation. J. Optoelectron. Laser 2013,

24, 408–411.
39. Rahbarihagh, Y.; Kalhor, F.; Rashed-Mohassell, J.; Shahabadi, M. Modal Analysis for a Waveguide of

Nanorods Using the Field Computation for a Chain of Finite Length. Appl. Comput. Electromagn. Soc. J. 2014,
29, 140–148.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

172



electronics

Article

LED Arrays of Laser Printers as Valuable Sources
of Electromagnetic Waves for Acquisition of
Graphic Data

Ireneusz Kubiak 1,* and Joe Loughry 2

1 Electromagnetic Compatibility Department and Laboratory, Military Communication Institute,
05-130 Zegrze Poludniowe, Poland

2 Daniel Felix Ritchie School of Engineering and Computer Science, University of Denver, Denver, CO 80208,
USA; joe.loughry@cs.du.edu

* Correspondence: i.kubiak@wil.waw.pl; Tel.: +48-261-885 537

Received: 15 August 2019; Accepted: 23 September 2019; Published: 23 September 2019

Abstract: Classified information may be derivable from unintended electromagnetic signals.
This article presents a technical analysis of LED arrays used in monochrome computer printers and
their contribution to unintentional electromagnetic emanations. Analyses were based on realistic type
sizes and distribution of glyphs. Usable pictures were reconstructed from intercepted radio frequency
(RF) emanations. We observed differences in the legibility of information receivable at a distance that
we attribute to different ways used by printer designers to control the LED arrays, particularly the
difference between relatively high voltage single-ended waveforms and lower-voltage differential
signals. To decode the compromising emanations required knowledge of—or guessing—printer
operating parameters including resolution, printing speed, and paper size. Measurements were
carried out across differences in construction and control of the LED arrays in tested printers.

Keywords: pattern recognition; image processing; graphic information; LED array; laser printer;
compromising emanations; electromagnetic infiltration; reconstruction; non-invasive data acquisition

1. Introduction

Printers translate the symbolic form of data processed by computers into a graphical form during
their operation. As with every electronic device, printers are sources of electromagnetic emanations.
Besides control signals, which carry no information (e.g., directing the operation of stepper motors
or heaters), there are other signals (useful signals) that are correlated with the information being
processed. Such emissions are called sensitive or valuable or compromising emanations from the point
of view of electromagnetic protection of processed information (Figure 1).

Like other devices included in a computer system [1,2], the printer can be subject to electromagnetic
infiltration, or eavesdropping [3,4]. Therefore, efforts to reduce the level of susceptibility to electromagnetic
eavesdropping are initiated for such devices. Organizational and technical solutions are the most
often-used methods for limiting infiltration sensitivity of devices [5]. Technical solutions are limited to
changes in the design of devices that typically increase the cost of such devices and sometimes limit their
functionality. Therefore, it is desirable to find solutions that avoid these drawbacks and at the same time
allow “safe” processing of classified information [6,7].

Electronics 2019, 8, 1078; doi:10.3390/electronics8101078 www.mdpi.com/journal/electronics173
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Figure 1. Laser printer as a source of valuable emissions.

One technical method that is commonly used in the field of electromagnetic compatibility—both
to reduce the amount of electromagnetic interference emitted from the device and the susceptibility of
the device to electromagnetic disturbance—is the use of differential-mode signals.

In this paper, analysis of useful signals [8] in the operation of LED arrays used inside printers
(Figure 2) shows that such a design was used by printer B in its photoconductor exposure system.
Is this sufficient, however, to foil non-invasive information gathering? The clear answer is that the
solution adopted in the design of printer B (Figure 2a) significantly reduces the susceptibility of the
device to infiltration, in comparison to printer A (Figure 2b). Moreover, the level of electromagnetic
emission of printer A is higher than that of a typical single or dual diode laser printers [9].

  
(a) (b) 

Figure 2. Two printers (a) printer A and (b) printer B were tested for sensitive emissions.

2. Materials and Methods

The analyses were carried out on two printers that use LED array technology. Different ways
of controlling the LED array—chosen by the printer’s designer—affect the number of useful signals
(Figure 3) and the structure of those signals. In the case of printer, A.; we can distinguish four useful
signals and six control signals in the cable (Figure 3a). The next ten wires are ground wires. Printer B
has eight useful signals (four differential pairs) in the cable leading to its LED array (Figure 3b).
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(a) (b) 

Figure 3. Ribbon cable supplying useful signals to the LED array: (a) Printer, A.; (b) Printer, B.

The other signals are control wires and ground wires (32 in all). By probing signal wires while
exercising the printer, we were able to learn the structure of the control signals, how the LED array is
controlled, and the way in which different print quality options are achieved depending on the operating
mode and the toner-save option. Each of the tested printers uses different methods of controlling the
LED array, which can affect the level of electromagnetic emanations. Examples of waveforms of useful
and control signals for printer A are shown in the oscilloscope traces of Figures 4 and 5.

 
(a) 

 
(b) 

Figure 4. Waveforms of useful signals on pins 2 (lower trace) and 5 (upper trace) of printer A for: (a) the
300 dpi mode and the Best option, (b) the 300 dpi mode, and the Eco option.

The structure of the useful signals, based on the example of the signal on pin 2, does not change for
the 300 dpi and 600 dpi operating modes of the printer. In the case of the 1200 dpi mode, the frequency
of signal repetition increases by a factor of two. The amplitude is constant at approximately 3.5 V
(Table 1).

Table 1. Parameters of useful signals of printer A in relation to printing parameters.

Operating Mode
Parameters of Useful Signal

Frequency [kHz] Amplitude [V]

300 dpi, Eco ~4.7 3.5
300 dpi, Best ~4.7 3.5
600 dpi, Eco ~4.7 3.5
600 dpi, Best ~4.7 3.5
1200 dpi, Eco ~9.4 3.5
1200 dpi, Best ~9.4 3.5
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The structure of the signal (waveform shape and duty cycle) does not change. This proves that the
level of risk of electromagnetic emanations that are correlated with the processed information is not
affected by print quality options (resolution and toner-save), in contrast to the situation found earlier
with single and dual diode laser printers [4].

 
(a) 

 
(b) 

Figure 5. Waveforms of useful signals on pins 2 (lower trace) and 3 (upper trace) of printer A for: (a) the
1200 dpi mode and the Best option, (b) the 1200 dpi mode, and the Eco option.

For laser printers, changes of operating mode print quality options do have an effect on the
structure of useful signals and thus the characteristics of sensitive RF emissions [10,11]. Information
about the operating mode and print quality for printer A is encoded in the structure of the control
signals (Figures 6–8). The amplitude of these signals is approximately 4 to 5 V. The pulse repetition
frequency also changes depending on operating mode and use of the toner-save option. However,
these signals carry no information at all about the information being printed [12,13].

Moreover, the amplitude of the control signals is higher than that of the useful signals. The control
signals might be considered a serendipitous source of masking emissions which disturb the reception
of sensitive emanations. This phenomenon is advantageous from an electromagnetic protection point
of view [14–16].

 
Figure 6. Waveforms of control signals on pins 6 (lower trace) and 9 (upper trace) of printer A for the
300 dpi mode and the Best option.
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Figure 7. Waveforms of control signals on pins 6 (lower trace) and 9 (upper trace) of printer A in
1200 dpi mode with the Best option.

 

Figure 8. Waveforms of control signals on pins 6 (lower trace) and 9 (upper trace) of printer A for the
1200 dpi mode and the Eco option.

A completely different method of control of the LED array was implemented in printer B despite
using the same xerographic technology in its photosensitive drum. Here, some information about
modes of operation and the toner-save option is visible in the useful signal. The amplitude of the signal
is approximately 250 mV. The amplitude is less than a tenth of similar signals in printer, A. Moreover,
the signaling method is differential. Figures 9–11 show example waveforms of useful signals.

 

Figure 9. Waveforms of useful signals (one of the differential pairs) of printer B for the 1200 dpi mode
and the Best option.
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Figure 10. Waveforms of useful signals (one of the differential pairs) of printer B for the 1200 dpi mode
and the Eco option.

 

Figure 11. Waveforms of useful signals (one of the differential pairs) of printer B for the 600 dpi mode
and the Eco option.

For these signals, the pulse repetition frequency changes when printing mode of operation and
printout quality are changed (Table 2). The structure of these signals (duty cycle) does not change.

Table 2. Parameters of useful signals from printer B in relation to printing parameters.

Operating Mode

Signal Parameters

Amplitude (mV)

PRF of Differential
Signals (kHz)

First Differential Pair
(1, 3, 5, 7)

Second Differential Pair
(2, 4, 6, 8)

600 dpi Eco 2.07 −250 +250
600 dpi Best 4.14 −250 +250
1200 dpi Eco 4.14 −250 +250
1200 dpi Best 8.28 −250 +250

By analysis of the parameters of useful signals, we can derive an important property crucial to
reconstructing images from intercepted RF signals that contain printed data. In the case of printer,
B.; a change of printing quality (from Eco to Best and vice versa), for a fixed printing mode, causes
predictable changes of the pulse repetition rate of the useful signal. For printer, A.; changes to these
parameters (printing mode and printing quality) are not reflected in the behavior of the useful signal.
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3. Results

3.1. Reconstructed Images from Sensitive Emissions

Images of printed data were recreated from recorded RF useful signals transmitted in the wires
supplying signals to the LED array. The test signal bandwidth was determined according to the equation:

B =
W · L · (dpi)2

t
(1)

where:

B—is the signal bandwidth for printing one pixel;
W—is the width of the printing area in inches;
L—is the length of the printing area in inches;
dpi—is the printing resolution in dots per inch, and
t—is the time to print one page.

We have to know the printing parameters in order to reconstruct the original information. These
parameters are the length of printer video line (in pixels), and the number of video lines on a sheet of
paper. As we can see, full reconstructed images can have very large dimensions; for example, for a:

• resolution of 1200 × 1200 dpi,
• printing speed of 30 pages per minute,
• paper size of A4 (about 8.27 by 11.69 inches, that is 9924 × 14 028 pixels), and
• three samples per pixel collected,

We obtain a data size of about 450 MB. Therefore, further analyses are based on fragments of
images [17,18].

Fragments of these images are presented in Figures 12 and 13. The reconstructed glyphs contained
in the image are constructed from horizontal lines at intervals equal to the width of the line [5] apart
from the repetition frequency of the useful signal and use of options Best or Eco and for the default
printing resolution of printer, B.

 
 

 
(a) 

 
 

 
(b) 

 
 

 
(c) 

Figure 12. Examples of images reconstructed from useful signals (printer A) for (a) 300 dpi with
toner-save, (b) 600 dpi without toner-save, and (c) 1200 dpi with toner-save.
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(a) 

 
 

 
(b) 

 
 

 
(c) 

 
 

 
(d) 

Figure 13. Examples of images recreated from useful signals (printer B) for (a) 600 dpi without toner-save,
(b) 600 dpi with toner-save, (c) 1200 dpi without toner-save, and (d) 1200 dpi with toner-save.

In two-diode laser printers, a phenomenon occurs that causes the reconstructed images from
sensitive emissions to contain only single points, corresponding to the beginning and endpoint of
each horizontal line comprising the printed glyphs (essentially run-length encoding the reconstructed
images) [19].

However, these useful signals were not differential signals. In the case of printer, B.; despite the
predictable structure of character glyphs, the differential signaling used tends to help protect printed
data against electromagnetic infiltration [20].

3.2. Levels of Electromagnetic Emissions

Printer B uses differential transmission of useful signals. Its primary aim is probably to lower
the levels of electromagnetic emission and increase resistance to external disturbances. Since the
differential signal is responsible for the transfer of information from the printer’s raster image processor
(RIP) to the LED array, its characteristics correspond to characteristics of the processed information.
Therefore, the solution adopted by the printer’s designer (in the form of a differential signal) also
reduces the levels of electromagnetic emission correlated with printed data [21]. Such a solution
was not used in printer, A.; despite the fact that the amplitude of useful signals are over ten times
higher than in the case of printer, B. This necessarily translates into a level of electromagnetic emission.
The number of wires carrying useful signals is also half that of printer, B.
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An anechoic chamber (Figure 14) was used to test these predictions. During the tests, sensitive
emissions were measured with a bandwidth of 1 MHz in the frequency range from 2 MHz to 1 GHz.
This frequency range was selected as a result of many years of experience in testing of laser printers
and display screens. The aforementioned bandwidth value is the most effective for sensitive emissions
from laser printers. During the tests, a TEMPEST DSI 1550A receiving system (20 Hz to 22 GHz),
which can be seen in Figure 15, was used.

 
Figure 14. An anechoic chamber where the tests were carried out.

 
Figure 15. TEMPEST Test System model DSI 1550A.

The printers to be tested were connected to a TEMPEST computer, which is certified for
electromagnetic safety. The reason for using a TEMPEST computer for this purpose is because
typical computers have much higher levels of electromagnetic emissions. These emissions can
“cover” the target emissions. When that happens, the electromagnetic infiltration process becomes
impossible. TEMPEST printers exist and would be used along with TEMPEST computers in a TEMPEST
environment. However, we aimed to measure the compromising emanations of normal, non-TEMPEST
printers. (TEMPEST computers and printers are much more expensive, and hence are not used in most
places.) The potential RF masking effect of a non-TEMPEST computer located near a non-TEMPEST
printer is a valid objection, and we acknowledge it. However, our methodology, including testing in
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an anechoic chamber, was designed to lower the noise floor as much as possible in order to gather the
cleanest possible data. Results of the TEMPEST measurements are shown in Figure 16.

Figure 16. Radiated disturbances measured from the A and B printers, both operating in 600 dpi mode
(with Eco option), BW = 1 MHz.

4. Discussions

4.1. Printer A

The useful signals are sent by four wires. The parameters of the signals are constant regardless of
the printing mode and toner-save option. The only change relates to the frequency of repetition of the
useful signals for the 1200 dpi mode, which is twice as high as for the two lower modes (300 dpi and
600 dpi). The reconstructed images, regardless of the operating mode of the printer, are visually similar,
precluding identification of the operating mode of the printer (Figures 17 and 18). At the same time,
the operating mode does not change the radiated characteristic of the emission source or the level of
susceptibility to infiltration. In this printer, information about print quality is sent by additional control
wires. In this case, different printing modes generate control signals having different timing structures.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 17. Fragments of reconstructed images from sensitive emissions of printer A: (a) 300 dpi
mode without toner-save, (b) 300 dpi mode with toner-save, (c) 600 dpi mode without toner-save,
and (d) 600 dpi mode with toner-save. Measured frequency of sensitive emission: f 0 = 525 MHz,
BW = 5 MHz. Image is inverted.

As we can see, the xerographic printing technology of a photosensitive drum illuminated by
LED arrays, which is used in these printers, has significant characteristics from the point of view
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of electromagnetic protection of the processed data. The reconstructed data do not directly contain
characteristics that would facilitate their identification, as is the case with conventional laser printers for
the same printing modes [22]. Even the use of digital image processing—such as an extension of pixel
amplitude histogram, pixel amplitude thresholding, logical filtering, or edge detection filtering—failed
to yield satisfactory results [5,23,24].

 
(a) 

 
(b) 

Figure 18. Fragments of reconstructed images from sensitive emissions of printer A: (a) 1200 dpi mode
without toner-save, (b) 1200 dpi mode with toner-save, measured frequency of sensitive emission:
f 0 = 525 MHz, BW = 5 MHz. Image is inverted.

4.2. Printer B

Printer B uses a similar xerographic exposure process comprising a photosensitive drum as printer,
A. However, in the structure of the original image, we can distinguish horizontal gaps spaced at the
same interval as one line—this is the Eco option in action—which has a beneficial effect, from the
point of view of the defender, against the effectiveness of a side-channel attack (SCA). This printer
uses differential signaling, which gives the attacker a much lower amplitude signal that is also missing
some signal features that would facilitate electromagnetic eavesdropping.

In order to prove the conclusions above, sensitive emission signals were recorded, and then images
reconstructed from the recordings. Undoubtedly the image in Figure 19 contains some glyphs [25].
However, due to the elimination of a number of distinctive features caused by differential transmission
and reduction of the repetition frequency of the signal (the Eco option), these elements prevent reading
any information related to the printed data.

 

 

Figure 19. Printer B with LED array, 600 × 600 dpi with toner-save (images is inverted). Measured
frequency of sensitive emission f 0 = 384 MHz, BW = 2 MHz.
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4.3. Generality

There are four commonly used technologies underlying almost all modern printers: impact,
thermal, inkjet or dye sublimation, and xerographic (toner-based) raster engines—what we think
of as laser printers (pen plotters, wet electrolytic processes, and older technologies are not used as
often anymore.) The majority of printers used in offices are the xerographic type examined here,
and universally they are built on a selection from only a few photosensitive drum engines made by
a few manufacturers. This inevitably constrains the design performance envelope of active optical
components used to write images on the photosensitive drums. Only two photonics technologies are
used: serial (a scanning laser beam) or parallel (LED arrays). Both have technical and cost advantages
and disadvantages. Both are about equally used. They have noticeably different characteristics from
an RF emanations point of view, and we have fully described the behavior of LED array-based printers
here. RF emanations from scanning laser-based printers have been fully described previously [14,23,26].

4.4. Further Exploration

One of the anonymous reviewers suggested an extremely interesting line of inquiry. Would it be
possible to reverse the effect, and somehow inject a signal from a distance into the printer to affect the
single-ended or differential signals applied to the LED arrays, either control or data or both? To do so,
in this case, was outside the administrative limits imposed by the agreement for use of the anechoic
chamber for the duration of our experiments but we would like to try it.

Glyphs in some of the recovered images (Figure 19) seem almost legible and it is exactly this kind
of high volume, noisy data that are sometimes amenable to analysis by neural networks and machine
learning (ML). It was a different anonymous reviewer who put us onto the ML line of attack [27].

5. Conclusions

We offer the results of tests conducted on useful and control signals to the LED array for two
different printers representative of different internal design decisions. The tests were carried out from
an electromagnetic-protection-of-information point of view. The dependency of the structure of signals
on the printing mode and toner-save option was shown. In general, the use of LED array technology in
printers increases the level of electromagnetic protection of information (as compared to laser printers).
The level of protection from RF electromagnetic eavesdropping is greater than for printers employing
a dual diode laser system [27] and it does not require changes of construction in the printers. Printers
using the dual diode laser system use serial signal transmission, compared with the parallel mode of
LED printers. That design decision is advantageous to the electromagnetic eavesdropper (Figure 20).

 

Figure 20. Example of reconstructed image from sensitive emission for a two-diode laser printer,
660 dpi mode with the “Eco” option turned on. Measured frequency of sensitive emission: f 0 =

444 MHz, BW = 5 MHz. Image is inverted.

The LED array system requires parallel signal transmission. Overlapping signals in time cause
successful reception and decoding of sensitive emissions to be very difficult. The reconstructed images
from valuable emissions obtained from LED-array based printers can be seen to contain glyphs, but they
are not legible.

Printer B goes further by using differential signaling. This method, if adopted, significantly
reduces the level of useful electromagnetic emission (from the perspective of an eavesdropper) and thus
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reduces the effectiveness of the attack. The reconstructed images cannot be read by humans. Therefore
the resistance level of printer B to electromagnetic eavesdropping is much higher than printer A—and
that of typical laser printers (with the dual diode laser system). On the basis of recorded signals and
reconstructed images, we may draw the conclusion that the method works. However, the low quality
of the decoded data stands in the way of easy and simple interpretation.

The collected information related to printout quality and its impact on the forms of recreated
data are presented in Table 3. The results obtained by analysis of the A and B printers were compared
with results of analogous analyses of printers using a dual diode laser system. In summary, the best
approach to increase resistance to electromagnetic infiltration is the LED array system.

Table 3. Comparison of the quality of reconstructed data—depending on resolution (DPI) and the use
of “Best” or “Eco” options—for laser printers that use a dual diode laser system or an LED array from
an electromagnetic protection point of view.

Type of Printer
600 dpi 1200 dpi

Best Eco Best Eco

Dual diode printer * W1 K1 W1 K1
Dual diode printer ** W1 W1 K1 W1
Dual diode printer *** W1 W1 W1 W1
LED array printer A K2 K2 K2 K2
LED array printer B W2 W2 W2 W2

* Producer 1, ** Producer 2, *** Producer 3.

Legend:
K1—only the edges of glyphs appear in the reconstructed image, but the information is legible;
K2—visible filled glyphs appear in the reconstructed image, but the information is not legible;
W1—visible filled glyphs appear in the reconstructed image, and the information is legible;
W2—glyphs in the reconstructed image are not visible, and the information is not legible.
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Abstract: This paper proposes a technique to enhance the bandwidth and gain of an endfire radiating
open-ended waveguide using a thin slow-wave surface plasmon structure. Mounted in the E-plane
of the stated waveguide, a thin corrugated slow-wave structure has been used in conjunction with a
waveguide transition to generate an endfire electromagnetic beam. An efficient mode conversion
from waveguide transition to the corrugate plate resulted in the improved performance of the design.
An impedance bandwidth from 8 GHz to 18 GHz has been achieved along with a gain enhancement
from 7 dBi to 14.8 dBi using the proposed hybrid design. Endfire radiations have been obtained
with a beam width of less than 25◦ through the proposed hybrid design with an efficiency of about
96 percent.

Keywords: open-ended waveguide; slow-wave; endfire; radiation; dispersion; gain

1. Introduction

Rectangular waveguides have been in use for many decades for a range of communication
applications. In principle, energy propagates along the waveguide in transverse electric modes (TE
modes) with little energy loss. The lowest frequency in which a certain TE mode can propagate,
which is known as the cutoff frequency of that mode, depends on the cross-sectional dimensions of
the waveguide. The mode with the lowest cutoff frequency is known as the fundamental mode of the
waveguide. Although other higher order modes do co-exist with the fundamental mode, the even
order modes cannot propagate along the E-plane of the waveguide. Recently, the concept of spoof
surface plasmon polaritons (SSPPs) has attracted a lot of interests from the microwave community,
in part because of the following features and merits: groundlessness, high field confinement and
feasibility of guiding an electromagnetic energy in surface modes. The effective exploitation of these
features require a reliable evaluation of the important parameters of spoof surface plasmon (SSP)-based
transmission lines (TLs). Surface plasmons (SPs) are highly localized electromagnetic (EM) waves with
exponential field decay from the interface of metal and dielectric.

Recent applications of SSPs highlight the importance of a convenient and quick design procedure
for the SSP structures. In a traveling-wave antenna, there are typically two modes of wave propagation:
leaky modes and surface modes. A leaky mode propagates along the guiding body of the antenna
with a group velocity greater than the speed of light, radiating electromagnetic energy in all directions
other than the endfire direction. A surface mode propagates along the guiding body of the antenna
with a group velocity less than the speed of light, with the electromagnetic field very confined on
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the surface or along an edge. It is for this reason why the device or medium supporting propagation
of surface modes is collectively known as a slow-wave structure. The examples of slow wave
structures include a dielectric material on top of a ground plane and a periodically corrugated structure.
Slow wave antennas as well as other devices supporting propagation of an electromagnetic wave with
a group velocity equal to the speed of light, i.e., Vg = c, are known to be able to generate an endfire
radiation [1–7]. This paper focuses on a slow wave endfire antenna having a group velocity Vg � c.
Unlike other counterparts including those based on a transition from a microstrip line to spoof SPP
waveguide [8–10] and those based on metamaterials [11], the proposed slow wave endfire antenna is
to be mounted in the E-plane of a rectangular waveguide.

A variety of spoof SPP-based filters and wave splitters have been realized for SSPP
communication systems [12–15]. On the other hand, surface plasmon waveguide based antenna
designs, ultra wideband antennas and full-band waveguide differential phase shifters have been
proposed recently for microwave applications [16–25]. In [20–25], the maximum bandwidth obtained
is around 6–7 GHz with an average gain of <10 dBi.

Open-ended waveguides have been commercially marketed as a directional antenna for terahertz.
These components are rarely used in microwave or millimeter wave frequencies in part because of their
low gain and limited bandwidth. On the other hands, spoof surface plasmon antennas offer a larger
bandwidth with limited gain. As explained in the sections which follow, these two can be combined
together to achieve a wide bandwidth, a higher gain and better directional radiation characteristics.
Furthermore, the effective aperture is reduced to less than half wavelength in a way to take advantage
of the compactness of the design. In this paper, an efficient technique to enhance the bandwidth and
gain of an open-ended waveguide using a slow-wave thin plate has been proposed. A simple and
efficient endfire radiating hybrid waveguide spoof surface plasmon based design is investigated and
analysed. An efficient mode conversion, and transition from waveguide to the proposed spoof surface
plasmon design, have been achieved.

2. Principle

The Hansen Woodyard condition to achieve endfire radiation gives an optimum phase constant
for maximizing the directivity of a lossless continuous endfire array of a particular length. For this,
Hansen and Woodyard have proposed that the phase constant be increased from the usual endfire
value β = k to an optimum value. For an endfire traveling-wave antenna with a constant phase velocity,

there is an optimum velocity ratio
c

Vph
which results in maximum directivity as shown by Hansen

Woodyard for very long antennas and Ehrenspeck-Poehler for an antenna of arbitrary length [1].
Optimum velocity ratio,

c/Vph = 1 + 1/(2L/λ0) (1)

Using (1), the optimum velocity ratio calculated for the proposed endfire design is

c
Vph

= 1.1

which satisfies the condition for endfire travelling wave antennas.
The geometry of the proposed design is shown in Figure 1. The design is basically divided into two

main parts. First is an open ended rectangular waveguide and the second is a spoof surface plasmon
based slow wave thin plate (corrugated antenna). The spoof surface plasmon based corrugated
antenna consists of periodically loaded unit cells/elements placed in a regular orientation along the
forward y-axis. The design is tapered gradually at the end to obtain better reflection characteristic.
The transition part of the antenna is also tapered at the beginning of the design which is connected
to the open ended rectangular waveguide. This transition part has been optimised to provide better
mode conversion from waveguide to corrugated antenna. As shown in Figure 1a, the length of the
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spoof surface plasmon antenna is 130 mm where the corrugated part is 110 mm long and the gradually
tapered end is 35 mm long. The front tapered part of the antenna is inserted in the waveguide transition
in such a way that it provides better mode conversion and mode matching. The effective aperture of
the proposed design is less than half-wavelength i.e., 9 mm. The corrugated design is fabricated over a
thin Roger Duroid substrate 5880 with a dielectric constant of 2.2 and thickness 0.1 mm. Figure 1b
shows the geometry of the waveguide transition designed for the desired operating frequency band.
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Waveguide
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Figure 1. Geometry of the proposed design (a) Slow wave corrugated design with waveguide transition,
(b) Unit element of the spoof surface plasmon (SSP) structure (c) waveguide transition.

Figure 2 shows the dispersion diagram of the periodic unit element of corrugated plate. The unit
element has a period ‘p’ of 3.2 mm, groove depth ‘d’ of 3 mm, gap ‘g’ of 1 mm, ‘w’ of 1.1 mm and height
‘L’ of 9 mm. The first two modes are shown in the dispersion graph. The two modes are separated with
an airline which defines the slow wave region and fast wave region. To satisfy the endfire condition
according to [1], the operating dominant mode should be below the airline and the frequency of
operation should be close to the airline. The proposed unit element satisfy the criteria for endfire
radiations at frequency 11 GHz. Maximum gain and efficiency has been achieved at this frequency.
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Figure 2. Dispersion curve for the proposed SSP Unit element.

Since the phase velocity remain below the free space velocity, the contributions of the various
volume elements of the antenna to the radiation in the forward direction will add constructively
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only up to a certain length of the antenna. For antennas with a gradual taper the optimum length is
approximately determined by the condition [2],

∫ L

0
(Kx − K0) = π (2)

where, Kx is the phase constant of the guided wave and Ko is the free space wave number. If the length
is exceeded, destructive interference will occur and a loss of directivity must be expected.

According to the theory, the optimum antenna length of the tapered antennas can be between 3λ

to 8λ. Optimum length is approximately 4λ0 i.e., approx. 130 mm or less.
Increasing the cross-section of the antenna at the base will enlarge the bandwidth of the

antenna and can be used as a method to reduce side lobe levels also (at the expense of a moderate
gain reduction).

Furthermore, for long antennas with a gradual taper, it should be of a little consequence if the
antenna termination at the far end is blunt or if the antenna is physically continued to its apex. The field
strength within this tip section is small since most of its energy is now travelling in the air region.

For short antennas with a length of few wavelengths, tapering to a sharp tip has the advantage of
a reduced reflection coefficient.

Here the length of the antenna and the tapering lengths have been optimised to achieve reflection
<−10 dB, broadband and high efficiency (>90 percent). Optimum length has been obtained using the
general equation of the tapered antennas which is providing a constructive interference to enhance the
gain up to a certain limit.

3. Parametric Analysis

This section describes the parametric analysis and analyzes the effect of the length of corrugated
plate, effect of transition part, effect of tapering end and peak gain variations with respect to appropriate
variables. The simulations have been performed using 3D EM simulation software HFSS (High
Frequency Structure Simulator).

Figure 3 shows the variation of S-parameters with the length of the proposed corrugated SSPP
antenna. It can be seen from the graph that the length of the antenna is playing a vital role in achieving
good reflection parameters. For length (120 mm), the reflection is not good at all and most of the power
is reflected back. If the length is increased (140 mm), then the reflection is <−10 dB but still the antenna
is not able to achieve a wideband. At the proposed length of 130 mm, the antenna has achieved a wide
bandwidth of about 10 GHz.

Figure 3. Variation of S-parameters with the length of the corrugated spoof surface plasmon polaritons
(SSPP) antenna.
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Figure 4 shows the effect of the tapering in the end part of the finite length antenna. Once the
length has been optimized accordingly, the tapering part also needs to be optimized. As can be seen
clearly in the graph, the proposed gradual taper (35 mm) is showing better reflection than a longer
taper (40 mm) although it doesn’t have much difference.

Figure 4. Effect of tapering on reflection parameter.

Figure 5 shows the effect of the transition part at the front of the antenna. Very short transition of
15 mm has not provided good matching with the waveguide transition whereas a longer transition
30 mm has achieved better matching. This may be due to the fact that the correct length of tapering
results in better mode matching and energy conversion from waveguide transition to the corrugated
slow wave antenna design.

Figure 5. Effect of transition inside waveguide on matching.

Figure 6 shows the gain variations with the length of the proposed design. The peak gain varies a
lot with the length of the antenna. This is due to the optimum length, better mode matching and better
reflection. The peak gain for the optimum length of 130 mm is around 14.8 dBi whereas the gain is less
than this peak value for other lengths due to the constructive and destructive interference phenomenon.
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Figure 6. Formulated variation of peak gain with length of SSPP.

Figure 7 shows 2D and 3D-radiation patterns of the simple waveguide and proposed corrugated
SSPP at 11 GHz frequency. For comparison purpose, the patterns are shown at 12 GHz also as it is
also providing nice endfire radiation with little lower gain. At different frequencies in the operating
frequency band, the proposed hybrid waveguide SSP antenna design is showing the endfire or
near-endfire radiations. The simulated peak gain of the simple rectangular waveguide is around 7 dB
and for proposed design is 14.8 dB.
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Figure 7. 2D and 3D Radiation Patterns: (a) Waveguide 2D radiation pattern, (b) Proposed
waveguide-SSPP 2D radiation pattern, (c) Waveguide 3D radiation pattern, and (d) Proposed
waveguide-SSPP 3D radiation pattern.

Figure 8 shows the E-field distribution for the proposed hybrid waveguide-endfire SSP design
along the axis. As can be seen from the plot, the field is highly confined to the corrugated design and
has achieved a very good mode matching or energy conversion from the waveguide region to the
corrugated surface.

Despite increase in the gain, more back radiation has been observed. Generally, a reflected surface
wave spoils the pattern and bandwidth of the antenna.
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Figure 8. Field distribution: E-Field along the axis.

The optimum formulas derived for the proposed hybrid SSPP design are:
Peak gain ∝ Length of the structure (up to a certain limit as criteria)
For normal endfire antennas and broad bandwidth case, directivity (D) in dBi can be written as [2],

D = 10 log(
4L
λ0

) (3)

In this design, it can be calculated from (3) as:

D = 10 log(4
130
30

) = 12.4 dBi

For tapered antennas (or rods), the directivity gain (G) is primarily determined by the antenna
length also.

Gain initially increases with L according to (4)

G = p
L
λ0

dBi (4)

From (4), it will be

G = 3.2
130
30

= 13.9 dBi

Higher gain has been obtained in the simulation because of gradually tapered end which reduced
the reflections to a good extent thereby reducing the back radiations significantly which further leads
to gain enhancement.

Similarly half power beamwidth can be calculated as,

θ = 55

√
λ0

L
= 25 degree

From the results, it can be seen that the calculated beamwidth is consistent with the measured
one and varies from 20 degree to 30 degree.

4. Experimental Validation

The design is fully analyzed using a 3D electromagnetic (EM) simulation software HFSS and
measured using an Agilent vector network analyzer.

Figure 9 shows the fabricated prototype. Figure 9a is the slow wave corrugated design. Figure 9b
is the waveguide transition and Figure 9c is the combined final design of waveguide and SSPP antenna.

Figure 10 shows the measured S-parameters for the proposed hybrid waveguide-endfire SSP
design. From the S-parameters, it is observed that the proposed design has good impedance matching
below −10 dB in the region from 8 GHz to 18 GHz.

Figure 11 shows the experimental setup for the proposed design in the anechoic chamber.
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(a)

(b) (c)

Figure 9. Prototype of the proposed hybrid waveguide-SSPP (a) corrugated SSPP design, (b) waveguide
transition, and (c) proposed final design.

Figure 10. S-parameters of the proposed hybrid waveguide-SSPP design.

Figure 11. Experimental setup in the anechoic chamber.

Figure 12 shows the radiation patterns (in dB) at different frequencies from 8 GHz to 15 GHz. It has
been observed from the radiation patterns that in the whole operating frequency band, endfire and
near endfire radiations have been observed.

Figure 13 shows the comparison of simulated and measured gain for the proposed hybrid
waveguide-endfire SSP design. The peak gain for the proposed hybrid design in the operating
frequency band obtained is around 14.8 dB. The total gain varies from 7 dB to 14.8 dB in operating
frequency band. The measured gain is around 13 dB which is less than simulated one but is close to
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the calculated one. This may be due to the small experimental problems such as connections between
waveguide transition and the corrugated design.

Figure 14 shows the efficiency for the proposed hybrid waveguide-endfire SSP design.
The radiation efficiency for this design is quite high around 96 percent.

Figure 12. Radiation pattern of the proposed waveguide-SSPP design.

Figure 13. Measured peak gain of the proposed hybrid waveguide-SSPP design.

Figure 14. Efficiency of the proposed hybrid waveguide-SSPP design.
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5. Conclusions

A hybrid waveguide design using slow-wave thin corrugated structure has been proposed in
this paper. The proposed design has obtained endfire radiations along with an enhanced impedance
bandwidth and peak gain. It provides a simple and efficient technique to obtain endfire radiations with
improved antenna characteristics using waveguide transition to SSP structure. Peak gain is increased
from 7 dBi to 14.8 dBi and a high efficiency of about 96 percent has been obtained.
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EM Electromagnetic
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Abstract: The purpose of this study is to provide an energy verification method for the nozzle of the
SC200 proton therapy facility to ensure safe redundancy of treatment. This paper first introduces the
composition of the energy selection system of the SC200 proton therapy facility. Secondly, according
to IEC60601 standard, the energy verification requirement that correspond to 1 mm error in water
is presented. The allowable difference between the measured magnetic field and the reference are
calculated based on the energy verification requirements to select the field resolution of the Hall
probe. To ensure accuracy and stability, two Hall probes are mounted on the dipole to monitor the
magnetic field strength to verify the proton beam energy in real time. In addition, the test results
of the residual field of the dipole show that the probe system meets the accuracy requirements of
energy verification. Furthermore, the maximum width of the slit of the energy selection system in
accordance with the IEC standard at the corresponding energy is calculated and compared with the
actual position of the movable slit to verify the momentum divergence of the proton beam. Finally,
we present an energy verification method.

Keywords: energy verification; Hall probe; dipole; movable slit

1. Introduction

Proton beams have received increasing attention for cancer treatment due to their high dose
localization and high biological effect at the Bragg peak [1,2]. Therefore, proton therapy has been
successfully carried out at various facilities around the world [3–6]. Since 2016, the Joint Institute
for Nuclear Research (JINR) and the Institute of Plasma Physics of the Chinese Academy of Sciences
(ASIPP) have collaborated in the development of proton therapy facility in Hefei, China [7]. The proton
therapy facility consists mainly of a 200 MeV superconducting cyclotron (SC200), energy selection
system (ESS), beam transport line, gantry treatment room and fixed beam room. A typical ESS often
includes a degrader, quadrupole magnets, bending dipoles, steering magnets, collimators, slits, beam
diagnostic equipment and so on [8].

The energy selection system prototype has been designed to work in the energy range between
70 MeV and 200 MeV allowing to select a beam with an energy spread ranging from 0.193% to 1.93%
according to the transmission efficiency that one wants to achieve [9]. The proton beam extracted from
a superconducting cyclotron is focused at the degrader, by passing it through four quadrupole magnets
(QM01-QM04). The beam energy is modulated by the wedge graphite degrader. As the proton beam
passes through the degrader, energy spread increases significantly due to multiple scatterings inside the
graphite block. Therefore, in order to efficiently transmit the beam, a double-bend achromatic system
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is used to eliminate the dispersion. It is better to design a vertical beam waist lactating in the bending
magnet as much as possible for the purpose of reducing the air gap. There are four quadrupole magnets
(QM07-QM10) and a movable slit between the two bending dipoles. The first dipole will create a large
horizontal dispersion to the beam which will be enlarged by using a defocusing quadrupole magnet
(QM07). Next, a quadrupole magnet (QM08) is used to focus the beam and make the derivative of
dispersion equal to zero (R26 = 0). Then, the movable slit is used to select the momentum spread
according to clinical requirements. The schematic of the part of the ESS in SC200 as shown in Figure 1.

Figure 1. Schematic of the part of the energy selection system (ESS) in 200 MeV superconducting
cyclotron (SC200).

As shown in Figure 2, the PBS nozzle is composed of scanning magnets, helium chamber and
three Ionization chambers (IC), primarily used to control and monitor the beam [10,11]. The tumor is
divided into multiple irradiated slices and is irradiated from deep to shallow by changing the energy.
In order to ensure safety redundancy and meet the requirements of the threshold of 1mm particle
range (in water), Light Ion Therapy standard IEC60601-2-64:2014 requires independent validation of
beam energy. It is required that energy verification can be performed during beam delivery to the
patient without destructive measurements.

Figure 2. Nozzle layout principle.

In this paper, the component configuration of the energy selection system is introduced. The energy
validation requirement and momentum analysis requirement are given based on IEC60601 standard,
and then the design scheme of the energy validation system is discussed. Furthermore, the momentum
spread, slit horizontal half width, the allowable difference between the measured magnetic field and
the reference are calculated. Finally, test results of the probe system will be given.
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2. Analysis for Energy Verification System

2.1. Energy Validation Requirement

In our project, the cyclotron produces a proton beam with a fixed energy of 200 MeV. Therefore,
an energy selection system (ESS) is employed to change energy to match the particle range requirements
during treatment. The range-energy relationship can be calculated with Equation (1).

R = αEp, (1)

where, R is the particle range (unit: cm), E is the kinetic energy (unit: MeV), α ≈ 2.2 × 10−3 and p ≈ 1.77
for protons in water [12].

The difference of energy ΔE between the sample and the reference can be expressed as:

ΔE = (Er
p +

Rs −Rr

α
)

p−1

− Er, (2)

where, Rr is the range of reference particle, Er is the kinetic energy of reference particle, Rs is the range
of sample particle. Since Rs − Rr ≤ 1 mm, the maximum difference of energy ΔEmax is given as:

ΔEmax = (Er
p +

0.1
α

)
p−1

− Er. (3)

According to Equation (3), the threshold of 1 mm range with different energies can be calculated.
Taking a full energy of 200 MeV as an example, the energy verification system must detect if a beam with
proton energy outside 200 MeV ±0.43 MeV can reach the patient. In addition, we use different range
errors to calculate the energies difference of the kinetic energy, from 70 MeV to 200 MeV. The energy
difference under different range errors in water is shown in Figure 3.

Figure 3. Energies difference under different range errors in water.

2.2. Momentum Analysis Requirement

When the difference of energy between sample particle and reference particle are known, the
momentum spread (1sigma) can be expressed as:

δ =
Δp
pr

=
ps−pr

pr
=
γsβs−γrβr
γrβr

,

γs =
γrε0+ΔE
ε0

, γr =
ε0+Er
ε0

, βs =
√

1− 1/γs2, βr =
√

1− 1/γr2,
(4)
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where, ε0 is the rest energy of proton (unit: MeV, ε0 = 938 MeV for protons), γs is the relativistic factor
of sample particle, γr is the relativistic factor of reference particle, βs is the relative velocity of sample
particle, βr is the relative velocity of reference particle. According to Equation (4), the maximum allowed
momentum spread δmax can be obtained. Therefore, when the energy is selected by the ESS, the
momentum spread needs to be less than the maximum allowed momentum spread δmax. The maximum
allowed momentum spread δmax under different energies is shown in Figure 4. Obviously, at lower
beam energy, the measurement requirement for a momentum spectrometer is relatively easier and the
full energy of 200 MeV is the most demanding case.

Figure 4. The maximum allowed momentum spread under different energies.

2.3. Principle of Energy Verification

The proton beam reference energy are determined by the response of the field measurement and
deflection radius of the dipole, which can be calculated according to Equation (5) [13].

Er = m0c2[

√
1 + (

qBρ
m0c

)
2
− 1], (5)

where, B is the magnetic strength of the measurement by field probe (unit: Telsa), ρ is the deflection
radius of the beam (unit: meter), c is the speed of light (unit: meter/sec), m0 is the mass of proton
(unit: MeV/c2, m0 = 938 MeV/c2), q is the charge of proton (unit: Coulombs, q = 1.6 × 10−19 Coulombs).
The energy spread is determined by the dispersion and beam transverse position constraint in the
limiting slit, to the limits that correspond to 1 mm error in water.

2.4. Energy Verification Calculation

When passing the energy selector dipole, the proton beam deflects under Lorentz force.
The magnetic field strength of the dipole is measured by two Hall probes. The deflection radius of the
dipole is 1.637 m. Due to the non-uniformity of the dipole magnetic field and the positional limitation
of the Hall probe, it is necessary to add a compensation to be equivalent to equal the center field
strength of the dipole. The reference beam kinetic energy can be calculated as:

Er = ε0[

√
1 + (

q(B + Bc)ρc
ε0

)
2

− 1], (6)

where, ε0 is the rest energy of proton (ε0 = m0c2 = 938 MeV), Bc is the compensated magnetic field.
The magnitude of the compensated magnetic field depends on the position of the Hall probe and the
magnitude of the dipole field strength.
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3. Magnetic Measurements

3.1. Dipole Magnet

In our project, the maximum magnetic field strength of the dipole magnet is 1.32 × 104 Gauss,
the deflection radius is 1.637 m, the deflection angle is 63 degrees, and the effective length is 1.809 m.
The lateral field uniformity and the integration field uniformity of 0.7 × 104 to 1.32 × 104 Gauss are
better than ±5 × 10−4, that is, the field strength difference between the edge trajectory and the central
trajectory is 3.5 Gauss to 6.6 Gauss. In order to improve precision and accuracy, two Hall probes are
mounted on a dipole magnet to monitor the magnetic field strength in real time, as shown in Figure 5.

Figure 5. Schematic diagram of Hall probe and dipole magnet.

3.2. Magnetic Field Probe

The energy verification requirement needs to meet the precision limit that corresponds to 1 mm
error in water. The precision of the Hall probe system is an important factor affecting the accuracy of
energy verification. The maximum allowable difference between the measured field and the reference
is given as:

ΔBmax =

√
[2ε0 + (Er + ΔEmax)](Er + ΔEmax) −

√
(2ε0 + Er)Er

299.8ρ
. (7)

We calculate the magnetic field difference according to the above formula. The comparison of the
magnetic field difference under different proton energies is listed shown in Table 1. With the increase of
the proton energy, the measurement error of the magnetic field has a great influence on the precision of
energy validation. Therefore, we have chosen a higher precision Hall probe system for magnetic field
measurement. The field range of the Hall probe system is required to be greater than ±1.5 × 104 Gauss,
and the field resolution is better than 2 Gauss.

Table 1. Comparison of the magnetic field allowable difference under different proton energies.

Energy
Er (MeV)

Energy Validation Requirement
ΔEmax (MeV)

Magnetic Field Strength
B (Gauss)

Allowable Difference
ΔBmax (Gauss)

70 0.97 7521 54
90 0.80 8572 40
110 0.68 9525 31
130 0.60 10407 26
150 0.54 11234 22
170 0.49 12019 19
190 0.45 12768 17
200 0.43 13131 16
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3.3. Test Hall Probe Stability and Accuracy

Unfortunately, the mounting bracket for the Hall probe has not been manufactured. Therefore,
we measured the remnant field in a dipole magnet to verify the accuracy and stability of the Hall probe
system, as shown in Figure 6.

Figure 6. The remnant field of the dipole magnet is measured by Hall probe system.

The test result is shown in Figure 7. The maximum spread in the data is under 0.5 Gauss, which
meets the stated stability requirement of 2 Gauss. There were no anomalous readings. At full energy
of 200 MeV, the momentum spread of the energy selection system must be less than 0.12% to meet the
IEC standard of 1 mm water maximum error. Meanwhile, the reference magnet field is 13131 Gauss at
full energy of 200 MeV, this would correspond to a field resolution of 16 Gauss, which is easily met.
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Figure 7. The test result of Hall probe system.

4. Design Scheme of the Energy Verification System

4.1. Momentum Analysis at the Limiting Slit

In the energy selection system of the SC200, the momentum spread is controlled by a movable
slit. The movable slit is located in the middle of the two horizontal focusing quadrupoles (QM08 and
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QM09). As the beam passes through the bending magnets and the quadrupoles, momentum dispersion
effect causes center shift of phase ellipse, the dispersion effect is shown in Figure 8.

Figure 8. Momentum dispersion effect.

For beams with momentum pr and pr + Δp, the center distance of such beams can be calculated
with Equation (8). The necessary condition for separating them is Δx ≥ xmax(i).

Δx = R16δ. (8)

According to the final design, the momentum spread should not exceed 0.1% to 1% depending on
the energy. At the movable slit, the correlation between the momentum spread and the horizontal
distance(x) was calculated by the computer code TURTLE and TRANSPORT. The position dispersion
coefficient R16 is −27.54 mm/% [9].

4.2. Energy Verification Scheme

The schematic of the energy verification system for the nozzle in SC200 is shown in Figure 9.
Two precision Hall probes are added to the energy selector magnet (dipole 1) at different locations to
improve precision and accuracy for energy validation. The stability and accuracy of the Hall probe
depends upon temperature, so the Hall probe includes a separate temperature sensor in close thermal
proximity to the Hall device, and the compensation is carried out in real time using coefficients stored
by the magnetic probe control unit. The magnetic field is sampled, typically at 1 kHz sampling rate.
A movable slit is used to restrict the transverse beam position. The real-time Controller (RTC) is
intended to provide convenient, high-performance connection of field probe devices via fiber optic
loops and real-time processing of the data. Connection to a host computer system is via a standard
Ethernet interface. A set of interlock relays allow the RTC to gate external processes based on the
incoming data and the state of health of the RTC itself. The proton beam energy is determined by the
response of the field measurement plus dispersion and beam transverse position constraint in the ESS.

A flowchart of the process in the energy verification system is shown in Figure 10. Firstly, the beam
energies are determined according to the magnetic field tested by the Hall probe. Then, the maximum
difference of energy ΔE and the maximum allowed momentum spread δmax are calculated by the
clinical requirements that correspond to 1 mm error in water. The energy verification system compares
the actual slit position with the target position, if the horizontal half width of the slit is less than
or equal to the target position 2R16δmax, irradiation is continued. Otherwise, a signal is sent to the
interlock system and the irradiation stops.
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Figure 9. Schematic of the energy verification system for the nozzle in SC200.

▪

Figure 10. A flowchart of the process in the energy verification system.

The correspondence between the slit maximum positions and the energies selected is shown in
Figure 11. The energy selection system must resolve at least δmax 0.12% to meet the IEC standard of 1 mm
water maximum error, with a corresponding slit horizontal half width of less than 6.61 mm. During the
treatment, the nozzle system needs to obtain the actual position information of the movable slit in real
time, and then perform energy verification compared with the maximum allowable position of the slit.

 

Figure 11. The analytical calculation of the correspondence between the slit maximum positions and
the energies selected.
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5. Discussion and Conclusions

We calculated the maximum allowed momentum spread that satisfies the energy verification
requirements of a proton therapy system, according to IEC60601 standard. The energy verification
scheme for the nozzle of the SC200 proton therapy is designed. In order to improve precision and
accuracy, two Hall probes are mounted on a dipole magnet, and the beam energies are determined
based on the magnetic field monitored by the Hall probe. Meanwhile, the momentum dispersions at
the corresponding energies are verified by combining the dispersion and the movable slit horizontal
width. Furthermore, the Hall probe system is tested, and the results meet the requirements. Finally, we
calculate the target slit positions at the corresponding energies and give an energy verification method.
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Abstract: In this paper, electrical characteristic analysis and corresponding experimental tests on gold
bonding wire are presented. Firstly, according to EIA (Electronic Industries Association)/JEDEC97
standards, this paper establishes the electromagnetic structure model of gold bonding wire.
The parameters, including flat length ratio, diameter, span and bonding height, were analyzed.
In addition, the influence of three kinds of loops of bonding wire is discussed in relation to the
S parameters. An equivalent circuit model of bonding wire is proposed. The effect of bonding
wire on signal transmission was analyzed by eye diagram as well. Secondly, gold bonding wire
design and measurement experiments were implemented based on radio frequency (RF) circuit
theory analysis and test methods. Meanwhile, the original measurement data was compared with
the simulation model data and the error was analyzed. At last, the data of five frequency points
were processed to eliminate the fixture error as much as possible based on port embedding theory.
The measurement results using port extension method were compared with the original measurement
data and electromagnetic field simulation data, which proved the correctness of the simulation results
and design rules.

Keywords: bonding wire; S parameters; electromagnetic simulation; port embedding

1. Introduction

Electronic packaging is the connection between the chip and the external pin. It is an important
part for maintaining the electrical, thermal and mechanical properties of the device. Electronic
components are developing towards being small volume, high power, high frequency and highly
reliable, which requires higher packaging techniques. However, packaging technology has gradually
become a bottleneck in the development of semiconductor industry. Although there are advanced
package forms such as flip-chip, tape automated bonding, and wafer level package, more than 90% of
the device packages are still using wire bonding (WB). Therefore, WB is the dominant form of electronic
packaging for its mature technology, low cost and high reliability [1]. Precious metal bonding wires
are key materials in electronic packaging including gold bonding wire, copper bonding wire, sliver
bonding wire and composite metal bonding wire. Currently, semiconductor packaging is using gold
wire bonding as the main connection from the chip to the lead frame or substrate. The high price of gold
wire has led to the development of bonding wire made from copper silver and palladium-coated-copper
as lower cost alternatives. So far, gold wire accounts for the highest proportion of bonding wire in
high-end electronic products because of its stable chemical properties, good ductility and excellent
weldability. According to authoritative prediction and a realistic encapsulation of the industry situation,
WB will still be the main interconnection method of electronic products until 2020 and will continue
developing [2].

In the package structures, bonding wire can be used as signal transmission line, power, grounding
and so on. With the improvement of the transmission signal frequency (currently the system operating
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frequency up to GHz), bonding wire is no longer a simple transmission line. Moreover, it performs like
radio frequency (RF) in a variety of ways, such as crosstalk, coupling, distortion, parasitism, ground
bounce, interference and other electromagnetic phenomena [3]. Therefore, how to solve the electrical
problems and improve the signal transmission quality of the gold bonding wire in circuit design,
analysis and testing have become research hotspots. At present, research on the electrical properties in
WB packaging is mainly focused on the following aspects: (1) the process and geometric parameters of
bonding wire such as bonding process, bonding wire loop parameters, materials and so forth [4–7];
(2) the wiring form of bonding wire including wire spacing, signal pin distribution, interconnection
etc., [8–11]; (3) the overall package design such as grounding copper cover, through silicon vias (TSV)
technology, and the redistribution layer (RDL) of flip chip or the like [12–15]. Zhang analyzed the
influence of bonding wire on parasitic parameters under different span and arch height. The larger
the span and arch height, the greater the influence on the circuit characteristics by simulation [16].
Lu investigated the relationship between materials with different dielectric constants and return losses,
but the geometric parameters of bonding wire were not taken into consideration, unfortunately [17].
Liang studied the height arch of single gold bonding wire and the results showed that the lower the
arch height of bonding gold wire the better in the case of single gold and the same span. But the
value of high arches in the simulation cannot guarantee the welding stability of flat bonding gold
because of the characteristics of bonding process [18]. Owing to the diversity of the IC products
and package types, there are still no satisfactory results on effects such as wire loops, geometric
parameters, electromagnetic models, overall package design and other factors on comprehensive IC
electromagnetic properties.

In this paper, the electromagnetic properties of bonding wire are studied. The transmission
performance of bonding wire is analyzed based on the electromagnetic field model. The design rule is
derived from the simulation result. Furthermore, the WB and measurement experiments are designed.
The experimental data and simulation data are compared. The error is also analyzed. Finally, the
correctness of the simulation is proved by comparison with other experiments, which provides the
theoretical basis for the bonding wire selection and design in high frequency.

2. Bonding Wire Model

Figure 1 shows the package structure of a ball grid array (BGA) composed of a BGA solder ball,
PCB board, lead frame, chip, gold bonding wires, epoxy resin encapsulation and so on. In addition,
bonding wire can be used as signal transmission line, power, and grounding. In low frequency
signal, the bonding wire is equivalent to a line without resistance, capacitor, or inductive transmission.
However, in high frequency, the electrical properties of bonding wire have an important influence
on the performance of the whole structure and even the circuit. On the one hand, the influence of
the parasitic parameters of the bonding wire on the circuit cannot be ignored. At the same time, the
inductance, resistance and capacitance (RLC) parameters of bonding wire are constantly changing
because of the skin effect with frequency. On the other hand, the cumulative effect of many bonding
wires greatly influences the signal transmission capacity, especially in high frequency system. Once
the poor WB transmission performance affects the signal transmission and cause large signal loss, it
may easily lead to signal crosstalk and other serious signal integrity problems.
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Figure 1. Wire bonding (WB) package structure.

2.1. Geometric Parameters

S-loop wire is the most common bonding wire. S-loop wire that has a longer flat distance then
breaks is mainly used in two conditions: when the actual loop length of wire is too long, or the welding
wire arc height should be under control in some devices. S-loop can prevent the sweep and sag
problem when epoxy compound flows during the transfer injection molding process because of its
strong stability and stiffness. The geometric parameters of the S-loop wire are shown in Figure 2 (d is
the diameter, L is the span, L1 is the flat distance of S-loop wire, H1 is the bonding height of the arch
and H2 is the connection height).

Figure 2. S-loop wire geometric parameters.

In this section, the influence of the geometrical parameters on the scattering parameters is
discussed. The four geometric parameters factors are the ratio of the L1/L, the diameter d, the span
L and the bonding height H1. Finally, by comparing the scattering parameters, the transmission
characteristics of Q-loop, S-loop and M-loop are analyzed and derived.

2.2. Simulation Model of Single Gold Bonding Wire

The simulation model of single bonding wire (as shown in Figure 3 was composed using S-loop
wire, microstrip lines, chips, substrate and ground. In practice, the bonding wire was embedded in
a plastic body. The plastic material was not taken into consideration in order to simplify this model.
In actual work conditions, bonding wire usually connects the chip I/O pin to the other chip pins or
the external PCB board. Therefore, the two ends of the bonding wires were connected to different
materials. This meant that the dielectric constant and the dielectric thickness were different. As the
simulation frequency is up to GHz level, Rogers RO4350B was chosen as the substrate in order to
reduce substrate dielectric loss. The materials of each part in the simulation model are shown in Table 1.
The ambient temperature can be maintained at a constant and the loss factor of materials ignored
as well.
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Figure 3. Single bonding wire simulation model.

Table 1. Model material parameters.

Name Material Dielectric Constant

S-loop wire Gold 0.99996
Microstrip Copper 0.99991

Chip Silicon 11.9
Substrate Rogers RO4350B 3.66
Ground Copper 0.99991

2.3. Solve Setting

The bonding wire models with different geometric parameters were established by using HFSS
(High Frequency Structure Simulator) electromagnetic field simulation software. After adding the
radiation boundary condition and the port excitation, the corresponding analysis was set to solve
the frequency of the simulation. The return loss (S11) and insertion loss (S21) of different geometric
parameters models were obtained after simulation. The HFSS simulation model is shown in Figure 4.
The total port excitations were set respectively on the two sides of the bonding wire. The simulation
frequency was from 1MHz to 20 GHz and the logarithmic scale was used to solve the step. In this
paper, skin effect can be ignored as a secondary factor. The electrical performance of the bonding wire
was obtained and analyzed by using the terminal-driven solution.

Figure 4. HFSS simulation model.

3. Frequency Domain Simulation

3.1. Influence of Flat Length Ratio on S Parameter of Bonding Wire

S-loop wire is the most common bonding wire. Due to its flat length, S-loop wire can withstand
the impact from the epoxy compound in plastic molding process and prevent the gold bonding wire
from having a horizontal sweep and vertical sag problem. However, too long a length of flat length
wire will bring serious signal crosstalk and coupling problems. According to the Kulicke and Soffa
package model library in Cadence APD, WL_LH3_SPXX series of models were selected for modeling
and simulation. The value after SP is the ratio of the flat length with span, that is, the value of L1/L
(as shown in Figure 5). According to the standard, there are six sizes in total: 00, 12, 20, 40, 60 and 70.
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Figure 5. Three S-loop wires with different flat lengths.

According to the geometric relationship shown in Figure 5, the parameters of the model were
selected (L = 4500 μm, H1 = 250 μm, H2 = 254 μm, d = 25 μm). The ratios of the flat length to the span
L are 0, 12%, 20%, 40%, 60% and 70%, respectively through changing the length of L1, while sweep
frequency ranges from 1 MHz to 20 GHz. The results of S11 and S21 with the ratio and frequency of
the bonding wire are shown in Figure 6a,b respectively.

Figure 6. (a) S11 of bonding wire with different flat length; (b) S21 of bonding wire with different
flat length.

In order to get a clear graph and accurate data, the S11 log coordinate was set from 1 to 20 GHz.
The return loss describes the signal reflection performance of the transmission line. The smaller return
loss means less signal loss and better signal integrity performance. From Figure 6, it can be seen that
the loss increases with the frequency. In addition, the SP12 bonding wire has a higher cutoff frequency,
which demonstrates that it can work in a higher frequency band. Compared with SP70 bonding wire,
the working frequency increases by 16% (0.64 GHz). Figure 7 shows S21 (insertion loss) parameters.
The abscissa is set from 0.1 to 20 GHz. It can be found that the insertion loss also increases with
frequency, which suggests the ratio of the signal power delivered to the terminal prior to insertion
versus the signal power delivered to the terminal after insertion is constantly decreasing. The value
of the minimum point of S21 and its corresponding frequency under the condition of different flat
length are selected in Table 2. The minimum point indicates the signal transmission is the worst when
the ratio of the passing and input signal reaches the minimum. It is easy to get from Table 2 that the
minimum values of S21 in SP12 are larger than that in other cases. At 17.38 GHz, the modulus of S21
reaches 8.71, which increases by 13.9% compared with SP70. According to the definition of S21, the
ratio of passing signal with incoming signal is 36.69% after calculation.

Table 2. Comparison of S21 extremum under different flat length.

Ratio of Flat Length to Span SP00 SP12 SP20 SP40 SP60 SP70

Min S21 (Insertion Loss)/dB −9.10 −8.71 −9.34 −9.58 −9.82 −9.92
Corresponding frequency/GHz 17.63 17.38 17.58 17.58 17.48 17.48

Passing signal/incoming signal/% 35.07 36.69 34.12 33.19 32.28 31.92
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3.2. Influence of Diameter on S Parameter of Bonding Wire

Considering the density of the pins connection, the diameter of the bonding wire is an important
design parameter. Six kinds of nominal diameters of bonding wire were selected for simulation: 15 μm,
20 μm, 25 μm, 30 m, 35 μm and 40 μm. Taking the SP12 bonding wire as a model, the span of L was
4500 μm and the connection height of H1 was 250 μm. The other simulation parameters were kept
constant, while the diameter of d was chosen as the variable. The sweep frequency ranges from 1MHz
to 20 GHz. The results of the S11 and S21 with the diameter and frequency of the bonding wire are
shown in Figure 7a,b.

Figure 7. (a) S11 of bonding wire with different diameter; (b) S21 of bonding wire with
different diameter.

Figure 7a is the logarithmic coordinate graph of S11. It can be easily seen that the return loss
grows with increase of frequency. For example, the bonding wire with a diameter of 40 μm can operate
at the near 5 GHz frequency. Compared with the diameter of 15 μm, the working frequency band
increased by 17.5% (0.73 GHz,). Figure 7b is the logarithmic coordinate graph of S21. With the increase
of frequency, the insertion loss rises, while the signal transmission performance decreases. The S21
extreme points of different diameters were extracted as shown in Table 3. When the diameter was
40 μm (17.18 GHz), S21 had the minimum value of −8.16 dB, and the ratio of passing with incoming
signal was 39.06%. Compared with the diameter of 15 μm, the modulus of S21 went up by 1.26 dB
(about 15.4%). Also, the signal transmission quality increased by 5.26%.

Table 3. Comparison of S21 extremum under different diameter.

Diameter/μm 15 20 25 30 35 40

Min S21 (Insertion Loss)/dB −9.42 −8.87 −8.71 −8.55 −8.37 −8.16
Corresponding frequency/GHz 17.53 17.43 17.38 17.38 17.33 17.18

Passing signal/incoming signal/% 33.80 36.01 36.67 37.38 38.16 39.06

3.3. Influence of Span on S Parameter of Bonding Wire

With the development of the narrow spacing (fine-pinch) and the stacked package, the ratio
of low radian and long span bonding wire are also rising. The span L is the horizontal distance
of interconnection, which is the most important geometric parameter in the bonding wire. While
keeping the other parameters unchanged, the bonding wire span L was selected as a variable. The span
scanning ranged from 2000 μm to 4500 μm. In addition, the interval was 500 μm: 2000 μm, 2500 μm,
3000 μm, 3500 μm, 4000 μm and 4500 μm. The sweep frequency ranged from 1 MHz to 20 GHz.
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The results of S11 and S21 with the span and frequency of the bonding wire are shown in Figure 8a,b
ranging from 1MHz to 20 GHz.

Figure 8. (a) S11 of bonding wire with different span; (b) S21 of bonding wire with different span.

According to the trends of return loss and graph of insertion loss, the transmission quality of the
signal decreases with the rise of the span because of the increase of the span and the length of the
bonding wire. Figure 8a is the logarithmic graph of return loss S11. Taking half the power point as
an example, when the longitudinal coordinate was −3 dB, the horizontal coordinate of span 2500 μm
bonding wire stood at 7 GHz, while the coordinate of span 5000 μm was 3.65 GHz. The working
frequency also increased by 91%. In the insertion loss graph, the working band of the bonding wire
with a span of 2500 μm was higher than 3.36GHz in the −3 dB (101%). Figure 8b is the insertion loss
S21 logarithmic coordinate graph. With the increase of frequency, the insertion loss grows and the
signal transmission performance drops. The S21 extreme points of different spans were extracted
(as shown in Table 4). When the span was 2500 μm at 25.12 GHz, the S21 had the minimum value of
−8.01 dB, and the ratio of passing with incoming signal was 39.76%. Compared with the case of the
5000 μm, the modulus of S21 increased by 0.98 dB (about 12.2%). The signal transmission quality grew
by 4.4%, and the corresponding frequency of the extreme point increased by 10.79 GHz.

Table 4. Comparison of S21 extremum under different span.

Span/μm 2500 3000 3500 4000 4500 5000

Min S21 (Insertion Loss)/dB −8.01 −8.37 −8.69 −8.71 −8.96 −9.03
Corresponding frequency/GHz 25.12 22.54 19.82 17.33 15.67 14.33

Passing signal/incoming signal/% 39.76 38.15 36.77 36.69 35.65 35.36

3.4. Influence of Bonding Height on S Parameter of Bonding Wire

The height of the bonding wire and the arch has a great influence on the electrical properties of
the bonding wire. The signal transmission path also increases because of the rise of the height, which
exacerbates the signal transmission loss. Keeping the other parameters unchanged, the bonding height
of H1 was chosen as the variable. The bonding height scanning ranged from 210 μm to 310 μm, and
the interval was 20 μm: 210 μm, 230 μm, 250 μm, 270 μm, 290 μm and 310 μm. The sweep frequency
ranged from 1 MHz to 20 GHz. The results of S11 and S21 with the bonding height and frequency of
the bonding wire are shown in Figure 9a,b ranging from 1 MHz to 20 GHz.
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Figure 9. (a) S11 of bonding wire with different bonding height; (b) S21 of bonding wire with
bonding height.

In order to get clear graph and accurate data, the S11 log coordinate was intercepted from three
to 10 GHz in Figure 9a. With the increase of frequency, the return loss also increased. Furthermore,
the wire with a smaller bonding height had better electrical performance. For example, when the
longitudinal coordinate was −3 dB, the corresponding abscissa of bonding wire with height 210 μm
was 4.69 GHz, and the abscissa of bonding wire with 310 μm is 4.40 GHz. Figure 9b is the logarithmic
coordinate graph of insertion loss S21. The S21 extreme points of different bonding height are extracted
in Table 5. When the bonding height was 210 μm, the S21 had the minimum value of −8.61 dB
at 17.58 GHz, and the ratio of passing with incoming signal was 37.11%. Compared with the case
of 310 μm, the modulus of S21 increased by 0.41 dB (about 4.8%). The signal transmission quality
also rises by 1.71%. Although the increase of bonding height will cause the rise of the whole wire
length and a decrease in signal quality, the connection height cannot be over reduced. A low height
connection will increase stress of bonding wire, making the solder joint unstable and causing other
mechanical problems.

Table 5. Comparison of S21 extremum under different bonding height.

Bonding Height/μm 210 230 250 270 290 310

Min S21 (Insertion Loss)/dB −8.61 −8.59 −8.71 −8.79 −8.88 −9.02
Corresponding frequency/GHz 17.58 17.33 17.38 17.28 17.43 17.38

Passing signal/incoming signal/% 37.11 37.20 36.69 36.35 35.97 35.40

3.5. Influence Of Three Loops On S Parameter Of Bonding Wire

Q-loop, S-loop and M-loop bond modes are shown in Figure 10. The Q-loop is the most universal
bonding wire form. Compared with the Q-loop, the S-loop has a longer flat distance. The M-loop
bond has the most kinking points. Through the finite element analysis and experimental verification,
the result shows that the M-loop is 13–75% as good as the S-loop [19], which suggests that the sweep
resistance is better than the S-loop relying on bond span and height. This is because the M-loop bond
has five kinking nodes. During the transfer molding process, the M-loop bond has higher stiffness
to resist the deformation when epoxy compound flows. Keeping the diameter, span and bonding
height unchanged, the S parameters of three kinds of loop wires in 1 MHz–30 GHz are simulated and
compared. The results of the 1 MHz–20 GHz scan are shown in Figure 11a,b.
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Figure 10. Bonding wire loop modes: (a) Q-loop bonding wire; (b) S-loop bonding wire; (c) M-loop
bonding wire.

Figure 11. (a) S11 of bonding wire with different loop modes; (b) S21 of bonding wire with loop modes.

The results of the return loss S11 from 1MHz to 1GHz are shown in Figure 11a. As shown in
Figure 11a, the return loss S11 of three different loop modes has little difference. Figure 11b is the
logarithmic coordinate graph of the insertion loss S21. It can be seen that the electrical performance
of the S-loop wire is the best, while the Q type is slightly worse than that and the M type is the
worst in Figure 11b. For example, the working frequency of S type wire increases by 0.32 GHz (about
8%) compared with M-loop wire at −3 dB. The S21 extreme points of different bonding height were
extracted in Table 6. For the S type bonding wire, S21 has the minimum value of −8.71 dB at 17.38 GHz,
and the ratio of passing and incoming signal is 36.69%. Compared with the case of the M type wire, the
modulus of S21 rises by 0.88 dB (about 10.1%), and the signal transmission quality increases by 3.54%.
Therefore, reasonable bonding wire modes should be made according to the process and mechanical
reliability requirements comprehensively.

Table 6. Comparison of S21 extremum under different loop modes.

Bonding Wire Loop M Q S

Min S21 (Insertion Loss)/dB −9.59 −9.29 −8.71
Corresponding frequency/GHz 17.73 17.68 17.38

Passing signal/incoming signal/% 33.15 34.32 36.69

3.6. Design Rules

With the increase of the frequency, the bonding parameters have a great influence on the
characteristics of microwave transmission. Therefore, it is important to analyze, optimize and design
the parasitic characteristics of high-power bonding wires under high frequency. The appropriate
design parameters should be selected according to different working frequency bands. When the
working frequency is too high, the transmission quality of the signal may be very poor. Combined with
the practical project application, in order to reduce the parasitic characteristics while improving the

217



Electronics 2019, 8, 365

frequency characteristics and electromagnetic properties of bonding wires, the optimization measures
are obtained from the following five aspects (as shown in Table 7).

Table 7. The influence of WB parameters on electrical properties.

Factors Measurement Restriction

Flat Length
(S-loop wire)

Flat length changes nonlinearly with return loss
and insertion loss.
The flat length only stands in a specific value,
and its signal transmission performance is good

Through the comparison of the data, it is
found that signal quality is the best when the
flat ratio of length and span is 12%, maybe
the best L1/L is 11% or 13% in real operation.

Diameter

The bigger diameter is, the better electrical
properties are.
Insertion loss and equivalent inductance decline
with increasing diameter.

Excessive increase in wire diameter:
1. Aggravate the cost of materials
2. Decline in toughness

Span

The shorter loop span is, the better electrical
properties are.
Shorter loop can reduce signal loss and improve
the quality of signal transmission.

Too shorter span:
1. Increase line tension,
2. Make welding spot unstable
3. Cause wire sag and sweep problem

Bonding Height The lower wire height is, the better electrical
properties are.

Too lower height:
1. Stress concentration
2. Phenomenon of expanding under hot
condition and shrinking under cold condition
in bonded component.

3.7. SPICE Equivalent Circuit Model Of Bonding Wire

As is shown in Figure 12, the SPICE (simulation program with integrated circuit emphasis)
equivalent circuit model of bonding wire consists of resistance R, inductance L and two different
capacitors C1 and C2. The resistance R and the inductance L are related to the parameters of the
bonding wire itself. The two ends of bonding wires are connected to different materials. Therefore, the
equivalent capacitance C at the ends of the bonding wire is not the same.

LR

C C
V V

I I

Figure 12. The SPICE equivalent circuit model of bonding wire.

In Figure 12, There are four variables; V1, V2, I1 and I2. Based on Two Port Network Theory, the
following equations can be obtained:

{
V1 = I1 · Z11 + I2 · Z12

V2 = I1 · Z21 + I2 · Z22
(1)

In this case the relationship between the port currents, port voltages and the Z-parameter is
given by:

Z11 = V1
I1

∣∣∣
I2=0

, Z12 = V1
I2

∣∣∣
I1=0

Z21 = V2
I1

∣∣∣
I2=0

, Z22 = V2
I2

∣∣∣
I1=0

(2)
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Figure 13 shows the equivalent impedance model of Z11. Taking Z11 as an example, the following
equations can be obtained through math deduction.

Z11(ω) = Z11(s)|s=jω =
RC2ω + j

(
LC2ω2 − 1

)
ω(−LC1C2ω2 + C1 + C2 + jRC1C2ω)

(3)

Similarly, other parameters can be derived as follows:

Z22(ω) = Z22(s)|s=jω =
RC1ω + j

(
LC1ω2 − 1

)
ω(−LC1C2ω2 + C1 + C2 + jRC1C2ω)

(4)

Z12(ω) = Z21(ω)= Z12(s)|s=jω =
1

ω[−jLC1C2ω2 − RC1C2ω + j(C1 + C2)]
(5)

Based on the principle of RF circuit, the two-port S parameters can be obtained from the equivalent
two-port Z parameters by means of the following expressions:

S11(ω) = [Z11(ω)−Z0]·[Z22(ω)+Z0]−Z12(ω)·Z21(ω)
[Z11(ω)+Z0]·[Z22(ω)+Z0]−Z12(ω)·Z21(ω)

=
2·[R+Z0(1−LC2ω2)+j(RC2+L)ω]

−RC1C2Z0
2ω2−L(C1+C2)Z0ω2+2Z0+R+j(−LC1C2Z0

2ω2+RC1Z0+RC2Z0+C1Z0
2+C2Z0

2+L)ω − 1
(6)

S21(ω) =
2Z21(ω) · Z0

[Z11(ω) + Z0] · [Z22(ω) + Z0]− Z12(ω) · Z21(ω)
(7)

Figure 13. The equivalent impedance model of Z11.

In order to compare the data accurately and eliminate the inconsistency of the software, the
simulation tools of ADS software were adopted. The diameter, flat length ratio, span, height and
different loops of bonding wire will certainly affect the resistance R, inductance L and two different
capacitors C1 and C2 in SPICE equivalent circuit model. As previously mentioned, the S-loop wire
is the best loop modes. Meanwhile, based on the design rules, SP12 bonding wire is appropriate for
the model and the parameters of this model were selected (L = 4500 μm, H1 = 250 μm, H2 = 254 μm,
d = 25 μm). Compared with the result file solved by the HFSS electromagnetic field simulation software
and S parameter curve obtained by the ADS frequency domain simulation solver, the results of the S11
and S21 are shown in Figure 14. As is shown below, the two curves are basically well fitted, which can
verify the correctness of the SPICE equivalent circuit model.
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Figure 14. Comparison between SPICE and HFSS (a) S11; (b) S21.

3.8. Eye Diagram Analysis

The eye diagram is a very successful and effective way of showing the quality and parametric
information in digital transmission. Careful analysis of this visual display can give the user a first-order
approximation of signal-to-noise, clock timing jitter and skew.

SP12 bonding wire (H1 = 250 μm, H2 = 254 μm, d = 25 μm) were selected as an illustration.
In order to control variables, H2 is constant in this part. The span scanning ranged from 2000 μm
to 4500 μm. In addition, the interval was 500 μm: 2000 μm, 2500 μm, 3000 μm, 3500 μm, 4000 μm
and 4500 μm. Meanwhile, L1 varied from different span According to the schematic in Figure 15, the
excitation signal was added at the input port as follows, the high level was 1 V, the low level was 0 V,
the rising and falling time was set to 50 ps, and the bit rate of the signal was 10 Gbps. In this part, it
recognizes a high level to be a logic 1 and a low level as a logic 0. The voltage values of logic 0 and
logic 1, eye height and eye width in the eye diagram are shown in Table 8.

 

Figure 15. Eye diagram analysis schematic.
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Figure 16. Eye diagram with different span. (a) 2000 μm (b) 2500 μm (c) 3000 μm (d) 3500 μm
(e) 4000 μm (f) 4500 μm.

As illustrated in Table 8, with the increase of span, logic 1 voltage decreases, logic 0 voltage
increases, and this will cause signal inconsistency between the input port and the output port and the
increase of the bit error rate. Furthermore, as shown in Figure 16, the problem of unclear trace was
aggravated with the increase of span, which will led to inter-symbol interference.

Table 8. Eye diagram characteristics under different span.

Number Span/μm Logical 1 Voltage/V Logical 0 Voltage/V Eye Height/V Eye Width/ps

a 2000 0.473 0.012 0.424 50
b 2500 0.458 0.021 0.392 50
c 3000 0.450 0.028 0.351 49.5
d 3500 0.441 0.032 0.320 49.25
e 4000 0.440 0.039 0.294 48.75
f 4500 0.425 0.046 0.261 48

4. Bonding Wire Design and Measurement Experiment

In order to improve the correctness of the bonding wire simulation model, the bonding wire
measurement experiments were designed in this section. The TPT HB05 type manual bonding machine
was used to bond the gold wire in the test board. In addition, the vector network analyzer (VNA) was
used to measure the bonding wire S parameter in the experiment. At the same time, based on the
network port extension and port embedding theory, the S parameters of the device under test (DUT)
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were derived. With the error analysis, the results were compared with the original measurement data,
which proves the correctness of the simulation results and design rules.

4.1. Circuit Board Design

In order to reduce the measurement error, it is necessary to shorten the length of the microstrip line
and make the impedance matching design. Since the measurement frequency band had reached the
GHz level, a Rogers RO4350B high-speed plate was chosen as substrate in accordance with simulation
model. The test board length and width were 3.5 cm × 5.0 cm.

By using the empirical formula of the characteristic impedance for microstrip line, the approximate
calculation of characteristic impedance is [20]:

Z0 =
87√

εr + 1.41
· ln

(
5.98H

0.8W + T

)
(8)

In Equation (1), Z0 is the characteristic impedance of the microstrip line. As shown in Equation (1),
εr is the dielectric constant of the substrate, H is the thickness of the substrate, W is the width of the
microstrip line, and the T is the thickness of the microstrip line. The test board was connected with the
VNA using the SMA connector. In order to weld with the SMA joint and shorten the microstrip line,
the microstrip line length L was designed as 8 mm. The plate thickness H was 0.508 mm. A Rogers
RO4350B was selected as double-layer plate with a dielectric constant of 3.48. Keeping the Z0 as
constant 50 Ω based on Equation (1) and Cadence two-dimensional field solver impedance design tool,
the rest of design parameters are obtained after adjustment: microstrip width W is 0.85 mm, thickness
T is 0.05 mm. The specific microstrip line design parameters are as shown in Figure 17.

Figure 17. Microstrip line design parameters.

A TPT HB05 type semi-automatic bonding machine works on the basis of thermal compress
bonding method. High pressure and high temperature caused metal plastic deformation in the
bonding region, which realized the connection between the pad and the lead. Therefore, the hot
pressing bonding method needs the hot pressing area to adopt the same metallurgy material, so that
the hot pressing bonding process can be completed. The conventional PCB technique is not suitable
for the bonding. This means that depositing Sn on copper pads as tin does not make the wire pressing
successful. Considering about the bonding machine hot press temperature, hot press reliability and
cost, bare gold process is the final choice for the microstrip line. There is no solder layer on the line,
while the back of circuit board is deposited with gold as well as ground plane. Finally, the front and
back of the test board are shown in Figure 18a,b.
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Figure 18. Test circuit board: (a) front (b) back.

4.2. Bonding Wire Shape

The semi-automatic bonding machine (TPT HB05 type) was used to bond on the surface of a
gold plated microstrip line. After adjusting the bonding parameters, the bonding wire under the
requirements of the ball pad was finally obtained. The TPT HB05 bonding machine and bonding
parameter settings are shown in Figure 19a,b.

 

Figure 19. (a)TPT HB05 bonding machine (b) Bonding parameter settings.

The observation of bonding wire under video meter system (VMS) is shown in Figure 20a.
The span was 4480 μm by measurement. To make sure there was no false welding, the first and second
bonding point were checked through a microscope. The first and second bonding point of the bonding
wire under the metallographic microscope is shown from Figure 20b–d.
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Figure 20. (a) Bonding wire under VMS; (b) First bonding point under 10 times microscope; (c) First
bonding point under 40 times microscope; (d) Second bonding point under 20 times microscope.

4.3. S Parameter Measurement And Error Analysis

The measurement band is determined from 0.3 MHz to 10 GHz using VNA. The test board was
connected to the instrument through SMA. Also, the S parameters of the device were measured after
calibration. The S11, ϑ11, S21 and ϑ21 measured graphs of bonding wire are shown from Figure 21a–d.
The measured data were compared with the simulation data (as shown in Figure 22).

 

Figure 21. (a) Measured S11 of circuit-under-test; (b) Measured ϑ11 of circuit-under-test; (c) Measured
S21 of circuit-under-test; (d) Measured ϑ21 of circuit-under-test.
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Figure 22. Comparison between simulated and measured values: (a) S11; (b) S21.

It can be seen from Figure 22 that the trend of simulation curve and measured curve are consistent,
that is, the S11 increases and S21 decreases with the rise of the frequency. This means that the signal
reflection increases and the passing signal drops. The peak value of the test curve may appear because
of the resonance problem of the whole test system. However, there is a certain gap between the
measured value and the simulation value. The maximum error was about −20 dB in S11 curve, while
−7 dB in S21 curve. The error comes mainly from the following three aspects:

1. Systematic error of measurement experiment
Due to the use of the SMA connector, the error of the measurement system is introduced to

complete the measurement such as SMA conversion error, reflection/transmission measurement
circuit error and fixture embedded error, as well as the random error in measurement.

2. Model error
For example, the simulation model is not precise enough resulting in less accurate modeling of the

first and second bonding point; unable to establish completely accurate bonding wire model of actual
experiment wire; the excitation port of stimulation is inconsistent with the actual measurement port.

3. Manufacturing error
The dielectric constant of the test plate is not constant resulting in dielectric loss; the actual

impedance is inconsistent with calculation causing impedance mismatch and reflection loss problem.

4.4. Port Extension

Based on network analysis theory, the measured S parameters will inevitably have a fixture
effect because the measured parameter is a joint cascading result with DUT and the fixture. The port
extension is to move the position of the calibration reference and compensate the transmission line loss
by measuring the electrical delay and loss for each single port. That is to say, the fixture is equivalent
to a lossless transmission line (or lossy transmission line) under certain conditions. The measurement
method is also used to measure the loss and phase shift of the transmission line. Finally, the reference
surface is extended to the actual device to reduce the influence of the fixture on the final measuring
results. The extension reference and actual reference in test are shown in Figure 23.
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Figure 23. Extension reference and actual reference in test.

Based on the RF network theory:
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From the signal flow graph in Figure 24, the relationship between normalized reflection wave
and incident wave is as follows:[

a1

a2

]
=

[
a′1e−jϑ1

a′2e−jϑ2

]
=

[
e−jϑ1 0

0 e−jϑ2

]
·
[

a′1
a′2

]
(11)

[
b′1
b′2

]
=

[
b1e−jϑ1

b2e−jϑ2

]
=

[
e−jϑ1 0

0 e−jϑ2

]
·
[

b1

b2

]
(12)

According to the relationship among the parameters, the scattering matrix of extended surface [S]
extension can be obtained after the calculation:[
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Figure 24. Port extension outward and signal flow graph.

Taking the bonding wire with 4480 μm span as the example, the port extension and data analysis
were performed at 2.5 GHz, 3.0 GHz, 3.5 GHz, 4.0 GHz and 4.5 GHz frequency points. After calibration
of the VNA, the test circuit board was connected to Port 1, while Port 2 was kept empty. Then the
reflection coefficient file was obtained. Furthermore, according to the cascade algorithm and signal
flow chart, the port extension file was written in MATLAB. The S parameters of the final bonding wire
are shown in the Table 9 after calculation.

Table 9. Bonding wire S parameter results file DUT_WireBond.TXT.

Frequency/GHz |S11| ϑ11 |S21| ϑ21

2.5 6.67 × 10−1 −2.51 × 10 5.51 × 10−2 3.27 × 10
3.0 6.94 × 10−1 5.87 × 10 5.03 × 10−2 −4.62 × 10
3.5 7.03 × 10−1 2.60 × 102 4.16 × 10−2 −8.54 × 10
4.0 7.10 × 10−1 −4.21 × 10 4.21 × 10−2 −1.08 × 10
4.5 7.71 × 10−1 8.59 × 10 4.05 × 10−2 1.85 × 102

Frequency/GHz |S12| ϑ12 |S22| ϑ22

2.5 4.65 × 10−2 3.24 × 10 6.89× 10−1 −2.69 × 10
3.0 4.47 × 10−2 −2.89 × 10 7.23 × 10−1 4.17 × 10
3.5 4.32 × 10−2 −5.69 × 10 7.42 × 10−1 3.28× 102

4.0 4.02 × 10−2 −6.78 × 102 7.38 × 10−1 −8.26 × 10
4.5 3.65 × 10−2 1.95 × 102 7.94 × 10−1 1.22 × 10

The data of 5 fixed frequency points are calculated by extending the port, and the calculated
data were compared with the result and original test data without error elimination using HFSS
three-dimensional electromagnetic field simulation. The comparison graph of the three cases above is
shown in Figure 25.

From the experimental data, system error can be eliminated to some extent by the port extension
method making the measurement result more accurate. From the comparison between the simulation
and the experimental data, the trends of S11 and S21 parameters were consistent. There was a deviation
in some specific values, and the S parameter error contrast value was extracted in Table 10 among the
five fixed points.

Due to limited experimental method and inability to establish the precise and accurate bonding
wire loop model of experiment wire, even after port extension method and data processing, there was
still some deviation between the simulation and measurement values. However, the experimental
results have confirmed the results of S parameters simulation for the bonding wire and design rules.
The error is also within the reasonable range. Therefore, the correctness of the simulation is proved.
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Figure 25. Comparison of S parameters: (a) S11; (b) S21.

Table 10. Comparison between simulated and measured value with port extension.

S Parameter Max Relative Error Frequency Min Relative Error Frequency

S11 33% 2.5 GHz 11% 4.0 GHz
S21 69% 3.5 GHz 39% 2.5 GHz

5. Conclusions

This article adopted the method of electromagnetic field simulation analysis and actual experiment
test. In addition, the electrical properties of gold bonding wire in WB package were studied. According
to EIA/JEDEC97 standard, this paper establishes the electromagnetic structure model of gold bonding
wire. The equivalent circuit model of bonding wire was proposed and discussed. The effect of bonding
wire on signal transmission was analyzed by an eye diagram as well. Although it was difficult to
obtain accurate mathematical relations between the electrical parameters and geometries and materials
of bonding wire, the reasonable parameter select method and general rules can be obtained after
qualitative analysis in this paper. The platform length, diameter, span, bonding height parameters and
the influence of three kinds of loops on the S parameters of bonding wire were discussed. The results
showed that: (1) the transmission performance of the bonding wire with high diameter, short span and
arch height is good; (2) the flat length ratio only in a specific value, its signal transmission performance
is good; (3) S-type arc signal transmission performance is the best, Q-type the second, M-type the
worst. Furthermore, the design rules were derived from the simulation data. Meanwhile, based on
RF circuit theory analysis and test method, gold bonding wire design and measurement experiments
were implemented. The original measurement data was compared with the simulation model data
and the error was analyzed. At last, the data of five frequency points were processed to eliminate the
fixture error as much as possible based on port embedding theory. The measurement results using
port extension method were compared with the original measurement data and electromagnetic field
simulation data, which proves the correctness of the simulation results and design rules.
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