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Preface to "Information Retrieval and Social Media
Mining”

Many of today’s businesses are taking advantage of advances in information retrieval and social
media mining methods to increase their profits. These techniques allow them to personalize the
products or services they offer their customers as well as to extract information from social networks
to know user behavior, opinions, and sentiments, which can be exploited for multiple purposes.

This book aims to provide an insight into the progress made in the field of information retrieval
and social media mining by presenting new contributions representative of the most recent research
directions. They are focused on three highly topical areas: recommender systems, social media
analysis, and sentiment analysis.

Since the first recommender systems appeared in the 1990s, research in this area has become
increasingly interesting. Many methods have been proposed to provide users with personalized
recommendations for products or services, although collaborative filtering (CF) is the most
widespread approach. These techniques can be used alone or combined with other methods in
hybrid approaches to tackle some problems that are specific to CF. A huge amount of current work
is addressing the improvement of user recommendations in different ways. These range from the
development of context-aware recommender systems or the evaluation of different aspects of the
items to be recommended to the application of deep learning techniques, among others. Recently, the
exploitation of social information is receiving special attention since social networks contain valuable
data relating to user behavior, relations, interests, and preferences that can contribute to improving
these systems. This book includes some proposals related to the mentioned topical issues.

Social networks have become a new source of virtually unlimited information that can be
exploited through data analysis techniques in many domains, in addition to recommender systems.
Every day their users generate, consume, and share through these media information about
preferences, tastes, opinions, activities, location, relationships with other users, etc. The structure
of these networks, their dynamics, the behavior of their users, the flow of information, etc. can
be analyzed for diverse purposes. Some of them are the creation of user profiles, study of social
influence, detection of implicit communities and analysis of their evolution, study of information
diffusion, etc., which are subjects of unquestionable interest in many fields. In this task, social media
mining plays a key role as the process of representing, analyzing, and extracting patterns from social
media data. Some articles in the book are dedicated to the application of these techniques on social
network data in order to obtain benefits in different areas of application.

Sentiment analysis and opinion mining are other areas of current intensive research in the
domains of information retrieval and social media mining and have a wide range of applications.
Their objective is to extract subjective information, such as positive, negative, or neutral opinions,
from user-generated content through natural language processing, computational linguistics, and text
mining techniques. Recently, deep learning models such as convolutional neural networks (CNNs)
or recurrent neural networks (RNNs) have been used to improve their results. These methods require
the text to be previously cleaned and transformed into numerical vectors by means of a preprocessing
process that encompasses different tasks. In the last step of this process, the most used techniques
are term frequency—inverse document frequency (TF-IDF) and word embedding, although the last
approach is gaining increasing interest since it provides vectors capturing the word context, unlike

other methods. In this regard, the development of word embedding techniques based on deep



learning is also the focus of recent work. The latest articles in this book include proposals related
to these topics of interest.
More detailed information on all the articles in the book is provided in the first, entitled

“Information Retrieval and Social Media Mining”, which gives an overview of each of them.

Maria N. Moreno Garcia
Editor
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The large amount of digital content available through web sites, social networks, streaming
services, and other distribution media, allows more and more people to access virtually unlimited
sources of information, products, and services. This enormous availability makes it very difficult
for users to find what they are really interested in. Hence, the great current interest in developing
personalized methods of information retrieval as well as reliable recommendation algorithms that help
users to filter and discover what fits their preferences.

Social networks are a big source of data, from which valuable information can be extracted by
means of datamining algorithms. Social media mining allows us to explore a wide range of aspects
regarding users, communities, networks structures, information diffusion and so on, to be further
exploited in multiple domains.

This Special Issue includes important contributions to the field of information retrieval and social
media mining. Specifically, the articles published focus on three areas of research of great interest at
the present: recommender systems, social media analysis, and sentiment analysis.

Collaborative Filtering (CF) is the approach most extensively used in recommender systems.
It requires either explicit or implicit user ratings for items to be recommended. Then, recommendations
provided to a user are based on the ratings of other users with similar preferences. Usually, each item is
valued globally with a single rating; however, there are application domains in which different aspects
of the items are rated. In these cases, multi-criteria recommendation models are required. Among them,
one of the most recent and successful proposals is the utility-based multi-criteria recommendation
approach, in which different utility functions can be used to model the value of an item from the
perspective of a user. In this issue, an improvement of these models is presented in a proposal [1] that
addresses user over-/under-expectations on items through penalty-enhanced models. These involve
penalties in the range of [-1, 1] for over-expectations and under-expectations that are added to the
utility score and are learned in conjunction with expectations in the same optimization process used to
generate the top-N recommendations by maximizing the normalized discounted cumulative gain.

Sometimes, collaborative filtering methods are combined with content-based approaches to solve
some problems of the former and obtain more reliable recommendations. This combination is used in
a cascade hybrid proposal for document recommendation presented in this issue [2]. A content-based
method that makes use of document processing techniques and document metadata is applied first to
provide an initial list of recommendations. It also uses a function that involves term frequency (tf) and
inverse document frequency (idf) weights for document ranking. In a second step, collaborative filtering
is used to re-rank the previous list.

Research on recommender systems also benefits from the intensive work currently being done
in the field of deep-learning algorithms. Deep neural networks are being used to overcome some
problems associated with matrix factorization methods since they are able to better represent complex
relations between users and items. However, their use is justified if the complexity of the problem
or the number of instances of the training set is high. This is the scenario of a paper in this Special
Issue [3], in which a graph convolutional network (GCN) algorithm called PharmaSage is proposed for
providing pharmacy product cross-selling recommendations based on product feature information
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and sales data. The model was trained with a huge amount of real pharmaceutical data including
almost a million products with complex properties and approximately 100 million sales transactions.
This information is represented in a graph where each node represents a unique pharmacy product
which also contains a vector encoding its descriptive data. Cross-selling for each pair of products
is represented by undirected weighted edges between nodes. The GCN algorithm learns product
embeddings by convolutions on aggregate neighborhood vectors. Finally, cosine similarity is applied
to the output vectors to obtain recommendation scores.

Recommender systems are also one of the areas in which social data can be exploited to improve
the reliability of recommendations. The incorporation of social functionalities in the recommender
platforms has allowed their use in this domain. In [4], the concepts of trust and homophily derived
from social structure are used to deal with the neighborhood bias of some CF recommendation methods
which limits the number of items that can be recommended. Trust is derived from the friendship
connections and is used to determine the degree of influence between users. Homophily is inferred
from structural equivalence. This is a property often used to identify implicit communities in social
networks. This is a way to capture the homophily concept since users belonging to the same community
usually share interests and preferences. The similarities between users based on trust and homophily
are used to extend the neighborhood of the active user and thus increase the number of potentially
recommendable items.

Social media analysis is the focus of two articles in the Special Issue. One of them [5] presents
a method for detecting significant events in social networks that can positively or negatively affect
users. The changes in the user’s followership network are used for event detection and are the
base of a further analysis of the network dynamics. It is considered that an event for a given user
takes place if the user experiences a follow burst or an unfollow burst in a time interval. To detect
bursts, new follow/unfollow events are modeled as independent time series. Then, a time function
representing the difference between the actual new follows/unfollows and the expected value for a
given time is computed. A Personal Important Event (PIE) happens when the value of the function is
higher than a threshold. The work also analyzes the evolution of the networks of users’ followers and
how the bursts caused by PIEs impact on the evolution.

The other paper focused on social media analysis presents a study about different aspects regarding
the interrelationship of social media usage and perceived individual social capital [6]. A systematic
procedure was applied to identify 80 scientific publications, which were analyzed in order to assess
the measurement techniques used for evaluating social capital. Two operational techniques were
identified. Additionally, the individual measurements items were explored to analyze future replication
possibilities, resulting in no possibility of replication in an appreciable percentage of items. In the
work, some consistencies and/or heterogeneity were detected in terms of operationalization, which can
be useful for future studies.

In the research domains of information retrieval and social media mining, the application of
language processing approaches to analyze sentiments is gaining increasing interest. In this context,
the development of word embedding techniques based on deep learning have played an important
role. In fact, word embedding is involved in a contribution to this issue [7], where sentiment analysis
was performed for mining and summarizing opinions taking into account the context. The proposal,
focused on news opinions, allows determining the relevance based not only on the text of the opinions,
but also on the content of the news and its context. Topic detection from the opinion texts was
performed by applying a hierarchical agglomerative clustering algorithm and using two different
techniques to compute text similarity, with word embedding resulting as the best. The next steps
are classifying the sentences according to the sentiment polarity and mapping topics and sentences.
Finally, summary construction was provided after topic contextualization and sentence ranking were
applied to news content. The topic was obtained by measuring the semantic similarity between the
vocabulary associated with the topic and the news content.
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We end this editorial by discussing another work that also addresses sentiment analysis [8].
In this case, the targets were questionnaire responses in telemonitoring programs to assist telemedicine
patients. The aim was to monitor the adherence of patients to these programs from the sentiment
polarity of their responses. The work presents the complete architecture of the system and also includes
the collection and management of questionnaires. In addition, a new approach is introduced in the
sentiment analysis that allows the monitoring of changes in patient’s opinion across time through the
repeated administration of a questionnaire. This is achieved by obtaining the polarity as a numerical
value and modelling its sequence as a time series.

Funding: This work has been performed within the framework of a project funded by the Junta de Castilla y Ledn, Spain,
grant number SA064G19.

Conflicts of Interest: The author declares no conflict of interest. The funders had no role in the writing of
the manuscript.
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Abstract: Recommender systems have been successfully applied to assist decision making in multiple
domains and applications. Multi-criteria recommender systems try to take the user preferences on
multiple criteria into consideration, in order to further improve the quality of the recommendations.
Most recently, the utility-based multi-criteria recommendation approach has been proposed as an
effective and promising solution. However, the issue of over-/under-expectations was ignored in
the approach, which may bring risks to the recommendation model. In this paper, we propose a
penalty-enhanced model to alleviate this issue. Our experimental results based on multiple real-world
data sets can demonstrate the effectiveness of the proposed solutions. In addition, the outcomes of
the proposed solution can also help explain the characteristics of the applications by observing the
treatment on the issue of over-/under-expectations.

Keywords: recommender systems; utility; multi-criteria; penalty; over-expectation; under-expectation

1. Introduction

Information retrieval and recommender systems are two solutions to alleviate the problem of
information overload [1], while recommender systems can deliver personalized recommendations
to the end users without users” explicit queries. Recommender systems are usually built by learning
from different types of the user preferences, such as explicit ratings or implicit feedbacks [2,3].
In the past decades, different types of the recommender systems have been proposed and developed.
Multi-criteria recommender systems (MCRSs) [4] is one of these recommender systems which
take the user preferences on different aspects of the items into account to improve the quality of
the recommendations.

MCRSs have been implemented and served in real-world applications, such as hotel bookings at
TripAdvisor.com, movie reviews at Yahoo!Movie, restaurant feedbacks at OpenTable.com. An example
of the OpenTable.com can be shown by Figure 1. The system allows users to reserve tables at
a restaurant and leave ratings on their dinning experiences. To review user experiences on a
restaurant, we are able to observe the overall rating and multiple ratings on different aspects of
the restaurant in Figure 1b, such as food, service, ambiance and noise level. It is because the system
collects each user’s overall rating and multi-criteria ratings as shown by Figure la. Afterwards,
MCRSs can be built by taking advantage of these multi-criteria ratings in order to deliver more
effective restaurant recommendations.

An example of data in MCRSs can be shown by Table 1. The rating refers to the users’ overall
rating on the items. We also have users’ ratings on multiple criteria, such as food, service and value.

The research problem in MCRS is straightforward. Take the task of rating predictions for example;
MCRSs predict an overall rating for a user and an item by taking advantage of the user’s multi-criteria
ratings on the item. In Table 1, MCRSs try to predict U3’s overall rating on T as shown in the
table above, while we do not know Uz’s multi-criteria ratings on T;. Usually, we need to estimate a
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user’s multi-criteria ratings on an item, and then aggregate these ratings to finally predict the overall
rating. The predicted overall rating can be used as a ranking score to sort and produce the list of
recommendations delivered to the user.

* < Back Reviews

Shawn, how was your experience at Sushi Hai

Fate yaur diting experierse ragquirad; Oremrall ;N
= o E—
L

Yo
Overall DulsLaning (8 8 3 8! .
Food mtazin

Fod Sarvlee arrblanes Huolse

Gerice ubslaning 4.4 a1 48 Moderale
Ambianca Dr L

MOST RCCEMT RCVIDWS (764)
lue
OpenTable Diner (Mew York Area)

Moize level .
1 Ripwiow 1 cay ags

Ak kok

Decent cushl zmd fr endly staf!!

(a) Page of rating entry (b) Page of restaurant information

Figure 1. Example of user preferences on multiple criteria.

Table 1. Example of Rating Matrix from OpenTable.

User Item Rating Food Service Value

um T 4 4 3 4
U o 3 3 3 3
U, T ? ? ? ?

Most recently, a utility-based multi-criteria recommendation approach [5] was proposed and
it was demonstrated as one of the most effective methods. In this approach, we assume that there
are user expectations on the items which can be represented by a list of ratings in multiple criteria.
Given an item, we can also estimate a user’s ratings on the different aspects of the items. In this
case, the similarity between the user expectations and the multi-criteria ratings on the items can be
considered as the utility of the item from the perspective of the user. A user may like the items more,
if the similarity between user expectation and the user’s multi-criteria ratings on these items is higher.
The similarity score therefore can be used to rank the items to produce the top-N recommendations.
We proposed to learn these user expectations by a learning-to-rank [6,7] method, and the experimental
results were effective and promising.

However, there is a drawback in this approach. = Namely, there is an issue of
over-/under-expectations, while the current utility or similar function is not able to capture it.
The issue refers to the situation that a user’s rating on an item may lead to over-/under-expectations
in comparison with the user’s expectations on the items. Finally, It could result in false positives
in the recommendation list and false negatives in the recommendation candidates. Take Table 2
for example, the first three rows refer to user u’s rating vectors on three items, while the last row
refers to u’s expectations to select a restaurant to dine in. It is clear that u’s ratings on T; are
under-expectations, while his or her ratings on T, are over-expectations. However, some of u’s ratings
on T3 are under-expectations, while others are over-expectations. It results in the difficulty of deciding
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whether the user will like T3. It could be more complicated when it comes to the recommendation
methods in the proposed utility-based multi-criteria recommendation models. A filtering strategy [8]
may be helpful to alleviate the issue, but we need to pre-define the filtering rules by using domain
knowledge. The challenge, therefore, becomes how to figure out a general solution for the utility-based
multi-criteria recommendation model without domain knowledge.

Table 2. Example of over-/under-expectation.

User Item Food Service Value Ambiance

u T 2 2 2

u T 4 4 4 4

u T3 1 4 2 1
u’s expectation 3 3 3 3

In this paper, we propose to learn and apply penalties for the situation of
over-/under-expectations. The proposed solution is generally enough to be applied in any applications,
and we do not need any domain knowledge to define the filtering rules. The experimental results
based on multiple data sets can demonstrate the effectiveness of our proposed solutions.

The remainder of this paper is organized as follows. Section 2 positions the related work. Section 3
presents the utility-based multi-criteria recommendation model. Section 4 discusses our proposed
solution to alleviate the issue of over-/under-expectations. Section 5 presents the experimental results,
followed by the conclusions and future work in Section 6.

2. Related Work

In this section, we discuss the related work in multi-criteria recommender systems, as well as the
utility-based recommendation models.

2.1. Multi-Criteria Recommendations

As mentioned before, we have both overall rating and multi-criteria ratings in the rating data.

The task in MCRS is predicting the overall rating for a user on an item by taking advantage of the

multi-criteria ratings. Usually, we need to estimate a user’s multi-criteria ratings on an item, and then

aggregate these ratings to finally predict the overall rating, as shown in Equation (1). We use R to

represent the overall rating, and R; 5 ... x as the multi-criteria ratings, while the function f is denoted
as the aggregation function.

Ro = f(Ry, Ry, -+, Ry) 1

Several multi-criteria recommendation algorithms have been developed to take advantage of
these multi-criteria ratings. One of these methods is the heuristic approach [4,9] which utilizes the
multi-criteria ratings to better calculate user-user or item-item similarities in the collaborative filtering
algorithms. Another one is the model-based approach [4,10,11] which constructs a predictive model to
estimate a user’s overall rating on one item from the observed multi-criteria ratings. The model-based
methods are usually more effective than the heuristic approach, since they are machine learning based
algorithms which can even alleviate sparsity issues in the rating data.

Adomavicius, et al.’s [4] linear aggregation is one of the most basic and popular model which is
usually utilized as a baseline for the purpose of benchmark. In this approach, we need to predict a user’s
rating on each criterion independently by using any rating function in the traditional recommender
systems. Afterwards, we can use a linear regression as the aggregation function to finally estimate the
overall rating by taking advantage of these predicted multi-criteria ratings.

One drawback in the approach above is that it ignores the correlation among the different criteria.
Take the restaurant recommendation in the OpenTable for example, a user may not give a high rating
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on the criterion “value”, if the user does not like the “food” in this restaurant. Researchers try to build
more effective models by taking the correlation of the criteria into considerations. The flexible mixture
model [10] is one of these attempts. It is a mixture model-based collaborative filtering algorithm
incorporating the discovered dependency structure, while multiple criteria can be put on the structure
connected with a user and an item by using two latent variables. We made another attempt and
proposed the approach of criteria chains [11], in which we predicted the multi-criteria ratings in a
sequence. The predicted preference in one criterion could be considered as contexts to be used to
predict the preference in the next criterion. In this way, we were able to consider the correlation among
criteria in the chain.

2.2. Utility-Based Recommendation Models

According to the classification of recommender systems by Burke [12], there are five
categories—collaborative models [13,14], content-based recommenders [15,16], methods which utilize
demographic information [17], knowledge-based algorithms [18,19], and utility-based models [5,20,21].
The utility-based recommenders make suggestions based on a computation of the utility of each item
for the user. Utility can be used to indicate how valuable an item is from the perspective of a user.
The utility function may vary from data to data, and there are no unified function to be generalized to
different domains or applications. Guttman used different transformation functions (e.g., linear, square
or universal functions) for different types of the attributes (e.g., continuous or discrete) in the context
of online shopping [20]. Li et al. [22] defined the utility of recommending a potential link in the social
networks by a linear aggregation of its value, cost, and the linkage likelihood. Moreover, Zihayat et al.
proposed to use the aggregation of article-driven (e.g., popularity, topic distributions) and user-driven
measures (e.g., clickstream, dwell time) as the utility function for news recommendations [21].
The utility-based multi-criteria recommendation model [5] discussed in the next section is an example
which designs the utility function to serve multi-criteria recommendations. Different optimization
methods can be applied to find the optimal solution in the utility-based recommendation model.
A multi-objective optimizer [23,24] could be useful, if there are multiple objectives involved in the
recommendation model.

Our previous work [5] proposed and developed the utility-based multi-criteria recommendation
models. However, we ignored the over-/under-expectation issue. In this paper, we propose the
improved solutions which are built upon the previous model but they further alleviate the issue of the
over-/under-expectations.

3. Preliminary: Utility-Based Multi-Criteria Recommendations

In this section, we introduce the existing utility-based multi-criteria recommendation model [5].

3.1. Utility-Based Model (UBM)

The major contribution of our previous work [5] is the design of the utility function for the
multi-criteria recommender systems. More specifically, the utility of an item from the perspective of
the user refers to how valuable the item is in view of a user. It was defined as the similarity between
the vector of user expectations and the vector of user ratings in the multiple criteria (i.e., different
aspects of the items).

Assume there are N criteria, we use ¢, to represent the vector of user expectations for a user
u, and rv,iz denotes the u’s rating vector (i.e., multi-criteria ratings) on the item i, as shown in
Equations (2) and (3). Note that the expectation vector tells a user’s expectations on the favorite

items aligned to the same criteria used in the vector 7? More specifically, r; ;(t=1,2,---, N)refers to
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user u’s rating on the item i in the tth criterion. Accordingly, ¢!, can tell user u’s expectation on the
items in terms of the tth criterion. They must be in the same rating scale for each criterion.

— 1 2 N

Cy =< Cy,Cyppeve ,Cp > 2)
— 1.2 N

Tui =<TyiTuir Ty > 3)

The value of the utility can be obtained by the similarity or distance measures between two
vectors, as shown in Equation (4). The larger the utility is, the more the user may like this item.
Note that distance measure will represent dissimilarities, since the similarity will be higher if the
distance is smaller.

Utility(u, i) = similarity(c,, 7,,7) )

Theoretically, any similarity measures can be applied in Equation (4), such as Pearson
correlation, cosine similarity, or distance measures (e.g., Manhattan distance, Euclidean distance, etc.)
as dissimilarity measures. Our research deliver more insights about these similarity measures.
First of all, Pearson correlation may not be a good choice since the values may not be reliable if
the number of dimensions in the vectors is limited. In the area of MCRS, we usually have three or
four multiple criteria, which raises the concerns in Pearson correlation. In addition, the angle-based
measures, such as the cosine similarity, are not appropriate, since it may produce 100% similarity if
two vectors are parallel but with different values. As a result, the distance measures can be utilized to
represent the dissimilarity. Any distance measures can be applied. We tried both Manhattan distance
and the Euclidean distance, and found that we could get better results by using Euclidean distance.
Therefore, we only present the results based on the Euclidean distance in this paper. The distance
values should be normalized to the unit scale, and then we use 1 minus the normalized distance value
to represent the similarity between the two vectors.

Therefore, the workflow in the utility-based recommendation model can be summarized as
follows. We use the data in Table 1 for example, and our task is to produce the top-N recommendations
to user Us.

First of all, we need to make predictions on the multi-criteria ratings in order to obtain the vector
of user ratings on the items, i.e., m In other words, we need to predict how Uz will rate all candidate
items on the three criteria, {food, service, value} in Table 1. In our work, we apply a process of
independent predictions. More specifically, to predict how how Us will rate an item on the criterion
“service”, we will apply a traditional recommendation algorithm on the rating matrix <user, item,
service>. Accordingly, we apply the same algorithm on other rating matrix associated with the
ratings on each criterion. We use biased matrix factorization (BiasedMF) [25] as the recommendation
algorithm in this step, since it is usually considered as a standard baseline and effective algorithm in
the traditional recommender systems.

The rating prediction function by BiasedMF [25] can be shown in Equation (5).

Pui = H+bu +bi+PLT1%' 5)

u refers to the global average rating, while b, and b; are the user bias and item bias respectively.
pu and g; are the latent-factor vector which can represent u and i respectively. The MF will learn these
parameters by minimizing sum of squared errors by using stochastic gradient descent as the optimizer.
The L, norms are usually added into the loss function as the regularization terms in order to alleviate
overfitting. The loss function is described in Equation (6), where A is the regularization rate. r,; and
#,; are the real rating and predicted rating for the entry u,i. The model will learn from each entry
u,11in the training set T. We use p#*, %, b* to represent the user latent-factor vectors, item latent-factor
vectors and biases respectively which are the parameters to be learned in the process of optimizations.

Minimize Y (ryi — #ui)® + A(||pul > + [19:|* + b5 + b7) (6)
b e
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Once we obtain the users’ predicted multi-criteria ratings on the items, we randomly initialize the
expectation vector for each user, and learn these vectors by using the optimization below.

3.2. Optimization

We can initialize user expectations for each user at the beginning. In this case, we are able to use
Equation (4) to calculate the utility score which will be used to rank the items to produce the top-N
recommendations. Our previous work [5] learns these user expectations by maximizing the normalized
discounted cumulative gain (NDCG) [26] which is a metric used for listwise ranking in the well-known
learning-to-rank methods. Assuming each user u has a “gain” g,; from being recommended an item 7,
the average discounted cumulative gain (DCG) for a list of | items is defined in Equation (7).

1 N | ..
Dcczﬁzzimax( , - )
where the logarithm base is a free parameter, typically between 2 and 10. A logarithm with base 2 is

commonly used to ensure all positions are discounted. NDCG is the normalized version of DCG given
by Equation (8), where DCG* is the ideal DCG, i.e., the maximum possible DCG.

DCG

NDCG = 5=

®)

In terms of the listwise ranking, LambdaRank [27] can be applied to optimize NDCG directly.
In addition, genetic and evolution algorithms have also been demonstrated as effective solutions in the
listwise ranking optimization [28]. They have been utilized as the optimizer in the area of recommender
systems before [29,30]. Our previous work found particle swarm optimization (PSO) [31] to be an
effective optimizer, and it is easy to be implemented.

The basic workflow in the PSO can be described by Algorithm 1. In PSO, we need to initialize
multiple particles to search for the optimal solution, while we use the NDCG shown in Equation (8)
as the fitness function. The position of each particle is the parameters we need to learn. In our case,
the position here refers to the all of the user expectation vectors. At the initialize stage, we need to
define the number of particles, the initial positions and velocity. The velocity can define how much
each particle can move (i.e., change the positions at the beginning).

Algorithm 1: Workflow in PSO.
initialization;
while t <= MaxlIteration do
for each particle do
Calculate fitness value;
if fitness is better than pBest then
| update pBest and its position;
end
if fitness is better than gBest then
| update gBest and its position;
end

end

for each particle do
update particle velocity according to Equation (9);

update particle position according to Equation (10);

end
t=t+1;
end

10
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Each particle will run the algorithms with the initialized positions (i.e., user expectations) and
velocity. The velocity is a vector with the same size of the position vector. For each run, we calculate
the fitness value, where it refers to the NDCG metric in our experiments. The learning process will
save a cBest value (i.e., the best NDCG for each particle ¢ in multiple runs) for each particle and a
gBest value (i.e., the best NDCG by the whole group of the articles) for the whole group, as well as
their corresponding positions. In each iteration, the process will update the velocity for each particle,
as shown in Equation (9). We use Vj;; to denote the velocity of the jth bit in the position of the particle
iin the tth learning iteration, X;; ; as the value of position in the jth bit in particle  in the tth iteration.
Pepest and Pgpest are the vector of positions associated with the individual best fitness (i.e., cBest)
and the global fitness value (i.e., gBest). w;, a1, ap, @1 and ¢, are the arguments to be defined in
advance. In this way, each particle can learn from itself and the best move by the whole group in each
learning iteration.

Vije = wi X Vi + a191 x (Plp, ., — Xij) + 292 % (Pégest — Xijt) ©)

Finally, the position of each particle can be updated by Equation (10) and be used in the next
learning iteration.
Xijer1 = Xijt + Vijit (10

4. Penalty-Enhanced Utility-Based Multi-Criteria Recommendation Model

In this section, we point out the issue of over-/under-expectation in the approach above,
and discuss out solution which applies a penalty in the learning process.

4.1. Issue of Over-/Under-Expectations

To better explain the issue of over-/under-expectations, we use the example shown in Table 2.
The first three rows present a user u’s predicted rating vectors 17), on three items—T7, Ty, T3. The last
row gives the user expectation vector .

For simplicity, we use the Manhattan distance to represent the dissimilarity between two vectors.
In this case, the Manhattan distance is 4 which is the same for the items T; and T,. Apparently,
the ratings on the item T, are all above the user expectations, while the ratings on T; are all below the
user expectations. Without solving the issue of over-/under-expectations, the items T; and T, will be
considered equally in the item rankings. The situation could be more complicated. Take the item T3
for example, the Manhattan distance will be 6 for T3, but it falls in over-expectation in the criterion
“Room”, and under-expectation in other criteria. Tz will be ranked ahead T; and T, but the end user
may prefer T, rather than T3. As a result, there could be false positives in the recommendation list and
false negatives in the list of recommendation candidates.

We realized this issue, and proposed to use a filtering strategy to alleviate this issue [8].
More specifically, we can pre-define the rules for over-/under-expectations. For example, if the
item falls in the situation of over-expectations, we may exclude this item from the list of candidate
items to be recommended. However, it is difficult to pre-define these rules without domain knowledge,
since we do not know whether the user will like an item if it falls in the case of over-expectation
or under-expectation. In this paper, we seek solutions which are general and independent of
domain knowledge.

4.2. Penalty-Enhanced Models (PEMs)

Our solution is simple and straightforward. We plan to learn a “penalty” for each situation.
We define Pyyer and P, 4., as the penalty for the situation of over-expectation and under-expectations
respectively. Everytime when we produce the utility score, we will add these penalties according to
whether the actual situation is either over- or under-expected. The scale of P,yer and P4, is [—1, 1],

11
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since the utility score that was measured by similarity will fall in [0, 1]. We are going to learn Pyye; and
P,nder together with the user expectations in the learning-to-rank process.

Note that, we name it as “penalty”, but actually the value could be positive or negative. It is a
real penalty if the value is negative, since we will penalize the utility score. Otherwise, it is a bonus
which will add values to the utility score—it implies that we still accept the item and it provides extra
value in the situation of over- or under-expectations.

The remaining challenge is how to detect tl'E) sitlﬂion of over- and under-expectations. We use
a sign which can be computed by using YN, (¢, — r;,i)' The item is under-expected if the sign is
positive. Otherwise, it is over-expected, if the sign is negative. We will not apply any penalties if the
sign is zero.

A finer-grained approach is to learn these penalties for each user or each group of the users,
since the penalties may vary from user to user. Learning the penalties for each user may suffer the
sparsity problem In this paper, we use PEM+ to denote the approach that we learn Pyye; and Py, for
each group of the users in our experiments, while we create the user groups by using the K-Means
clustering [32] technique.

5. Experiments and Results

In this section, we present our data sets, evaluation strategies and the experimental results.

5.1. Data Sets and Evaluations

We use four real-world data set with multi-criteria ratings:

e TripAdvisor data: This data was crawled by Jannach, et al. [33]. The data was collected through a
Web crawling process which collects users’ ratings on hotels located in 14 global metropolitan
destinations, such as London, New York, Singapore, etc. There are 22,130 ratings given by
1502 users and 14,300 hotels. Each user gave at least 10 ratings which are associated with
multi-criteria ratings on seven criteria: value for the money, quality of rooms, convenience of
the hotel location, cleanliness of the hotel, experience of check-in, overall quality of service and
particular business services.

*  Yahoo!Movie data: This data was obtained from YahooMovies by Jannach, et al. [33]. There are
62,739 ratings given by 2162 users on 3078 movies. Each user left at least 10 ratings which are
associated with multi-criteria ratings on four criteria: direction, story, acting and visual effects.

o SpeedDating data: It was available on Kaggle (https:/ /www.kaggle.com/annavictoria/speed-
dating-experiment). There are 8378 ratings given by 392 users. It is a special data for reciprocal
people-to-people recommendations, while the “items” to be recommended are the users too.
Each user will rate his or her dating partner in six criteria: attractiveness, sincerity, intelligence,
fun, ambition, and shared interests.

e ITMLearning data: It was collected for the educational project recommendations [34], while the
authors used the filtering strategy to alleviate the over-/under-expectations. There are 3306
ratings given by 269 users on 70 items. Each rating entry is also associated with three criteria:
app (how students like the application of the project), data (the ease of data preprocessing in the
project) and ease (the overall ease of the project).

We compare the proposed PEM and PEM+ approaches with the following baseline approaches:

e The matrix factorization (MF) is the biased matrix factorization model [25] by using the rating
matrix <User, Item, Ratings> only without considering multi-criteria ratings.

e The linear aggregation model (LAM) [4] is a standard aggregation-based multi-criteria
recommendation method which predicts the multi-criteria ratings independently and uses a
linear aggregation to estimate a user’s overall rating on an item.

12
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e The criteria chain model (CCM) [11] and flexible mixture model (FMM) [10] are two methods
which take the correlation among criteria into consideration.

e The UBM model which is the original utility-based multi-criteria recommendation model without
handling the over-/under-expectation issues.

We apply 5-fold cross validation on these data sets, and evaluate the performance of
recommendations based on top-10 recommendations by using precision and NDCG. Furthermore,
we use the particle swarm optimization (PSO) [35] as introduced previously. Particularly, we use
OMOPSO [36] in the open-source library MOEA (http://moeaframework.org). OMOPSO was
demonstrated as one of the top-performing PSO algorithms. MOEA is an open-source library for
multi-objective learning, but it can also be used for single-objective learning, while we just setup
NDCG as the only objective in the library. MOEA provides built-in optimal parameters for each
learning algorithm, and we use these default parameters.

In addition to the PEM approach discussed in Section 4.2, we also examine PEM+ in which we
put users into different clusters and learn the penalties for each cluster of the users. More specifically,
we use the classical K-Means clustering on the user-item rating matrix. We tried different values
for K (K=2,4,6,8,10), and we found that the optimal value of K is 8, 6, 4, 4 for the TripAdvisor,
Yahoo!Movie, SpeedDating and ITMLearning data respectively by using the the within-cluster sum of
squared errors. We would like to examine whether PEM+ can offer further improvements, we just
tried the small K values. The performance could be better if we try larger values, while we may also
have more parameters to be learned. In PEM+, we will learn Pyyer and Py, for each cluster of users.

5.2. Results and Findings

First of all, we present the results based on precision and NDCG in Figure 2. Table 3 presents
the NDCG results for the utility-based recommendation models, as well as the improvement by
PEM and PEM+ in comparison with UBM. We performed two-paired t-test as the significant test
at the 95% confidence level. We use * to represent significant results between proposed approach
(i.e., PEM and PEM+) and the best performing baseline method, and o to indicate significant results
between PEM and PEM+. Significance results based on precision are depicted in Figure 2, while the
results for NDCG are described in Table 3.

First of all, we compared the results among the baseline methods (i.e., MF, LAM, FMM, CCM and
UBM). We observed that the UBM approach generally outperformed other baseline methods in terms
of both precision and NDCG. UBM produced slightly better NDCG results than the NDCG by FMM in
the TripAdvisor and Yahoo!Movie data.

By comparing the solutions proposed in this paper (i.e., PEM and PEM+) with the baseline
methods, we observed that the PEM could offer improvements on both precision and NDCG on all the
data sets, except the speed dating data. PEM+ was able to beat all baselines except the speed dating
data too. We believe that the failure was caused by the characteristics of this data set, which will be
discussed in the next paragraph. A further look at the comparison between PEM and PEM+ can tell that
PEM+ beat PEM in NDCG for all data except the dating data. However, PEM+ failed to outperform
PEM in precision for the Yahoo!Movie and ITMLearning data. Recall that we used the NDCG as the
fitness function in PSO, while the results on precision may be out of controls. Another potential reason
could be that we did not try larger K values in KMeans for PEM+.

As a summary, PEM and PEM+ could offer improvements over the utility-based recommendation
model. The only exception was the SpeedDating data set. We did have multi-criteria ratings in
this data set. However, it was a data set for people-to-people recommendations which fell in the
category of reciprocal recommendations. The nature of this data was different from other multi-criteria
rating data, which may have resulted in less improvements here. We observed that the NDCG
was even decreased by using PEM. The underlying reasons may lie in the special characteristics of
the reciprocal recommendations. In the context of speed dating, a successful recommendation will
consider a “match” between two users. In our recommendation approach, we only considered the
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preferences from the perspective of the users who received the recommendations, but ignored whether
the recommended people would like to date with the target user. It may result in a drop or less
improvements. A reciprocal recommendation model which also considers the dating partners [37,38]
may help improve the recommendation performance.

TripAdvisor Yahoo!Movie
00014 w s 00035 0.03 * # - 0.05
00012 0.003 0025 004
0.001 0.0025 o oo
£ 0.0008 0002 3 k= 003 3
G 2 -5 0015 g
£ 0.0006 0.0015 & 4 002 &
& 0.01
0.0004 0.001
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0 0 0
MF LAM FMM CCM UBM PEM PEMt MF LAM FMM CCM UBM PEM PEM+
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. ITMLearnin;
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- 0.062
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Figure 2. Experimental results.

Table 3. Results based on normalized discounted cumulative gain (NDCG).

TripAdvisor  Yahoo!Movie SpeedDating ITMLearning
UBM 0.0028 0.038 0.9852 0.1264
0.003 (7.14%)  0.042 (10.5%) 0.1441 (14%)

PEM 0.98 (—0.5%)

0.1466 (15.9%)

PEM+ o

0.0031 (10.7%) 0.044*(15‘8/0) 0.9866 (0.14%)

*o

Our previous research [8] proposed to use the filtering strategies to alleviate the issue of
over-/under-expectations for the ITMLearning data. We chose the best filtering strategy and run the
model. It achieved the NDCG result as 0.1311 which was lower than the results by using both PEM
and PEM+. It is not surprising, since the filtering operation may mistakenly remove the items that a
user may like. Our solution based on the penalties actually provided a soft and finer-grained solution
to alleviate the issue of over-/under-expectations. These results demonstratde that our solution was
much more effective than the filtering strategy, not to mention that the penalty-enhanced solution did
not require any domain knowledge to define the rules for filtering.

Finally, we present the learned Pyyer and P4, by using the PEM approach, as shown by Table 4.

We observed that the penalties learned by our models varied from case to case. The “penalty” was
positive for over-expectations and negative for under-expectations for the TripAdvisor, Yahoo!Movie
and ITMLearning data sets. It tells that the users still liked the item if it was over-expected,
and additionally a bonus was added to the predicted score which was used to rank the items.
The penalty was negative in the case of under-expectation, so the predicted score was penalized
accordingly. The pattern in the SpeedDating data was different from others—the penalty for
over-expectation was negative, while it was positive for under-expectations. It implies that a user may
not have accepted a recommended partner if some characteristics of the partner were over-expected.
By contrast, the penalty for under-expectation was positive but close to zero, which implies that a
partner was still acceptable even if the partner slightly missed the expectations in some characteristics.
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These results are interesting and can also help us understand more characteristics about each data
or domain.

Table 4. Learned penalties.

Pover  Punder
TripAdvisor ~ 0.124  —0.022
Yahoo!'Movie 0.574  —0.985
SpeedDating  —0.29 0.02
ITMLearning  0.324  —0.165

6. Conclusions and Future Work

In this paper, we point out the issue of over-/under-expectations in the existing utility-based
multi-criteria recommendation approach, and propose to learn penalties to alleviate this issue.
Our experimental results based on four real-world data sets can demonstrate the effectiveness of
the proposed solutions. Particularly, the penalty-enhanced approach works better than the filtering
strategy, and it is general enough to be applied to any data sets.

However, there are still some limitations in the current work. We can consider more solutions for
these issues as our future work. First of all, we define the case of over-/under-expectation for each
rating entry by a user on an item, and apply the corresponding penalties. We can actually exploit a
finer-grained method which will apply a penalty to each bit of the rating vector (i.e., case by case for
the rating on each criterion). In this case, we have more penalties to be learned, but it may be able to
further improve the models. In addition, we did not try larger K values for the KMeans clustering
in the PEM+ method. Other K values may deliver better results. Using PSO as the optimizer may
result in an efficiency issue for a large-scale data. We can use cloud service (such as Amazon Web
Services) to learn the parameters. Or, we can seek other optimization methods in future. Finally,
the penalties may be affected by other information, such as contexts [39,40] or trust information [41,42].
For example, the issue of over-/under-expectations may be serious in some contexts, but they can be
ignored in other situations. Or, the issue can be ignored if the item was recommended by a trusted
person. We will seek these alternative improvements in our future work.
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Abbreviations

The following abbreviations are used in this manuscript:

CCM Criteria Chain Model

DCG Discounted Cumulative Gain

FMM Flexible Mixture Model

LAM Linear Aggregation Model

MCRS  Multi-Criteria Recommender Systems
MF Matrix Factorization

MOEA  Multi-Objective Evolutionary Algorithms
NDCG Normalized Discounted Cumulative Gain
PEM Penalty-Enhanced Model

PSO Particle Swarm Optimization

UBM Utility-Based Model
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Abstract: This paper presents a hybrid document recommender system intended for use in digital
libraries and institutional repositories that are part of the Slovenian Open Access Infrastructure.
The recommender system provides recommendations of similar documents across different
digital libraries and institutional repositories with the aim to connect researchers and improve
collaboration efforts. The hybrid recommender system makes use of document processing
techniques, document metadata, and the similarity ranking function BM25 to provide content-based
recommendations as a primary method. It also uses collaborative-filtering methods as a secondary
method in a cascade hybrid recommendation technique. We also provide a real-world data feedback
collection analysis for our hybrid recommender system on an academic digital repository in order to
be able to identify suitable time-frames for direct feedback collection during the year.

Keywords: hybrid recommender systems; feedback collection; digital libraries; information retrieval;
real-world data; open-access

1. Introduction

Recommender systems are a part of everyday experience on the web, especially while using
online stores and search engines. The main objective of these systems is to provide the user with
relevant and interesting content. In digital repositories, the obvious task for a recommender system is
to provide recommendations to relevant documents. Digital repositories are usually used by students,
researchers, and other interested parties, with an objective to research a certain topic and broaden
their knowledge in that domain. A recommender system can be very helpful in achieving that, since it
helps discover relevant documents, while the user does not need to browse and review a large amount
of documents.

Recommender systems in academic digital repositories are becoming prominent as the number of
produced academic documents in electronic format grows. There are many types of documents present
in academic digital repositories, including, but not limited to, undergraduate theses, postgraduate
theses (master’s theses and doctoral theses), journal articles, conference articles, workbooks,
study books, manuals, collections of problems, course slides, and other teaching and research materials.
In Slovenia, universities, colleges, other higher education institutions, and research institutions have
joined efforts to form the Slovenian Open-Access Infrastructure where documents from all partners
would be publicly available. Naturally, this also provides a framework for recommender systems as it
is possible to recommend documents between different institutions. Another positive side effect of this
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is that researchers from different institutions that are in the same field of expertise can see the work of
their colleagues more transparently, encouraging cooperation between them. With this goal in mind,
a recommender system for the Slovenian Open-Access Infrastructure was designed as a part of the
infrastructure to support the goals of the nationwide project. The novelty of this recommender system
is that it is currently the only recommender system in Slovenia that includes all Slovenian universities
and their electronic publications. In practice, over 200,000 electronic publications originating from any
of the Slovenian universities can be recommended using our system.

This paper presents a cascade type hybrid recommender system which is implemented in the
Slovenian Open-Access Infrastructure with the aim to serve relevant document recommendations
across all digital libraries and institutional repositories which are currently included in the
infrastructure. The second section briefly reviews related work. The third section presents the
current state of the Slovenian Open Access Infrastructure. The inner workings and the architecture of
our recommender system are presented in the fourth section. In the fifth section, we give details on
the feedback collection analysis for our implemented hybrid recommender system using the digital
repositories established within the Slovenian Open Access Infrastructure. The sixth section contains
conclusions and ideas for further work.

2. Related Work

Document recommender systems can be applied in many practical scenarios. Specifically, for the
scenario of document recommendations where the documents are news, Reference [1] demonstrates
the use of recommendations for job postings, in Reference [2], cloud computing was used for
recommendations and Reference [3] demonstrates a semantic web approach to recommending news.
Many document recommender systems have been extensively covered by the research field especially
for use with news. References [4,5] provide a survey of news recommendation systems. In [6],
fuzzy logic is used to recommend news using content-based methods. Rich feedback is used to
recommend news to users in [7], while Reference [8] compares information retrieval algorithms in
news recommendation scenarios. In some cases, semantic approaches such as Wordnet are used to aid
in semantic recommendations [9,10].

Research paper recommender systems are also prominent when it comes to document
recommendations [11]. A tag-based research paper recommender system framework is presented
in [12], and a similar tag-based approach was used in [13]. A collaborative filtering approach using
contexts was used to recommend research papers in [14]. An extensive comparison of offline
and online evaluation approaches of research paper recommender systems is presented in [15].
Specifically for digital repositories, several recommender systems have been developed. In [16],
keyphrases were used as a basis for research paper recommendations and, in [17], a social bookmarking
service CiteULike was used for recommendations. A recommender system specifically tailored for
advising research publications as a part of digital libraries in a university environment was presented
in [18]. Another study [19] introduces a Recommendation-as-a-Service (RaaS) platform used for
recommendations in academia and its integration into the reference manager JabRef [20]. Similarly,
CORE Recommender [21] was developed specifically for use in digital libraries and repositories.
As shown in [22], such recommender systems have also been implemented in academic social networks,
namely Mendeley.

When faced with researching, implementing, and maintaining recommender systems, challenges
do occur. Some major challenges were outlined in [23]. These include data quality, the lack
of appropriate data sets, choice of appropriate recommendation techniques, evaluation of
recommendations, and even the number of recommended items. In addition to these challenges,
we also encountered challenges while processing documents in the Slovenian language. Being a
morphologically rich language, it is required to take different approaches to natural language
processing when processing documents in Slovenian. Very little research has been done in
recommending documents in the Slovenian language, mostly because there was very few structured
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datasets of documents in Slovenian. With the introduction of the Slovenian Open Access
Infrastructure [24], this has improved greatly due to the creation of a large structured dataset,
containing over 200,000 documents [25]. It features segmented metadata consisting of titles, abstracts,
keywords as well as full-texts and other document metadata. From it, other datasets of the Slovenian
language have formed [26,27], which allows for further research options not only in the research of
recommender systems, but also other tasks in information retrieval and natural language processing,
specific to the Slovenian language.

3. Overview of the Slovenian Open Access Infrastructure

The Slovenian Open Access Infrastructure was established in 2013 and has since enabled the
interested parties in Slovenia (researchers, students, companies, and the public) access to the intellectual
production of Slovenian educational and research organizations. Simultaneously, it has enabled the
researchers to fulfill the requirements for open access to publications from publicly financed research.
Structurally (Figure 1), the infrastructure consists of a national portal OpenScience.si [28], institutional
repositories for each of the four Slovenian universities (Digital Library of University of Maribor
(DLUM) [29], Repository of University of Ljuljana (RUL) [30], Repository of University of Primorska
(RUP) [31], Repository of University of Nova Gorica (RUNG) [32]), a repository for research institutions
(Digital Repository of Slovenian Research Organizations (DiRROS) [33]), and a repository for colleges
and higher education institutions (ReVIS) [34]).

National open access - Federated search
infrastructure - Similar content detection
(Open Science Slovenia) - Recommender system

/ \

Digital Library of Repository of University of Repository of University of Repository of University of
University of Maribor Ljubljana Primorska Nova Gorica
(DLUM) (RUL) (RUP) (RUNG)

Digital Repository of
Slovenian Research
Organizations
(DIRROS)

Repository of Colleges and
Higher Education Institutions Other digital archives
(ReVIS)

Figure 1. Structure of the Slovenian Open-Access Infrastructure.

The infrastructure also aggregates metadata from other digital archives such as
videolectures.net [35], Social Science Data Archives [36], Digital Library of Slovenia [37], NUK Web
Archive [38], and the Ministry of Defense Library and Information System [39]. The types of
publications that are stored in the infrastructure include diploma, master’s and doctoral theses,
journal and conference articles, proceedings, datasets, scientific and technical reports, books, lecture
materials, and videos of lectures. Since a great majority of publications are in Slovenian, a side product
of this infrastructure was a large-scale corpus of full-text documents in the Slovenian language,
covering several different domains of research. It also spawned some research datasets for use in
linguistic studies [40,41]. More importantly, it currently represents the largest corpus of segmented
texts in the Slovenian language, giving several options for research not only in linguistics but also
in natural language processing. Due to interests for cooperation between the four universities and
several research institutions in Slovenia, a recommender system was integrated in the infrastructure.
The aim was to notify users about similar studies being done at different institutions through digital
libraries and institutional repositories.
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4. Document Recommendations

There are a few different approaches to recommendation in existence. The most common
approaches are content-based and collaborative filtering [42,43]. Other approaches include
demographic, utility-based, and knowledge-based techniques to recommendation. There is no optimal
approach for every situation. Each approach has advantages and disadvantages in certain scenarios.
While content-based filtering works well when a good description of an object is provided and
when starting out with recommendations, collaborative filtering tends to provide more contextually
appropriate recommendations once enough user feedback is provided. Hybrid systems aim to resolve
the disadvantages of both approaches by combining them in different ways [44]. Several hybridization
methods exist [45]. Weighted hybrids compute a score for a recommended item using outputs of all
recommendation approaches available in the system. Switching hybrids employ a mechanism to switch
between recommendation approaches. In this type of hybrid, approaches in the system are usually
given priorities. If an approach with a higher priority cannot give a sufficient score, the recommender
system switches to an approach with a lower priority as an attempt to provide a more recommendation
with a more sufficient score. Mixed hybrids provide recommendations from different approaches at
the same time. In cascade hybrids, one approach is used first to produce an initial set of recommended
items; then, a second approach is used to fine-pick the most suitable items from that initial set, in order
to provide a final recommendation.

Our recommender system is a cascade hybrid, incorporating content-based filtering as a primary
recommendation technique and collaborative filtering as a secondary re-ranking method. It consists
of three fundamental modules (Figure 2). The user activity log module provides the information
on user activities such as view count, download count, document ratings, and document referrals.
The document processing module ensures a unified feature representation of all documents in a triplet
representation consisting of a title, keywords, and an abstract. Simultaneously, this module performs
the calculation of BM25 values for each document pair, which forms a document index. The latter is
a similarity matrix for all documents. Documents are periodically processed as new documents are
added to the system daily. This way, the index is kept updated and the recommendations include
new documents.

Documents Recommended documents

Users

7 )

Final recommendations

Document processing
module

User activity log module

Hybridization point

User downloads
User views

User ratings

CF recommendations
(secondary)
A

Document referrals

CBF recommendations
(primary)

Document similarity index

Document ranking module

Figure 2. The architecture of our hybrid recommender system.
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The user activity data and the calculated similarities between the documents are the input to
the document ranking module, where similar documents are chosen depending on the document
that is viewed by the user. This is also the hybridization point, where content-based filtering and
collaborative filtering methods are applied in cascade to output the final list of recommendations,
which is served to the end-user.

4.1. Processing Documents in Slovenian

A variety of different metadata were obtained from previous established repositories.
These included information about authors, titles, keywords, abstracts, publishing year, and other
bibliographic information. The metadata standards were different and included COMARC, MARC 21,
and Dublin Core Metadata. We merged the different metadata schemes in our own metadata scheme to
enable collection of as much metadata as possible. Our own metadata scheme consists of all metadata
fields from the established standards with some extra fields for internal use. We use our metadata
scheme to represent documents and use it with the recommender system as well as some other services
within the Slovenian Open-Access Infrastructure.

For the recommender system, the documents are represented by titles, keywords, and abstracts.
Most documents are in the Slovenian language; however, there are also documents in English, German,
Italian, Croatian, and Hungarian. The documents that are not written in Slovenian have at least the
abstract and keywords translated to Slovenian to conform with the publication and cataloguing rules.
In the case of these documents, the available metadata in Slovenian are used with higher priority
than the metadata in other languages. First, the most common words in the Slovenian language
are removed from the text, since they do not contribute to semantic information. These are mainly
conjunctions, prepositions, particles, and interjections; however, common verbs and nouns are also
included. The common word list was built using word counts in documents. This is a periodic task,
which is run each time after a recommendation index is updated. Additionally, we used lemmatization
to help when dealing with conjugations and declensions in the text. Lemmatization is the process
of determining the basic lexical form (i.e., lemma) to the words in a text. A very similar process
to lemmatization is stemming. The main difference between lemmatization and stemming is that
stemming does not convert the word into its dictionary form but simply cuts off the ending of the
word. In text mining, lemmatization can be used to detect contexts of texts. It is used in our text
processing step to group semantically similar words and to avoid the difficult process of grouping with
declension and conjugation rules. Furthermore, n-grams for N = [1,2, 3,4, 5] are generated and used
with the tf-id f based ranking function BM25 to perform content-based filtering within our hybrid
approach to recommendation.

4.2. Document Ranking

For document ranking, we used the BM25 ranking function [46] along with additional weights,
which were obtained from document metadata and user activities. BM25 is a ranking function,
which enables the ranking of documents by the similarity of terms that are contained within those
documents. It is a family of functions, which differs by weighting schemes and parameter values.
In general, tf and id f weights are used [47]. The term frequency (ff) is the occurrence count of a term ¢
within a document d while the inverse document frequency (idf) is the importance of the term ¢ in the
given document collection D (Equation (1)). Composite nonlinear ff normalizations and the family of
BM25 ranking functions have been used extensively in search engines to rank documents:

idf(t) = log% )
_ (i) - (k1 +1)
S(d,Q) - ;de(qt)m, qiEQ,dGD 2)

23



Information 2020, 11, 497

la
Bil_b—kb.avgdl (3)

It is a state-of-the-art ¢ f-id f based ranking function and has spawned many variants including
BM25L, BM25+, BM25-adpt and BM25T [48,49], which bring improvements on very specific datasets.
It has also been implemented in open source and commercial solutions such as Apache Lucene,
Apache Solr, and Xapian as well as in Microsoft SQL Server and MySQL database implementations
as a default full-text search solution. We decided to implement BM25 ourselves on a Microsoft SQL
Server platform to have research options while studying parameters of the original ranking function
and its variants, since commercial solutions do not allow enough customization. Another reason for
this is that our documents are in the Slovenian language, for which only limited support exists in these
open source and commercial solutions.

||D|| in Equation (1) is the length of the collection D and #(t) is the number of documents which
contain the term t. The BM25 value s(d, q) depends on the weights ¢f and idf as well as parameters
ki and b. A general BM25 calculation for a document 4 and a query g with terms g; is given with
Equation (2), where ||Q|] is the size of the query Q given with the number of terms and B is a
normalization factor (Equation (3)). In Equation (3), I, is the length of document d and avgd! is the
average length of the document in the corpus D.

The parameter k; regulates the importance of the {f weight and the parameter b regulates the
importance of document length. The values for these two parameters can be set using advanced
optimization approaches, but usually values k; € [1.2,2.0] and b = 0.75 are used [50]. Currently,
we use empirically determined fixed values k; = 1.2 and b = 0.75, but further study of the corpus
properties and parameter effects is underway. An automated adaptive technique of choosing the
parameters using an optimization method such as in [51] is desired. Additionally, we are also working
on including alternative weighting schemes such as ¢ f*pdf [52] and tf-id, f [53].

4.3. Hybrid Approach to Recommendation

The input to our content-based filtering approach is a collection of metadata which describes
the documents. A document feature is represented with a vector of terms obtained from titles,
keywords, and abstracts. As we also have full-texts available, we empirically found that it is better
to use semantically dense metadata rather than full-text due to two important disadvantages. Firstly,
full-texts contain more terms which slows down the process of ranking similar documents. Secondly,
semantically important contexts diminish even after applying pre-processing with stop-word lists
and tf-idf filtering. However, when compared to a simpler document feature assembled from titles,
keywords and abstracts do not significantly improve recommendation results. We further enrich the
document feature with metadata including document typology [54], issue year, authors, repository ID,
and document language.

With all the metadata considered, we calculate a BM25 score based on the enriched document
features. We also use the Jaro-Winkler distance [55,56], in order to define a document typology
similarity. The Jaro-Winkler similarity is suitable when dealing with short strings and when the
similarity between them should be greater if the two strings match from the beginning. First, the Jaro
similarity is calculated by including the number of matching characters m and half the number of
transpositions t between strings s; and s, and their respective lengths ||s;|| (Equation (4)). Then,
the Jaro-Winkler similarity is calculated by including the common prefix length A and a scaling factor
p = 0.1 to adjust the value depending on the common prefix length (Equation (5)). In our situation,
the document typologies are denoted with a short string of up to five characters (e.g., A = 5). The first
character of the typology defines the kind of document and the following characters define the variant
of the document. Some examples of document types are provided in Table 1.
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Table 1. Examples of document typologies and their metadata notation. Full typology is available

in [54].
Document Typology (Notation) Document Typology (Meaning)

1.01 Original scientific article
1.02 Review article
1.03 Short scientific article
1.04 Professional article
2.08 Doctoral dissertation
2.09 Master’s thesis
2.11 Undergraduate thesis
2.23 Patent application
2.24 Patent
2.25 Other monographs and completed works

Using the Jaro-Winkler distance (Equation (6)), we compare the typologies of two documents in
order to rank the documents with the similar typology higher. The final content-based filtering score
(Equation (7)) is calculated as a product between the BM25 score on the document feature vector and
the Jaro—Winkler similarity on the document typology:

sim;(sy,sp) = ; S @
51, %(ﬁ + mel - otherwise

simjy (s1,52) = simj(s1,52) + Ap(1 — simj(s1,s2)) ©

dju(s1,52) = 1 = simju (s1,52) ©

Scorecpr = BM25(d 4, dp) - djuw(ta,, tay) @

Our collaborative filtering approach is collaborative in the sense that we use user interactions to
re-rank the content-based filtering recommendations with the goal of improving recommendations.
The input to our collaborative filtering approach is the user activity data regarding a document a,.
Views and download counts for documents are kept and regularly updated. The values for actions were
set to 1 if a view occurs and 10 if a download occurs, meaning that a download action is as significant
as 10 view actions (Equation (8)). A feedback value f(, ) is calculated by summing all values of actions.
Furthermore, we also store a similar feedback value for actions r; on recommended documents f(,,) to
give higher weight to the documents which were interesting to end-users (Equation (9)). The values for
boosts were set to 5 if a view on a recommended document occurs and 50 if a recommended document
is downloaded. Action significance values for a; and r; were set empirically, with an idea in mind
that a download is worth 10 times as significant as a view, and a recommended view is five times as
significant as a regular view.

llaa]| 1  document view
= aq: a;; = (8
Jau ,; o a { 10 document download )
Ilrall 5 document view
f"d - Tdi Tdi = )
i 50 document download

We can provide adaptive recommendations using actions from users by combining feedback
values for actions and recommendations with the download rate h; (Equation (10)), which is the
ratio between downloads and views of a document. The logic is the same for the download rate of
the recommended documents ,, but only views and downloads on the recommended document
are considered. The feedback value for actions on recommended documents makes the clicked
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recommendations rank higher in the recommendation list. The final collaborative filtering score
(Equation (11)) is calculated as a product of the document download rate and the sum of action
feedback values on the document and actions on recommendations:

__ downloads(d) __ downloads(d,)
ha = views(d) hr = views(d,) (10)
Scorecp = fa, g+ fr, - hr (11)

With both approaches combined into a hybrid approach, we use recommendation
strategies, which can be customized depending on the type or purpose of recommendations.
Some recommendation strategies that we used in production are »latest + relevant«, »same repository
+ relevant« and »more from same authors«. These strategies can also be merged into a single strategy
using priority factors. For example, a strategy »latest from same repository and from same authors«
would first pick the latest documents and would then filter them according to their repository primarily
and according to their authors secondarily.:

T = 5Yearn0w7Yeard (12)

The workflow of our hybrid recommender system consists of four steps (Figure 3). First, the results
from our content-based approach are obtained. Second, an exponential temporal decay mechanic
(Equation (12)) is implemented to increase the ranks of recently published documents. The parameter
o controls the exponential temporal decay. The similarity score of the document is multiplied by the
temporal decay and the recommendations in the results are re-ranked. Documents contained in the
result set are then input into our collaborative filtering approach which re-ranks the results again.
Currently, the output result length of our content-based approach is 25 documents. Finally, the list
of recommendations is shortened to N documents for better presentation of the result on the web.
In practice, we shorten the list to five documents.

CBF recommendations CF recommendations
N Temporal decay
(primary) (secondary)

Final list
of recommended
documents

A|B|C|D]|E A|lC|B|E|D C|A|B|D]|E B|C|A|D]|E
Documents ranked with BM25 Re-ranking to increase rank Re-ranking with consideration Final list shortened to N results
and Jaro-Winkler of recent documents of views and downloads as needed

Figure 3. The workflow of our hybrid cascade approach to recommendations.
5. Feedback Collection Analysis

Collecting feedback from users is an important part of recommender systems design because
it can directly influence the resulting recommendations. The overall user experience with regard to
recommendations can be greatly improved if feedback is regularly collected from users. This can
be done directly using surveys, questionnaires, and quick questions or indirectly by analyzing user
activity. To achieve sufficient feedback, an appropriate time for feedback collection must be determined.
The quality of feedback depends on the mood of the user, but, with careful planning, there is more
chance that the user will be willing to give good quality feedback. Another perspective is to collect
feedback at a certain time, where we are sure that users might be more inclined to express their
opinions (e.g., a week after something changed) as they have had enough time to form an opinion.
Furthermore, a good feedback collection approach can lead to an organized approach to evaluation of
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recommender systems. With it, evaluation metrics can be better defined and used to measure the true
performance of the recommender system.

We performed an analysis of time-frames during the year, when feedback collection would make
sense within the Slovenian Open-Access Infrastructure. In our case, the recommendations are focused
on documents and are meant to help students, academic staff, and researchers find more similar
documents to their interest. The recommendations are therefore accessed as the users are using the
recommender system, which is linked to different time-frames during the year. We found that several
spikes in usage occur during the year and we tried to link them to specific events that occur in the
academic year (e.g., thesis defenses, summer vacations, etc.).

We limited our data to data from four universities in Slovenia and their institutional repositories in
the Slovenian Open-Access Infrastructure. University of Maribor was included with DLUM, University
of Ljubljana with RUL, University of Primorska with RUP and University of Nova Gorica with RUNG.

All institutional repositories store view and download counts for documents. During this analysis,
we treated viewed documents as mildly interesting and downloaded documents as very interesting.
We did this because a download can occur only after the document is viewed; therefore, if a user
downloaded the document, they must have viewed its detailed description with metadata and made a
conscious decision that it is interesting enough for them to download it.

We encountered a major limitation with the accessibility of the traffic data on each institutional
repository. DLUM was the only repository that we were able to get the data from, since other
repositories opted not to be included in the analysis by their maintenance teams. Furthermore,
the maintenance teams of DLUM, RUL, RUP, and RUNG decided to exclude all traffic tracking options
on repositories after 2016. As for DLUM data that we were able to obtain, it was Google Analytics
traffic data between January 2013 and December 2016. With all limitations considered, we performed
an analysis using data only from DLUM (Figure 4). It proved to be a suitable institutional repository
for this task, since it is the first university institutional repository in Slovenia, running since 2008 and
serving as a basis for all other institutional repositories in the national open-access infrastructure.

Weekly user visits (2013-2016)

A B C D E E

Number of user visits
5000 10000 15000 20000 25000 30000 35000 40000

0

1234567 8 910111213141516 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 5152 53
Week

= = 2013 sreees 2014 m—2015 —2016

Figure 4. Weekly user visits to DLUM between January 2013 and December 2016.

In the data set time-frame of user activity between January 2013 and December 2016 (Figure 4),
special events have occurred. In November 2014, DLUM saw a major update and was offline for two
weeks (weeks 48 to 50) due to this. It was updated at this time because it had to run stable for most
of the year, due to a regular influx of new theses. This influx annually reaches a peak in September
and October (weeks 40 to 42), when the theses are catalogued by the librarians. It was decided to run
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DLUM without interruption between March and November 2014 because most users during that time
are students researching for their theses and researchers searching for related work for their articles.

An increase in weekly user visits can be observed in 2015. This increase seems to be attributed
to the marketing efforts of the Slovenian Open-Access Infrastructure and the cross-repository
recommendations; however, this cannot be confirmed due to the lack of traffic tracking capabilities on
repositories RUL, RUP, and RUNG.

Furthermore, in 2016, we can observe another increase in weekly user visits, which lasts from
January (week 1) to September (week 40). This unusual additional traffic was generated by students
enrolled in pre-Bologna process study programs at the University of Maribor. These students had
to complete and defend their theses by October 2016 as directed by the University of Maribor and
were most likely collecting research on DLUM in order to achieve this. This reason holds, as the traffic
increase stops in September 2016 (week 40).

By observing traffic fluctuation during the year, we found a decrease in weeks that correspond to
holidays. This occurs in several time-frames which are visible in Figure 4 and denoted with letters:

e A—January; the first week of the year (consequence of New Year),

e  B—February; weeks 7 and 8, around February 8th (national holiday “Preseren Day”),

e C—April and May; week 18 and 19, starting around April 27th (national holiday “Day of uprising
against occupation”) and ending around May 1st (national holiday “International Workers” Day”),

e D—June, July and August; weeks 26 to 36, summer holiday season,

e E—October, November; weeks 44 and 45, around October 31st (national holiday “Reformation
Day”) and November 1st (national holiday “All Saint’s Day”),

e F—December; weeks 50 to 53, around December 25th (national holiday “Christmas”),
26th (national holiday “Independence and Unity Day”) and December 31st (national holiday
“New Year’s Eve”).

We conclude that these time-frames are suitable for maintenance work on institutional repositories.
Time-frames B, C, and E show the potential for smaller updates and minor changes, while time-frame
D shows the potential for large-scale maintenance.

We also observed the peak traffic occurring between some before mentioned time-frames:

e X—weeks 9 and 17 (from February to April),
o Y—weeks 20 to 25 (from May to June),
e Z—weeks 37 to 43 (from August to October).

We conclude that these time-frames are suitable for feedback collection campaigns, surveys,
and questionnaires. Namely, time-frames X and Y are more suitable for active user feedback
collection (e.g., validation of recommended documents), since users are actively researching during
that time. Time-frame Z is more suitable for general feedback collection (e.g., general surveys regarding
user experience).

An extensive evaluation study of our recommender system is currently still underway as
it requires successful collaboration of several institutions that maintain their own repositories.
Several metrics for recommendation system evaluation exist. In general, there are two ways of
evaluating any recommendation system: online and offline [15,57,58]. Offline evaluation makes use of
preferably labelled data which is split into training and test sets. The recommendation system uses the
training set ratings to try and predict the ratings in the test set. Actual users are not needed in this type
of evaluation. This makes offline evaluation fast and easy to perform on a large amount of data. It can
also be performed using many different datasets and with multiple different algorithms. The main
disadvantage of this approach is that it cannot measure true user satisfaction.

In an online evaluation scenario, users interact with a running recommendation system and
respond to it naturally, while feedback is being collected from them. Feedback is obtained by either
asking the users directly or observing their actions. This approach measures true user satisfaction but
can take a long time to set-up and run from beginning to end.
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The choice of metrics differs depending on the approach of recommendation. Information retrieval
metrics such as accuracy, recall, precision, and F-measure are usually considered preferable when
evaluating content-based recommendation systems. Other metrics for this type of recommendation
system include normalized discounted cumulative gain [59], rank-biased precision [60], and expected
reciprocal rank [61]. Collaborative filtering recommendations are usually evaluated using approaches
that measure novelty, serendipity, diversity, and coverage [62]. Currently, there are several different
metrics [63] that can be used to evaluate recommendation systems. When dealing with hybrid
recommendation systems, this must be carefully considered, since the type of hybridization can also
affect the evaluation process, making it complex due to implementation in multiple stages.

6. Conclusions

In this article, we present a cascade hybrid recommender system implemented in institutional
repositories that is part of the Slovenian National Open-Access Infrastructure. We outlined the
recommender system architecture, document pre-processing, and ranking approaches. A feedback
collection analysis has been presented on real-world data from one of our longest running repositories.
With the analysis, we were able to identify different time-frames during the year where it is suitable
to consider feedback collection on an academic digital repository. An extensive evaluation study is
currently underway and we conclude that, for an extensive evaluation of our recommender system’s
contribution to knowledge exchange and spread across the Slovenian Open-Access Infrastructure,
a unified framework should be developed in addition to institutional repository management processes
regarding logging user activities and using traffic tracking scripts. Only with such an approach can a
definitive contribution of the recommender system be confirmed and further researched. It would also
allow the observation of any significant cooperation between institutions, as it is already suspected that
the institutions in the two largest institutional repositories in the national open-access infrastructure be
in accordance with the majority of research cooperation efforts in Slovenia.
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Abstract: Recent advancements in deep neural networks for graph-structured data have led to
state-of-the-art performance in recommender system benchmarks. Adapting these methods to
pharmacy product cross-selling recommendation tasks with a million products and hundreds
of millions of sales remains a challenge, due to the intricate medical and legal properties of
pharmaceutical data. To tackle this challenge, we developed a graph convolutional network (GCN)
algorithm called PharmaSage, which uses graph convolutions to generate embeddings for pharmacy
products, which are then used in a downstream recommendation task. In the underlying graph, we
incorporate both cross-sales information from the sales transaction within the graph structure, as well
as product information as node features. Via modifications to the sampling involved in the network
optimization process, we address a common phenomenon in recommender systems, the so-called
popularity bias: popular products are frequently recommended, while less popular items are often
neglected and recommended seldomly or not at all. We deployed PharmaSage using real-world sales
data and trained it on 700,000 articles represented as nodes in a graph with edges between nodes
representing approximately 100 million sales transactions. By exploiting the pharmaceutical product
properties, such as their indications, ingredients, and adverse effects, and combining these with
large sales histories, we achieved better results than with a purely statistics based approach. To our
knowledge, this is the first application of deep graph embeddings for pharmacy product cross-selling
recommendation at this scale to date.

Keywords: graph convolutional neural network; recommender system; cross-sales; pharmacy;
popularity bias

1. Introduction

Deep learning algorithms play an increasingly important role in recommender systems. In recent
years, new deep learning architectures known as graph convolutional networks (GCNs) that can
learn from graph-structured data [1-4] were introduced and applied to recommendation applications.
The basic principle behind GCNss is to use neural networks to learn how to iteratively aggregate and
transform feature information from a local graph neighborhood to obtain a final representation of a
given node, called the “embedding”. This way, GCNs can incorporate both feature information, as well
as the graph structure. These methods can be leveraged to distill useful low-dimensional embeddings
of input data such as images, text, molecules, or individual users [5-8]. These low-dimensional
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embeddings then can be used in downstream tasks such as recommendation applications, where they
can complement or even replace traditional recommendation algorithms, such as collaborative filtering.
GCN based methods have set a new standard on countless recommender system benchmarks [1] and
are now being used in real-world production environments such as Pinterest.

1.1. Present Work

The current state of cross-selling in pharmacies relies heavily on expert knowledge, which is
typically provided by salespeople interacting directly with customers. The feedback loop for improving
the knowledge about possible cross-sales is therefore very localized, with a very poor distribution of
experience gained. Our recommender system has the goal of substantially improving the collection
and distribution of general knowledge about possible cross-sales to pharmacy businesses, while taking
into account the restrictions explained below. The task of our system is to recommend pharmaceutical
products that are good cross-sales for a given pharmaceutical product. A good recommendation for a
given query for example is an over-the-counter drug that is used for complementary therapy that the
query product is intended for or helps with additional symptoms that the query product indications
are associated with or a product that helps alleviate possible adverse effects of the query product.
As sales of medical products are highly regulated in all countries, prescription medications can only be
sold if prescribed by a physician, and hence are not legitimate cross-selling items.

The prescription pain killer medicine diclofenac is associated with the possible adverse reaction of
increases in gastric acid, when taken for a long period of time. Pantoprazole, a proton-pump-inhibitor,
can help alleviate this adverse effect by prohibiting excess production of stomach acid. Other good
recommendations for diclofenac are additional gels for the treatment of blunt injuries such as
contusions or sports injuries for which diclofenac is often prescribed, which mitigate swelling and
additionally help in local pain therapy.

The setting for our recommendation system and experimental evaluation is the European Union,
where the GDPR forbids, among other things, the processing of medical data for pure sales purposes
if these data can be linked to specific persons, even if they are pseudonymized, as such information
could allow for an individual data subject to be singled out and linked across different datasets.
Traditional recommendation methods like collaborative filtering or content based approaches all
require a user history (either user ratings or user-article interaction histories with information about
the articles) for computing recommendations. A pharmacy cross-selling recommender system however
is restricted from using the purchase history information. All our input data are therefore completely
anonymized, and the only historical information that can be exploited is the co-occurrence of articles in
sales transactions. The second data source we use is the description of indications, active ingredients,
and adverse effects for each article.

This paper describes the main challenges when applying the idea of a recommender system based
on graph convolutional networks to pharmaceutical product cross-selling recommendations, given
the above-mentioned restrictions. The first challenge is to devise a recommendation system based
on product feature information and sales data that solely represents which products have been sold
together with no information about customer product relations. To address this challenge, we construct
a graph representation of pharmacy sales and product data and employ a graph neural network to
learn product embeddings, which can be used for a downstream recommendation task. We describe
how we chose to encode this information into a graph structure by representing pharmaceutical
products as nodes, their features as node features, and cross-sales-statistics as node-node edges.

We also describe the optimization goal of the graph neural network training process with respect
to these data. We chose to use a semi-supervised training scheme by utilizing the triplet loss to optimize
the network parameters. The definition of positive and negative samples is a key decision when using
triplet loss in optimization. Here, we describe how we selected positive and negative samples based
on cross-selling and feature information present in the graph.
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A major problem when using sales statistics is the distribution of the sales data, which often
shows that popular articles have a high probability of being sold, while the so-called long tail or distant
tail [9] contains articles that have a low overall sales probability. This popularity bias also influences
“cross-selling statistics”, meaning that products that are sold often also dominate cross-selling statistics,
even when they are not particularly related to the product with which they are sold. Here, we describe
how we counteract this bias with a re-ranking approach based on probability theory and how we
additionally use feature information in a hybrid sampling approach.

Finally, we describe how we evaluate the results of the algorithm by expert review of a selected
segment of the generated cross-selling recommendations. In particular, we compare the results to
purely statistics based cross-selling recommendations computed from the input dataset.

1.2. Related Work

1.2.1. Pharmaceutical Product Cross-Sales Recommendations

A study by Rutter et al. [10] interviewed sixteen pharmacists and found that pharmacists relied
mostly on personal judgment augmented by patient feedback to make product recommendations.
Another study examining the factors affecting pharmacists’ recommendations of complementary
medicines [11] also reported that recommendations are made based on personal experience and
education and concluded that in order to encourage the informed use of complementary medicines in
pharmacies, there is a need for the development of accessible, quality resources. A study investigating
the community pharmacists’ recommendations for alternative natural products for stress in Melbourne
reported that out of 94 pharmacies, twenty-five provided the customer with an inappropriate product
and concluded that there is a need to develop guidelines for pharmacists to make evidence based
decisions in recommending complementary and alternative medications [12]. A study investigating a
recommender system for newly marketed pharmaceutical drugs developed an adverse drug reactions
label prediction component, which emits, for a given prescription, a set of drugs that should be avoided
as they will induce adverse drug reactions if taken together with the prescription [13]. Zhang et al. [14]
proposed a cloud-assisted drug recommendation system for online pharmacies to recommend users
the top-N related medicines according to the symptoms. In their system, they first clustered the
drugs into several groups according to the functional description information and designed a basic
personalized drug recommendation based on user collaborative filtering. In the collaborative filtering
based part of their pipeline, the authors leveraged drug user ratings. In our approach, we do not
have access to historical user data or user ratings, as explained above. We can base our modeling
solely on raw sales data and product features. Therefore, we designed a unique approach to solve the
pharmaceutical product-product recommendation task based on node embeddings generated by a
graph neural network that can leverage sales data, as well as product features without the need for
customer histories or user ratings.

1.2.2. Graph Convolutional Neural Networks and Recommender Systems

Conceptually, our approach is related to previous node embedding algorithms and contemporary
advancements in the application of convolutional neural networks to graph-structured data. The core
idea behind node embedding methods is to create useful low-dimensional vector representations
of high-dimensional information about a node in the graph, including the node’s (local) graph
neighborhood. The use of low-dimensional vector embeddings as feature inputs for a wide variety of
machine learning tasks such as classification, prediction, clustering, and recommendation tasks has
been proven to be valuable [4,15,16]. The original work of [17], which introduced a variant of graph
convolutions that were based on spectral graph theory, was followed by several authors, proposing
improvements and extensions [1-4,7,15,18-21]. Early approaches to generating node embeddings,
such as the GCN introduced by [2], were transductive and limited in their generalization to unseen
nodes and in their scalability since those methods required operating on the Laplacian of the entire
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graph [22]. Later approaches operated in an inductive fashion [23]. In contrast to transductive
embedding methods that are based on matrix factorization, newer approaches leverage node features
and the spatial structure of each node’s local neighborhood, as well as the distribution of node features
in the neighborhood [24]. Building on this, further improvements and new algorithmic features
have recently been explored that ensure performance, scalability, and improved sampling [22,25,26].
These advancements led to new improved performance on benchmarks such as node classification,
link prediction, or web-scale recommendation tasks, as well as the application of those methods to
areas such as drug design [1,3,7,8,18].

1.2.3. Popularity Bias

One obstacle to the effectiveness of recommender systems is the problem of popularity bias [27].
Collaborative filtering based recommenders typically emphasize popular articles (e.g., those with
more sales, views, or ratings) over articles from the long tail [28] that may only be popular among a
small group of customers or consumers. Although popular articles can be a good recommendation,
they are also likely to be well known and are sometimes even bad recommendations, especially in the
face of pharmaceutical cross-selling recommendations. Furthermore, delivering only popular articles
will not enhance the discovery of newly introduced articles and will ignore good recommendations
that are contained in the long tail. The idea of the long tail of article popularity and its impact on
recommendation quality has been explored by some researchers [21,29-32]. In those works, the authors
tried to improve the performance of the recommender system in terms of accuracy and precision,
while others focused on reducing popularity bias by means of regularization [33] or re-ranking [9].
Substantial research has also been published on recommendation diversity, where the goal is to prevent
recommending too many similar articles [30-32].

2. Methodology

2.1. Data Representation in a Graph

In order to harness the power of graph convolutional neural networks to learn product
embeddings, we transform the pharmacy sales data and product information into a graph. We represent
each unique pharmacy product as a node, which also contains the descriptive information of the
corresponding product encoded into a multi-hot vector, which has about 15,000 entries, representing
the medical indications, active ingredients, and adverse reactions of the products. The data were
extracted from the main German commercial pharmaceutical database used in pharmaceutical and
other software solutions for pharmacies, physicians, hospitals, and other health providers, which was
provided by Pharmatechnik. Undirected weighted edges between two nodes then represent how often
cross-selling occurred for each pair of products, where a “cross-selling” is defined as two products
sold in the same transaction. The set of approximately 100 million transactions with information about
which products were sold together was provided by Pharmatechnik, leveraging sales transactions
that are documented via their pharmacy management system IXOS, which is currently being used
in more than 5000 pharmacies. Before further processing, we limit the transactions on which we
base our cross-selling numbers to those with two or three sold articles, which is roughly 25% of
the complete set. We hypothesize that the fewer items are in one transaction, the more specifically
related the sold products are to each other. These transactions together include about 700,000 different
products, but also include many similar products that vary only slightly (or not at all from each)
other. For example, there are multiple offerings of Aspirin 100 products from different manufacturers.
For training, validation, and testing, we then randomly chose 60% of these preselected transactions
to construct a training graph and 20% each to construct validation and test graphs. These graphs
act as the input to the model training and validation stage. However, the final model that is used
for inference is then trained on all the included sales transactions. In model training, we use the top
ranked cross-selling articles (those with the highest edge weights with a given query) as candidates
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for the aggregation and optimization part of the modeling process. See the details below. Popular
articles unfortunately dominate this pool of candidates. To counterbalance this so-called popularity
bias, we introduce a probability theory based approach that aims at updating the edge weights of all
edges in the graphs.

2.1.1. Probability Based Re-Ranking

In the probability based re-ranking approach (PBR), we aim to discern the residual cross-sales
from the expected cross-sales. This is achieved by subtracting the expected cross-sales of one product
relative to another from their actual raw cross-sales. The residual cross-sales is now the new edge
weight for the directed edge between both products.

Given products A and B, we aim to compute the conditional expected cross-sales of B given A,
assuming both are independent. We approximate the conditional expected cross-sales of B given A,
E(B | A) tobe:

E(B|A)=P(B,A|N(a))-Z )

The joint probability of A and B is conditioned on N(a), the subset of nodes in the one hop
neighborhood of A. Conditioning on N (a) quantifies how often B is sold with A relative to how often
the neighbors of A are sold with A. Under the assumption of the independence of A and B, P(B, A | -)
in (1) can be reformulated as:

P(B,A|N(a)) = P(B| N(a)) - P(A | N(a)), 2
where we compute P(B | -), P(A | +), and Z as:

Y g1

P8I N@) =" ®
Y fuulalul)
P(A | Na) =" 0

Z= Y, Y dulul K 5)
ueN (a) keN (u)

¢xy(x!,y!) is the factor representing the combination where x and y are sold together, and its value
is the actual cross-selling amount between nodes x and y. To compute the conditional expected
cross-sales, we first compute the cross-selling probability of A, P(A | -), as the total cross-sales amount
of A divided by Z, which is the total amount of cross-sales in the one hop neighborhood of A; that is,
the total number of cross-sales of the neighbors of A, which includes all cross-sales of A’s neighbors
with A. The cross-selling probability of B conditioned on the neighborhood of A, P(B | -), is computed
in a similar manner, by dividing the total cross-sales of B by the same factor, Z. We then compute the
conditional expected cross-sales (1) of B given A by multiplying the conditioned expected cross-selling
probability of the two products P(B | -) and P(A | -), their joint probability in the case of independence
(8) , with Z. To compute the residual cross-selling amount of B with respect to A, the conditional
expected cross-selling is deducted from the actual cross-selling of A and B (4). This difference is the
new edge weight between B and A.

Wresidual(BrA) = me(B/ A) - E(B ‘ A) (6)
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Wiesidual 1S the final residual cross-selling amount of B with A, and Wy, (B, A) is the cross-selling
amount of nodes B and A from the input data. If W4, is positive, we assume that B is sold
with A more often than expected; if W,,gi4,q is negative, we assume that B is sold less often with A
than expected. Note that Wisjg,.1 (A, B) is computed differently from W,gjg,01(B, A), as P(B | -) and
P(A | -) are both conditioned on the one hop neighborhood of A. In the new graph, all nodes that
were connected via undirected edges beforehand, therefore, now share two directed edges, expressing
the residual cross-selling amount of both nodes relative to each other.

2.2. Model Architecture

We employ a graph convolutional neural network model (Figure 1) that uses localized
convolutions on aggregated neighborhood vectors to produce embeddings of products represented by
graph nodes, akin to the one introduced in [24]. The basic idea is that we transform the representations
of the neighbors of a given node through a dense neural network and then apply an aggregator/pooling
function (a weighted sum, shown as dark blue boxes in Figure 1, the “CONVOLVE” module) on the
resulting set of vectors. This aggregation step provides a vector representation of a node’s local
neighborhood. We then concatenate this aggregated neighborhood vector (dark grey box) with the
nodes’ current representation (light grey box) and transform the concatenated vector through another
dense neural network layer. The output of the algorithm is a representation of a node, called the node
embedding, that incorporates information about itself and its local graph neighborhood. Details about
the algorithm can be found in [22] (Algorithm 1); the only change we made is that we aggregate the
neighborhood-node information only across the “top neighbors” of a given node. The top neighbor
nodes of a given query node are those with the highest edge weight among all connected nodes,
representing the products that are sold more often with the query than expected. We then compute the
recommendations by using these final node embeddings, as described in Section 2.4.

CONVOLVE NODE COSINE
‘ EMBEDDING  SIMILARITY
o DHE>e
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Figure 1. The graph convolutional neural network uses localized convolutions on aggregated
neighborhood vectors to learn product embeddings. Here, we show the two layer graph neural
network that computes the final embeddings of nodes A and B using the previous layer representation
of nodes A and B, respectively, and that of their respective neighborhoods. Different colors denote
different nodes. The recommendation score between two products A, B is then computed via the
utilization of the cosine similarity between the two final embedding vectors of nodes A and B.

2.3. Model Training

For the optimization of the network parameters, we utilize the triplet loss, shown in Equation (6),
which is a distance based loss function that operates on the final embedding of three input nodes:
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the anchor A, the positive P, which is typically from the same class as the anchor or related by some
other measure, and the negative N, which is typically from a different class than the anchor.

min L(A,P,N) @)

L(A,P,N) = max (0,sim(A,N) —sim(A, P) + A) (8)

We use the embeddings of pharmacy products represented by nodes in the graph as inputs for
the triplet loss. Each node can be an anchor node A, and each has positively related nodes P and
negatively related nodes N. A given pair A, P is to be related by some measure, i.e., are often bought
together or are similar in feature encoding. The pair A, N is thought to be related by some other
measure, i.e., are never bought together or are bought together less than expected. The goal of the
training phase is to optimize the parameters of PharmaSage so that the cosine similarity sim(A, P) of
the anchor-positive pair is higher relative to the cosine similarity sim(A, N) of the anchor-negative
pair by a margin of 0.5.

2.3.1. Positive Sampling

We chose positives for a given anchor node A by randomly sampling nodes among the top
neighbors of that anchor node with equal probability in each training iteration. The top ranked
cross-sellers are those neighbors with the highest edge weight with the anchor, representing those
products that have been sold more often with the anchor than expected. Together, they make up
the positive sampling pool. To complement the edge-weight based positive sampling approach,
we additionally utilize nodes that share encoding features with the anchor as possible positive samples.
In this hybrid approach to positive sampling, we chose 50% of the positive samples based on the
feature similarity of the anchor node relative to all other nodes and the other 50% based on edge
weights representing re-ranked cross-sales. We only include products in the additional feature based
positive sampling pool for a given anchor, if that product/node shares any feature with the anchor.

2.3.2. Negative Sampling

We chose negative samples among nodes not connected to the anchor node, which are never sold
together with the anchor. We additionally utilized nodes with negative edge weights with the anchor
as possible negative samples, as their expected cross-selling amount with the anchor is higher than
the actual cross-selling. Generally, we applied semi-hard negative mining among the pool of possible
negatives, as introduced in FaceNet [34], which has been widely used ever since [35,36].

2.4. Recommendation

The final embeddings that are computed by our model after training are then used to calculate
recommendation scores between all products. We obtained a recommendation score bounded within
the interval [0, 1] with the utilization of the cosine similarity of two vectors, sim (A, B), commonly
used in information retrieval and data mining techniques [37,38]. Given the similarity scores between
one query product and all other products (except prescription medications, which can only be sold if
prescribed by a physician, and hence are not legitimate cross-selling recommendations), the products
with the highest similarity to the query are chosen as recommendations for the query article. A diagram
illustrating the high-level architecture of how recommendations are computed between articles A and
B is shown in Figure 1.

2.5. System Setup, Runtime, and Validation

For our software, we used the Python framework, the networkx library for creating the graph,
and the PyTorch framework for the implementation of the GCN. The network is trained on a system
with an Intel Core i7 8750H, an Nvidia GeForce GTX1070 GPU, and 32GB RAM. The training takes
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approximately 48 h and is terminated once the triplet loss, which starts at the margin of 0.5, has reached
a threshold of 0.05 for the training graph. The validation loss is at 0.092 and the test loss at 0.095 at this
point. We found that, empirically, the quality of the results does not improve much beyond this point.
We stopped the training of the model used for inference at the same threshold.

3. Experiments

3.1. Popularity Bias in Sales Data

Popularity bias is a phenomenon that is visible in many data sources, including retail and online
sales data. Our analysis of pharmacy sales data shows the same bias, as 2% of all products are sold
equally often as the remaining 98%. It is clear in Figure 2a that those products that have a high overall
sales probability also are ranked among the top neighbors on average, while unpopular articles have
a proportionally lower cross-selling rank. This indicates that top-sellers are products that are also
top cross-sellers.
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Figure 2. Popularity bias and re-ranking. (a) Depiction of overall sales probability and cross-sales (CS)
probability (y1-axis) and the node degree (number of neighbors) (y3-axis) for all products. The average
cross-sales rank (y2-axis) is shown for initial cross-sales statistics (solid black line) and the probability
based re-ranking (PBR) approach (black dotted line). Note that the average rank is proportional to
the popularity of the respective product in the initial cross-sales statistics, but this relation disappears
in the PBR approach. (b) The probability density of edge weights (kernel density estimation (KDE))
shows the distribution of edge weights in the initial cross-sales based graph, as well as in the PBR

based graph.
3.1.1. The Effect of Re-Ranking on Cross-Selling Statistics

Re-ranking affects the ranking of cross-sellers. As shown in Figure 2a, the average cross-sales rank
for all products was influenced by re-ranking. The analysis of the graph based on actual cross-sales
shows that the average rank of products decreases proportionally to the overall sales probability of
that product. In contrast, the overall rank of a product has no correlation to its overall sales probability
in the PBR approach. The average rank of top sellers drops substantially based on the PBR, which is a
result of two factors. First, top cross-sellers are being sold often with many other products, as reflected
by the number of neighbors’ curve (node degree). Second, it is likely that they are only partly cross-sold
more often than average. The same seems to be true for all other products and is reflected in the edge
weight probability density after re-ranking (Figure 2b). After applying the PBR approach, the average
weight across all nodes drops to 0 with a standard deviation of 308, indicating that half of the pairs are
sold less often together than expected, while the other half represents genuine cross-sales. To further
examine the effect of re-ranking on the distribution of ranks, Figure 3a shows two articles before and
after re-ranking. Based on the actual cross-sales statistics, the median rank of the example top-seller
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is 7, but drops to 152 based on the PBR, respectively. The interquartile range based on the penalty
re-ranking approach is 17.5 times larger than the PBR approach, which reflects a more dispersed
ranking scheme. In contrast, the median rank of an example from the long tail is 562 and rises to 245
based on the PBR, with its interquartile range decreasing slightly.
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Figure 3. (a) Cross-selling rank distribution for a top-selling product and a product from the long tail
based on raw cross-sales and the PBR. (b) Average probability for products (grouped into 10 quantiles)
to be among the top cross-selling articles that are being used for positive sampling in the triplet loss for
both approaches. “New” denotes products that are not included in positive sampling in the approach
based on raw cross-sales, but are relevant in the PBR approach, and shows their average positive
sampling probability. These products show up in addition among top ranked cross-selling products
when the PBR is applied. The PBR introduces around 75% more products with an average sampling
probability 36.6%. Quantile selection of products for the first 10 product bins for both approaches is
based on raw cross-selling statistics (red).

3.1.2. The Effect of Re-Ranking on Positive Sampling

In order to assess the impact of the PBR on positive sampling involved in the network optimization,
we evaluate how the positive sampling pool that is made up of the top neighbors of each node changes
with the different approaches. The probability of being chosen among positive samples, as depicted
in Figure 3b, shows that those products that dominate the positive sampling pool based on the raw
cross-sales are used as positive samples significantly less often in the PBR approach. Sampling based on
actual cross-sales statistics puts more emphasis on popular products, while the PBR puts less emphasis
on those products, but adds more diversity to the sampling pool. Relative to the raw cross-selling
statistics, the PBR introduces more diversity, with 36.6% additional products in the sampling pool.

3.2. Recommendation Quality

In order to evaluate the performance of our algorithm, we collected expert feedback on
product-product recommendations for a set of 25 query products. For each recommendation generated
by PharmaSage, the feedback given can have one of three values; 0 (no pharmaceutical relation to the
query product), 1 (a pharmaceutical relation exists, and the product is a good recommendation for
the query), or 2 (a pharmaceutical relation exists, and the product is a very good recommendation for
the query). The mean across scores for the top 15 recommendations for 25 products is then used as a
performance quantifier.

First, we compute recommendations based on the cross-selling data encoded in the graph,
which can be thought of as a conventional recommendation approach akin to collaborative filtering.
Products that are most often sold with the query product are chosen as recommendations. Second,
we compute the recommendations based on the PBR graph. This result offers insight into what can be
achieved without any additional learning. We then use the PBR graph to train the PharmaSage model.
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As can be seen in Figure 4, the quality of the evaluated recommendations is comparatively lower for
simple cross-sales statistics based recommendations, and the quality increases in the PBR approach.
The PharmaSage model that is then trained on the PBR approach introduces yet another increase in
recommendation quality. Compared to approaches based solely on sales data, this model is able to
learn from cross-sale information encoded in the graph edges, as well as leverage feature information
encoded as node features.
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Figure 4. Average recommendation quality among the top 15 recommended articles for 25 evaluated
products. Recommendations are computed based on the graph incorporating raw cross-selling statistics
and the graph, where the edge weights have been recomputed using the probability approach (PBR).
PharmaSage is optimized based on the PBR approach as the input.

In Table 1, example recommendations computed by PharmaSage, their recommendation rank, and
expert feedback are shown for prednisolone, a corticosteroid. Prednisolone is used to treat a wide range
of health problems including allergies, skin diseases, infections, and certain autoimmune disorders.
It helps by reducing inflammation and suppressing the immune system. PharmaSage recommends
additional over-the-counter medications for allergies like hay fever (rank 1, 5, Table 1) for which
Prednisolone is often prescribed and stomach acid blockers to reduce the adverse effect of the active
ingredient in the query article (rank 2, 4, Table 1). Calcium and vitamin D3 can both help improve
bone health, which can be affected by continuous therapy with corticosteroids (rank 6, 9, Table 1).
The nonsteroidal anti-inflammatory drug helps with pain and induces additional anti-inflammatory
effects (rank 8, Table 1). Furthermore, an antipruritic and anti-inflammatory gel (rank 10, Table 1) is
recommended, which counters symptoms associated with the main indications of prednisolone, and
a nasal spray is also for additional therapy, which frees up a clogged nose, reduces the swelling of
the mucous membranes, and can help treat allergic reactions of the respiratory tract (rank 3, Table 1).
ASS100 (rank 7, Table 1), an anticoagulant, should not be recommended without additional medical
advice; hence, the expert feedback mark is 0.

Table 1. Example recommendations for prednisolone, a corticosteroid.

Rank  Recommended Product Expert Feedback

CETIRIZIN AL DIREKT
PANTOPRAZOL ABZ
OTRIVEN 0.1
OMEPRADEX 20MG
LORANO AKUT
DEKRISTOL 400 IE
ASS AL 100 TAH
IBUPROFEN OPT 400MG
CALCIUM D3 RATIO
FENISTIL

N

S0 0N U W N
NRNNONNNNN
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4. Conclusions

We introduced PharmaSage, a graph convolutional network for pharmacy product cross-sale
recommendations. PharmaSage is the first application of graph convolutional neural networks to
pharmaceutical product-product recommendation, exploiting sales statistics and pharmaceutical
product features like indications, ingredients, and adverse effects. In addition, we introduced a
method based on probability theory that addresses the common popularity bias problem. We showed
how popularity bias is present in the pharmacies’ sales and cross-selling dataset and how it can be
successfully addressed in order to increase both recommendation quality and diversity. We developed
PharmaSage based on real-world pharmaceutical data and comprehensively evaluated the quality of
the learned embeddings for a pharmacy product cross-sales recommendation task, demonstrating a
substantial improvement in recommendation quality compared to traditional approaches that are based
solely on cross-sales statistics. Our work demonstrates the positive impact that methods based on graph
convolutional networks can have in pharmacy cross-selling recommender systems, and we believe
that PharmaSage can be further extended to tackle other graph representation learning problems in
the retail and online sales industry. A future point of interest will be to further evaluate the quality of
recommendations given by PharmaSage by evaluating A /B tests against traditional recommendations
given by pharmacists and how both impact cross-sales and evaluating customer feedback.
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Abstract: Recent research in the field of recommender systems focuses on the incorporation of social
information into collaborative filtering methods to improve the reliability of recommendations. Social
networks enclose valuable data regarding user behavior and connections that can be exploited in
this area to infer knowledge about user preferences and social influence. The fact that streaming
music platforms have some social functionalities also allows this type of information to be used for
music recommendation. In this work, we take advantage of the friendship structure to address a
type of recommendation bias derived from the way collaborative filtering methods compute the
neighborhood. These methods restrict the rating predictions for a user to the items that have been
rated by their nearest neighbors while leaving out other items that might be of his/her interest.
This problem is different from the popularity bias caused by the power-law distribution of the item
rating frequency (long-tail), well-known in the music domain, although both shortcomings can be
related. Our proposal is based on extending and diversifying the neighborhood by capturing trust
and homophily effects between users through social structure metrics. The results show an increase
in potentially recommendable items while reducing recommendation error rates.

Keywords: music recommender systems; social influence; social trust; homophily; collaborative
filtering; streaming services

1. Introduction

Social networks are currently the focus of intensive research, as they are a great source of
information that can be used in multiple domains for multiple purposes. Recommender systems are
one of the areas in which social data can be exploited to improve the reliability of recommendations.
The adoption of streaming music services as a common way of listening to music has allowed its use in
this domain since most of these platforms are, in turn, equipped with some kind of social functionality,
such as establishing friendship connections. In addition, streaming systems collect user interactions,
which allows implicit feedback from users to be used instead of explicit ratings as an expression of
user preferences. This has promoted the development of recommender systems for these platforms.
Nevertheless, the implementation of methods that take advantage of social information is scarce in the
music streaming services environment, because the mechanisms of social interaction are much more
limited than in social networks such as Facebook, Twitter, etc.

Currently, the methods most extensively used in recommender systems are based on Collaborative
Filtering (CF). This approach requires either explicit or implicit user ratings or preferences for some
products that users have already consumed. The larger is the number of ratings, the higher is the
reliability of the recommendations provided by these methods. Many proposals that make use of social
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data are precisely aimed at minimizing the drawback of insufficient ratings, while others are just focused
on improving rating prediction without dealing with problems concerning recommendation bias.

In this work, we introduce the concept of neighborhood bias that takes place in the context of
collaborative filtering methods and causes a limitation in the number of potentially recommendable
items. In these approaches, the recommendations made to a given user are restricted to items rated
by other users with similar tastes, who are called his/her nearest neighbors. This fact prevents the
user from discovering other items that he/she might like. The neighborhood bias is caused by the
way neighbors are found since this process is based on the similarity of users’ ratings about the
same products. For example, two users may have the same musical tastes, but those users cannot be
neighbors if they have rated different artists or songs. This problem is related to popularity bias because
it is more likely that the most popular items are the most rated and, therefore, the most recommended.
However, the bias that we try to address in this work is not the same since the objective is to extend the
range of potentially recommended items but not necessarily with the less popular items. To achieve
this, we propose to extend the neighborhood by considering social factors that may have some impact
on user preferences. Thus, the neighborhood of a given user is calculated not only on the basis of
affinity in preferences with other users, but also on the influence received from other users in the
social network. When extending the neighborhood using social factors, the number of potentially
recommendable items is also extended, since the greater is the number of neighbors, the greater is the
number of items with which they interact. Trust and homophily are two factors that influence users
when choosing products or services, and, therefore, must be considered when predicting their interests
and preferences. Trust refers to individuals who are more likely to adopt recommendations not only
from opinion leaders but from their closest social context, while homophily refers to the similarity of
connected users in social networks since they usually share tastes and interests. The graph of social
connections between users can be the subject of structural measures that capture these two factors and
allow their influence on recommendations to be considered. Many methods have been proposed in the
literature for such purpose, although it has been shown that their performance depends largely on the
application domain [1] and most of them have been validated in specific domains other than music [2,3].
In the music area, they have not been sufficiently tested, mainly due to the difficulty of obtaining the
necessary social information from streaming platforms. For instance, friendship connections are only
bidirectional, and there is only one between each pair of users. This makes it impossible to apply
well known graph-based metrics, such as centrality, page-rank, etc., which work with unidirectional
connections, to establish two connections between each pair of users, one in each direction. In addition,
that information has usually been used to improve the reliability of recommendations. It has not been
exploited to deal with neighborhood bias, which is the main purpose of our work. It is therefore
necessary to develop effective techniques to obtain these factors in this environment to integrate them
into traditional recommendation methods and benefit from them.

This work addresses the problem of incorporating social information obtained from music
streaming systems into CF methods to improve the recommendations provided to users. Although their
reliability is taken into account, the improvement is mainly focused on widening their variety by
dealing with the problem of the neighborhood bias, which has great importance in this type of systems.
To achieve this objective, social structure metrics that capture the concepts of trust and homophily are
incorporated into the recommendation process. Our approach differs from existing ones in that social
information is not used to modify the value of rating predictions but to complement them. In addition,
this proposal significantly improves predictions, while most proposals focus on extending the variety
of recommendations at the cost of losing accuracy or maintaining it at best. This improvement is also
achieved by using only the limited social data available on streaming platforms.

Another aspect addressed in this paper is the lack of explicit ratings on musicitems. This inconvenience
is overcome by calculating implicit ratings from the frequency of plays, recorded by streaming systems.

The rest of the paper is organized as follows. Section 2 presents a summary of the related
work. The approach to incorporate structural metrics into CF methods is described in Section 3.
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The experimental study conducted to validate the proposal and the discussion of results are included
in Section 4. Finally, the conclusions are presented in Section 5.

2. Related Work

Both the use of social information and dealing with bias is the focus of much recent research in
recommender systems, but there is little work in the literature in which both topics are addressed
together. The objective generally pursued in studies that exploit social information is to improve
recommendations by including social data processing into the rating prediction method so that
the predicted value is closer to the actual value. This is mostly done by modifying either
neighborhood-based CF techniques [4,5] or matrix factorization methods [6]. Regarding the work
facing recommendation bias, the main proposals involve data preprocessing as resampling or clustering
or postprocessing procedures as reranking, as set out below.

Bias in machine learning models is a widely studied and discussed problem that can be seen
from different perspectives. Several types of bias have been studied in the recommender systems
area, although most are related to unfair recommendations, from race or gender discrimination [7] to
popularity bias [8]. In the former, the problem is usually addressed through recommendation algorithms
that are sensitive to this bias and focus on the protection of discriminated groups. Burke et al. [9]
introduced the concept of a balanced neighborhood with respect to the protected and unprotected
classes to enhance the fairness of recommendations without compromising personalization. In our
work context, some artists in the music domain may be harmed by biased recommendations, while user
satisfaction may be affected by the limited choice of items that can be recommended to them, especially
to the so-called grey sheep users whose tastes are unusual. However, these unfair recommendations
are not associated with any specific attribute, such as gender or race.

Popularity bias is mainly associated with neighborhood-based methods, the most frequently
used, and is one of the major concerns of recent research in this field. There are proposals for facing
this problem that focus on improving recommendations for grey sheep users [10,11], while others
are focused on increasing the recommendations of the less frequently rated items and improving
item diversity. This can be achieved through probabilistic models [12], data preprocessing [13] or
postprocessing [14,15]. There are studies that address aggregate diversity that refers not only to
diversity of individual recommendations but also across recommendations of all users [16,17]. The aim
of these studies is to improve diversity while maintaining accuracy or with a minimum loss of it.
Our proposal is different since it is a user-centered approach, which aims to expand the possibilities of
the items to be recommended, but, in this case, by diversifying the user neighborhood. This is done by
drawing on factors, such as trust and homophily, derived from the social network structure.

The concept of social trust is the most studied in the literature about recommender systems. It is
usually used to give more relevance to the ratings of trusted users against others [18] since it can be
considered as a form of social influence that is often obtained from friendship connections, comments,
messages, etc. Some systems allow users to explicitly express their trust on opinions, reviews and
comments given by other users, but, in most cases, this is not possible, and it is necessary to infer it
implicitly [1].

Social trust can be used locally when only opinions of connected friends are taken into account
and globally when reputed individuals in the entire network are considered [19]. On the other hand,
some approaches use social trust without considering similarity between users, while, in others, it is
used jointly with similarity values [20,21] or even with additional factors, such as different types of
interactions in social networks [19]. There are many works in the literature where diverse factors
affecting social influence are addressed, but most of them are focused on social networks such as
Facebook or Twitter, from which a great variety of social information can be extracted.

Homophily and trust are two related concepts [22]. The effect of homophily can even be used for
trust prediction [23], although homophily effects have been less studied and are often included in the
general study of social influence without explicitly differentiating. Some recent work analyzes the
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influence of homophily on consumers’ purchasing decisions in the context of YouTube and Instagram
influencers’ popularity [24,25]. However, in these works, homophily is treated as a complex factor that
encompasses aspects such as attitude, background, morality and appearance. Therefore, it cannot only
be inferred from the structure of social relations. In the area of recommender systems, the study of
homophily is much scarcer. In [3], recommendations of tourist attractions are generated by classifying
users into several types, depending on factors such as homophily. This factor is determined by the
membership of users in social communities.

Although trust and homophily principles have been much less studied in the field of music
recommendation, we can highlight the work of Fields et al. [26], where music recommendations
are based on the social relevance of musical data obtained through complex network technologies.
A different objective is pursued in [23], in which the factors influencing the music listening homophily
are analyzed. The analysis includes social information and user demographic attributes. None of these
studies have addressed the problem of bias in the recommendations.

This section describes relevant work that is closely related to the proposal presented here.
However, current approaches to improving recommender systems are many and varied. Among them
is the promising field of cognitive computing that would allow an interaction between users and
recommender systems similar to human interaction [27]. Emotion and sentiment analysis is also being
widely used in the recommendation area, especially in context-aware systems where recommendations
depend on the emotional state of the user [28]. Although social information can be used to infer
emotions, it is usually textual information from comments or reviews that is not always available [29].
Another trend in this field, although more distant from our proposal, is the research on binary codes
that is focused on efficiency and storage optimization in large-scale recommender systems [30].

3. Incorporating Social Structure Metrics into User-Based Collaborative Filtering

Collaborative filtering methods is to predict how much a user would like an item from the ratings
that other users have given to that item. User-based or user-user collaborative filtering methods base
the recommendations on the similarity between users, considering that two users are similar if they
have similarly rated the same items.

Given a set of m users U = {uq, up, ..., Uy} and a set of nitems I = {i1, iy, ..., iy}, each user u; has a
list of ratings that he/she has given to a set of items I,,;, where I,;; C I. In this context, a recommendation
for the active user u, € U involves a set of items I,,;, where [,,; C I. In this context, a recommendation for
the active user u, € U involves a set of items I, C I that fulfill the condition I, N I;;; = @, since only
items not rated by u, can be recommended. The similarity between users is computed from ratings by
means of different distance-based measures such as cosine, Chebyshev and Jaccard or correlations
coefficients such as Pearson, Kendall and Spearman. Among them, the most extensively used in the
field of recommender systems are the Pearson coefficient and cosine similarity. The similarity between
the active user u, and another user u; is denoted as sim(ug, ;).

I = (i = )
Pearson — — —2
VE (o = ) (ry - )

where 7,; and ;; are the ratings of user u, and user u; for item i;, respectively, and 7, and 7; are the
average ratings of user u, and user u;, respectively. The Pearson coefficient can represent inverse and
direct correlation with its values in the interval [-1, 1], where the value 0 corresponds to the absence
of correlation.

The well-known cosine similarity metric for two given users, 1, and 1;, is computed according to
Equation (2), where V,,, Ry, and V,, are the vectors containing the ratings given to items by users u,
and u;, respectively.

sim(ug, ;)

)

Vu,, , Vu i

sim(ug, 141‘) = (C0S (Vuﬂ,Vu, ) = m

@
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The items recommended to the active user are the best evaluated by the users most similar to
him/her.

CF methods can be improved by introducing social information. Trust and homophily are two
factors influencing the recommendations that can be inferred from the structure of relationships
between users and other social network resources. However, in most music streaming services, those
resources are much more limited, and the structure is restricted to bidirectional friendship relations,
which does not allow centrality, page-rank and other graph-based metrics to be applied. In this
work, we use the friendship structure to derive trust and homophily factors to include them in the
recommendation process.

3.1. Structural Equivalence for Homophily Inference

Structural equivalence is a property applicable to social communities in social networks, often used
to identify implicit communities by computing the equivalence similarity between pairs of nodes in
the network. Equivalence similarity is based on the overlap between the neighborhood of those nodes.
In the context of this work, this metric can be applied to friendship structure whose nodes represent
the users. Nodes with high similarity are considered to be part of the same implicit community. This is
a way to capture the homophily concept since users belonging to the same community usually share
interests and preferences. Therefore, their ratings can be used by the recommendation methods.

Let us consider two nodes representing two users u; and u; of the social network, and N(u;) and
N(u j) their respective neighborhoods. In this context, two users are only considered neighbors if there
is a direct link between them in the friendship structure. A measure of the similarity between a pair of
nodes can be defined in terms of the neighbors common to both, as follow:

socialSimﬂbs(ui, uj) = |N(ui) al N(u]-)‘ 3)

To get a similarity value in the range [0, 1], some metrics, such as Jaccard or cosine, can be used
for normalization (Equations (4) and (5)). These similarities are used together with the similarities
derived from the ratings in the framework proposed in this work.

H . N(ui) n N(M])'
) INGu) UN(w) @
Ui Uj
N(u;) N N(u;
SOCiulSimCDsine(“i, u;) = | (ul) n (”/)‘ (5)

)= Dl
|N(ui)||N(u]')‘

A possible problem with the structural equivalency measure lies in the fact that nodes u; and u; are
excluded from both neighborhoods. Therefore, if those nodes are directly connected and their similarity
is very low or even zero, those nodes would not belong to the same community. This is not a drawback
in our study since direct friend relationships are also treated in the proposed recommendation approach.
The way to approach these types of connections is explained below.

3.2. Friendship Connections for Trust Inference

There are some systems in which users are allowed to make revisions about products and other users
can explicitly express their confidence in them by rating such revisions. However, these mechanisms
are not available in most systems, so trust has to be inferred from comments, relationships and other
types of interaction between users.

On streaming music platforms, bidirectional friendship relationships can be used to infer trust.
In the same way that people ask their friends for opinions in the real-world and are influenced by
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them, users are influenced locally by other users through the friendship connections they establish in
social networks. It can be said that users have more trust in those users directly linked to them than
the rest. Social trust can be used to improve recommender systems. However, due to the trust that
friends exert, the influence is not the same in all circumstances but depends on many factors. If we
only focus on the social structure, we can infer trust from the friendship connections.

Any user of the streaming platform can be connected directly with other users of the platform
who we call friends. The set of friends of a user u; € U is denoted as F; C U.

We are assuming that the trust of one user in another depends on the influence that the latter has
on the former. On the one hand, it seems reasonable that the influence of friends on a given user is
greater the fewer friends he has. On the other hand, those users who are more influential are those
who have more friends. Taking these premises into account, we can obtain a function that represents
the degree of trust that a user has in another user belonging to his group of friends. To establish the
relationship between influence and number of friends, we define for each user u; a logarithmic function
of the number of friends:

logF(u;) = log(IFil) (6)

where F; is the set of friends of the user ;.
From the above equation, we can define the trust of the active user u, in any of the users u ;€ F,
connected to him directly, that is, his friends in the social network.

1
t(ua, uf) = mlogl’(w) (7)

These values are also used in the proposed recommendation process, which is presented in
Section 3.3.

3.3. Recommendation Method Based on Social Structure Metrics

In most recommendation methods that exploit the user’s social context, social information is used
to modify the value of the predictions for a given item: it can be used by modifying the similarity
between users based on ratings, as a function that combines predictions based on ratings and those
based on social information is applied, as social regularization term added to the rating-based function
used to make predictions, etc.

The approach proposed in this paper is very different, since our purpose is to use social structure
metrics that capture trust and homophily to complement predictions based on ratings, in order
to increase the number and variety of recommended items while also increasing the reliability of
the recommendations.

The proposed algorithm combines three types of recommendations: based on rating similarity,
based on social equivalence similarity and based on friend influence.

3.3.1. Recommendations Based on Rating Similarity

These types of recommendations are those made in traditional CF systems. The procedure for
obtaining them is detailed below.

Let us consider the set U of m users and the set I, of n items. Each user u; € U has rated or
interacted with a subset of items I,,; C I. Ratings are stored in an m X n matrix R called the rating matrix,
where each element is the rating that a user u; gives to an item ;.

R = 1}, R € My (N) (8)

When explicit ratings are not available or they are scarce, some strategies to compute implicit
ratings can be used. In the field of music, where the items to be recommended are artists or songs,
a common way is to calculate them from the frequency of plays. In our case, instead of using binary or
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simple frequency functions, we apply a linear function of the frequency percentile [31]. In this method,
the play frequency for a given user u; and an item (artist/song) i; is computed from an m X n matrix of
plays:= p; ;, which is analogous to the rating matrix, but contains the number of plays of each user for
each artist/song. The play frequency is defined as follows:

Pij
Z]'r pi,j’

pFreq;; = 9)
where p; ; is the number of times that a user ; plays an artist/song i; and j represents each of the items
(artists/songs) played by user u;.

These items are ordered by their frequency values for the user u;. Fregy (i) denotes the frequency
Freg; ; of an item i; with rank k, being k" = 1 for the artist/song having the highest frequency. A rating
for an item with rank k is computed as a linear function of the frequency percentile:

rp =4 (1 -y pFreqy (1)) (10)

The factor with value 4 in the equation is used to obtain rating values in the interval (0, 4].

These implicit ratings are used in the same way as the explicit ones in the CF methods. When using
this approach, the recommendations for the active user 1, are calculated from the ratings of other users
by means of techniques such as k Nearest Neighbors (k-NN). They require computing the similarity
between users by using some of the available metrics. The most used, Pearson correlation coefficient
and cosine similarity can be computed by means of Equations (1) and (2), respectively.

The similarity between the active users and the rest of the users, sim(uq, u;), calculated by any of
the metrics, is used to predict the rating that the active user would give to an item i; that he/she has not
played yet, by means of Equation (11). Only the set k_NN, C U of k nearest neighbors, that is, those
with the highest similarity values, will be taken to make the predictions pr,;.

Zi'(:l sim(uq, ui)(rij -r ,')

Praj = ta +

11
Zi'{:1|5im(uar ui)‘ 4y

where 7, and 7; are average values for user 1, and user u;, respectively:

_1
= Zjdxm (12)

The recommendations obtained by this method are those used as a starting point in the approach
proposed in this paper.

3.3.2. Recommendations Based on Structural Equivalence

A problem that occurs when making the rating prediction for a certain item j by applying the
previous procedure derives from the fact that some items whose ratings for the active we want to
predict, have not been evaluated by the nearest neighbors. This introduces the neighborhood bias
that greatly limits the number of potentially recommendable items for a given user. To address this
drawback, we make use of the measures related to structural equivalence that can be obtained from
the friendship network.

We introduce the concept of social similarity, simsacial(ui, u j), as the similarity obtained with any
of the equivalence metrics defined in Section 3.1 (Equations (4) and (5)). Social similarity is used
jointly with similarity based on ratings simyﬂt(ui, 1), using some combination function. The combined

similarity simc(ui, u j) is used to find a different set k_NNq1q Of k nearest neighbors for the active user
u,, which is defined as follows:
k_NNsacialﬂ cu (13)
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k_NNsociata = {11, uo, ..., ux} (14)

where simc(ug,u1) > sime(ug,uz) > ... > sime(ug, ). We use Equation (15) to calculate the
combined similarity. In this way, we use the homophily concept to find new users in the social
environment of the active user with potentially similar preferences, and whose ratings can be used in
the recommendation process.

simc(ui, uj) = \/a simmf(ui, u]-)z +(1-a) simsoml(ui, u]-)z (15)

To make the predictions pr,; in this case, Equation (11) is also used, but utilizing the combined
similarity and with a different set of neighbors. The set k_NNgisa Obtained from social similarities is
used instead of the set based on rating similarity.

3.3.3. Recommendations Based on Friendship Connections

Analogous to the process described in the previous subsection, we can exploit the concept of trust
derived from the friendship connections to find users who are likely to influence the preferences of the
active user. Then, a new subset of k nearest neighbors, k_NN ¢je4s, is formed with the most influential
friends of the active user.

To determine the degree of influence or trust, t(ua, u f), of a friend u s €F, on the active user u,,
we make use of the Equations (6) and (7). This value is used in Equation (18) to predict the ratings for
the active user. Within the set of friends of u,, the subset of the k nearest neighbors used to compute
the predictions for u, is defined as follows:

k—NNfriendsu cu (16)

k_NNfriendsu = {uy, ug, ..., wl | F(tta, 1)) H(tha, ug) > ... > H(ug, tig) 17)
This type of recommendations, based on trust between friends, are obtained by using the set of
nearest neighbors k_NN en4s. and Equation (18), in which the rating-based similarity is multiplied by
a weight given by that trust.
YAy (uta, g sim (g, u:)(rij — i)
k
L

Praj = Ta+t (18)

t (uu, uf)sim(uu, u,-)|

3.3.4. Recommendation Algorithm

The idea of the approach proposed in this paper is to complement the recommendations generated
by traditional collaborative filtering methods with recommendations based on the structure of the
users’ social network. Thus, all types of recommendations described in the previous subsections
are involved in the recommendation algorithm. The goal is to increase the number of predictions
in order to expand the set of potentially recommendable items and reduce the neighborhood bias,
while improving the reliability of the recommendations. The algorithm is shown in Figure 1.
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Input: P:= p;;, Pe My, (N)|u €U, i€l //Matrix of plays
Fi= f;, P€Mpyn(N)| u;u; € U // Matrix of friends
// Computing implicit ratings
compute Freq; ;
for i=1ton do
T = sequence { (Frequ )i}V j | pi; >0 A (Freqi i > (Freqipic+1
S(i) = sequence {Freq, ()} = T
for j=1tom do
Set k value |Freqy(i) = Freq;;
n; =4 (1 - T, Frege (D)
end for
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Figure 1. Algorithm for the complete recommendation process, including the calculation of
implicit ratings.

The only input data required by the algorithm is the matrix of plays P := p;;, defined in
Section 3.3.1, and the matrix of friends F, defined as follows:

1, u;is friend of u;

0, otherwise (19)

F := fi/]',FEMme(N) ‘ fz,] = {

Prior to the recommendation process, it is necessary to calculate the implicit ratings from the play

matrix according to the procedure described in Section 3.3.1. Steps 3-13 of the algorithm are those
corresponding to this calculation from which the matrix of ratings R is obtained.

Similarities based on ratings, social and combined similarities and trust t(ui, u j) between users

are calculated in Steps 14-17. Steps 17-23 are devoted to obtaining the different sets of k nearest
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neighbors. First, the value of k is set, and then the sets k_NNj, k_NNjocig1i and k_NN f;epq5i for each user
u; are created.

Subsequent steps contain the complete recommendation process for a given active user u,.
The basic CF method is first applied using the set of the nearest neighbors k_NN, obtained from
the rating-based similarities, according to the procedure described in Section 3.3.1. The number of
predictions pr,; obtained in this way is lower than all the possible ones since many items have not been
rated by the users who are in the set k_NN,. To achieve a greater number of predictions, the procedures
defined for making both predictions based on structural equivalence (Section 3.3.2) and predictions
based on friendship connections (Section 3.3.3) are applied. This last one is applied first to the items
without predicted ratings by the basic CF method, and the ratings for the remainder items are tried to
be predicted from the set of k nearest neighbor k_NNjciga-

4. Validation of the Proposed Approach

4.1. Dataset

Since our proposal is specifically designed for the field of music recommendation, its validation
was carried out with a dataset obtained from Hetrec2011-lastfm [32]. The only information needed
to apply the recommendation method is the data about the playing songs by users, in particular the
number of plays, as well as the friendship connections between users in the social network of the
streaming system.

The play frequency is used to compute implicit ratings according to the procedure described in
Section 3.3.1. The availability of implicit or explicit ratings is a prerequisite for applying CF techniques
since user similarities are based on these ratings. Friendship connections are required to compute social
structure metrics, used in this work to extend the basic CF methods in the previously explained manner.

4.2. Baseline Methods

To validate the proposed method, its results were compared with those of other proposals in the
literature. For this purpose, two methods that do not use social information and two other methods
that make use of information inferred from the friendship structure of the social network were tested
with the same dataset. Among the former, the most representative ones were chosen, user-based k-NN
and matrix factorization. Among those that exploit social information, the baseline methods were an
approach in which CF is constrained to the user social context (SCC) and another that combines social
similarities and rating-based similarities (SSW).

The tested user-based k-NN method is the same one described in Section 3.3.1, while matrix
factorization is a well-known technique in the area of recommender systems.

The methods that constrain CF to the social context are those in which the set of nearest neighbors
is formed only with users connected directly to the active user u, i.e., their friends (k_NN C F,) [22].
Similarity metrics used to find the neighbors are based on ratings, no social similarity metrics are
applied. The procedure for making predictions can be the same as in user-based k-NN (Equation (11)).

Regarding the last type of methods, these make use of some function to combine social
similarities, simsociul(ui, u j), and rating-based similarities, simmt(ui, u j). Then, the final similarity
is used in the prediction of ratings. In this case, user-based k-NN and Equation (11) can also be utilized.
The set k_NN is created by using the combined similarity simc(ui, u j) defined by Equation (15).

The specific social similarity used in our study is based on structural equivalence and « was set
to 0.7.

There are other methods that extend matrix factorization approaches to incorporate social data,
but we only tested k-NN-based approaches because these give better results than matrix factorization,
as can be seen in the following section.
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4.3. Empirical Study

This study was conducted to compare the proposed approach against the baseline methods.
The metrics used to evaluate rating prediction reliability were Root-Mean-Square Error (RMSE), Mean
Absolute Error (MAE), Normalized RMSE (NRMSE) and Normalized MAE (NMAE). Mean Average
Precision (MAP) and Normalized Discounted Cumulative Gain (NDCG) were used for the evaluation
of top-N recommendations. In all the experiments, five-fold cross validation was applied.

The first step of the study was to determine the number of nearest neighbors to use in k-NN-based
methods. Thus, the results of the application of the user-based k-NN method were compared with
a variable number of neighbors, from 10 to 40. Figure 2 shows the error rates produced. Since the
increase of k value from 20 produces a very small decrease in errors, we decided to conduct the tests
with k = 20.

115 0.30
0.28
1.05 — 0.26 e
0.24
095 0.22
0.85 0.20 e
~— 0.18
0.75 0.16
10 20 30 40 10 20 30 40
k K
—®—RMSE =—@=MAE —=@—NRMSE =@=NMAE

Figure 2. Error rates of user-based k-NN for different values of k.

The comparative study of different methods was then carried out to validate our proposal.
The value k = 20 was used in all methods, except for Matrix Factorization (MF) since it is not a
k-NN-based technique. In addition, the rating-based similarities of all k-NN-based methods were
calculated using the cosine metric. Social similarities were obtained with the Jaccard equivalence
similarity metric.

In addition to the study carried out with all the users in the dataset, we also studied the behavior
of our proposal for the cold-start scenario. As mentioned above, this is a problem of CF methods that
occurs mainly with new users because they have a few ratings/interactions with the items. In that case,
the recommendations they receive are not very reliable.

To determine the performance on the cold-start scenario, the users with a low number of plays in
relation to the other users were selected. Only the records of these users were kept in the test sets of all
the folds, the rest was eliminated. In this case three-cross-validation was applied since the number of
users was much lower. Taking into account that the average number of plays per user in the dataset is
37,275, the users with fewer than 2000 plays were selected.

Figure 3 shows the error rates of the methods. When comparing the two basic methods MF and
user k-NN, a better behavior of the latter is observed. Regarding the methods that exploit social
information, we see that no improvements are obtained with respect to k-NN but the results are even
worse, both with CF restricted to the user social context (SCC) and with the method using weighted
social and rating-based similarities (SSW). However, our proposal to combine user k-NN with Social
Structure Metrics (user k-NN SSM) provides a clear improvement over all baseline methods. Table 1
shows this percentage improvement for RMSE and MAE.
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Figure 3. Error rates of the tested methods: Matrix Factorization (MF), user k-NN, CF with Social
Similarity Weight (SSW), CF with Social Context Constraint (SCC) and the proposed approach user
k-NN combined with Social Structure Metrics (user k-NN SSM).

Table 1. Improvement of user k-NN SSM over the baseline methods for all users (left) and for users
with the cold-start problem (right).

All Users Cold-Start
Baseline Method RMSE MAE RMSE MAE
MF 6.00% 10.79% 7.06% 13.96%
User k-NN 4.18% 6.32% 9.51% 14.76%
SSW 4.34% 6.46% 9.66% 14.77%
SCC 4.18% 6.32% 9.51% 14.76%

Figure 4 presents the results obtained in the cold-start scenario. As expected, the errors are higher
than those obtained with all users, although user k-NN SSM is again the method with the lowest error
rates. We can see in Table 1 that the percentages of improvement are even better for this scenario than
for the previous one. The figure also shows that, in this case, MF provides better results than the other
KNN-based methods. This can be explained by the fact that matrix factorization approaches behave
better against sparsity.
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Figure 4. Error rates for the cold-start scenario.

However, the goal of our work is not only to improve the reliability of the rating predictions,
but also to increase their number in order to have more potentially recommendable items. This way
we would be able to increase the variety of recommendations and minimize the bias toward the most
popular items.

A way to increase the number of predictions while decreasing their errors is to work with larger
sets of nearest neighbors, although we previously showed that the improvement in predictions is
very small above 20 neighbors. Figure 5 shows this decrease in error rates for user k-NN from 10 to
40 neighbors, as well as for the proposed method, user k-NN SSM, with 20 neighbors. We can see
that the lowest error rates are given by our proposal even compared to user k-NN errors with a larger
number of neighbors.
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Figure 5. Error rates for user-based k-NN with a variable number of neighbors (10-40) and for user
k-NN SS with 20 neighbors.

Since the main objective of the work is to increase the number of potentially recommendable
items, we must demonstrate that our approach covers more rating predictions on the items in the
test set. Figure 6 shows the coverage for both methods in each cross-validation fold. The graph on
the left shows the results obtained for all users and the graph on the right those for users with few
plays (cold-start). This graph clearly shows the significant increase in coverage over the k-NN method.
Most methods that focus on expanding coverage result in increased error rates and their goal is usually
to keep this increase to a minimum. In the case of our proposal, however, the errors actually decrease.

Cold-start scenario

85.00%
60.00%
75.00% 55.00%
65.00% 50.00%
55.00% 5008
2000%
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35.00%
35.00% I —— I
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Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Foid1 Foid2 Foid3
muserkNN20N  muser k-NN SSM 20 N nuserkNN2ON  muser kNNSSM 20N

Figure 6. Coverage of the predictions for user-based k-NN and user k-NN SSM with 20 neighbors:
(left) for all users; and (right) for the cold-start scenario.

Finally, to confirm the validity of the approach presented in this paper, the evaluation was also
performed for top-N recommendations. In the rating prediction validation, errors were calculated
for all predicted ratings. However, it is also necessary to make the validation for the lists of items
with the highest ratings values because those items are the ones that are recommended to the user.
Thus, we ensure that the higher reliability of the proposal is not only due to the predictions of low
values but also to the predictions of the high values that are the most interesting for recommendation.
We used the rank-based metrics MAP and NDCG for top-N lists where N was set to 5. Figure 7 shows
these results, which prove that the best performance of the proposed method is also achieved for
top-N recommendations. The behavior is similar in both scenarios, although, as in the case of rating
prediction, in the cold-start scenario lower values of these metrics are obtained.
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Figure 7. Evaluation of top-N recommendations by means of MAP and NDCG obtained with the
baseline methods and the user k-NN SSM proposal for the two studied scenarios.

4.4. Discussion

The above results prove that the proposed method increases the coverage of the recommendations
in relation to the potentially recommendable items. Furthermore, this increase does not come at
the expense of the recommendation reliability but, on the contrary, results in an error decrease in
predicting the ratings of these items as well as in an increase in the values of the rank-based metrics
used to evaluate the quality of the recommended top-N lists. In the different proposals in the literature
related to our work, as far as we know, both improvements are not obtained together. In addition,
most of these works address the popularity bias while our aim is to increase the spectrum of potentially
recommendable items regardless of whether these items are popular or not. We also did not find any
work that uses social connections to expand the neighborhood in CF methods. Below, we discuss
the differences between our proposal and some relevant work aimed at improving the diversity of
the recommendations.

The re-ranking approach [14], which involves changing the ranking of items, addresses the
popularity bias and improves recommendation diversity, but at the expense of recommendation
accuracy. The local scoring model presented in [33] aiming at dealing with scalability and sparsity
problems, provides a more efficient way to select the best neighbors and improves the recommendation
diversity without compromising accuracy. In [16], a graph-based method that maximizes diversity
for a given level of accuracy is presented. In the trade-off between diversity and accuracy shown
in the work, it can be seen that as the diversity increases, the accuracy decreases, although more
slowly than using the re-ranking-based methods. A more recent graph-based approach also focused
on increase the recommendations of unpopular items is proposed in [17]. Although this proposal
also does not improve accuracy when increasing diversity, it manages to maintain it, which is an
important advantage over other methods. The calibration, a problem related to diversity is studied
in [13]. The purpose is dealing with the problem that recommendations are biased to the main areas
of interest of a user instead of proportionally reflecting the different interests of the user. This work
shows that as the degree of calibration increases, the accuracy decreases.

Since the objective of the previous work is not exactly the same as ours, we cannot make
comparisons with the coverage results obtained with our proposal. However, none of these methods
improve accuracy and ours does. Another difference that could be considered a disadvantage of our
method with respect to others is the need for social information, in addition to ratings. Although this
information is restricted to friendship connections and is easily obtainable from streaming platforms.

5. Conclusions

The growing use of music streaming services and the interest in their personalization is
unquestionable nowadays. Thus, this is one of the main motives why the surge in intensive research
in many areas on the exploitation of information from social networks has been extended to music
recommender systems.

In this work, an approach focused on exploiting social information available on streaming music
platforms is proposed. It is a collaborative filtering scheme that extends classical methods based
on nearest neighbors by using structural metrics obtained from the network of user friendships.
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The goal is to minimize the neighborhood bias as well as to increase the reliability of recommendations.
The proposal differs from others in the literature in the fact that it is a user-centered approach instead
of being centered on items. In addition, it is not specifically addressed to increase the diversity or
reduce popularity bias but to extend and diversify the user neighborhood by exploiting user social
context. The results show that the proposed approach outperforms other methods in both reducing
prediction error rates and increasing the number of potentially recommendable items.
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