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Abstract: Scientific and technical issues related to the extraction and processing of raw materials are
inextricably linked with environmental concerns. The extraction, transportation and processing of
raw materials and the creation of new products place a heavy burden on the environment. Therefore,
the development of new technologies for the extraction and processing of raw materials which
meet the demand for specific products while respecting environmental resources and saving energy
can be considered one of the key challenges of modern science. The development of methods to
optimize the course of certain processes related to the raw materials industry, limiting its impact
on the environment, and the use of modern measurement techniques or modeling are key areas of
research and development for the economy. The aim of this Special Issue was to identify certain
important issues, including those related to the raw materials industry and the optimization of its
processes, obtaining energy from alternative fuels and research on environmental aspects of industrial
activities. The results of the research and analyses presented in the articles show that meeting the
objectives in the context of sustainable raw materials industry requires: the optimization of the use
of mine deposits and the recovery of materials, reductions in energy consumption, minimizations
in emissions of pollutants, the perfection of quieter and safer processes and the facilitation of the
recovery of materials-, water- and energy-related modern techniques and technologies.

Keywords: sustainable mining; heating and energy processes; raw material sustainable-use fossil
fuels; energy conversion and storage; energy recovery; air pollution; emission reduction methods;
purification and removal techniques

1. Introduction

The raw material mining and processing industry belongs to the most energy-exhausting
and environmentally aggressive yet socially controversial branches of the economy. There-
fore, its optimization should be targeted with regard to both its overall efficiency and the
mitigation of its environmental impact; otherwise, the effects of mining- and fossil-fuel-
based power generation would spread further than within the most developed countries.
The development of modeling and calculation methods incorporating advanced cloud
computing, artificial intelligence algorithms and sophisticated sensor technology allows
comprehensive digital twins of objects, systems and processes to be built, representing the
whole chain of the raw material mining and processing processes.

One of the most challenging industry processes in the modern economy is sustainable
power generation in its transition course from being fossil-fuel-based to being based on
“green” solutions to adhere to carbon and toxic emissions limits and to curb other envi-
ronmental impacts such as dust, noise and vast areas of terrain degradation. Because this
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industry is particularly capitally and operationally costly, complex investigations that could
return substantial savings measured in money, energy consumed and social benefits need to
be carried out. Therefore, bearing in mind the interdisciplinary nature of the issues and the
development of cooperation within the Polish scientific discipline defined in national law
as environmental engineering, power engineering and mining, the Guest Editors defined
the topics of this Special Issue of Energies as: 1. The sustainable processing of raw materials
for the optimization of mining, energy production and environmental engineering. 2. The
improved efficiency of raw material mining and processing processes with the use of quality
control tracking from deposit modeling through the modeling of mining, transport and
final processing operations with regard to environmental issues. 3. Raw material solutions
for sustainable energy conversion and storage with “green power” sources. 4. Resource
recycling, efficiency and secondary raw materials’ management as a contribution to climate
change mitigation. 5. Strategies, the identification of sources, dispersion modeling and
methods of reducing and limiting air pollutant emissions to the atmosphere in the heating,
mining and energy industry. This article is a synthetical summary of the articles that are
part of the Special Issue, entitled “Modelling and Calculation of Raw Material Industry”.

The whole set of contributions of the Special Issue can be separated into three main
research topics:

(1) The generation of energy from alternative fuels [1–4];
(2) Studies on environmental aspects of activities in key sectors of the modern economy [5–9];
(3) Improvements in raw material industry processes [10–14].

The research methods applied to solve the investigated issues reflect the nature of these
main topics. In the papers that deal with fuels or wastes, laboratory tests were most com-
monly used—either with the use of standard procedures [4], with the application of typical
equipment innovatively used for specific tests [1,2,7] or with the use of dedicated testing
facilities, developed or tuned for the investigations that were performed [3,5,6,8]. The
analysis of the test results was confirmed using already-known theoretical equations [1,3,4],
experimentally identified dependencies (linear and non-linear regression) [1,3], advanced
methods of picture analysis [2] and spectral analyses [6,8]. The comparison of developed
models of investigated processes was supported with statistical analyses [3,7]. The spatial
distribution of measured parameters in situ was modeled with the use of the Arc-GIS Pro
tools [5,6].

Papers that address the topic of improvements in raw material industry processes
employed digital modeling of the technological equipment rather than laboratory tests.
Depending on the given scope of the research, the “digital twin” could be either of a
subassembly of a complex machinery [10], of a single object [11] or of a whole technological
system [12]. These digital representations of the analyzed objects were built either on the
basis of the specialized software environment implementing FEM [10], discrete simulation
methods [10,12] or on the basis of the diversified family of in-house software solutions that
are typical for aiding the design and analysis of less common technological objects [11,14].
The provision of better solutions for the more sustainable raw material processing does not
always require novel developments. A great deal of knowledge has already been gathered
by raw material industry companies. The formulation of the BAT guidelines could be
successfully supported with the help of thee proper classification of objects, methods and
procedures which have been truthfully verified against the versatile operational conditions
of the analyzed operations [13]. Physical experiments were also used in these papers, e.g.,
tests were performed using a large-scale model of heavy-duty mining equipment [14].

2. Brief Characteristics of Directions and Research Areas under Study

Traditional fuels and raw materials, hard coal, lignite and biomass still account for
28% of primary energy sources [15]. The abandonment of fossil fuels and the transition
to environmentally neutral energy sources will take decades; thus, it is vitally important
to process and use traditional raw materials as efficiently, cleanly and safely as possible.
Additionally, the retrofitting of existing solid fuels’ infrastructures is crucial for successful
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adaptation to the transfer to clean energy systems, in which, for example, solid recovered
fuels or hydrogen will play an important role. The use of solid fuels for energy and
electricity production raises numerous concerns related to the environmental cost, among
other concerns related to the emission of gaseous pollutants such as nitrogen oxides, NOx,
sulfur dioxide, SO2, and carbon dioxide CO2, which contribute to smog, acid rain, the
greenhouse gas effect and respiratory illnesses.

Among the important issues related to the assessment of the impact of processes—in
different areas of the economy—on the environment, there are issues related to, inter alia,
the characteristics of their course and conditions, the identification of emission sources,
impact assessment and technologies for limiting and reducing the pollution introduced
to the environment with particular emphasis on resource savings or their reuse. Further
issues are related to the modeling and calculation of the raw material industry.

Some technological processes in the raw material industry (such as sieving screens)
are made with the use of vibrating machines. These machines consume relatively large
amounts of energy and are prone to excessive wear. The innovative design of a vibrating
subassembly built of one motor and two coaxial unbalanced masses has been analyzed,
modeled and tuned to provide the realization of complex trajectories of motion that are
more technologically efficient for variable parameters of the treated media and energy
saving in sieving screens and other vibrating machines [10].

Continuous surface mining technology is declining in Europe due to the approaching
cessation of lignite fueled power generation. However, there is still a room to improve the
overall energy efficiency of mining processes. Under some technological arrangements in
which the overburden is transported several dozen meters down to a spreader operating
on a lower located dumping level, there it is possible to convert the potential gravitational
energy of conveyed-down overburden masses into electric energy [11]. The accurate calcu-
lations of the motion resistances of the downhill belt conveyors prove that depending on
the actual schedule of removing the overburden masses onto the dumpsite, the recuperative
overburden conveyor working in a generator mode can recover up to 60% of the potential
gravitational energy of dozens of million tons of overburden. The recuperative overburden
conveyors for downhill transport align with the targets of sustainable mining, which are
understood as gaining the maximum benefits from the exploited natural resources. Invest-
ments into the installation of regenerative inverters for electric power supply would be
paid off within 3–4 years.

Complex mining and transportation systems can be effectively analyzed and tuned
with the help of a “digital twin” built on the basis of discrete simulation methods [12].

A model based on a cyclical transportation system in a surface limestone mine, de-
veloped in the Haulsim software, served to evaluate alternative material transportation
scenarios depending on the quality of the deposit, with regard to mineral extraction con-
straints. The analysis was performed for the production period of one full year, allowing
for effective work and technological downtimes. The transportation model was built on
the DTM of a mine, which provided a clear visualization of mining and transportation
activities for the better understanding of developed solutions.

Mining aggregates and stones are still developing due to the growing demand from
roadworks and railroad investments. Natural dimension stone processing generates large
volumes of stone waste, causing a significant impact on the environment, as well as on the
efficiency and profitability of stone processing plants. Research into the classification of
the presented characteristics of dimension stone processing and the structure of the waste
production processes in analyzed mines accounts for a huge portion of the state-of-the-art
mining knowledge [13]. Stone waste constitutes 10–35% in relation to the quantity of the
processed stone material, with the quantity of sludge being even threefold greater than the
volume of solid scraps. Reducing the volume of stone waste is possible through improved
planning of stone production, while at the same time, the efficiency of stone material usage
can be maximized, and the most modern processing machines can be introduced.
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Hard coal mines in Poland employ longwall mining technology with powered roof
support. The raising depths of mined fields causes rising pressure on the roof-supporting
equipment, which is addressed by its more accurate design. The hydraulic leg is the
basic element that maintains the position of a powered roof support. It is located in the
structure between the canopy and the floor base. Large-scale tests regarding the hydraulic
leg provided valuable results that were compared with a theoretical analysis [14]. The
results of the theoretical analysis showed consistency with the experimental results.

In environmental areas, it is important to use new methods in the monitoring of
pollutants, which could be a complement to the traditional techniques used to measure
and model air pollution [5,6] or methods that are developments or new solutions in the
field of purification and removal techniques, including organic compounds and selected
metals (Zn (II) and Mn (II) from solutions [7,8] and studies regarding the physicochemical
properties of products obtained from used goods/products [9].

Analyzing the aspects associated with pollution reduction techniques, considerations
include the various methods of NOx reduction; the most widely recognized are so-called
primary measures such as burner optimization, air staging, fuel staging, low NOx burners
and flue gas recirculation. These methods, which come under the term low-emission
combustion techniques, are the most cost-effective; however, due to combustion with
air deficiencies, they cause the corrosion of boilers. Thus, fast and reliable corrosion
diagnostic techniques are becoming a necessity to maintain the security of the energy
supply for the power grid. Hardy et al. [2] summarized the state of the art regarding non-
destructive diagnostic methods for the corrosion risk assessment of industrial-scale boilers.
The authors described their developed systems of online monitoring of the boundary
layer gas composition which may help indicate the areas most susceptible to corrosion.
Furthermore, they reviewed fast screening techniques for corrosion effects and available
automatic systems with visual data processing. In conclusion, based on the collected
practical experience, they recommended the electromagnetic acoustic transducer technique
(EMAT) as a method that shows great potential and has the possibility of making quick
measurements without time-consuming surface cleaning.

The corrosion of boilers is exacerbated when combusting low-quality fuels such as
biomass high in potassium, K, phosphorus, P, and chlorine, Cl. Due to the relatively
low evaporation temperature, compounds containing these elements may evaporate in
the combustion chamber and condense on the superheater tubes. This phenomenon is
known as fouling and weakens the alloys that tubes are made of. In their work, Król
and Nowak-Woźny [4] presented two non-standard methods, i.e., a mechanical test and
pressure drop test, to predict the temperature at which ash becomes viscous and starts
fouling on the surfaces of heat exchangers. The comparison of the obtained results using
non-standard methods with the data obtained using the standard Leitz method showed a
linear relationship between them. Nevertheless, as indicated by the authors, the sintering
temperatures determined using non-standard methods were lower than those obtained
using the Leitz method, which seems to indicate the good potential of these tests for
practical usage to prevent the weakening of heat exchanger tubes due to fouling.

Although the problem of the negative influence of SO2 on the environment has been
known since the 17th century, an optimal desulfurization method has still not been devel-
oped. The number of proposed types of flue gas desulfurization installations is constantly
increasing, and one of the techniques of particular interest is the adsorption of SO2 on
carbonaceous materials. In their work, Kisiela-Czajka and Dziejarski [3] analyzed the SO2
removal process by adsorbing it on unburned carbon obtained from fly ash and commercial
activated carbons. The authors paid particular attention to the methods of determining
the kinetic parameters of the processes using linear and non-linear regression analysis.
They showed that regardless of the process conditions, linear regression more accurately
reflected the behavior of the adsorption system. Interestingly, it was also indicated that
the commonly used approach of minimizing the determination coefficient, R2, and/or
the correlation coefficient, R, does not provide the most valuable pairs of kinetic param-
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eters and cannot be treated as evidence of the existence of a particular mechanism of
adsorption reaction.

The gaseous pollutant that is causing particularly heated discussions at the moment
is CO2. Even though the impact of anthropogenic CO2 on the natural environment is
sometimes questioned, this pollution is subject to regulations, e.g., under the climate policy
of the European Union. One of the promising methods of reducing CO2 emissions while
using fossil fuels is the gasification technique. Combined with carbon capture, utilization
and storage, the concept of the gasification of fossil fuels in reactors in which CO2 is the
gasifying agent deserves special attention and has been intensively developed. In his work,
Czajka [1] analyzed the gasification process using thermogravimetric analyses. He paid
particular attention to the influence of thermal lag induced by the finite rate of heat transfer
on the progress, reaction rate and kinetics of the process. Experimental studies supported
by a modeling investigation indicated that the thermal lag was of importance from the
perspective of the char-CO2 reaction and has an impact on the kinetic parameters which
is greater than 20%. The performed analysis indicated that to obtain trustworthy results,
it is desirable to carry out thermogravimetric experiments with a low heating rate or to
recalculate results obtained at high heating rates with a model presented in the work, which
allows the determination of the true sample temperature.

3. Conclusions

The papers included in this Special Issue of Energies, entitled “Modelling and Cal-
culation of Raw Material Industry”, clearly prove that the investigations that addressed
problems in the raw material industry have successfully adopted novel research methods
and tools. As a result, there is an opportunity to improve the formerly environmen-
tally unfriendly industry to meet the expectations of achieving the targets of sustainable
operations—the decreased use of energy, quieter and safer processes, the maximization
of the use of mined deposits and materials’ recovery. Based on the solutions presented,
greenfield investment in the raw materials industry and the use of environmentally friendly
modern technological solutions can avoid most of the drawbacks and reduce the progres-
sive degradation of the environment.

Author Contributions: Conceptualization, K.C., R.K., W.K. and I.S.; methodology, K.C., R.K., W.K.
and I.S.; formal analysis, K.C., R.K., W.K. and I.S.; investigation, K.C., R.K., W.K. and I.S.; resources,
K.C., R.K., W.K. and I.S.; writing—original draft preparation, K.C., R.K., W.K. and I.S.; writing—
review and editing K.C., R.K., W.K. and I.S. All authors have read and agreed to the published version
of the manuscript.
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Abstract: Exploitation of lignite in continuous surface mines requires removing masses of overburden,
which are hauled to a dumpsite. There are some technological arrangements where the overburden
is transported several dozen meters down to a spreader operating on a lower located dumping
level. Depending on an angle of a declined transportation route, there is a possibility to convert the
potential gravitational energy of conveyed down overburden masses into electric energy. To recover
the maximum percentage of stored energy, an energy-effective and fully loaded belt conveyor should
work in a generator mode. Due to the implementation of such a solution, a lignite continuous surface
mine, which is a great electric energy consumer, can obtain the status of an electricity prosumer and
reduce its environmental impact, in particular demonstrating significant savings in primary energy
consumption. Though lignite surface mining is phasing out in Europe, the recuperative, overburden
conveyors for downhill transport match up the targets of sustainable mining, understood as getting
the maximum benefits from the exploited natural resources. According to the analyzed case study, an
investment into the installation of regenerative inverters for the electric power supply of the declined
overburden conveyor would pay off within 3–4 years.

Keywords: belt conveyor; prosumer; downhill transport of overburden; specific energy consumption;
recuperation; energy recovery rate

1. Introduction

Belt conveyors are extensively used in industrial bulk material transportation world-
wide. There are estimations that more than 2.5 million conveyors are in use [1,2]. Surface
lignite mines are arguably the users of the largest and the most complex belt conveyor
systems. The Energy Efficiency Act issued in 2016 [3], in line with the relevant directives
of the European Parliament [4], imposes on such large enterprises the obligation to per-
form periodic energy audits, which should document the improvements introduced to
reduce energy consumption, decreasing the “carbon footprint”. In surface mines, one of
the directions of this activity is recovering the potential gravitational energy in each case
of transporting overburden downhill. Belt conveyors, driven by electric motors, can be
easily converted into electricity-generating machines [5]. A flagship example of an energy
recovery belt transportation is a system of innovative belt conveyors in the Los Pelambres
copper ore mine in Chile. It generates up to 25 MW power on a 13 km route with a decline
of 1310 m and supplies this electric energy to the entire mine [6,7].

Articles [8,9] have introduced the concept of a potential gravitational energy deposit,
which exists as an accompanying deposit in the case of a mineral location in a mountain
area, from which the extracted material is transported down to a storage yard by a public
road or railway siding. For an aggregate deposit with an operational resource of 5 million
tons, from which the output is transported to a depot lying 200 m below the level of the
excavation, the potential gravitational energy resource is substantial 2.7 GWh (230 toe-
equivalent oil, in which fossil fuel savings are counted [3]). The percentage of yield of this

7



Energies 2021, 14, 4030

resource (a potential gravitational energy recovery) depends on the angle of declination of
a conveyor route, its energy efficiency [8], and the implementation of the potential energy
recovery-oriented haulage technology, consisting of avoiding its idle or low-efficiency
working mode [8]. In the aggregate mines, the movement of heavy mining vehicles
(exhaust gases, vibrations, destruction of roads) has a negative impact on the environment
and may even prevent the exploitation of the mineral. It has been identified as a reason
for the “annihilation of resources” even in barely populated areas in Norway [10]. The
replacement of heavy trucks with belt conveyors allows eliminating these problems.

Unlike rock mining, belt conveyor transportation systems have always been commonly
used in continuous surface lignite mines. Though these mines are mostly located on a
flat area, due to their depth and specific technological arrangements, there are various
possibilities to convey large amounts of overburden downhill by declined conveyors.

Continuous lignite surface mining is phasing out in Europe due to the EU climate
action and the European Green Deal [11]. However, some 380 million tons of lignite is
still mined annually in open cast operations [12]. Approximately 1 billion cubic meters
(cbm) of overburden has to be removed annually to allow these lignite operations. Some
of the overburden volumes (and masses) are conveyed downhill, which will be even
more extensive during the oncoming closure works. Due to the implementation of such a
solution, a lignite continuous surface mine, which is a great electric energy consumer, can
obtain the status of an electricity prosumer and reduce its environmental impact (certified
by so-called “white certificates” of saved energy [3]).

The efficiency of the conveyor operation in energy recuperation mode depends on
the slope angle of the descending conveyor route profile and the actual capacity of the
conveyor. The maximum use of the gravity of the transported material is favored by
achieving low motion resistance of the main belt conveyors equipped with energy-efficient
conveyor belts, rigidly mounted, energy-saving roller sets, and proper belt guidance [1].
For the conveyor transporting downwards, the balance of the component gravity force of
the excavated material and aggregated resistance to motion is crucial [13]. The goal of this
paper is to reveal the opportunity to mine the potential gravitational energy reserves in the
lignite surface mines during their exploitation and post-closure phases.

2. Materials and Methods

The basis of the study originated from the complexity and variability of overburden
removal conveyor systems in lignite continuous surface mines, which have to be rearranged
several times over the life of a mine to keep transportation costs low [14]. In Figure 1,
the schematic sections of a continuous surface mine show the three typical technological
layouts of removing volumes of overburden downhill to the dumping levels.

The overburden removed from the upper overburden levels is often placed down
the transportation ramp to the dumping levels on the lower elevation (Figure 1a). This
configuration of the haulage route “creates” a potential gravitational energy deposit, and a
declined conveyor installed on the transportation ramp can work in a regenerative mode.
The differences in elevations are moderate, assuming conservatively not more than the
height of 3–4 mining levels, i.e., 60–80 m. However, the continuous surface mines are mostly
large, and from each overburden level, at least a few million cbm of overburden is removed
annually (with an average density of about 1700 kg/cbm). Therefore, this transportation
arrangement “creates” a potential gravitational energy resource of 1 GWh per year on each
mining level. Although the amount of energy recovered is small in comparison to that
consumed by the lignite coal mine transport system, this recovery allows obtaining the
status of an energy prosumer, valuable not only due to money savings but also due to the
growing importance of a corporate social responsibility [15].
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Figure 1. A schematic section through a continuous surface mine with various arrangements of overburden removal
enabling the recovery of potential gravitational energy (red, black, green arrows–coal, overburden horizontal, overburden
declined conveyors, respectively; yellow profile lines–dump sites, crossed hammers–exploitation levels); (a) Removing
overburden volumes from mining levels to an in-pit dumping levels, (b) Translocation of overburden volumes previously
temporarily dumped on a foreground to the final in-pit dumping levels, (c) partially liquidation of an external dump for the
needs of reclamation earthworks of a post-mining void (shallowing and slopes forming)

Another technological arrangement suitable for electric energy recovery is the re-
location of the overburden from a temporary dumpsite located on a foreground of the
pit advance (Figure 1b) or from an external dump after the mine closure (Figure 1c). In
both cases, there are anthropogenic potential gravitational energy deposits, which were
previously built against a large amount of consumed energy. Both cases will become
more feasible soon when, due to the European Green Deal policy, lignite mining will be
put into the closure stage. Reclamation of the closed mining voids will require massive
earthworks [16]. Then there is a possibility of a partial recovery of electricity previously
used during the temporary dumping.

Therefore, after identifying the possibility for recovery of potential gravitational energy
of the overburden in accordance with the excavation development plan (or relocation of
the dumping ground), the conveyors can be properly configured on the distribution
point (on the transportation ramp) with the installation of automatic drive control for
maximum energy recuperation. Depending on the actual load, a declined conveyor works
either in the mode of driving or braking the belt (generator operation). Though it brings
increased design and operational difficulties [17], the development of automation, multi-
channel monitoring of the conveyor’s operation, signaling of emerging and expected
threats [18], and improved calculation methods come with the help [17,19]. Regenerative
drives equipped with frequency converters for energy recovery are available to control the
operation of variable load drive. During braking, energy is returned to the mains instead of
being converted into heat (wasted) using braking resistors (as it is still common nowadays).
The recovered energy can be returned to the network in prosumer mode or used locally,
e.g., to supply electricity to other nearby installed devices.

In Polish surface lignite mines, haulage of overburden is carried out mainly with
high-performance B1800 or B2250 (belt width in millimeters) conveyors with steel-cord
belts running with a speed of 5.25–5.9 m/s [20]. Overburden is excavated by bucket-wheel
excavators with long periods of work with stable performance (Figure 2), in accordance
with the current overburden removal schedule [20,21].
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The widely adopted measure of a belt conveyor efficiency is its specific energy con-
sumption (SEC)—an amount of energy needed to move 1 kg of conveyed material for a
distance of 1 m. Having obtained measurements of actual power and capacity of a belt
conveyor, it can be calculated from the equation [13]:

SEC =
N
.

M·L

[
W·s
kg·m =

N
kg

]
(1)

where: N–drive power, W;
.

M–actual capacity, kg/s; L–conveyor length, m.
The drive power reflects the actual belt conveyor resistances to motion. These are

divided into primary (or main) resistances that occur along the whole conveyor route, sec-
ondary (exerted at the head and tail stations–on pulleys, loading points, cleaning devices)
resistance, and lift resistance. After converting (1) into the equation with resistances to the
motion, we get [13]:

SEC =
Wmain
M·η +

Wsecondary

M·η +
g
η
·sinδ (2)

where: W–resistance to motion, W; M–total mass of the transported material on a conveyor,
kg; η–drive efficiency; g = 9.80665 m/s2; δ–angle of inclination of a belt conveyor route

The total mass of the transported material on the conveyor equals:

M =
L·

.
M

v
(3)

where: v–conveyor belt speed, m/s
After applying (3) to (2), we get the equation of the components of specific energy

consumption:

SEC =
v

L·
.

M·η

(
Wmain + Wsecondary

)
+

g
η
·sinδ (4)

or : SEC = SECmain + SECsecondary +
g
η
·sinδ (5)

The SECmain and SECsecondary decrease with the rising actual capacity with regard to
the actual parameters of a belt conveyor [9]. The SECsecondary decreases with the increasing
conveyor length. The positive or negative value of the SEC depends on the actual balance
of these components. The negative values represent the regenerative mode of operation.
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In order to determine the area of possible energy recuperation with the overburden
conveyor, simulation calculations of motion resistances with the necessary drive power for
route variants after a fall with a moderate slope of 2 to 7 degrees were performed. A route
length of about 600 m was adopted, suitable for a conveyor working on a transportation
ramp (see Figure 1). In the calculations, the specialized QNK-TT software for calculat-
ing belt conveyors’ motion resistances and drive power demand was used. Unlike the
simplified standard algorithms, the QNK-TT software uses the more accurate method of
calculating individual components of the main resistances to motion [17,19]. This is done
on the basis of the theoretical analysis of the energy dissipation processes in a conveyor
belt and the material load stream, and the analysis of the interaction between the belt and
idlers. The investigations were validated against the numerous laboratory and industrial
tests [22,23] and eventually resulted in verified algorithms for calculating motion resis-
tances. In the QNK-TT program, a large set of data of a belt, transported bulk material,
and the design characteristics of a conveyor, as well as its specific operating conditions, are
used, and calculation results allow analyzing the impact of selected parameters on the belt
conveyor drive power requirement.

The following conveyor parameters were adopted:

• Steel-cord belt B1800 ST 3150 (12 + 7), 79.4 kg/m, belt speed: 5.9 m/s
• Idlers: upper (carry): rigidly mounted, with a troughing angle of 45◦ and a spacing of

1.25 m, bottom: V-type with a spacing of 3 m; standard rotating resistance (appr. 4.5 N
for each roller)

• Power units (4 × 630 or 2 × 800 kW) at the tail head station, controlled by an inverter,
• Belt take-up at the head station,
• Reference ambient temperature of 11 ◦C, low belt mistracking, good operating conditions
• Transported overburden: density 1700 kg/cbm; maximum capacity: 8800 cbm/h

(13,500 t/h).

The lack of belt mistracking and good operating conditions are typical for main
conveyors working on transportation ramps in large continuous lignite surface mines that
are maintained by a highly professional staff. Motion resistance and drive power (positive
or negative) were calculated for the adopted variants of the route inclination downward,
assuming the belt tension force was fixed for the maximum load of transported material.
The drive power map presents the results of the balance of power calculated at the drive
pulley shaft (Figure 3).

The area of positive power (conveyor is driven) shown in Figure 3 above the level of
0 MW indicated that the conveyor with an angle of inclination downward up to −3◦ is not
suitable for energy recovery. Larger angles of the route inclination downward (from −4◦ to
−7◦) allow energy recuperation in a sufficiently wide performance range, assuming that
the actual conveyor capacity exceeds 10% of the maximum one. The graph above shows
the isolines of calculated power values for the stabilized transported overburden stream,
which is typical for overburden removal (see Figure 2). However, for uneven streams, the
resistance to motion increased (up to 10% [20]), which decreased the amount of recuperated
energy. In addition, any maintenance failures (e.g., worn idlers, belt mistracking) or low
ambient temperature cause an increase in the respective components of motion resistances.
These factors will also reduce the capability of energy recovery.

The values of power ranges of the main drive are illustrative for the technical staff.
For the needs of an assessment of the recovery rate of the potential gravitational energy of
conveyed down overburden masses, the map of energy recovery is more useful (Figure 4).

In Figure 4, only the area of the energy recovery rate exceeding 10% is mapped. Such
a map can be used for scheduling the overburden removal in order to keep the actual
conveyor capacity within the area of a high energy recovery rate.
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3. Results

The graph of positive or negative drive power of the overburden conveyor working on
the transportation ramp presented in the previous point presents the general possibilities
of electricity recuperation from overburden haulage. In each case, they should be estimated
on the basis of specific plans for the advance of mining and dumping fields, containing
the expected overburden volumes, which would be directed from the given overburden
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mining levels to the dumper operating on the lower elevation. It has to be pointed out that
the overburden dumping plans are developed according to the geotechnical requirements,
and the material from a given mining level can be sent to various dumping levels in order
to secure the stability of the dumping slope [18]. In a large surface mine consisting of
several mining and dumping levels, various configurations of dumping the overburden
are used.

Assume that the collective overburden conveyor (length 565 m, average downward
slope angle −7.2◦) is fed on three successive overburden levels (marked A, B, C from the
top; each mining level is 20 m high, the head station is positioned 70 m down from the
top A level) by horizontal conveyors loaded with overburden directly from bucket-wheel
excavator class KWK 1500 with a nominal capacity of 4200 cbm/h (see Figure 5). A, B,
C excavators work for long periods with stable performance, according to the current
disposition. The conveyor works 2000 h a year. Each excavator removes annually some
4 million cubic meters of overburden, which is transported to this conveyor. Excavators
can work in different systems: all (but with limited capacity), two of three (with different
levels of performance), or one of three. The actual working mode of the excavators and the
actual capacity are not random as they are controlled from the mine control room by a shift
dispatcher. Unlike the quality parameters driven by control of selective lignite mining in
the case of mining the overburden benches, the dispatcher is obliged to follow the daily
overburden removal schedule and maintain the overall energy efficiency of machinery and
transportation equipment.
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Figure 5. The profile of the study route of the overburden conveyor on the ramp, receiving overburden at three loading
points on three subsequent mining levels, which is discharged at its head (source: QNK-TT).

For these assumptions, 10 modes of excavating overburden by excavators A, B, C were
adopted, supplying the declined conveyor with a stabilized bulk stream controlled by the
dispatcher. Modes 1–3 represent the loading by a single excavator digging at its top output,
modes 4–6 and 8–10-loading by two excavators at the limited or partly limited output,
while mode 7-equal loading by all three excavators (however with the limited output each).
Idle or low duty work of the main conveyor is not provided. If such periods of work took
place, then (according to the diagram in Figure 2) the conveyor would be driven, but then
transport tasks would practically not be carried out at all. It can therefore be assumed that
these would be additional hours of idle operation of the conveyor.

A hypothetical share of the working time of each of the accepted modes of work was
set so as to implement the overburden removal plan. Table 1 summarizes the data on
the output stream on the main, declined conveyor on the transportation ramp, and the
calculated resultant drive power for each mode of operation, as well as the total annual
values—the sum of the volume and mass of the overburden and the average drive power.

The declined conveyor on the transportation ramp transporting overburden from three
upper mining levels to the most bottom dumping level generates approximately 790 kW
(weighted average value against the presumed distribution of the supplied volumes). This
means that it could produce nearly 1.6 GWh of “green” electricity per year (equivalent
to some 140 toe) from the total 2.8 GWh of the combined potential gravitational energy

13



Energies 2021, 14, 4030

accumulated on the overburden mining levels A, B, and C (calculated with regard to the
elevation of the conveyor discharge point at its head pulley). The average energy recovery
rate reaches some 54%. A similar amount of energy can be obtained from a 1 MW windmill,
whose construction cost, however, is about EUR 1 million.

Table 1. Variants of loading the analyzed conveyor on a ramp with overburden stream from three excavators A, B, C at
subsequent mining levels (the conveyor is discharged at its head) and the resulting drive power.

Mining Levels Supply
(Volumes, Tonnages)

Mode of Loading Overburden on Levels A, B, C and Its Presumed Share of the Operation Time

1 2 3 4 5 6 7 8 9 10

0.075 0.075 0.075 0.1 0.1 0.1 0.25 0.075 0.075 0.075

A
cbm/h 4200 0 0 3000 4200 0 2500 2500 0 2500

tonnes/h 7140 0 0 5100 7140 0 4250 4250 0 4250

B
cbm/h 0 4200 0 0 3000 4200 2500 0 2500 2500

tonnes/h 0 7140 0 0 5100 7140 4250 0 4250 4250

C
cbm/h 0 0 4200 4200 0 3000 2500 2500 2500 0

tonnes/h 0 0 7140 7140 0 5100 4250 4250 4250 0

A + B + C
cbm/h 4200 4200 4200 7200 7200 7200 7500 5000 5000 5000

tonnes/h 7140 7140 7140 12,240 12,240 12,240 12,750 8500 8500 8500

Calculated drive power, kW −702 −486 −170 −847 −1229 −806 −1048 −586 −485 −788

potential energy recovery, % 52 50 29 54 60 58 60 51 52 57

For the listed above working modes of excavators on mining levels, very different
levels of energy recovery were obtained. It should be assumed that in the “control room”
of a given mine, an appropriate panel would appear with parameters of energy recovery
by the conveyor (s) in recuperation mode so that the dispatcher could properly manage the
work of removing the overburden.

The declined conveyor on the transportation ramp is often discharged on its route—not
at its head pulley (see Figure 1) in order to supply the overburden to the selected dumping
level. Can it still generate energy, then? The following table presents the hypothetical
results of drive power demand for two variants of unloading the downhill conveyor: 1 or 2
mining levels below the second exploitation level (see Figure 6).

When a conveyor is discharged on its route, the moving discharge station is installed
on the construction. The belt is lifted there from the top idlers and wrapped on two pulleys–
the first is the discharging one, and the second puts the emptied belt on the top idlers again
to let it go to the head pulley. The station creates additional resistances to motion that have
to be taken into account for calculations of the drive power. Again, the hypothetical share
of the working time of each of the accepted modes of work is implemented according to
the possible overburden removal plan. Table 2 summarizes the results of simulating the
transportation work of the conveyor, which supplies alternatively two dumping levels.

Under such arrangements, the declined conveyor generates less energy—approximately
530 kW (weighted average value). It equals 1.06 GWh of “green” electricity per year out
of the total 2.3 GWh of the combined potential gravitational energy accumulated on the
overburden mining levels A and B (calculated with regard to the actual elevation of the
conveyor discharge point as showed in Figure 5). In this case, the average energy recovery
rate equals 45%. Each alternative arrangement of the actual loading and discharging of
the downhill conveyor can be easily checked against the available energy recovery rate.
These calculations should be taken into consideration for the energy recuperating oriented
planning of dumping operations. Overburden is often scattered by a spreader positioned
on the upper dumping level (higher than necessary), and the dumped material falls from a
big height onto the ground. It causes both the loss of the potential gravitational energy and
also excessive dust contamination of the dumped material.
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Figure 6. The profile of the study route of the overburden conveyor, loaded on two subsequent mining levels and being
alternatively discharged on its route: (a) 1 mining level below the second loading point, (b) 2 mining levels below the
second loading point (source: QNK-TT).

Table 2. Variants of loading the analyzed conveyor on a ramp with an overburden stream from two excavators, A and B, at
subsequent mining levels (the conveyor is discharged on its route) and the resulting drive power.

Mining Levels Supply
(Volumes, Tonnages)

Mode of Loading Overburden on Levels A and B and Its Presumed Share of the
Operation Time

1 2 3 4 5 6 7 8 9 10

0.075 0.1 0.15 0.1 0.075 0.075 0.1 0.15 0.1 0.075

A
cbm/h 4200 4200 2500 3750 0 4200 4200 2500 3750 0

tonnes/h 7140 7140 4250 6375 0 7140 7140 4250 6375 0

B
cbm/h 0 4200 2500 3750 4200 0 4200 2500 3750 4200

tonnes/h 0 7140 4250 6375 7140 0 7140 4250 6375 7140

A + B
cbm/h 4200 8400 5000 7500 4200 4200 8400 5000 7500 4200

tonnes/h 7140 14,280 8500 12,750 7140 7140 14,280 8500 12,750 7140

Calculated drive power, kW −256 −547 −251 −469 −41 −569 −1169 −623 −1024 −354

potential energy recovery, % 33 47 36 45 11 49 60 54 59 46

Position of the discharge station 1 level below the B mining level
(−40 m from the level A–see Figure 5a)

2 levels below the B mining level
(−60 m from level A–see Figure 5b)

The actual removal plan can be easily applied to provide more accurate estimations of
electric energy generated on the transportation ramp. If there is a decision to relocate vol-
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umes of overburden from the temporary dumpsite to the bottom of the final pit (Figure 1c),
the mine can recover some electric energy after the closure of exploitation.

The cost of implementation of power supply with a regenerative inverter can be
estimated to EURO 100 thousand for each drive unit. The large conveyors are usually
driven by 2 or 3 drive units that give EUR 200–300 thousand of the investment costs. The
rising wholesale energy price in Poland is reaching some EURO 80 per MWh, which means
that the investment would pay off in 3–4 years, not to mention the value of obtained “white
certificates” of saved energy [3]. After finishing the opportunity of transporting masses
of overburden downhill, the regenerative inverter equipment can be easily dismantled
and installed on another conveyor because large lignite belt conveyor systems are usually
constructed from unified equipment, including their drive units.

Producing “green” energy is also synonymous with reducing energy production from
fossil fuels, which, according to KOBIZE [24], is convertible into reducing CO2 emissions
and pollutants [8,24]. The obtained indicators provide valuable input for energy audits
and reports on the reduction in environmental impact by the mine.

4. Conclusions

A declined belt conveyor is a mining machine that exploits potential gravitational
energy. In a case of a continuous surface lignite mine, depending on the given technology
of removing, dumping, and relocating volumes of overburden, it may be possible to
recuperate the energy of the overburden transported from the upper mining levels (or from
a temporary dumpsite) to the located lower spreader on the dumping level. Depending
on the actual mine layout and advance, significant amounts of recovered energy can be
obtained from the transported overburden massive masses for lignite mines.

Equipping the declined conveyor (operating on a transportation ramp at a distribution
point) with the possibility of generator operation with appropriate automation of electricity
recovery along with dedicated dispatching management procedures on given overburden
levels to keep the energy recovery rate high will allow for the production of “green”
electricity. The lignite mine will then become a prosumer of electricity, which has both
practical (revenue from sales of energy) and public relations image significance.

According to the analyzed case study, an investment into the installation of regenera-
tive inverters for the electric power supply of the declined overburden conveyor would
pay off within 3–4 years.

The conveyor recuperating energy cannot waste its drive power on unnecessary mo-
tion resistances caused by worn elements or poor operational conditions. The calculations
made in this paper were done for typical belt conveyor layout and equipment but with no
allowance for additional wastes of energy. The use of an accurate method of calculating
belt conveyor resistance to motion is vital to give the proper assessment of possible energy
recovery. It must be noted that the efficiency of conversion of the recovered mechanical
energy into the electric one has not been analyzed as it depends on the applied solution of
conveyor drive units control equipment.

Lignite surface mining operations are extensive electric energy consumers. Sustain-
able mining operations require not only to cut all unnecessary energy consumption but
also—if possible—to recover the potential gravitational energy from exploited masses
of overburden. Even in the phasing out of the lignite mining in Europe, there is still an
opportunity to recover energy during the reclamation works of post-mining voids.
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Abstract: The article presents an analysis of the influence of selected operating environment parame-
ters on the operation of a technological system in a mine and examines the profitability of exploiting a
deposit of low quality. A model based on a cyclical transportation system in a surface limestone mine,
developed in the Haulsim software, served to evaluate—from an economic perspective—several
material transportation scenarios depending on the quality of the deposit. A discrete simulation
of machine operation allowed a detailed analysis of the technological, operating and economic
parameters for selected solutions. The results may be the basis for a decision to begin or to resign
from mineral extraction. The simulation results demonstrate that maintaining the operating environ-
ment in good technical condition positively influences machine operating cycle times, the required
total time of the transportation task and the operating costs. The analysis was performed for the
production period of one full year, allowing for the effective work and technological downtimes.
This approach allowed the usefulness of the model to be demonstrated in evaluating not only the
effectiveness of individual technological procedures but also its economic aspect, related to a decision
on the exploitation of “difficult” deposits.

Keywords: discrete event simulation; quarry; mine machine; cost of production

1. Introduction

In rock raw material mining, the extraction methods and the mining and geological
conditions necessitate the use of technological (machine) systems predominantly based
on road vehicle transportation with adequately selected loading machines and processing
devices. A rational selection of the elements of a technological system employing tech-
nological haul trucks and loading machines should be based on a detailed analysis of
technical and economic aspects, allow for the deposit conditions, and most importantly
reflect the influence of the operating environment on the use of a machine system [1,2].

An analysis of the profitability of deposit extraction and the included evaluation of
the effectiveness of the transport system may be viewed in relation to the planned (in
the case of the designed mines) or to the incurred (in the case of the already existing
mines) expenditures on machine operation (both the use and the ownership), depending
on the varied conditions of machine operating environments. This issue is of particular
importance in the period of a positive economic situation and constantly growing demand
for raw materials in construction. An increase in the price of raw materials allows deposits
previously considered low quality to be profitably mined. This issue is a classic problem of
natural resource economics and has been researched also for natural resources extracted
with the use of mining methods, for example for crude oil [3] and metals [4,5] with the
primary aim to identify an optimal production level and extraction cost or to decide on
leaving an unmined fragment of the deposit.
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A decision to mine new fragments of deposits, e.g., those of low quality, requires an
in-depth economic analysis, as it necessitates, prior to such an activity, a reconfiguration of
transport routes and a modification of the number of machines involved in the production
process, in order to allow the mined material to be transported from new mining faces. An
increase in the volume of the transported materials results in lowered unit costs, and thus
the extraction of raw materials previously considered unprofitable may prove economical,
for example by changing the streams of the mined material within the system (e.g., the
limiting of waste transported to the waste heap). This article analyzes the influence of the
content of the intermediate product (having a potential for further use) on the efficiency
and other operating and economic parameters of the transport system, while placing an
emphasis on the correlation with the operating environment, primarily in the context of
the energy consumption of a transport system.

The purpose of this research was to offer a reliable simulation model of the actual
machine operating conditions and to investigate the influence of selected parameters on
the efficiency and cost of transporting intermediate products. The analysis also included
the aspect of the reliability of a machine system and its influence on the technological
parameters of road transport. The constructed models of actual operating environment
and its modifications served to compare variants of the functioning of a machine system
in relationship to the operating conditions. Such simulations may inform operational
decisions in existing mining plants and aid the design process in the case of their expansion.

Extraction of raw materials is related to numerous technological processes, and there-
fore the influence of individual factors on these processes and the search of optimal solu-
tions have been the object of interest for a number of authors and have revolved around
various aspects of mining operations. The operating effectiveness of a mine is mostly influ-
enced by the transportation costs, which account for 50–60% of the total mining costs [6].
The most frequently analyzed problems are related to the interaction between machines
as part of performing a sequence of operations in the technological cycle or of selecting
an appropriate type of technical equipment. Trivedi et al. [7] discussed the problem of
interaction between machines as a problem typical of operations research, by analyzing the
waiting time for the loading/unloading of haul trucks. The arrival and service times for
successive machines define in such case a waiting line system, which can be optimized by
selecting appropriate machines in order to achieve a measurable economic effect.

Technological systems in mining industry are optimized by implementing various
methods based on operations research [8]. The Dijkstra algorithm for defining transporta-
tion routes in a mine was used in [9] to demonstrate the influence of selecting roads having
particular parameters, e.g., inclination, on the transport cycle times. A waiting line system
consisting of machines operated in a technological system of a mine was analyzed by
Krause et al. [10], who suggested the application of a model based on a waiting line analy-
sis (Finite Source Model) in designing the size of the machinery fleet in a mine. Differences
in the approach to short and long-term modeling have been explored using mixed integer
linear goal programming for optimal shovel and truck application in an oil sand deposit
case [11].

Transportation processes may be optimized in order to meet instantaneously defined
needs of a mining plant [12] or to aid short-term planning of operations. The authors
of [13] demonstrated that a combination of discrete simulations of operating mining objects
and process optimization models, which allow for, e.g., the limitations due to long-term
planning, enables analyses of the influence of any selected factors on, e.g., the global costs,
the process efficiency or the output of a mine.

Issues related to the selection of mining machines for the mining plant analyzed in
this work were already discussed in [14]. The publication presents a method of multi-
criteria decision support allowing for eight criteria divided into the areas of technology,
environment and economy. A mixed model proposed by [15] for optimizing machinery
selection involves the economic and technological factors and demonstrates the potential
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for reducing costs and increasing the net present value (NPV) of the project while also
reducing greenhouse gas (GHG) emissions.

In the case of mining transportation systems, the problem of energy efficiency is of
key importance for evaluating the effectiveness and cost-efficiency of transport. From
the perspective of a global optimization of a mining plant, it will relate to the selection of
the fleet of machines and their further operation [8,16]. In the case of transport systems
using belt conveyors, the issue of energy-efficiency revolves around the application of
certain technical solutions, such as belt management based on diagnostic systems [17],
energy-efficient idler sets [18], or energy recovery by implementing inverters on conveyors
transporting material in a downward direction [19].

The selection of machinery for the transportation system may be also analyzed from
the perspective of the quality of the transported material [20]. A search for optimal
technological solutions may result in the replacement of machines, a change of the location
in the mine or a modification of a technological system. An example of such decisions
is the replacement of stationary crushers with a combination of smaller mobile crushers
which can be operated more elastically [21].

The failure rate of machines in the technological systems is one of the elements
influencing the correct long-term simulation of the operations of the mine analyzed in
this article. For one of the copper mines [22], machine failure rate was analyzed with the
use of the Monte Carlo simulation, in which failure processes were modeled in order to
demonstrate the key factors influencing long-term operational availability of the machines.
In turn, preventive maintenance of mining equipment was described by Angeles et al. [23].
Topal et al. drew attention to the high operating costs associated with the use of wheeled
transport and pointed out that production planning is very important considering the age
of the machines and their availability [24].

Transportation roads were simulated and analyzed in [25], where geotechnical tests
served to provide a mine with an optimal solution which allowed for the size of the
employed haul trucks.

Saderowa et al. [26] developed simulated transport models, that they compared with
analytical solutions and demonstrated the potential of such an approach in analyzing
classic transportation systems in an aggregate mine employing haul trucks and loaders.
The analysis was performed for various transport distances and operating periods, in
dedicated software. Simulation models were also applied in the calculations of railway-
based material transportation, and they allowed the authors to confirm the results obtained
with the help of classic mathematical calculations [27]. Straka et al. [28] performed a
long-term analysis of transport for an operating period of half a year in a mine, together
with a description of the principles to be followed when constructing objects and their
relationships, as well as when calculating the demand for railway transport. Amin et al. [29]
used the Simio software to simulate transport in a limestone mine, searching for an optimal
solution to minimize the number of machines. The Monte Carlo simulation was also used
in an analysis of a tar sand mine, in which the machinery fleet was modeled on the basis of
both the variability of the time for performing technological procedures and the production
plan and the transport road network [30].

In conclusion: research into the broadly understood operational effectiveness of
mining plants has been a popular area for the implementation of process modeling due to
the complex character of the technological processes, variable operating conditions and the
number of factors influencing the final economic effect. The authors of this article focus on
yet another issue, which involves a complex evaluation of the influence of the production
environment on mining operations in a low-quality deposit. Depending on the content of
the valuable component, such a deposit necessitates the transportation of different material
volumes, and in addition, variable factors significantly influence the profitability of the
mining operations.
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2. Materials and Methods

The analysis of the mining process and of the operation of the machine system was
performed for a limestone deposit owned by a surface mine located in northwest Poland.
The deposit has karst interlayers, and thus an average 20% of the mined rock is classified
as non-technological material (NTM), which cannot be processed and which is treated as
waste in the deposit. This material still needs to be transported to the waste heap, which
increases the mining costs.

Figure 1 shows the actual view of the Kujawy mining plant. The central part of the
figure presents the main excavation of the mine, with the successive transport ramps
leading to it. The overburden and the NTM from the production processes is stored in the
“Bielawy” waste heap located in the southeast.
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Figure 1. Limestone exploitation area and processing plant in the Kujawy mine and its location in Poland.
Available online: https://www.geoportal.gov.pl/ (accessed on 7 September 2021) source: geoportal.com.

The simulation experiment was based on an assumption that depending on the price
of the final product, the extraction of the deposit may be economically viable for the content
of interlayers between 10% and 40%, which corresponds to the content of intermediate
product in the deposit at 60–90%. An assumption was also made that the material extracted
from the face should be subjected to preliminary crushing in order to remove grains
containing karst 0–40 mm in size, as the fraction suitable for further use in the technological
process (the intermediate product) has a grain size greater than 40 mm.

Based on the obtained ground surface model (triangle mesh) and transport road
network (additional layer), the Haulsim software was used to build a spatial model com-
prising separately defined sections forming a network of technological roads (Figure 2).
The problem was analyzed with the use of an academic license granted by RPM Soft-
ware. The modeled transport road system is a coherent entity in which each end point
of a road section is simultaneously a start point for another section. The geometry of the
characteristic sections is constant (a straight section, a curve, an inclined plane), and the
accuracy of the model ensures an increased number of marked sections. This fact allows
a precise reconstruction of the road geometry, including its actual longitudinal profile.
In such an approach the actual vertical curve of the section is not significantly different
than the curve defined in the model. It is thus possible to discretize the model of the
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extraction environment corresponding to the conditions in the actual mining plant, which
is of importance for the actual modeling of the movement components of the haul trucks.
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Figure 2. Spatial model of mine: top view (a) and simulated mine fragment with indicated transport roads and locations of
basic technological procedures (b).

The model is additionally provided with the defined loading and unloading points,
the waste heap, the crushing and storage locations of the material ready for sale, and the
facilities important for the functioning of the machinery fleet, i.e., the repair station, the
fuel station, etc.

The transport process was analyzed for the part of the deposit (bold selected: Figure 2a)
designated with letter A (Figure 2b), in which the material is mined with the blasting tech-
nique and transported to the processing plant (B). In the processing plant, the material
transported on haul trucks is fed to the Powerscreen Premiertrak 1100 × 800 crusher, where
it is separated into two fractions:

• >40 mm—the product for sale—after processing it is transported via a belt conveyor
to the storage site (D)

• Non-technological material (0–40 mm), which is transported on haul trucks to the
external “Bielawy” waste heap (C).

The total length of the technological transport road in the analyzed part of the mine site
is approximately 5000 m. All of the sections inside and outside the production excavations
comprise different types of surface, its condition depending inter alia on the season of the
year and atmospheric precipitation. It is maintained in good condition with the use of a
subgrader machine and by filling the irregularities with the aggregate available on site.

In order to demonstrate what influence the mining environment, i.e., the type of the
surface and the inclination of the road sections for the assumed deposit conditions, has on
the efficiency and on the profitability of the transportation process, four simulation models
were defined: a base model and two scenarios—with a road surface characterized by higher
and lower rolling resistance. In the additional road network model (variant 4), the rolling
resistance and inclinations of individual sections were defined as optimal for technological
roads in the mine—the rolling resistance was assumed equal to that of improved roads
(the rolling resistance of 2.5%), and the inclination of the transport ramps is constant along
the road section. The model allows the identification of the limit for the influence of the
possible changes in the road quality on the technological procedure times and as a result
on the transportation costs and efficiencies.
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Models of the transport processes involved two transport roads. The first haulage
road extends between the face designated as Face/Hauler Loading and the mobile crusher
located at a belt conveyor transporting the intermediate product (the valuable material)
to the processing plant designated as ZPK Low Crusher. The road is 1089 m long and the
elevation difference is 29.5 m. The second road (2542 m in length) comprises the NTM
haulage cycle from the site at the mobile crusher to the “Bielawy” heap. Rolling resistances
for the transport roads were identified on the basis of an in situ analysis of individual road
sections. The parameters of the technological road and of the individual sections are shown
in Figure 3.
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Figure 3. Identified model transport roads (a) and rolling resistances (b) for individual road sections of the mine in the
base scenario.

The technological system was modeled with the actual machines used in the mine, i.e.,
with bucket wheel loaders Komatsu WA 600. The fleet of the machines used in transporting
the run-of-mine (ROM) material to the preliminary crushing, the NTM to the waste heap
and the intermediate product to the processing plant consisted of Komatsu Rigid Dump
Trucks HD465-7 having a capacity of 55 Mg. The data for the machines used in the
model were supplemented with the actual parameters from the operating and maintenance
manuals provided by the mine.

In the Haulsim models, the analyzed movement of the technological vehicles was
expressed as the energy consumption required to overcome main motion resistances of a
loaded and unloaded vehicle on the road according to a certain configuration. Depending
on the method for forcing the motion, the following components were identified:

• motion due to the driving force, which involves acceleration, motion at a constant
speed and deceleration,

• cornering and motion on an inclined road due to the component of the gravity force.

Consideration was also paid to important aspects related to other energy-consumption
components in technological road vehicle transportation, such as idling of the machine
in the loading and unloading points, as well as in the waiting line. The analysis did not
include the energy-consumption related to the operation of the engine needed to lift the
dump body filled with ROM material during unloading, because this was considered as a
constant energy output independent of the configuration of the operating environment.
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In order to reconstruct real operating conditions of machines over a long period
of operation, the operating times allowed for the failure process of the elements of the
machine system, separately for the loaders and for the haul trucks. The reliability of the
machinery fleet for the time period equal to one year (a total of 4000 operating hours was
assumed) was evaluated on the basis of an analysis of the full operation period equal to
14,000 operating hours for wheel loaders (Figure 4) and haul trucks (Figure 5). The analysis
included the failure intensity rate of the machinery fleet with allowance for the operation to
date (6–10 thousand operating hours). The failure process of the machines in the simulation
model was generated with the use of a distribution which best fitted the data from the
reliability analysis, i.e., with the use of the Weibull distribution [31–34].

1 

 

 

Figure 4 

 

Figure 5 

 

Figure 4. The failure intensity parameter for wheel loaders, for a total observation period of 14,000 h
of operation [33].

1 
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Figure 5. The failure intensity parameter for haul trucks, for the total observation period of 14,000 h
of operation [33].

The distribution of failure intensity was determined for all machines based on service
requests submitted to the restoration system. These requests included serious failures as
well as minor defects indicated and detected by the telemetry system or the operators.
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The Weibull distribution was also used to model unplanned maintenance downtime.
When defining the failure intensity distribution, the mean number of events per unit of
time was assumed to change with time, and in such case the number of defective objects is
defined and the time to failure is random.

The study was supplemented with an additional classification and analysis of the
costs representing the main components of the use and ownership of a machinery fleet, i.e.,

• costs of fuel,
• costs of lease,
• costs of the Total Maintenance and Repair (TMNR),
• costs of tires (for haul trucks),
• costs of labor—salaries.

For each configuration of the technological system, the analysis was based on an
assumed extraction level of 500 Mg per hour. The machines were also assumed to be in
lease and maintained by an external service partner of the manufacturer which leased the
machines. The investment costs related to the machines were assigned to the category of
owning costs and included as leasing costs, because the majority of machines operated in
mining industry is purchased with the use of this financing method. All of the machines
were operated in two working shifts, with the effective time Te = 7 h. The analyzed
machines were assumed to operate for 25 days per month, resulting in 350 working hours
per month.

The simulations were performed in four variants of the intermediate product content,
in the range 60–90% at 10% intervals. The content of the intermediate product translates
directly into the volume of the transported material, as all of the NTM must be transported
to the waste heap after the preliminary crushing process.

The model was validated in several stages, as the operating time of the machines
required adjustment due to the duration of individual technological procedures in relation
to the calendar time, which was de facto reconstructed in the simulated model. An example
of visualization of simulated processes is shown in Figure 6. The validation of the model
involved the following tasks:

1. Simulation of one transportation cycle, with allowance for:

• The loading time due to the number of loading cycles,
• The transport time involving:

the time of maneuvering the haul truck at the loading site;
the time of transporting the material to the unloading point;
the time of maneuvering at the unloading point;
the unloading time.

2. Simulation of the efficiency of the daily output, which allows for:

• Real working hours at the mining plant;
• Downtimes due to the cycle of production changes.

3. Simulation of the efficiency of the weekly and monthly outputs, which allows for:

• Weekend-related downtime and average number of days in a month.
• The need to control the process of transporting NTM from the crusher to the

waste heap in order to avoid the accumulation of excess stock.

4. Simulation for the annual output allowed for:

• Failure intensity of mining machines;
• Necessary downtime and time out of service due to planned and unplanned maintenance.
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Figure 6. The process of loading the material on the haul truck visualized against the network of
mine roads (removed layer in the terrain model) in the simulated model.

The four variants of the product-NTM ratios were provided with additional three models
allowing for different configurations of road qualities in the mine. In the base scenario, the
roads were assumed to be identical to the direct in situ observation in the mining plant. In the
modeled variants, the analysis of the operational environment took into account variation in
the rolling resistance due to the effect of precipitation, as well as seasonal variation. The rolling
resistance values for the individual road sections were given as average results from in situ
mine road surveys. The quality of the road was not analyzed in terms of the type of material
used for its construction because the input parameter in the model was the rolling resistance
(which is directly influenced by the road construction material).

In a scenario referred to as weak, all of the roads were assumed to have a quality
worse than in the base scenario, showing increased rolling resistance due to, e.g., transverse
and longitudinal irregularities and low wheel load capacity. In the optimistic scenario,
the roads were assumed to have a higher standard. In the additional scenario, the roads
were assumed to have the lowest rolling resistance available for technological roads and
the transport ramps—to have a constant inclination. A constantly inclined transport road
minimizes the number of changes of the operating modes of the drive systems in the haul
trucks, improving the transport economy. Table 1 summarizes the information on the
quality of the transport roads. In the simulations, the road quality was described with the
use of a basic parameter influencing transport effectiveness, i.e., with the rolling resistance
of wheels on various surfaces.

Table 1. Basic parameters of the haulage roads for ROM and NTM.

Parameter Road 1 Road 2

Length 1089 m 2542 m
Elevation difference 29.51 66.16
Average inclination 2.7% 2.6%

Average rolling resistance 1 3.04% 8.89%
1 Average weighted with the length of a section having a particular resistance.

For comparison, Figure 7 shows a view of the model of the transport routes divided
into individual sections for the variants with low and high road surface quality. They
demonstrate that the difference in the level of average rolling resistances between the
“good” and the “weak” surface remains within the range of 3.0–8.6% (Table 2). The road
sections having the highest surface quality in the “good” variant show a rolling resistance
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of 2.5%, and the sections having the lowest quality in the “weak” (degraded) variant show
9% rolling resistance for the haulage of ROM material from the face to the crusher. Mean
rolling resistance along the route from the crusher to the waste heap remains within the
range from 4.0% in the “good” variant to 10.5% in the “weak” variant. When considering
individual sections, the differences between the rolling resistances are even greater, within
a range from 2.5% to 16% (Table 3).
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Table 2. Rolling resistances of road sections in different modeled transport scenarios—road 1.

Road 1

Good Base Weak

Rolling
Resistance, %

Section
Lengths, m

Rolling
Resistance, %

Section
Lengths, m

Rolling
Resistance, %

Section
Lengths, m

2.5 86.5 4 144.1 6 144.0
3 827.0 6 944.5 9 944.5

3.5 175.1

Av. resist. 3.0% 5.7% 8.6%

Table 3. Rolling resistances of road sections in different modeled transport scenarios—road 2.

Road 2

Good Base Weak

Rolling
Resistance, %

Section
Lengths, m

Rolling
Resistance, %

Section
Lengths, m

Rolling
Resistance, %

Section
Lengths, m

2.5 51.1 4 108.7 6 108.7
3 827.0 5 1208.5 9 909.2

3.5 518.2 7 511.7 10 766.1
4 748.0 10 712.9 12 360.3
6 212.1 14 212.1
8 185.3 16 185.3

Av. resist. 4.0% 7.2% 10.5%

The estimation of the economic aspect of the modeling was possible by classifying
and analyzing the costs representing the main components of the use and ownership of the
machinery fleet (Table 4). The number of modeled machines was selected in accordance
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with the assumed parameters of the mining operations. The loading process was performed
by two loaders (one at the face and one on the site at the crusher) and by two haul trucks.
The costs of the loader at the crusher were assigned to the mining costs of the analyzed
fragment of the deposit only to an extent to which it performed works related to the deposit
(only direct loading tasks). The remaining machines performed the entire technological
process, and thus 100% of their operating costs were assigned to the mining costs.

Table 4. Costs of machinery fleet (in EUR).

Cost Loader Units WA 600 Haul Units Komatsu HD 465

Owning cost Per hour 16.30 13.42
Per year 142,800 117,564

Operating cost Per hour 19.40 20.75
Per year 169,944 181,770

Fuel Per hour 40.00 39.40

3. Results

A total number of 16 simulation models were constructed. They allowed a multi-
aspect and reliable evaluation of the product-NTM ratios, and most importantly an analysis
of the influence of the mining environment on the effectiveness of the processes measured
with efficiency, as well as with the total and unit cost.

The model validation process consisted of adjusting the operational availability time
of the machines to the observations in the simulation, i.e., to the advancement degree of
the technological process. This was performed in the dialog window of the software (see
Figure 8). The base model prepared in the first stage served to construct successive variants
of the models of the technological process, changing the content of the intermediate product
in the mined deposit. The manipulation of the quantity of ROM material in the transported
stream resulted in the change of the number of cycles along the haulage road to the waste
heap and consequently in the time of the entire transport task.

As in the case of the base model, with an increased number of transport cycles to
the waste heap, the successive model variants required independent (for each individual
model) regulation of the ratio between the output and the NTM in order to avoid the
overstock at the crusher.

The product-NTM ratio has a direct influence on the total operating costs, as it defined
the volume of the processed rock mass. For example, in the case of the 90% deposit quality,
10% of NTM is transported to the waste heap, while in the first place all of the ROM
material (100%) is transported from the face to the crusher by the haul trucks. Subsequently,
after crushing, 90% of the material is transported to the ZPK processing plant via the
belt conveyor, while the 10% of the material is transported to the waste heap with the
use of wheel transportation. Thus, the total transported masses are 110%. The necessity
to transport larger masses resulted in a greater number of transport cycles, which in
consequence increased the duration time of both the process and its simulation. In addition,
the configuration and the quality of the transport roads was demonstrated to have an
influence not only on fuel consumption but also on the reduction of the cycle time and on
the increase of the transport efficiency.

The total simulation time shown in Table 5 should be interpreted in relation to
10 months (300 calendar days, 250 working days) of the effective operating time of the
mine per one year. This fact indicates that at 20% NTM content the target transport system
(2 haul trucks + 2 loaders) is capable of performing the annual output plan only in the
variant in which the transport roads are of optimal quality. Depending on the quality of
the road, a greater percentage share of NTM will require a greater number of haul trucks.
The simulation also demonstrated that the base (actual) road quality does not ensure the
expected haulage over the planned time.
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Table 5. Operating time of the model in days (target time of 300 days).

Road Quality
Product—NTM Ratio

0.9 0.8 0.7 0.6

Weak 346.4 397.5 450.3 503.1

Base 317.1 362.1 403.5 450.3

Good 301.4 341.3 380.2 416.2

Optimal 269.3 303.1 333.5 367.2

The discrete simulation provided partial production costs—assigned to the unit of
time and to the operated object (machine)—which were then aggregated to the total costs
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of the transport cycle and the time of the transportation task. Figure 9 below shows a
representative model of the consumed fuel and its cost in relation to individual sections of
the road in the base (actual) variant and in the optimal scenario. An analogical model was
constructed for the two remaining simulation variants.
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Figure 9. Longitudinal profile of the transport road (a) versus fuel consumption (b) for individual road sections modeled in
the base scenario over one cycle of transporting NTM to the waste heap.

In the optimal scenario, the road inclination was defined as constant and therefore
the graph in Figure 10a is a straight line. Constant road inclination is one of the factors
influencing the regime of the haul trucks. The variability range of the fuel consumption is
nearly two-fold lower than in the case of the base scenario (Figure 9b vs. Figure 10b), and
the total fuel consumption by the haul truck per one transport cycle was 5.44 L, while in
the base scenario it was 7.71 L.
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The costs of the transport cycle were summed for the production shift and for the total
planned production volume. The results represent a complex analysis of the operational
costs depending on the operating environment (see Table 6). Such calculations may be-
come a basis for a decision to start or resign from extracting minerals from a low-quality
deposit, and in combination with the sale price it may provide a reliable estimation of
the future profit.

Table 6. Operational costs of transportation in the analyzed variants.

Road Quality
Product—NTM Ratio

0.9 0.8 0.7 0.6

Weak 325,184 389,592 446,751 514,083

Base 294,782 345,798 398,512 461,716

Good 278,393 326,877 372,317 414,012

Optimal 247,718 292,314 326,170 364,423

The unit costs summary below (Table 7) was calculated on the basis of the components
shown in Table 4. In the simulation model, the production costs were calculated on the
basis of the simulated values in relation to the unit of time, and subsequently aggregated
to total costs. The cost structure resulting from individual models is variable and strongly
correlated with the quality of the technological roads. For example, Figure 11 shows
the cost structure for the variant in which NTM accounts for 10% of the ROM material.
A decrease in the road quality causes an increase in the fuel consumption, as a share both
in the total transportation cost and in the absolute values. The results obtained for the
presented model allow an approximation that an increase in the rolling resistances by 1%
results in an increase of the share of fuel costs by around 1.25%. When quantified, the
fuel cost for the haul trucks changes from 56.4 thousand EUR for optimal quality roads
to 139.8 thousand EUR for roads showing high rolling resistances, in the case when NTM
accounted for 10% of the mined material. In the case with high NTM content (40%), the fuel
cost varied in the range from 95.2 to 238.5 thousand EUR. The fluctuation range indicates
the scale of the possible savings resulting from improving the road quality.

Table 7. Unit costs of transportation in the analyzed scenarios, in relation to 1 Mg of the final product.

Road Quality
Product—NTM Ratio

0.9 0.8 0.7 0.6

Weak 0.206 0.278 0.365 0.490

Base 0.187 0.247 0.325 0.440

Good 0.177 0.233 0.304 0.394

Optimal 0.157 0.209 0.266 0.347

In the analysis, the transportation costs remain within a range from 422 thousand EUR
in the case of the variant with good quality roads to 537 thousand EUR in the case of the
variant with weak quality roads. In the base variant, the sum total of the transport costs
was 468 thousand EUR. The simulations did not reveal any significant changes of the cost
structure in the case of changing the product-NTM ratio.

Quantitatively, the greatest cost changes were observed for the fuel used by the haul
trucks, which phenomenon is related to the energy output required to overcome the motion
resistances depending on the quality of the operating conditions (the transport roads and
the maneuvering locations at the loading and unloading points). The range of changes in
fuel costs depending on the product content and road quality is shown in Figure 12.
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A decision to invest in improving the quality of the transport roads has a measurable
influence on the effectiveness of the system and reduces the transport costs according to
a scale presented in Table 8.

In addition to the above calculations, an observation should be made that the cost
of a set of tires for the analyzed type of mining machines oscillates between 40 and
50 thousand EUR and accounts for approx. 30% of the costs associated with operating haul
trucks [1]. By modifying the operating environment, it is possible not only to lower fuel
consumption, but also to prolong the life of the tires, as well as of the machines. Further
analyses should focus on the economic balance of investments on improving the quality of
technological roads with respect to the lower costs of operating the machine system. Such
an analysis may allow economically justified decisions in the perspective of the planned
lifetime of both the mine and the machinery fleet. Improved road quality in a mining plant
has another, unquantified effect in the form of increased work safety.

33



Energies 2021, 14, 5884

Table 8. Annual profit/loss in transport costs in the case of changing the parameters of the techno-
logical roads with respect to the base scenario.

Road Quality
Product—NTM Ratio

0.9 0.8 0.7 0.6

Weak −30,402 −43,794 −48,239 −52,367

Base 0 0 0 0

Good 16,390 18,921 26,195 47,704

Optimal 47,065 53,484 72,342 97,293

4. Discussion

The results of research related to the modeling of technological processes in surface
mining, as published to date and known to the authors, focus mainly on the modeling
of the stream of the ROM material, on the general representation of the technological
diagrams, or on short-term analyses of individual work cycles of machines.

This work offers a novel approach to the problem of long-term modeling of the
operation of mining machines in a surface mine, with allowance for the aspects of energy-
consumption and failure intensity of the technological system. Such a task entailed a
number of difficulties related to properly defining all of the input parameters and the
multi-object simulation model.

The results of the simulation experiments clearly indicate the reliability of the selected
and analyzed operating and technological parameters, primarily for the estimation of the
profitability of mining a low-quality deposit. It is particularly important to compare the
results of the base model, which reproduces the current state, with the actual times of
the production task. The difference is less than 6% (317 days in the model vs. 300 days
of actual work). This fact indicates high consistency, especially if account is made of the
time range of the model operation and of the projected randomness of phenomena during
the operation. The running time of the model determines the costs and efficiency of the
haulage process, and therefore estimating the time of individual technological operations
is crucial for the credibility of the obtained results.

The discrete simulation enabled an almost costless analysis (except for the cost of work
of the analyst and for the cost of the software) aiding investment decisions and allowing for
a number of parameters, which are excluded in analytical models, or which are not included
in short-term predictions due to the limited probability of the occurrence of particular
circumstances (e.g., random events such as failures). The comparison involved total system
production values obtained when considering the equipment reliability, availability and
maintainability (RAM) characteristics. It is demonstrated that by considering the RAM
aspects in the context of truck and wheel loaders, the total production of the system can be
maximized and specific information on the production availability and productivity of its
components can be obtained.

5. Conclusions

The methodology presented in this article illustrates a practical application of mod-
eling transportation processes in surface mining, which allow haul trucks and loading
machines to be evaluated in particular operating conditions of a quarry, especially in the
context of low-quality deposits.

The implemented modeling allowed a systematic arrangement of alternative variants
of the operating environment by both unit and total costs of machine operation, as well as
by other directly influencing parameters. Specifying a universal set of reliable parameters in
the modeling of the transportation and loading processes allowed a complex and long-term
analysis of the functioning of a technological plant and an evaluation from the operational
and economic perspective.

34



Energies 2021, 14, 5884

Such analyses enable the identification of the production potential understood as the
ability of the entire system or each of its elements to perform technological processes. It
is additionally possible to indicate an object characterized by the highest and the lowest
failure intensity, and similar operating characteristics may serve as a basis to develop
optimized operating systems, e.g., the method for performing planned maintenance and for
scheduling their frequency for different time periods of the functioning of a mining plant.

As demonstrated in the analysis, in mining plants in which wheel transportation
dominates, technological roads should be maintained in the best possible quality. The sole
costs of fuel may increase more than two-fold in the case when the roads are not maintained
properly (the decrease from the good to the weak quality).

The analyses show the structure and the influence of the technological and operating
parameters, and primarily of the operating costs of a varied machinery fleet in rock raw
material mining industry, relative to low-quality deposits. Further research should be
performed in order to identify the profitability limit of investments on the modification
of the operating environment of a machine system with respect to the potentially lower
component operating costs of machines and also to their increased durability, reliability
and operating life.

The proposed methodology has a universal character and therefore may be imple-
mented in similar conditions in which vehicles and other transport machines operate sub-
jected to a relationship of resistance resulting from the operating environment—transport
roads—and overcoming these resistances in vehicle transport. The maximum service speed,
the traction force profile and the rolling resistance are the unit contributions necessary to
define the running frequencies in order to allow a vehicle to slot into the overall traffic
pattern on a particular transport line. Collaborative analyses can be performed not only in
quarrying, but in the case of any similar relationships, for example mining of metal ores
and environmental engineering.

It should be noted that the analyzed model concerned several technological activities
and did not simulate the operation of the entire mine. It is not yet clear at this stage whether
simulations of complex systems will also provide unambiguous results, showing savings
from better road quality or other investments in the mine. The reason is the difficulty in
simultaneously observing the modeled simulation of discrete events produced by many
objects (faces, dumps, machines) and interdependent processes (queues, blocked roads,
breakdowns, etc.). In the case of a mine with several independent production processes, the
analysis of complex transport systems can be divided into basic technological lines where
the presented method allows the assessment of the impact of changes in the transport
system/network on the haulage efficiency.
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17. Błażej, R.; Jurdziak, L.; Kawalec, W. Condition Monitoring of Conveyor Belts as a Tool for Proper Selection of Their Replacement

Time. In Advances in Condition Monitoring of Machinery in Non-Stationary Operations; Springer: Cham, Switzerland, 2017. [CrossRef]
18. Król, R.; Kawalec, W.; Gładysiewicz, L. An Effective Belt Conveyor for Underground Ore Transportation Systems.

IOP Conf. Ser. Earth Environ. Sci. 2017, 95, 042047. [CrossRef]
19. Kawalec, W.; Król, R. Generating of Electric Energy by a Declined Overburden Conveyors in a Continous Surface Mine. Energies

2021, 14, 4030. [CrossRef]
20. Šofranko, M.; Lištiaková, V.; Žilák, M. Optimizing transport in surface mines, taking into account the quality of extracted raw ore.

Acta Montan. Slovaca 2012, 17, 103–110.
21. Teplická, K.; Straka, M. Sustainability of extraction of raw material by a combination of mobile and stationary mining machines

and optimization of machine life cycle. Sustainability 2020, 12, 10454. [CrossRef]
22. Morad, A.M.; Pourgol-Mohammad, M.; Sattarvand, J. Application of reliability-centered maintenance for productivity im-

provement of open pit mining equipment: Case study of Sungun Copper Mine. J. Cent. South Univ. 2014, 21, 2372–2382.
[CrossRef]

23. Angeles, E.; Kumral, M. Optimal Inspection and Preventive Maintenance Scheduling of Mining Equipment. J. Fail. Anal. Prev.
2020, 20, 1408–1416. [CrossRef]

24. Topal, E.; Ramazan, S. A new MIP model for mine equipment scheduling by minimizing maintenance cost. Eur. J. Oper. Res. 2010,
207, 1065–1071. [CrossRef]
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Abstract: This paper presents the results of a study conducted to determine the dynamic power of
a hydraulic leg. The hydraulic leg is the basic element that maintains the position of a powered
roof support. It is located in the structure between the canopy and the floor base. The analysis
assumes that its power must be greater than the energy of the impact of the rock mass. The energy
of the rock mass is generated by tremors caused mainly by mining exploitation. The mining and
geological structure of the rocks surrounding the longwall complex also have an influence on this
energy generation. For this purpose, stationary tests of the powered roof support were carried out.
The analysis refers to the space under the piston of the leg, which is filled with fluid at a given
pressure. The bench test involved spreading the leg in the test station under a specified pressure. It
was assumed that the acquisition of dynamic power would be at the point of pressure and increase in
the space under the piston of the leg under forced loading. Based on the experimental studies carried
out, an assessment was made with the assumptions of the methodology adopted. The results of the
theoretical analysis showed consistency with the experimental results.

Keywords: power; powered roof support; hydraulic leg; bench testing; dynamic load

1. Introduction

One of the main problems associated with underground coal mining is descending
depth. Therefore, the exploitation of coal deposits requires the mining industry to conduct
research on technology development [1] and the monitoring of work parameters [2–6] in
order to improve the safety of crews [6–9]. The development of mining determines the need
for experimental [10–13] and theoretical [14–18] work, aimed at a deeper understanding and
analysis of the influence of various factors and the relationships between them. Research
into the dynamic loading of roof support defined future directions in [19], and it was
shown, among other things, which forces are generated by the pressure on the test leg. This
resulted in the theoretical identification of the parameters of susceptible shoring for gallery
workings [20].

Ongoing testing of hydraulic legs under mass impact loading is intended to de-
termine the actual resistance of the leg to dynamic loading [21–23]. The dynamic load
resistance of a hydraulic leg is understood as the capacity to absorb the energy of a mass
impact over a well-defined period of time without breaking or being damaged. Dynamic
tests of hydraulic legs allow the assessment of their suitability for use in tremor hazard
conditions [24–27]. The weight of the impactor mass used in the tests is assumed to be
approximately 1/10th of the working support of the leg. Making this assumption allows
for the technical implementation of the research. In mass impact studies, we relate its
value to the support of a model-type leg with a constant rate of hydraulic fluid pressure
build-up [28–30].

The dynamic load on a powered roof support is caused by the movement of the rock
mass, causing energy to be transferred from the rock mass to the powered roof support.
These loads occur during short-term tremors. The tremor-causing centres are usually thick
sandstone banks located in the roof or the bottom of the mine workings [31].
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Among the dynamic phenomena occurring in mines, a distinction is made between
tremors, stress relief, and rockbursts. A tremor is a seismic phenomenon that manifests
itself in mines by vibration of the rock mass and acoustic effects. In the case of strong
tremors, the vibrations of the rock mass is felt at the surface. The relaxation of the rock
mass manifests itself through its vibration, acoustic effects, and the cracking of the rock
around the excavation. The phenomenon is combined with minimal slides of the support
and minor damage, which does not reduce the functionality of the excavation. A rockburst
causes rocks to be thrown into the excavation, vibrating the rock mass. A rockburst is
usually accompanied by damage or destruction of the support and subsequent clamping
and collapse of the workings [32]. Legs that are not designed to take dynamic loads are
most likely to be damaged (Figure 1).
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Figure 1. Area of a damaged hydraulic leg cylinder structure of a powered roof support.

The main task of a powered roof support is to maintain the roof above the workings,
i.e., to provide resistance to the rock mass compressing the mine workings. Its construction
has a certain load-bearing capacity, and it must be equipped with a safety valve that is
placed in the construction of the hydraulic leg. The safety valve determines the behaviour
of the powered roof support [33]. In a longwall system, powered roof supports play a
special role, namely, the roof support set. This is because the support consists of so-called
sections, which are repetitive units set along the wall with a specific pitch, most often 1.5 m.
Thus, a set of supports in a wall may consist of one hundred and several dozen to two
hundred sections. The support section consists of such basic elements and assemblies as
the feller plate, which forms its base, the roof support floor, the hydraulic support system
with hydraulic legs, and the sliding system (Figure 2).

Studies on the dynamics of hydraulic cylinders of powered roof supports can be found
in the literature [34–42]. The research is based on the hydroelasticity theory taking into
account the coupling between the cylinder–liquid–piston system. On the basis of this
model, the problems of harmonic vibrations under force and kinematic excitation were
solved. The result of this research was to determine the actual dynamics, which was proven.
The study of the magnitude and nature of dynamic loads resulting from the impact of
rock mass as tremors directly on powered roof supports has been the subject of numerous
studies [43–48]. Many researchers from all over the world are conducting studies to identify
the required dynamic resistance of the leg [49–53].

The mining exploitation in the conditions of tremor hazard sets high requirements
for the producers of powered roof supports in the process of designing and testing in the
test legs [54]. A powered roof support must be secured in such a way that it will not be
damaged by a dynamic load. The hydraulic leg analysed in the publication had sufficient
power to carry the dynamic load. The prepared leg for bench testing was used in longwalls
exploited in conditions of tremor hazard (Table 1). It is on the basis of laboratory tests that
it is explained how it develops its power.

The aim of this article is to propose a methodology based on bench testing to determine
how much power a hydraulic leg develops as a result of dynamic loading.
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Table 1. Calculation results for the real conditions analysed.

Longwall
No. Seam Ep (J) Vgmax(p)

(m/s)

Estimated Evaluation
Based on the Power

Method
Ep (J) Vgmax(rz)

(m/s)

Actual Evaluation
Based on the Power

Method

1J 504 J 1.5 × 105 0.2 Nmaxstoj > Dmax gór 5 × 106 0.2 Nmaxstoj > Dmax gór
6 409 1.28 × 104 0.1 Nmaxstoj > Dmax gór 6 × 106 0.2 Nmaxstoj > Dmax gór
2J 504 J 9 × 107 0.2 Nmaxstoj > Dmax gór 5 × 106 0.2 Nmaxstoj > Dmax gór

3Jd 502 J 9 × 106 0.2 Nmaxstoj > Dmax gór 6 × 106 0.2 Nmaxstoj > Dmax gór
1 510 K 9 × 105 0.1 Nmaxstoj > Dmax gór 6 × 106 0.2 Nmaxstoj > Dmax gór

Note: Ep—predicted tremor energy, Vgmax(p)—predicted maximum pit clamping speed, Vgmax(rz)—actual maximum pit clamping speed,
Erz—actual tremor energy.

2. Materials and Methods

The basic element of a powered roof support is the hydraulic leg. It is located between
the canopy and the floor base. In its sub-piston space, there is a fluid under operating
pressure. When the pressure of the rock mass on the leg is constant, the working pressure
is also constant. If the rock mass exerts pressure on the leg, the working pressure in its
sub-piston space begins to rise until the fluid reaches the nominal pressure. The resulting
pressure due to the dynamic action can lead to the destruction of the leg. For this reason,
a safety valve is used for protection. Its function is to secure the under-piston space in
a way that drops some of the hydraulic medium from this space to the outside. The leg
is slid so that the pressure of the fluid in the sub-piston space does not rise above the
nominal pressure.

2.1. Calculation Model for Actual Conditions

The power exerted by the rock mass on the leg can be calculated by knowing the
speed of the force exerted on the leg and the speed of clamping the excavation using the
following formula [55]:

N(t) = f(t)*V(t) (1)

where:

N(t)—the power of the rock mass;
f(t)—the time course of the dynamic force acting on the support;
V(t)—the dynamic process of clamping the workings;
*—the intertwining of two time functions.

The calculation of the variation of the leg power waveform by means of Formula (1)
is very difficult due to the impossibility of obtaining the corresponding variation of the
leg load waveform in time as well as the pit clamping speed and the calculation of the
combination of the two time functions. Based on the literature [55,56], it can be suggested
that the computation of the function weave is a very complicated procedure. For the end
case, i.e., the occurrence of a rockburst, the maximum power is determined by multiplying
the maximum force on the leg by the maximum speed of clamping.

Ensuring safe operation of a powered roof support during strong dynamic phenomena
may be achieved if the permissible load of the hydraulic leg is higher than the expected
load of the leg as a result of the impact of the rock mass, which is described by the
following relation:

Nmax stoj > Dmax gór, N·m·s−1 (2)

where:

Nmax stoj—the maximum leg power, N·m·s−1;
Dmax gór—the maximum power that the rock mass will exert on the support, N·m·s−1.

Dmax gór = Fgmax·Vgmax, N·m·s−1 (3)

where:
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Fgmax—the maximum value of dynamic force applied to a single leg, N;
Vgmax—the maximum clamping speed of the excavation, m·s−1.

The maximum permissible load on the leg will be calculated for the case when the
workings are clamped, and there is an outflow of fluid from the working space of the leg
through the safety valve. Based on the relationships described in hydromechanics and
technical parameters, the leg load can be determined using the following formula:

Nmax stoj = Qzaw·kp·Pmax, N·m·s−1 (4)

where:

Qzaw—the volume flow of the safety valve for a given pressure, m3·s−1;
Pmax—the maximum working pressure of the leg matching the adopted allowable
load-bearing capacity of the leg, N;
kp—the leg’s overload coefficient.

Introducing Equation (2) into Equations (3) and (4), the result is:

Qzaw·kp·Pmax > Fgmax·Vgmax N·m·s−1 (5)

By determining the minimum value of the flows using Equation (5), it is possible to
achieve a fluid discharge within the safe range for the operation of the support. This value
is expressed by the following formula:

Qzaw ≥ Fgmax·Vgmax/Pmax·kp (m3·s−1) (6)

2.2. Calculation Model for Test Conditions

The kinetic energy created by a moving rock mass is proportional to the mass and the
square of the velocity. The velocity of the moving rock mass is very low, on the order of a
few millimetres per hour, and the kinetic energy of the rock mass is also very low. This
energy is transformed into the work of sliding the powered roof support, the slide being
caused mainly by the opening of the safety valve built into the hydraulic leg. For bench
conditions, the mass impactor was taken as the load [25]. The leg of the support slides by
conducting work that can be calculated using the following formula:

ϕ = P·πd2/4·hc (m) (7)

where:

ϕ—the total work of the leg slide in the moment of dynamic loading;
P—the nominal pressure;
d—the internal diameter of the hydraulic leg cylinder;
hc—the total leg slide in the moment of dynamic loading.

Dynamic power arises over a period of time, limited by a beginning and an end. The
time in which power is created is a process of combining force and speed. Power, in this
case, is defined as the energy gained over time. According to the above assumptions, this
process occurring as a result of the dynamic action on the hydraulic leg will be determined
by the following formula:

ε = E/t = ϕ/t = δ·hc/t (W) (8)

where:

ε—the dynamic power occurring in the piston sub-space of the leg;
E—the value of kinetic energy converted by the leg;
ϕ—the total work of the leg slide in the moment of dynamic loading;
hc—the total leg slide in the moment of dynamic loading;
t—the time taken for the total leg slide of hc;
δ—the hydraulic force acting on the piston of the leg at the moment of its retraction.
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3. Conducted Tests

The dynamic load on the hydraulic leg of a powered roof support is characterised
by high power. The energy loading the leg is transferred to the work of sliding that leg,
provided that the resulting power of the leg is at least equal to the power of its load. For safe
operation, the leg power should be greater than the load power. From Equations (2) and (8),
we conclude that as the load period becomes shorter, the more powerful the leg must
be. Consequently, a leg operating under the tremor hazard of a rock mass has to have
significantly more power than the impact of the rock mass.

In bench tests, we observe the power generated as a result of dynamic loading that
occurs through the work of the leg slide. In this case, we are dealing with two relations: the
slide, which is the result of elastic deformation of the stator cylinder, and the slide, which
is the opening of the safety valve protecting the stator sub-piston space. Very often, these
two power cases occur together, and their sum is called total power. The slide that takes
place during the arising power is called the total slide, and the work conducted during this
slide is called total leg slide work. There may be cases during which there is a power of
energy in the hydraulic leg as a result of the opening of the leg safety valve or a load as a
result of elastic deformation of the leg cylinder (short-term dynamic load in which the leg
safety valve fails to open) [25].

3.1. Test Bench Model

In bench tests, when a dynamic load is applied to the leg, a rapid increase in fluid
pressure is observed in its sub-piston space. This may affect the enlargement of the diameter
of the leg cylinder within the elastic limit, but this issue is not being tested. The load results
in a leg slide. Figure 3 shows the research model adopted. In Figure 3a, the green colour
indicates the fluid pressure before the load, while Figure 3b shows the leg slide and the
increase in liquid pressure indicated in red.
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Figure 3. Schematic of the test model: (a) position of the leg before loading, where: 1—impact
mass of the traverse m1, 2 h1—height for the falling mass, mass of the traverse m2, 3—hydraulic
leg, 4—working pressure, 5—foundation of the stand; (b) dynamic increase in fluid pressure, where
ϕ1—the first slide of the leg, (c) final increase in fluid pressure, where ϕ2—the second slide of the leg.
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In the process of the dynamic loading of the leg, there is a change in the fluid pressure
in its sub-piston space (Figure 3). The characteristic elements of these changes are two fluid
pressure increments, namely, dynamic fluid pressure increase (Figure 3b) and dynamic
final fluid pressure increase (Figure 3c).

3.2. Bench Tests

According to the presented scheme (Figure 3), the test consisted of dynamically
loading a hydraulic leg with an inner diameter of Ø 240 mm with a safety valve, an impact
mass falling from a specified height, and a traverse of a specified mass resting on the leg.
The impact weight was 20,000 kg and the traverse weight was 1800 kg. An example test for
an impact mass drop height of 0.9 m is shown in Figure 4.
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Figure 4. Testing of leg including safety valve (a) drop height h1 = 0.9 m; (b) first chute ϕ1 under
dynamic load; (c) second slide ϕ2 of the leg for final pressure build-up.

4. Results and Discussion

Based on the presented computational model for the predicted and real conditions, leg
power was analysed. Based on the tremor energy, the velocity of movement of rock mass
was assumed. The analysis referred to the longwalls in the Śląsk coalmine in which the

45



Energies 2021, 14, 5715

powered roof supports operated. Based on the mining and geological conditions analysed,
the results are presented in Table 1.

On the basis of the analysis carried out (Table 1) for five different longwalls in which
the powered roof support operated, it can be concluded that the leg had an adequate
reserve of operational safety.

In the bench test, taking the working pressure as the initial stage (Figures 3a and 4a),
the power under consideration starts as a result of the dynamic loading (Figures 3b and 4b).
In contrast, the slide under study starts at the level of the maximum pressure obtained, as
the working pressure increases in the sub-piston space of the leg due to the dynamic load
on the leg. Consequently, there is leg slide caused by the displacement of the impact mass.
Figure 5 shows the maximum increase in working pressure loaded with an impact mass
from a height of approximately 0.9 m.
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Figure 5. The resulting course of maximum fluid pressure in the sub-piston space.

The dynamic increase in pressure of the liquid in the piston cavity of the leg (Figure 5)
refers to the value of the generated power as a function of the operating pressure. The
dynamic increase in fluid pressure resulted in an increase in the energy loading on the leg
cylinder at the time of the dynamic pulse.

In the case analysed (Figure 5), the obtained dynamic impulse lasted several tenths of
a millisecond, which caused the opening of the safety valve protecting the sub-piston space.
As a result, the leg slid down. The resulting dynamic pulse under bench test conditions
was a high-power pulse, characterised by high kinetic energy.

During the time period indicated in the diagram (Figure 7) by the segment (a1), the
hydraulic leg of a powered roof support is stretched in the test stand (Figures 3 and 4). It
is loaded with the mass of the traverse resting on it as the fluid pressure in its sub-piston
space equals the working pressure (Prob1). The resulting dynamic impulse as a result of the
drop in rock mass takes place at time (a2). After time (t2) from the occurrence of the impulse,
the fluid pressure in the sub-piston space increases to the value (Pmax), as further illustrated
in Figure 8. Immediately after the activation of the dynamic impulse, the pressure of the
fluid in this space decreases to the value of the working pressure (Prob2) and remains at
this level during the time (a3) that the safety valve operates (Figure 6). It is only when the
safety valve is opened that the pressure of the fluid in the piston cavity of the leg drops
to the nominal pressure (Pnom). The figure also illustrates the dynamic increase in fluid
pressure (a) and the dynamic increase in final fluid pressure (b). The value of the obtained
power for different impact mass drop heights is shown in Table 2.
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Table 2. Power occurring in the hydraulic leg during dynamic loading.

Height of Drop (m) Energy of Impact Mass Eu
(kJ)

Maximum
Pressure (bar) Leg Slide (m) Power of the Leg (W)

0.3 58.8 550 0.03 0.5
0.4 78.4 650 0.04 0.7
0.5 98.1 730 0.05 0.9
0.6 117.7 790 0.06 1.1
0.7 137.3 830 0.08 1.3
0.8 156.9 900 0.08 1.5
0.9 176.5 990 0.09 1.7Energies 2021, 14, x FOR PEER REVIEW 10 of 13 
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5. Conclusions

The power developed by the casing must be greater than the power developed by the
rock mass as a result of the tremor (Table 1). In order not to be destroyed, the powered
roof support has to have greater power than the power of the rock mass. As a result of the
transfer of energy from the rock mass to the powered roof support, the hydraulic legs of
the support perform a slide action during the specified time in which the load energy is
transferred to the powered roof support. If the powered roof support develops less power
than the power developed by the rock mass, it will be damaged or destroyed. On the basis
of the data (Table 1), the power of the hydraulic leg of a powered roof support operating
under tremor hazard conditions was determined as well as the power that the rock mass
has at the moment of the tremor.

Thirty bench tests were performed, and the tests consisted of loading the leg with an
impact mass falling from a specified height (Figure 4). Each test was performed three times
for a specified height of drop of the impact mass. The height of the fall in the first test was
assumed to be 10 cm. For each height, three trials were carried out. The height of mass
drop after three trials was increased by 10 cm. The test stand and the technical capabilities
of the hydraulic leg allowed us to obtain the maximum height of mass drop to 100 cm. The
paper discusses the result of the obtained test for the impact mass drop (Figure 5) from the
height of 0.9 m.

When the mass impact loads the leg, it performs the work of sliding (ϕ), which is
given by Equation (7). In the diagram (Figure 5), we have marked (a) the section in which
the work of sliding is produced (ϕ). The resulting value of the chute work (ϕ) is equal to
the value of the kinetic energy imparted to the leg at the time of impact. In tests, the leg
was not damaged or destroyed. In contrast, if the work of the slide is less than the energy
of the load, the leg could be damaged or destroyed. That is, one can conclude that if the
energy created was not converted into work of the chute (ϕ), we would not have obtained
the required leg power. The greater the sliding work (ϕ) a hydraulic leg can carry out, the
greater the power it can achieve and the greater its resistance to dynamic loads.

The methodology presented assumes dynamic impact loading of the mass to obtain the
required hydraulic leg power. This assumption makes it possible to qualify the suitability
of the structure for the occurring cases of dynamic loading of the roof support’s leg as
a result of a rockburst. However, the research analysis presented here does not exhaust
the issue of dynamic loads and only reflects the current state of knowledge and research
capabilities. It is advisable to carry out further research under real and bench conditions.
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Abstract: The low energy efficiency and excessive power of electric motors of large-scale vibrating
machines for processing bulk materials motivated a new design of the inertial drive. This drive
consists of one motor and two coaxial unbalanced masses, whose rotational frequencies are related in
the ratio 2:1. This approach allows for a generation of the excitation force with variable amplitude
and frequency, which changes depending on the inertial characteristics and shaft rotation frequency
and does not relate to the phase difference of the unbalanced masses. Because of this, the symmetry
axis of the resulting vector hodograph can be changed. The spectral composition of the exciting
force up to 200 Hz contains higher harmonics, the energy share of which is 25.4% from the 2nd
harmonic and 14.1% from the 3rd and higher harmonics that correspondingly improves bulk material
treatment in comparison to single-frequency vibrators. The finite element model is used for checking
the strength capacity of the most loaded units of a dual-frequency drive. Its use allows the realization
of complex trajectories of motion that are more technologically efficient for variable parameters of
the treated media and energy saving in sieving screens and other vibrating machines.

Keywords: sieving screen; inertial vibrator; dual-frequency; spectrum; FEM simulation

1. Introduction

Vibrating screens, conveyors, rammers, and other various bulk materials processing
machines are widely used in mining, metallurgical, construction, and other industries.
Unfortunately, until now the energy efficiency of existing vibrating machines is low enough
and the energy consumed by electric motors is spent on heating bearings and suspension
units of inertial vibrators, and only small part actually results in useful work. This is
because media consisting of separate particles can dynamically change their spatial distri-
bution structure, physical and mechanical characteristics during screening, transportation
or compaction.

Because of the abovementioned factors, the efficiency of vibrating machines with fixed
oscillation parameters decreases. The required additional process control and changes in
the technology and parameters of vibrating machines usually leads to practical difficulties,
as it is necessary to ensure the uncertain values of the relevant parameters (amplitude and
frequency of oscillations) within the appropriate limits.

Besides, the power of the electric motors of the most frequently used above-resonance
vibrating machines needs to increase by 30–50% (depending on machine design) to pass
the main resonance of the machine structure and to prevent Sommerfeld effect manifested
in the form of the non-ideal (limited power) drive restraining around the critical range of
rotation speed [1]. Upon passing resonance range of speed, electric drives spend excessive
energy for excitation of vibrating machines, e.g., sieving screens. Additional power of the
electric motors of inertial vibrators causes the installation of more expensive bearings and
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other elements of structure with a greater carrying capacity that increases the overall cost
of machines.

Following the theory and practice of bulk media separation and transportation, it is
recommended to implement higher values of accelerations and displacements. However,
according to the practical observations given in a review [2], doubling of vibrator motor
speed quadruples stress on elements, doubling of stroke length doubles the stress, and
even a 10% increase in vibrator rotor speed halves the shaft bearings life. Hence, the
trivial approaches to inertial vibrator design by increasing power and rotation velocity are
impractical and lead to higher energy consumption and cause more frequent failures due
to cyclic fatigue, while diagnostics is difficult due to action of high amplitude periodical
excitation [3,4].

Like the solution for a problem of the increasing technological and energetic efficiency
of vibrating machines, the task involves developing inertial drives with a simple design
but with regulated operating modes and the possibility to provide complicated trajectories
of vibrating surface motion. Those drives should provide a wider spectrum of vibrations
excited without additional motors and energy consumption.

2. State of the Art in Design of Inertial Drives

The analysis of recent studies indicated the main directions in the development of
new types of inertial drives for vibrating machines working in various technological chains.
This primarily applies to more complex trajectories and poly-frequency oscillations of the
moving bodies.

The electromagnetic or hydraulic drives are more easily controlled and preferable for
use in some types of resonant vibrating machines, which, even when excited by unbalanced
drives have much less energy consumption [5]. In [6,7], the asymmetric elastic piecewise-
linear characteristics have been synthesized for the realization of the two-frequency res-
onant operation modes of the two-mass vibratory machines with pulse electromagnetic
disturbance. Due to this, the corresponding operation modes with vibration impacts having
a wide spectrum were obtained. However, electromagnetic drives are not a common case
for a majority of industrial plants. Their implementation is rather assumed for manual
vibrating tools of small power. In contrast, inertial drives are widely used in the majority
of industrial vibration machines.

Depending on the technological process and design of the vibration machine, several
separated vibrators may be installed [8]. There are obligatory requirements to ensure
their stable synchronous rotations, which can be provided by kinematic links via gears
or dynamically. In some types of machines, the in-phase rotation is required at multiple
frequencies [9,10], as well as implementing the mentioned elliptical trajectories under
conditions of gradual wear and cyclic fatigue of supporting springs [11].

An important point in the studies is the analysis of dynamical processes taking
into account the electromechanical characteristics of the drive [12,13] for its sufficiency
and avoidance of negative effects during the motor start-up and passing resonances of
the machine. It should be noted that there are sufficient conditions under which stable
synchronization takes place [14]. In this case, in contrast to a single-frequency system, it is
more effective to provide dual-frequency oscillations of technological machines [15,16]. For
this purpose, resonant machines with multiple frequencies and with clearly established
values of multiple harmonics of the oscillations at the corresponding frequencies are
proposed [17]. To control these machines, it is ultimately necessary to implement adaptive
and synchronized drives.

Following the task of implementing complex oscillation trajectories, some studies
take into account the influence of changes in frequencies and initial phases of rotation of
individual motors on the trajectory of vibrating surfaces. Provision of elliptical and circular
trajectories has led to the use of three [18] and even four [19] electric motors in systems. This
significantly complicates the design and process of equipment management, and increases
its cost. In contrast, dual-frequency systems with a single motor are more attractive.

52



Energies 2021, 14, 71

For example, such solutions are based on the combined use of automatic balancing and
synchronization [20,21]. Therefore, the use of one electric motor is a priority in any case.

The different features of double or more rotors for designing dual-frequency inertial
drives are considered in [22–25]. Dynamic characteristics analysis of a single motor and
coaxial dual-rotor systems with inter-shaft bearings are represented in [26,27] and issues
related to friction and shaft imbalance are investigated. Excitation of poly-harmonic
vibrations in single-body vibration machine with inertia drive due to non-linearity in the
elastic clutch is investigated in [28]. Design of nonlinear anti-resonance vibrating screen is
described in [29]. A changeable amplitude-frequency mode is implemented in [30] for the
vertical concrete compactor using interfered fields of vibration waves. An energy-saving
vibration unit with a poly-phase spectrum of vibrations is proposed in [31].

Searching the patents within the class B06B1 categories: 162 (making use of masses
with adjustable amount of eccentricity), 161 (adjustable systems, i.e., where amplitude or
direction of the frequency of vibration can be varied) and 166 (systems, where the phase-
angle of masses mounted on counter-rotating shafts, can be varied) have discovered new
types of vibrators and methods of bulk material fractions separation based on impulsive
force generation, e.g., KROOSH screening technology [32]. Their vibrating separator [33]
contains a source of single-frequency vibration excitation but special adapters generate
mechanical impulses with a wide-range random spectrum. This provides continuous
self-cleaning of the vibrating surfaces and intensive disaggregation of the sieved material.

In any type of rotating vibration machine, to provide reliable operation, it is necessary
to analyze the most loaded elements for strength capacity and durability under operating
conditions using an FEM-based CAE-calculation systems [34].

3. Methodology of Design

In this section, the new design is represented of dual-frequency unbalanced inertial
drive, its kinematic and force generation functions as well as spectral components of the
resulting force vector.

3.1. Structural Scheme and Design of the Drive

After considering several constructive schemes of dual-frequency inertial vibrating
drives, the final design is selected and shown in Figure 1. The drive contains two indepen-
dently and coaxially mounted unbalanced masses 1 and 2, which are placed in a single
housing 3 through the bearing supports 4. The outer housing 3 has mounting locations
for mounting on the vibrating machine. The two gears 5 and 6 rotate unbalanced masses 1
and 2 from one electric motor 7. Masses 1 and 2 can be independently installed with the
corresponding phase shift ϕ = ϕ1 − ϕ2, which determines the behavior of the vibration
system.
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Due to the rotation of individual unbalanced masses, the resulting vector
→
R is created

and applied to the common axis of rotation with the corresponding phase angle φ.

3.2. Determination of Force and Kinematic Characteristics

The resulting vector of the excitation force
→
R is defined as the vector sum of the two

inertial forces components:
→
R =

→
F m1 +

→
F m2 (1)

Components of inertial forces of individual unbalanced masses
∣∣∣∣
→
F m1

∣∣∣∣ = F1 sin(ω1t + ϕ1) (2)

∣∣∣∣
→
F m2

∣∣∣∣ = F2 sin(ω2t + ϕ2) (3)

where ϕ1 and ϕ2—the corresponding initial phase angles.
Amplitude values of inertial forces due to the rotation of unbalanced masses:

F1 = md1ω2
1rd1; (4)

F2 = md2ω2
2rd2. (5)

The vector sum (1) can be represented as the following dependence taking into account
the periodic functions of inertial components:

R(t) =
√

F2
1 + F2

2 + 2F1F2 cos(ω2t −ω1t + ϕ2 − ϕ1). (6)

The resulting instantaneous phase φ(t) is the angle of the resulting force vector R(t)
rotation around the axis:

Fx(t) = F1 cos(ω1t + ϕ1) + F2 cos(ω2t + ϕ2); (7)

Fy(t) = F1 sin(ω1t + ϕ1) + F2 sin(ω2t + ϕ2); (8)

φ(t) = angle
[
Fx(t), Fy(t)

]
. (9)

A time-varying angular velocity ω(t) of the radius vector is defined as the derivative
of the angle of rotation:

ω(t) =
d
dt

φ(t) =
F2

1 ω1 + F2
2 ω2 + F1F2 cos(ω1t−ω2t + ϕ1 − ϕ2)(ω1 + ω2)

F2
1 + F2

2 + 2F1F2 cos(ω1t−ω2t + ϕ1 − ϕ2)
(10)

The obtained analytical dependences are time-varying force and kinematical parame-
ters functions of the inertial vibrator. They functionally take into account all the design
characteristics of unbalanced masses, their initial position, and velocity of shaft rotation.
The technical parameters of the considered design of vibrator and corresponding ampli-
tudes of generated inertial forces are given in Table 1. The 3D model of dual-frequency
vibrator assembled with a motor is shown in Figure 2.

Table 1. Characteristics of imbalances and amplitudes of generated inertial forces.

Mass ω, [rad/s] md, [kg] rd × 10−3, [m] F, [kN]

1 314 3.9 6.2 2.38
2 157 11.0 21.9 5.94
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4. Results of Inertial Drive Simulation

The use of the obtained calculation Formulas (1)–(10) allows us to investigate the
advantages and particular features of the proposed design solution. Taking into account the
set values of unbalanced masses (see Table 1), their rotation speeds, and initial phases, it is
possible to synthesize specific kinematic characteristics and trajectories that will determine
the functionality of the proposed design solution.

4.1. Analysis of Force and Phase Relations

The derived functional dependences (6) and (9) can be combined into the form of a
polar graph R(ϕ), which allows to estimate the changes in the amplitude of the resulting
force and to construct a required trajectory of oscillations about the common axis of
unbalanced masses rotation. It turns out that the phase shift angle allows us to change the
location of the symmetry plane of the hodograph of the resulting force vector.

Consider the influence of the phase shift angle between unbalanced masses in Figure 3.
For the first case of phase difference (ϕ1 = 0◦ and ϕ2 = 90◦), perturbation force is symmetrical
about the horizontal direction and for the second case (ϕ1 = 90◦ and ϕ2 = 0◦), the drive
produces symmetric oscillations in the projection on the vertical axis.

Depending on the purpose of the vibrating installation, the required values of the
initial phases can be selected. The asymmetric law of oscillation in the projection of the
resulting vector on the corresponding axis will cause the effect of transportation along this
axis. Therefore, the use of the phase shift angle like in Figure 3a will lead to the appearance
of transporting the bulk media along the axis, which is required for the vibrating screens.
For stationary vibrating tables, a phase shift should be used, like in Figure 3b, as there
should be no asymmetric oscillations in the axial direction to avoid the movement of the
media in the filled compaction form.

Regardless of the set initial value of the phase shift angle ϕ, developed drive produces
the periodic resulting force, which varies within a range R(t) = 3.55–8.32 kN (see Figure 4a)
and instant frequency range ω(t) = 51.7–202.0 rad/s (see Figure 4b) with median value about
179.2 rad/s.
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The resulting perturbation according to Equation (2) and Figure 4a is asymmetric and
periodic. However, as it turned out, its maximum value Rmax = 8.32 kN does not depend
on the difference in the angle of phase shift but depends on the inertial characteristics of
unbalanced masses and their rotational frequencies.

The spectral composition of the resulting force is shown in Figure 5. The effective
range is limited to 200 Hz for the assumed frequencies of shafts rotation. In addition to
the two frequencies of excitation with the main peaks about 26 Hz and 51 Hz, the higher
harmonics are also excited due to non-symmetrical waveform of resulting force.

The amplitudes and corresponding energy share of these harmonics (from 3rd to
7th) in the resulting force is about 14.1%. If to compare with a single-frequency vibrator,
the contribution of the 2nd–7th harmonics increases to 25.4%. This means that for lower
supplied power of the electrical motor in a vibration machine, it can demonstrate the
same efficiency of media treatment. This is because of the fine fractions of bulk materials
prone to aggregation require a higher frequency of, e.g., sieving screen, vibration or more
amplitude of working surface displacement that supposes more energy consumption of
the electrical motor. Therefore, the efficiency of the technological process can be enhanced
by the proposed drive, due to a wider poly-frequency range of treated media excitation
always having variable physical properties (size of particles, hardness, and water content).

The non-linear relation of resulting inertial force R(t) and instant frequency ω(t) is
shown in Figure 6. In contrast, the power characteristic of industrial single-frequency
vibrators has the form of a point at this diagram. Using such graphs, designers can
synthesize working characteristics of dual-frequency vibrators depending on specific
requirements of technological processes.
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4.2. FEM Analysis of the Vibrator Units

Taking into account that sieving screens are usually above resonance machines, there
is no threat of higher harmonics matching with machine main natural modes of vibration,
which may cause overloading of its structural elements. Besides the technological and
energetic advantages, the proposed inertial drive will spread out the supplied electrical
motor energy among several frequencies of vibration, and in such a way, the dangerous
amplitudes of machine transient resonances will be significantly reduced during start-
up and slow down. Nevertheless, the reliability of vibrating machines greatly depends
on the right choice of bearings and their load capacity under the action of significant
periodical radial forces. Therefore, the main units of the developed drive are checked by
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FEM simulations. A detailed FEM analysis of strength capacity is carried out based on
values of reactions in the bearings supports of coaxially rotating masses.

The main elements of a dual-frequency inertial vibrator (see Figure 7) are the central
unbalanced shaft and unbalanced frame, on the edges of which two unbalanced masses
are installed. Inertial force F1 of the unbalanced shaft produces the reaction forces RA and
RB in the supports. They act as the additional impacts on unbalanced frame loaded by
their inertial force F2. The values of the reactions in the supports of the unbalanced frame
RC and RD are accounted for together with reaction forces RA and RB for the selection of
bearings in the supports of the vibrator shaft.
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The resulting periodic force of the vibrator R(t) acting on the vibrating machine served
to check its strength by FEM simulation. According to the results of the model analysis (see
Figure 8), the values of the maximum von Mises equivalent stresses 40.96 MPa in the inner
unbalanced shaft and 5.46 MPa in outer unbalanced housing do not exceed the endurance
limits of structural steel under cyclic fatigue, which is the condition of durable and stable
drive operation.

Besides, based on the reaction forces used in calculations of strength capacity, the
power losses for rolling friction are also estimated in bearings of shafts supports. Results
are summarized in Table 2.

In general, the presented design of a dual-frequency vibrating drive with variable
kinematic and force characteristics can work as an autonomous unit on the industrial
vibration machines. It can also be equipped with an internal combustion engine. In manual
vibrating machines, poly-frequency vibration is better for perception by operators.
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Table 2. Power losses on rolling friction in bearings.

Pos.
Rotation
Velocity
ω, [rad/s]

Diameter
d, [mm]

Reaction
Force

R, [kN]

Coefficient
of Friction

Moment
of Friction
M, [Nm]

Power
Loss

P, [W]

A 314 45 2.004 0.0015 0.068 21.35
B 314 45 0.534 0.0015 0.018 5.65
C 157 120 5.083 0.0040 1.22 191.54
D 157 120 3.236 0.0040 0.78 122.46

5. Discussion and Conclusions

Although different types of treated media activation principles have been proposed
in many published studies and declared in patents, the main amount of bulk materials
processing in industrial plants is still provided by the rotating unbalanced vibrators. The
efficiency of bulk media sieving, compaction and transportation machines is made low
enough by the energy consumed in electrical inertial actuators. Also, the well-known
Sommerfeld effect requires additional power of electric motors to pass resonance ranges
of rotation speeds which correspond to the main natural modes of machines’ structural
vibrations.

The implementation of electromagnetic and other types of excitation in resonant
types of vibrating machines, which consume much less energy than conventional above-
resonant machines, is a rare case for industrial plants. The standard approach to activate
the treatment process of prone to aggregation fine fractions is to increase the amplitude and
acceleration of oscillated media. This approach significantly (power function of rotation
speed) reduces service time of bearings and increases the overall cost of vibrating machines.

To solve these problems, recent developments of vibratory units and corresponding
technologies are directed to dual and multi-frequency excitation by different methods.
High-frequency, up to ultrasound range, activators are used including devices generating
impact forces with a wideband spectrum of random oscillations. However, tuning of such
devices for the required elliptical trajectory of particles motion is difficult for realization.

The proposed design of a dual-frequency vibrating drive includes only a single
motor and allows the realization of complex trajectories of working surfaces with a
variable force both in amplitude value (3.55–8.32 kN) and in the frequency of oscillations
(51.7–202.0 rad/s).

The investigated exemplary design of inertial drive showed that the maximum value
Rmax = 8.32 kN does not depend on the difference in the angle of phase shift between two
unbalanced masses, but depends on their inertial characteristics and rotational frequencies.
This design can be easily scaled to implement in large-size vibrating machines.
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Due to a created special waveform, the amplitude and corresponding energy ratio of
high harmonics excited in the resulting force are about 14.1% for dual-frequency vibration
and about 25.4% if compared with a single-frequency vibrator. Such redistribution of
supplied to electrical motor energy allows less dangerous passing of transient modes
for the above resonance industrial machines. Besides, the poly-frequency vibration with
moderate amplitudes of harmonics is better for perception by operators and allows them
to achieve better energy efficiency.

The finite element model simulations of a dual-frequency inertial drive allowed us to
check the strength capacity of the most loaded units to provide their durable operation.
Power losses due to rolling friction in the bearing supports correspond to the generally
assumed values in machine design and do not cause additional energy consumption.
Instead, only one electrical motor implementation for dual-frequency force generation
significantly reduces the power losses in the inertial drive.

Such variable periodic characteristics allow the implementation of technological sys-
tems that will be more efficient at energy consumption and processing materials with
uncertain physical and mechanical characteristics in contrast to systems with constant
kinematic and force generation parameters.
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Abstract: Natural dimension stone processing generates large volumes of stone waste, which have
a significant impact on the environment, as well as on the efficiency and profitability of the stone-
processing plant. The article presents the characteristics of waste produced as a result of natural
dimension stone processing and the structure of the waste production process. Solid stone scraps
and sludge were distinguished. On the basis of the performed analyses, it was shown that stone
waste constitutes 10–35% in relation to the quantity of the processed stone material, with the quantity
of sludge being even threefold greater than the volume of solid scraps. According to the circular
economy principles, the aim should be to reduce the amount of waste generated by reducing primary
resources in favour of secondary material. Reducing the volume of stone waste is possible through
rational planning of stone production while at the same time maximising the efficiency of stone
material usage and introducing the most modern processing machines. This significant volume
of stone waste encourages efforts to find solutions for both its management and reduction. This
paper reviews the utility potential of stone waste. Sensible use of waste is important to increase the
profitability and productivity of processing plants while incentivising environmental protection.

Keywords: stone waste; waste generation; waste recycling; industrial waste treatment; sustainable
manufacturing; dimension natural stone processing

1. Introduction

Natural stone owes its popularity to its availability, performance, and decorative
qualities. An accelerating trend towards the use of natural stone is also related to a wide
variety of stones which may serve various purposes, for example, for use in window sills,
work surfaces, cladding, or floor tiles. As a natural material, stone has unique physical
and mechanical properties, and therefore, it is widely appreciated in construction. Some
construction products made of natural stone and their parameters are standardised, e.g., in
EN 1341 or EN 1469 [1]. The growing interest in natural stone entails increased production,
which requires a number of processing machines and tools. It is important to select and use
stone-processing machinery which would be adjusted to the manufacturing of particular
natural stone products having defined properties and parameters of a final element.

Stones are processed with various devices, which give them proper shape and dimen-
sions, as well as surface texture. Natural stone processing technology comprises a number
of actions aimed at delivering stone products for various applications. However, apart
from practical products, stone processing generates significant quantities of stone waste.
This waste, as well as its efficient management, represents a great environmental problem
in many countries [2–7]. The volume of generated stone waste largely depends on the
amount of the processed material (and the efficiency of the processing plant), on the type
and size of the generated waste, the type and geological properties of the stone, the type of
machinery used for stone processing [4], as well as on the applied technology of dimension
natural stone processing, the degree to which the block of stone is used in order to produce
the final product and the needs of the clients. In order to identify its potential applications,
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it is important to identify the volume of stone waste generated, as well as its character [7].
However, this task is sometimes difficult, particularly when different types of natural stone
are supplied to processing plants.

Issues related to stone waste have already been discussed in the literature [2,4,7].
However, these works discuss the problem from a general perspective or with specific
examples and do not directly indicate to what extent the volume of generated stone waste
depends on the technology used and type of waste. Meanwhile, it is important to know
and understand the production processes of natural stone products, which, consequently,
lead to the generation of different types of stone waste. Knowledge of the share of such
waste in the total volume of processed stone material indicates the scale of the problem and
the need to find a method of reusing it. This article characterises the process of generating
stone wastes and indicates their types and quantities, as well as their potential application.

2. Stone Wastes as a by-Product of Natural Dimension Stone Processing
2.1. Definition of Stone Wastes

Waste is generated in any company and should be understood as any substance or
object which its owner disposes of, intends to dispose of, or is obliged to dispose of [8].
Depending on the specific nature of a company, the type and volume of waste differ.
According to the European Parliament and European Commission Directive 2008/98/EC
of 19 November 2008 on waste [8], each economic entity is obliged to have an adequate
waste management policy. Economic activity should result in a possibly limited waste
generation. If this is impossible, waste should be recovered, then recycled, or if no other
option is available, stored in dedicated sites. Stone wastes that are recovered and reused
should be understood as scraps.

Mining wastes are a characteristic type of waste. They comprise by-products generated
during the exploration and mining stages, as well as in physical and chemical processing
and treatment of minerals. Careddu [2], Kaźmierczak et al. [5,9], Yurdakul [7], Tayebi-
Khorami et al. [10], and Woźniak and Pactwa [11] note that these wastes pose significant
problems despite their vast potential for further use. Moreover, they seem impossible to be
completely eliminated. Therefore, it is important to explore different solutions to reduce
and manage them [12]. A reduction in waste is possible by following the circular economy
rule, which promotes a drastic reduction in primary resources in favour of secondary
material flowing through internal cycles. Lèbre et al. [13] emphasise that it is unreasonable
to believe that mining is becoming an unnecessary economic sector. The growing demand
for mineral resources will continue to render mining processes indispensable. However,
proper management of Earth’s resources and adoption of the circular economy rule is the
basis for reducing the amount of waste generated in mineral mining and processing.

Stone wastes generated as a result of natural stone processing in stonemasonry com-
panies represent a special type of mining waste. Stone wastes are typically large and
medium-size fragments, as well as small parts of stone produced in stone processing, or
ready stone products which do not meet the quality standards. According to the European
Commission Decision of 18 December 2014 amending Decision 2000/532/EC on waste
registers in accordance with European Parliament and EC Directive 2008/98/EC [14],
wastes generated in natural stone processing are classified as wastes from stone cutting and
sawing (code 01 04 13). Importantly, these wastes are not classified as dangerous wastes.

The waste from natural dimension stone processing becomes a serious problem be-
cause the amount of waste generated reaches enormous volumes, which makes it practically
impossible to neutralise this waste properly [15]. Additionally, the stone processing tech-
nologies and types of stone products make it difficult to limit the volume of waste produced
in stonemasonry companies. Production may be more effective and economic and may
result in a smaller quantity of waste, if some part of the waste is reused into other stone
products or if stones are processed with the use of innovative technologies. However,
the most significant reductions in natural stone wastes may be achieved through proper
organisation of the processing plants and increased awareness of the management staff [6].
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Mitchell et al. [16] and Shamrai et al. [17] observe numerous benefits of rational stone
waste management, the most significant of which are the potential revenue from the sale
of stone waste, thus becoming an additional income for the company, and also a rational
use of natural resources. The benefits also include a decreased amount of material lost in
extraction and processing, lower costs of waste storage, transportation, and disposal, as
well as increased social responsibility of the company.

2.2. Structure of Stone Waste Production in Processing Plants

Stonemasonry companies process natural stone supplied in the form of raw blocks or
pre-processed elements requiring further treatment. The fundamental stage in producing
a stone element is its processing, which consists of cutting, milling, or providing the
desired texture to its surface. Usually, various types of stone (e.g., granite, sandstone,
marble, limestone, etc.) are processed in stonemasonry companies, and various stone
products are manufactured. Much less often, stonemasonry companies specialise in the
manufacturing of one product (serial production) or in processing one type of natural stone.
Stonemasonry companies that process one type of stone most often are plants located near
mines extracting this particular stone type.

Except for the finished stone product, the processing of natural dimension stone
results in solid scraps (Figure 1a) and sludge (Figure 1b). Depending on the particular
process, technology involved and type of natural stone (e.g., granite, sandstone), the size
and type of waste are different (Figure 2).
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Figure 1. Stone waste: (a) crushed slabs (different waste size); (b) sludge. Figure 1. Stone waste: (a) crushed slabs (different waste size); (b) sludge.

Solid scraps are produced in the process of cutting off larger parts of natural stone
or giving the texture of stone surfaces without the use of water. Solid scraps have various
sizes, from a few millimetres to several hundred centimetres [4]. The most common type
of solid scrap includes offcuts, i.e., rough-edged stone cut off the stone block in order to
achieve regular surfaces of the stone block (Figure 3). The length and width of the offcuts
are usually equal to the size of the stone block being worked on (e.g., 2.5 × 1.5 m). However,
the thickness of this waste is from several to several dozen cm. It should be noted that the
sizes of these scraps depend on the quality of the processed stone block (regular and equal
shape of the stone block), which is influenced by the adopted mining technology. Therefore,
a properly selected dimension stone mining technology may significantly reduce the size
of the produced stone waste.
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Depending on the pre-processing technology employed, a valvestone can be formed
in this process. Valvestone is the lower part of the cut stone block that remains in the block
cutting machines for safety reasons. The size of this type of scrap is similar to the size of
the offcuts.

Other scraps include stone fragments cut or split (in the process of giving the stone
element its desired size and shape, and when split stone elements are produced) or dust,
generated as a result of texturising the stone by an impact action (e.g., pointing, chiselling)
or by flame treatment. The dimensions of scraps produced after cutting or splitting are
from several to several dozen centimetres, while dust waste is usually up to 1 mm.

Stone sludge is produced by using water as a medium for cooling and removing fine
stone particles from underneath the processing tool. They are a mixture of ground rock
mass with water and may additionally contain some small quantities of abrasive material
(particles of the synthetic diamond). The majority of grains in sludge are smaller than
100 µm and rarely larger than 150 µm [4]. Importantly, stone sludge represents the greatest
volume of processing-related wastes. While the volume of solid scraps may be reduced by
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rational stone material handling, a reduction in the volume of sludge is difficult without
alternating the employed stone-processing technology.

The above-mentioned wastes are accompanied by wastes from damaged stone blocks
or final stone products. These include materials with inherent defects (fractures, voids,
etc.) and secondary defects (e.g., defects resulting from the manufacturing process). Such
materials are frequently reprocessed or sold at discount prices. Table 1 contains a detailed
characteristic of wastes generated in the processing of natural stone.

Table 1. Characteristics of waste from the processing of natural stone.

Type of Waste Definition of Waste Description of Waste Source

SOLID STONE SCRAPS

Damaged stone blocks

Stone blocks that have significant defects
or have been damaged and are

characterised by different sizes and
irregular shapes.

Stone blocks that have insufficient material quality
or have been damaged during transport or
unsuccessfully divided into smaller parts.

Damaged final stone products Final stone products with inherent and
secondary defects.

During the processing operation, fractures or defects
in the final stone products may occur (secondary

defects) or primary defects are revealed.

Offcuts
The first and last slab of a stone block cut
in a head saw, having one surface smooth

and one surface raw/split.

Offcuts occur when a stone block with uneven
surfaces is cut. The basic operation behind cutting a

stone block is to approximate its shape to a cube.
Offcuts are due to the technology employed in

natural stone processing.

Valvestones Lower part of the cut stone block

Waste is generated after cutting a stone block due to
safety reasons and in order not to damage the cut
raw slabs. This waste is generated as a result of

using certain stone block cutting technologies (e.g.,
disc saw) and is less and less frequent.

Waste from splitting
Parts of the split material outside the size

standard of the product (e.g., paving
stone).

When splitting natural stone into smaller-size
elements (e.g., in the production of paving stone),
oversize rock parts of the desired element are split

off.

Waste from cutting
Parts of rock material which are smaller

in volume than offcuts and have a
minimum of 3 smooth surfaces.

Waste is produced as part of the size and shape
adjustment. Rock material is produced as a result of
cutting off the oversize parts of natural stone. The

quantity of this waste depends on the volume of the
cutoff stone parts and on the planned cutting

locations.

Dust Fine fraction rock and abrasive material.

As stone is processed, fine fractions of rock material
and spalls are split/chipped off the rock. In addition,
depending on the surface treatment technology used,

this type of waste may include abrasive material
(e.g., sand being the product of sandblasting).

STONE SLUDGE

Slurry/Cake A mixture of water, ground fine rock, and
particles of the cutting tool.

This type of waste is generated at each stage of stone
processing. Stone is abraded by the processing

elements and subsequently mixed with water. This
type of waste additionally comprises small amounts

of particles from the working tools.

67



Energies 2021, 14, 7232

2.3. Analysis of Stone Waste Production

Analysing the volume and type of the produced stone materials is an important
parameter in selecting proper machinery for a processing plant, as well as the basis for
the adoption of a production management strategy with a view to reducing the volume of
waste produced. The machinery is selected on the basis of numerous other factors, the most
important of which is the type of stone products. Table 2 shows types of processed natural
stone, types of stone products, and machinery used in 10 plants in which the scale and
type of processing-related stone waste were analysed. The plants process various types
of rocks (granites, sandstones, marbles, etc.) and produce various elements (stone slabs,
paving blocks, untypical and formed elements, etc.).

The volumes of natural stone waste produced in stonemasonry companies vary.
Table 3 shows the analysis of the volume and type of stone wastes (scraps). The volume
of stone wastes (scraps) was analysed based on data obtained from processing plants on
the flow of semi-finished products in the individual stages of stone processing, as well as
on the author’s own observations. The volume of stone wastes generated at individual
stages was estimated from the differences in the volume of stone elements before and
after the processing stage. The same basis was used to identify the masses of processed
stone and semi-finished products. The volume and mass of sludge were determined
from measurements (weighing) conducted by the processing plants. The volume of solid
stone scraps was calculated from the difference in initial weight and volume of processed
dimension natural stone, finished stone products, and sludge.

The analyses demonstrated that the volumes of stone wastes (scraps) are between
10% and 35% in relation to the quantity of the processed stone material. Interestingly, the
greatest volume of waste is produced at the pre-processing stage. This phenomenon is
related to the greatest amount of work involved and to the amount of processed natural
stone, as well as to the type of machinery employed. In the complete stone processing
cycle, the volume of sludge is in all analysed plants more than the volume of solid wastes
(solid scraps) (up to three times more). Solid wastes (solid scraps) are generated in the
pre-processing and, to a lower extent, in the shape and size adjustment processes. They
are characterised by larger fragments of natural stone, which can be processed again, thus
significantly reducing the volume of stone waste produced. Stone sludge is a much more
significant problem because it is a fine material and cannot be reprocessed. Therefore, it is
necessary to use it in other industrial sectors.
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3. The Use of Waste from the Processing of Natural Stone

Natural stone wastes from stonemasonry plants constitute a substantial part of
all waste produced there and are a significant environmental problem, as they are not
biodegradable [18]. The efficient production management in processing plants and the
resulting rational stone waste management require the planning and designing of stone
elements to be performed in such a way that the processed material is fully used as vari-
ous stone products. It is also important to introduce technical solutions to reduce waste.
Such an approach will affect a reduction in stone scrap production. Still, the generated
stone scraps should continue to be properly processed. Although reusing waste is socially
and environmentally important, it should also be economically profitable and technically
feasible [16].

Generally, stone wastes from processing plants are environmentally neutral. However,
according to Simsek et al. [19], Rizzo et al. [20], Nasserdine et al. [21], and Luodes et al. [22],
they may also have a negative environmental impact. Therefore, the European Parliament
and EC Directive 2008/98/EC of 19 November 2008 on waste [8] encourages other ap-
plications of stone wastes. Although stone wastes are generally stored in waste disposal
facilities or in post-mining excavations, the literature on the subject mentions numerous
proposals for their application (Table 4).

Table 4. Literature research on the possibilities of application of stone scraps.

Application of Stone Scrap Type of Stone Scrap Material References

Building materials
(mortar/concrete/brick)

powder/fine
aggregate

granite [23–33]
marble [34–55]

limestone [56–61]
powder/fine

aggregate basalt [62–65]

coarse/fine aggregate sandstone [66–71]
powder mix/unidentified [72–77]

Ceramic materials

fine grained
waste/powder

granite [78–80]
marble [81–85]

powder
gneiss [86–88]

serpentinite [89,90]
mix/unidentified [91,92]

Stabilised clay soil powder
marble [93]

limestone [94–97]
mix/unidentified [98,99]

Fertilisation unidentified
marble [100]
basalt [101,102]

powder gneiss [103–106]

Various composite materials powder

granite [107]
marble [108–111]

sandstone [112]
basalt [113,114]

Other applications powder granite [115]
marble [116–119]

In processing plants, various types and volumes of natural stone (e.g., granite, sand-
stone, limestone, marble) are often processed, which indicates the variety of stone waste
and the different physical and chemical properties of these materials. The literature has
repeatedly described both the possibilities of using stone scrap for the production of con-
struction materials and their physicomechanical parameters. The largest number of studies
showing the possibilities of using stone waste concerns granite and marble because of their
widespread use in architecture and civil engineering. In addition, the largest number of
studies were related to the use of stone powder.
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The analysis of the literature on the subject indicates the possibilities of using stone
scrap in the construction industry, which is concerned with the selection of various mix-
tures with the use of stone waste (most often from the processing of granite and marble) to
produce mortar, concrete, or bricks. These works reveal that the use of up to 35% of the
volume of stone waste material for the production of Portland cement does not affect the
quality parameters of this product [26]. Ghannam et al. [24] and Prošek et al. [46] indicate
that using stone waste can increase the strength parameters of concrete. Additionally, the
use of fine stone waste can be a good solution for the production of ceramic products.
Luiz et al. [92] and Munir et al. [83,84] emphasise that the inclusion of 15% of ornamen-
tal stone waste in the production of ceramic products does not affect the properties of
these products.

Saygili [93], Ibrahim et al. [94], Ogila [95], Pastor et al. [96], Sabat and Muni [97], Igwe
and Adepehin [98], and Sivrikaya et al. [99] have shown that the application of stone scrap
to stabilise clay soils is beneficial and, at the same time, improves geotechnical properties
and reduces soil swelling. The use of fine rock material for fertiliser production, used in
agriculture, as well as in the reclamation process, can have a positive impact on the growth
of vegetation and improve soil properties [100,102–105].

Stone scraps can also be used to produce various composite materials. Karimi et al. [107]
propose to use granite waste for the production of ecological stone composite based
on acrylonitrile–butadiene–styrene (ABS), while Conde-Vázquez et al. [112] indicate the
possibility of using sandstone waste for the production of artificial arenite using cement
polymerisation. Kurańska et al. [113] point to the possibility of applying stone waste
to the production of highly efficient porous polyurethane composites. Basalt waste can
also be used as admixtures for gypsum composites [114]. The use of fine marble waste
is possible to produce various other composite materials: geopolymer hybrid composite
materials [108,111], composite materials with the structure of unsaturated polyester [110],
or composite materials produced from waste PET [109].

Other applications of stone scrap do not represent a large-scale use. However, more
research should be conducted into the possibilities of their usefulness. Alves et al. [115]
point to the use of granite waste for rock wool production. Agrawal et al. [116], Mar-
ras, and Careddu [117] propose to use marble waste in the rubber industry, whereas
Özkaya et al. [119] have conducted a study on the possibility of applying waste marble
powder as an adhesive filler in the manufacturing of laminated veneer lumber (LVL).
Navar et al. [118] have tested the possibility of using waste marble powder as a potential
alternative to current commercial calcium carbonate sorbents for capturing CO2.

The reprocessing and reusing of stone scraps increase productivity and profitability
while reducing the final production costs. In addition, it simultaneously limits the threat to
the environment, reduces the number of non-biodegradable waste deposition sites, and
offers alternative raw materials for various industrial activities. Table 5 shows general
methods for using scraps generated in the processing of natural stone.
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Table 5. Different applications of scrap from dimension natural stone processing (own work based
on Shamrai et al. [17] and Shirazi [120]).

Type of Stone Scrap Different Applications of Scrap from Dimension
Natural Stone Processing

Small stone waste (including sludge)

Asphalt and concrete production
Brick manufacturing

Construction fill
Production of synthetic aggregate

Media for biofiltration systems or soil remediation
Mineral content for soil

Tire mixtures production

Waste in the form of aggregates

Construction fill
Construction mixture ingredient

For road filling
For reclamation in landscaping and decorative use

Media for biofiltration systems

Larger stone pieces and paving Fill for gabion retaining walls and foundations
For reclamation in landscaping and decorative use

Damaged blocks or slabs

Use as a foundation filler
Production of aggregates

For cutting tiles of small size
Production of paving stones or tiles

4. Conclusions

Production processes should be planned to maximise resource usage and environmen-
tal protection while balancing costs. One of the cost-intensive factors in the production
process is energy. Energy efficiency is an important optimisation issue and should be
understood as the amount of energy used to obtain a product. This issue has been ad-
dressed in many works on mining [121,122]. In the context of natural stone processing, this
issue is also important because such processes require high energy input. The generated
stone waste, which generally represents a loss of raw material, also affects the number of
production costs. In addition, stone wastes produced in stone processing pose significant
problems, which considerably affect the environment, as well as the production efficiency
and profitability.

The produced stone waste, i.e., solid scraps and sludge, comprises 10–35% of the
quantity of the processed natural stone, solid scraps accounting for almost threefold greater
quantities. Most of this waste is generated in the first stage of stone processing. A reduction
in the quantity of stone waste is possible if the production of stone elements is rationally
planned in order to use the material with maximum efficiency and if companies decide to
introduce modern machinery, which is now designed with a view to reducing stone waste.
In addition to the need to reduce stone scrap, it is necessary to search for its usage. The use
of scrap, once its potential has been discovered, is now considered to be an activity that
can contribute to product diversification, reduce final costs, and provide alternative raw
materials for a variety of industrial sectors [79].

Based on the analysis conducted in the article, the following two important research
areas can be identified that should be developed with a view to waste reduction or repro-
cessing:

• Research efforts to find or improve a technology that reduces the volume of waste
produced or the development of a waste-free technology;

• Research efforts to find possibilities of stone waste application.
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Abstract: Landfills have been identified as one of the major sources of greenhouse gas (GHG)
emissions and as a contributor to climate change. Landfill facilities exhibit considerable spatial and
temporal variability of both methane (CH4) and carbon dioxide (CO2) rates. The present work aimed
to evaluate the spatial distribution of CH4 and CO2 and their δ13C isotopic composition originating
from a municipal landfill site, to identify its contribution to the local GHG budget and the potential
impact on the air quality of the immediate surroundings in a short-term response to environmental
conditions. The objective was met by performing direct measurements of atmospheric CO2 and
CH4 at the selected monitoring points on the surface and applying a binary mixing model for the
determination of carbon isotopic ratios in the vicinity of the municipal waste landfill site. Air samples
were collected and analysed for isotopic composition using flask sampling with a Picarro G2201-I
Cavity Ring-Down Spectroscopy (CRDS) technique. Kriging and Inverse distance weighting (IDW)
methods were used to evaluate the values at unsampled locations and to map the excess of GHGs
emitted from the landfill surface. The large off-site dispersion of methane from the landfill site at a
500 m distance was identified during field measurements using isotopic data. The mean δ13C of the
landfill biogas emitted to the surrounded atmosphere was−53.9± 2.2‰, which corresponded well to
the microbial degradation processes during acetate fermentation in the waste deposits. The calculated
isotopic compositions of CO2 (δ13C = −18.64 ± 1.75‰) indicate the domination of biogenic carbon
reduction by vegetation surrounding the landfill. Finally, amounts of methane escaping into the air
can be limited by the appropriate landfill management practices (faster covers active quarter through
separation layer), and CH4 reduction can be achieved by sealing the cover on the leachate tank.

Keywords: GHG emissions; stable isotopes; waste management; energy recovery

1. Introduction

Carbon dioxide (CO2) and methane (CH4) derive from a majority of natural and
anthropogenic sources and play a critical role in regulating the Earth’s climate by trapping
heat and contributing to overall global warming [1–3]. There are limitations of the accuracy
of emissions data derived from the official inventories, especially fugitive emissions from
landfills, and estimates obtained from direct atmospheric measurements. Methane and
carbon dioxide are major components of landfill gas (biogas), accounting for ~45–60%
and ~40–60% of the total gas emissions [4], respectively; their variations depend on the
composition and age of the waste [5], as well as landfill operating procedures [6]. Biogas
also includes other gases, such as volatile organic compounds (VOCs), non-methane
organic compounds (NMOCs), hydrogen sulfide (H2S), and ammonia (NH3), as well as
trace amounts of harmful compounds [7].

Landfill gas is produced by the degradation of organic matter in the waste mix in a
series of biological and physicochemical mechanisms under anaerobic conditions [5,8,9].
The production of landfill gas consists of the following five phases: (1) hydrolysis (in the
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presence of oxygen complex organic polymers, become converted into simple compounds,
sugar, fatty acids, and amino acids, further O2 becomes depleted while CO2 is generated),
(2) acidogenesis (anaerobic acidic phase after the oxygen in the landfill is exhausted and
anaerobic bacteria convert compounds produced by hydrolysis into acetic, lactic and formic
acids and alcohols; CO2 and H2 are then generated as end products), (3) acetogenesis (the
methanogenesis process starts and acids from acidogenesis are decomposed into acetate,
decrease in pH; the production of CH4 increases up to a level of around 70%, and the
production of CO2 decreases from 70 to 40%), (4) methanogenesis (the equilibrium is
reached and acetophilic methanogens directly produce CH4 and CO2 from acetate or
hydrogenophilic methanogenic bacteria using hydrogen to yield CH4 and CO2), and
(5) maturation (most organic waste is already degraded and most of the landfill gas
emissions occur, then the volume of gas generation decreases with respect to the landfill
stabilization) [10–12].

Emissions of landfill gases (LFG) and the presence of contaminants in wastewater
(leachate) are the two major contributors to environmental impacts in the immediate sur-
roundings [13–15]. Moreover, inappropriate waste maintenance and landfilling constitute
a serious threat to public health and the welfare of the ecosystem [16,17]. The negative
environmental impact can be limited by extracting the captured biogas, which can be
flared or collected and purified, and used as renewable fuel whenever environmentally
and economically convenient (e.g., electricity generation or vehicle fueling). Landfill gas
collection begins in the extraction wells (network composed of slotted plastic pipes) in-
stalled and operated vertically and/or horizontally inside the waste mass, depending on
site-specific factors [5]. It is necessary to reduce the abrasive and corrosive nature of raw
landfill gas streams by treating and further removing moisture with a moisture separator
and mist eliminator, and removing particulates and other impurities through the use of
filtration [5,18]. Collected LFG condensate is commonly combined with the formation of
landfill leachate that requires optimal system operations to conduct and store the leachate
for its further treatment or disposal [5,18].

It is still difficult to assess the scale of CO2 and CH4 emissions from landfill facilities
due to the large temporal and spatial variations in the landfill source strength [7,19,20].
The combination of high-resolution atmospheric and precise stable isotope measurements
acts as an effective tool for monitoring the strength of major CO2 and CH4 sources and
understanding GHGs biogeochemistry [21–25]. The ranges of isotopic signatures (δ13C) of
carbon dioxide and methane emitted from the major source categories are very large. With
respect to carbon isotopic fractionation during methanogenesis, three types of methane
sources have distinct δ13C signatures, whereby biogenic CH4 is heavily depleted in 13C
(from −75 to −55‰) [26,27] whereas thermogenic methane typically has δ13C values (from
−60 to −20‰) [28,29] and pyrogenic methane is assigned more enriched values (−50
to −40‰) [21,30]. The isotopic range of δ13C(CO2) for terrestrial vegetation varies from
−29 to −12‰ [31,32] whereas the δ13C composition of fossil fuel combustion ranges from
−44‰ to −22‰ [22,33].

Methane released by biogas production processes, leachate characterization, and the
maturity stage of the landfill site, can also be detected by measuring the stable isotopic
composition of methane δ13C(CH4) [8,34–37]. Carbon sources at landfill sites access a
narrow range of isotopic methane signatures, however, the oxidation of CH4 processes
alongside alteration and isotopic exchange can influence the raw CH4 biogenic genesis
signal [37]. According to Fischer et al. [38], isotopic signatures of methane emission from
gas-collection systems in landfills located in Germany and the Netherlands were in the
range of −60.3 to −57.4‰, with an average of −57.4 ± 2.2‰; samples derived from the
atmospheric upwind and downwind measurements values of δ13C(CH4) varied within the
range typical for terrestrial biogenic CH4 sources (from −58.0 to −54.2‰, with an average
of −55.4 ± 1.4‰). In the study conducted in Kuwait [39], reported methane isotopic
signatures for samples obtained at the vicinity of a landfill site were in a range from −59.4
to −51.9‰, with an average δ13C(CH4) value of −56.6 ± 3.1‰. A study on the isotopic
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composition of methane emissions from active landfill sites in the United Kingdom [40]
reveal the isotopic signature of δ13C(CH4) to be in the range −60 to −58‰. The δ13C(CH4)
values measured at two Danish landfills were in the range of −59.94 and −48.45‰ for
downwind samples and ranged between −49.43 and −46.68‰ for upwind gas samples
from the source area [41].

An isotopic analysis is important in studies on the metabolic pathways of methane
production. For biogenic methane formation from the microbial decomposition of organic
matter (OM), two main methanogenic pathways can be isotopically differentiated, namely,
acetate fermentation (AF) and hydrogen-utilizing CO2-reduction (CR). The third major
methanogenic pathway in OM degradation is through the utilization of methyl (amines
and mercaptans) and methanol, yet the generated CH4 is less isotopically distinct and
can resemble CH4 acetate fermentation. Methanogenesis leads to CH4 depletion in 13C
compared to the organic substrate. Typical δ13C(CH4) values, in the range –65 to −50‰,
∆13C(CO2-CH4) between 30 and 55‰, and δ2H < −300‰ are indicative of an AF pathway.
The CR pathway generates more 13C-depleted CH4, typically in the range −60 to −80‰,
∆13C(CO2-CH4) between 55 and 100‰, although less 2H-depleted in the range −250 to
−150‰. The reason for the large ∆13C(CO2-CH4) is that the fractionation during CO2-
reduction (multiple enzymatic steps) is higher than in cases of acetate disproportionation
to CO2 and CH4, and the residual CO2 becomes progressively 13C-enriched, depending on
how open/closed the system is [8,37,38,41–44].

There have been few studies that attempted to estimate mechanisms and the relative
contribution of emissions of CH4 from landfill sources [45–48]. An investigation of spatial
and temporal variations of CH4 fluxes from the landfill facilities with the use of interpola-
tion methods was conducted by Haro et al. [48], Gonzalez-Valencia et al. [49] and Zhang
et al. [50]. In general, landfills are known to be a source of significant fugitive methane
emissions, however, there is also a large spatial variability in CH4 rates from similar sources
in various locations across countries. Moreover, most of the investigations reported in the
literature focused on: (1) the biogeochemical transformations between CH4/CO2 from
municipal waste landfill (MWL) and dissolved inorganic carbon (DIC) in leachate, so the
process is quite well known; (2) investigations of geochemical and isotopic maturation in
CH4/CO2 in MWL, although mostly in reclaimed MWL and well-drilled/exploited biogas
systems. Therefore, the objective of this study was to assess the spatial distribution of
GHGs (CH4 and CO2 and their δ13C isotopic composition) originating from the municipal
waste landfill (MWL) site, and to elucidate the interactions and effects of biogenic CO2
components (assimilation by neighboring vegetation) to examine the MWL effect on the
local atmosphere around the dump area and short-term responses to environmental factors.
The analyzed MWL is quite unique because the half area is a reclaimed quarter (with
biogas drilling well system and co-generator use), whereas the second half is still an active
location, to which a huge amount of municipal waste (segregated and not) is supplied,
which can act as a completely uncontrolled bio-reactor and a source of a significant amount
of GHGs. The research tasks included field measurements of concentrations and isotopic
analyses of atmospheric CO2 and CH4 in combination with landfill-site investigations
and a review of existing reported emission reports, in order to provide a comprehensive
approach for distinguishing the signal and confirming the off-site migration of landfill
gases in the surrounding atmosphere. The closest location to the MWL is a forest as well as
an arable land area, both of which can work as a possible buffer from the MWL genesis
of GHGs.

2. Materials and Methods
2.1. Site Description

The research site (51◦38′03.3” N 16◦41′56.8” E) is located in the Rudna Wielka village
in the north-central part of the Lover Silesia Voivodeship (Figure 1), Góra County, Wąsosz
commune. Rudna Wielka is located 80 km north-west from Wrocław (4th biggest polish
city and main supplier of waste to landfill). The climate of Lower Silesian Voivodship is
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characterized by variability due to the topography. The northern area is on the border
of the temperate zone of the oceanic and continental climate. The climatic conditions
throughout the entire area of the Góra County are practically uniform and is characterized
as a temperate climate—dry and warm. Temperature fluctuations here are smaller than the
average fluctuations in Poland, the springs and summers are early and warm, and winters
are mild. The average annual temperature is 8 ◦C, which is classified as high, the average
temperature in July is 18 ◦C, and in January it is −2 ◦C. The average monthly atmospheric
pressure ranges from 1014.4 hPa in April to 1018.2 hPa in January. The average annual
sums of atmospheric precipitation over many years (1951–1980) range from 500 mm in
the west to 600 mm in the east of the county. The winds prevail from the west and their
average speed at a height of 10 m above the ground is 3.0–3.5 m·s−1 [51].
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The municipal waste landfill (MWL) in Rudna Wielka was opened in 2004. The area
where the waste is stored is secured by an artificial geological sealing barrier (clays) and
a synthetic geomembrane so that the leachate does not penetrate into the ground and,
in the next stage, into groundwater. The leachate that arises in the landfill is discharged
through a drainage system to the leachate tank. Biogas in the Rudna Wielka landfill (which
is produced by the decomposition of biochemical processes) is absorbed by degassing wells
and then converted into energy and heat. This process allows for the reduction of biogas
emissions (including methane) to the atmosphere.

The landfill in Rudna Wielka meets all the conditions stipulated by Polish law and
European Union directives. The owner of the MWL aims to minimize the negative impact
on the environment. The company oversees waste collection, segregation, recovery and the
management of waste that is no longer suitable for use. According to the obtained data, the
most often segregated waste types (typical composition) in the Rudna Wielka municipal
waste landfill site received from the Voivodeship city of Wroclaw in 2017 [53] are shown
in Table 1. Based on the amount of waste collected in MWL, the main component was
non-combustible mixed waste (73.95% mass), which contained unsorted (mixed) municipal
waste and bulky waste. The waste composition also has a high organic/biodegradable
content, which constitutes 20.53% of the mass of the waste material deposited on the
landfill. The waste contained a 3.46% mass of packaging fractions, (mainly glass) and
residual minerals (1.55% mass), which mainly includes other non-biodegradable waste,
soil and stones, a small percentage (0.51% mass) of construction and demolition debris.
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Table 1. Amount and composition of waste in the municipal waste landfill site collected in 2017,
according to the survey in [53].

Waste Component Classification Codes
for Waste in EU

Assumed
(Mg·Year−1)

% Mass in Wet
Basis

Organic, biodegradable 20 02 01 23,797.33 20.53
Non-combustible mixed waste 20 03 01, 20 03 07 85,701.55 73.95
Minerals 20 02 02; 20 02 03 1792.27 1.55
Textile 20 01 11 2.63 0.00
Mixed construction and
demolition debris 17 01 07; 17 09 04 587.70 0.51

Packaging fractions:
- glass 15 01 07 3814.43 3.29
- multilayer packages 15 01 06 202.60 0.17
* Total 115,898.51 100

* Information on waste composition received from Wrocław urban area.

The landfill for non-hazardous and inert waste consists of three quarters with a total
area of 8.07 ha. The capacity of quarters 1 and 2 is approximately 960,000 m3, while the
capacity of quarter 3 is 700,000 m3. Currently, headquarters No. 3 is in operation, and
plots 1 and 2 have been reclaimed (Figure 1). There is an installation for mechanical and
biological waste treatment in the landfill. The mechanical part consists of a modular waste
segregation station (140,000 Mg·year−1) and an installation for the mechanical treatment of
waste (151,200 Mg·year−1) [54].

In the biological part, the installation allows for the replacement or parallel perfor-
mance of biological drying processes (100,000 Mg·year−1 for the biodegradable fraction
at least 0–80 mm or 21,765 Mg·year–1 for biological drying of mixed waste), biological
waste processing under aerobic conditions (55,000 Mg·year−1) and waste composting
in the recovery process (13,000 Mg·year−1). In addition, there was an installation for
composing alternative fuels (110,000 Mg·year−1 and a maximum of 20 Mg·h−1) in the
landfill [54,55]. At the landfill (in the reclaimed quarters 1 and 2), there is an installation for
the disposal/recovery of landfill gas (accounting for 46.85% of CH4) by burning in a flare
(about 447,620 m3 in 2017) or for energy use in a cogeneration system [54]. The leachate
water is collected with a drainage system located at the bottom of the quarters and collected
in the leachate tank, and then transported to the sewage treatment plant (approximately
10,174 m3 in 2017) [54] or recirculated to the top of the landfill.

2.2. Sampling Methodology

The ambient air samples (Figure 1) were collected in 32 locations across the study
site on 22 August 2017, in 1-L PTFE bags (SKC, Bag, Tedlar®, 1 L, Single PP Fitting) by
using a vacuum pump with a miniature in-line magnesium perchlorate trap. All sites
were sampled windward between 12.00–3.00 PM local time c.a. 1.5–2 m above ground
level. Filled Tedlar bags were subsequently analyzed within 24 h at the laboratory for
δ13C(CO2) and δ13C(CH4), CO2 and CH4 mole fraction by CRDS laser spectroscopy (G2201-
i, Picarro Inc., Santa Clara, CA, USA). The sample air during measurements had a relatively
constant water vapour mole fraction, typically of around 0.5–0.8%. As the background of
atmospheric methane and carbon dioxide mole fraction and as δ13C(CH4) and δ13C(CO2)
values are not affected by local biogenic and anthropogenic processes, the data for Mace
Head (MHD) Ireland NOAA station (August 2017) were used [56]. The main air masses
arrive in Poland from the North Atlantic area, hence MHD station (53.3260◦ N, 9.899◦ W)
was deemed to be the most appropriate as a clean background sample.

2.3. CO2 and CH4 Mole Fraction and Carbon Isotope Analysis

The CO2 and CH4 mole fractions and 13C/12C isotope ratios in ambient air (trans-
ferred into Tedlar bags) were measured by cavity ring-down spectroscopy (CRDS—Picarro
G2201-i isotopic analyzer). Measurements were verified using fixed working reference
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gas in synthetic air, with a CO2 concentration of 408 ± 2 ppm, a δ13C(CO2) value around
−30.2 ± 0.3‰ and 1.88 ± 0.04 ppm for CH4 with a δ13C(CH4) value of −42.6 ± 0.4‰. In
order to confirm the quality of methane measurements and the long-term stability of the
analyzer, three standard gases with high and low concentrations of CH4 were applied. The
cylinders of the certified (VPDB) CH4 mole fraction and the isotopic composition ranged
between (standard 1) 9.5 ppm, δ13C(CH4): −69.8‰; (standard 2) 1.88 ppm, δ13C(CH4):
−42.6‰, (standard 3) 3.3 ppm, δ13C(CH4): −55.1‰.

2.4. Meteorological Data

Weather parameters (barometric pressure, relative humidity, temperature, wind speed
and direction) were recorded during the field campaign using an on-site weather station
(Kestrel 5500 Weather Meter, Kestrel Instruments, Boothwyn, PA, USA). The meteorological
station was placed at the level of 1.5 m a.g.l. on a portable tripod at each ambient air
sampling point.

2.5. Data Analysis

The statistical analysis (using Statistica 13.0 Software) was carried out on samples
collected over a sampling campaign to test CO2 and CH4 mole fractions, and δ13C anal-
ysed both GHG gases as well as measured meteorological parameters. Normality tests
were performed using Shapiro–Wilk estimates. Due to a lack of normality, Spearman’s
rank correlation coefficient was used to test possible relationships between the analysed
parameters.

The Keeling plot method [57] was used to determine the isotopic composition of the
atmospheric carbon dioxide and methane mixing ratio, respectively. A two-end-component
mixing model, for estimating the intercept and standard error of the intercept of the Keeling
plot, is represented by the carbon-isotope (δ13C) signatures as a function of the inverse
(1/CO2) of atmospheric gas mixing ratios, derived from a geometric mean regression as
follows (Equation (1)) [58]:

δmix =
Catm × (δatm − δsrc)

Cmix
+ δsrc, (1)

where:

δmix—background C isotope mixing ratio;
δsrc—mean source C isotope mixing ratio;
Cmix—background atmospheric C concentration;
Catm—C concentrations of the mean source.

The graphical relations between measured parameters were prepared using Grapher®

(from Golden Software LLC, Golden, CO, USA, www.goldensoftware.com (accessed on
27 November 2021)), whereas a spatial map distribution of analysed parameters was pro-
duced using Surfer® (from Golden Software, LLC, Golden, CO, USA, www.goldensoftware.
com (accessed on 27 November 2021)). The maps of CO2 mole fraction, as well as δ13C(CO2)
and δ13C(CH4), were extrapolated using the Kriging method, whereas the CH4 mole frac-
tion map, due to the large data differences, was extrapolated using an inverse-distance to a
power method [59].

3. Results
3.1. Weather Conditions

During the investigation on 22 August 2017, the weather conditions were quite stable
with occasionally small wind velocity and direction fluctuations (Table 2 and Figure 2).
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Table 2. Meteorological parameters and geochemical data of ambient air samples gathered in the vicinity of the municipal
waste landfill site during the campaign on 22 August 2017.

No
Sample

Wind
Direction

[◦]
Wind

Velocity
[m/s]

Temperature
[◦C] RH [%] Pressure

[hPa]
CO2

[ppm]
1/CO2

[ppm−1]
δ13C(CO2)

[‰]
CH4

[ppm]
1/CH4

[ppm−1]
δ13C(CH4)

[‰]

1 * 249 1.6 18.6 52.8 1005.2 394.3 2.536 −7.8 2.21 0.452 −50.9
2 * 253 3.8 18.3 55.1 1005.4 388.4 2.575 −7.4 2.02 0.495 −51.6
3 * 264 3.3 17.9 55.4 1005.7 386.6 2.587 −7.3 2.01 0.497 −52.2
4 * 220 0.0 20.2 54.2 1005.5 390.5 2.561 −7.5 1.92 0.521 −51.4
5 * 272 3.7 17.5 51.3 1005.9 385.9 2.591 −7.3 1.90 0.528 −51.5
6 * 270 5.5 18.1 53.6 1006.2 386.4 2.588 −7.3 1.90 0.528 −52.1
7 * 283 5.2 17.7 53.1 1006.4 388.8 2.572 −7.5 1.90 0.527 −52.0
8 * 330 3.0 17.7 55.6 1006.2 385.1 2.596 −7.2 1.90 0.525 −51.8
9 * 255 3.2 18.8 54.5 1006.4 385.5 2.594 −7.4 2.16 0.463 −53.0

10 * 252 3.9 18.2 54.6 1006.5 387.2 2.583 −7.3 2.07 0.484 −52.9
11 * 345 4.4 18.4 54.0 1006.2 386.7 2.586 −7.4 1.92 0.520 −53.1
12 * 297 0.8 19.5 49.6 1006.2 385.9 2.591 −7.3 2.43 0.411 −54.1
13 * 300 6.9 17.1 50.5 1006.5 390.8 2.559 −7.4 2.12 0.471 −53.2
14 * 267 5.1 17.6 53.5 1006.5 386.2 2.590 −7.2 2.17 0.461 −53.8
15 * 248 9 18.2 52.8 1006.2 393.6 2.540 −7.3 129.48 0.008 −57.9
16 * 264 2.4 19.6 54.1 1006.2 392.4 2.548 −7.5 18.85 0.053 −56.9
17 * 285 3.7 20.2 52.6 1006.0 390.1 2.564 −7.6 4.49 0.223 −56.3
18 * 305 2.2 19.1 52.8 1006.0 391.0 2.558 −7.4 4.71 0.212 −57.7
19 * 240 6.9 18.9 48.8 1006.2 386.7 2.586 −7.1 2.37 0.421 −53.8
20 * 274 4.1 19.3 49.6 1005.9 392.8 2.546 −7.5 1.92 0.522 −52.2
21 * 276 1.7 19.2 49.2 1005.9 390.8 2.559 −7.4 2.41 0.415 −54.4
22 * 286 2.6 19.8 50.3 1005.5 390.5 2.561 −7.3 3.03 0.331 −55.9
23 * 273 3.3 18.9 50.6 1005.5 384.9 2.598 −7.4 1.89 0.528 −52.1
24 * 273 4.0 18.5 47.9 1005.0 384.9 2.598 −7.2 2.01 0.499 −52.5
25 * 300 3.3 19.9 48.8 1005.2 389.9 2.565 −7.4 3.04 0.329 −55.7
26 * 259 5.0 18.4 47.4 1005.5 388.2 2.576 −7.3 1.90 0.525 −51.6
27 * 203 0.5 18.4 55.6 1005.2 396.4 2.523 −7.6 2.50 0.400 −54.0
28 * 248 3.5 18.7 56.2 1005.4 406.4 2.461 −8.4 11.48 0.087 −56.2
29 * 27 0.6 19.3 56.5 1005.0 417.1 2.398 −12.4 23.72 0.042 −56.2
30 * 111 1.9 17.8 52.2 1004.7 395.7 2.527 −7.5 5.63 0.178 −59.1
31 * 261 4.6 18.9 55.9 1005.0 419.0 2.387 −7.8 21.12 0.047 −57.0
32 * 277 4.7 17.7 53.7 1006.5 385.0 2.598 −7.1 2.17 0.462 −52.9

Min. 27 0.0 17.1 47.4 1004.7 384.9 2.387 −12.4 1.89 0.008 −59.1
Max. 345 6.9 20.2 56.5 1006.5 419.0 2.598 −7.1 129.48 0.528 −50.9
AVG 258 3.4 18.6 52.6 1005.8 391.4 2.556 −7.6 8.48 0.380 −53.9

Median 269 3.4 18.6 53.0 1005.9 389.3 2.569 −7.4 2.17 0.461 −53.2
SD 57 1.7 0.8 2.6 0.5 8.2 0.051 0.9 22.46 0.171 2.2

* data from [60].
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Figure 2. Wind rose measured on 22 August 2017 in the vicinity of the municipal waste landfill.
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Weather parameters were as follows: the air temperature varied between 17.1 and
20.2 ◦C (average of 18.6 ± 0.8 ◦C), wind speed varied between 0.0 and 6.9 m·s−1 (average
of 3.4 ± 1.7 m·s−1), wind direction fluctuated between 27 and 345◦ (average of 258 ± 57◦

which indicated prevailing westerly winds Figure 2), relative humidity varied between 47.4
and 56.5% (average of 52.6 ± 2.6%) and the atmospheric pressure increased from 1004.6 to
1006.5 hPa (average of 1005.8 ± 0.5 hPa). The notably weak statistical relations (Table 3)
between the different meteorological parameters due to very low parameter fluctuations
are accidental rather than representative of environmental dependence.

Table 3. Spearman’s rank correlation coefficient between analyzed parameters (n = 32). Statistically significant coefficients
for p < 0.05 are bolded.

Wind
Direction

[◦]

Wind
Velocity

[m/s]
Temperature

[◦C]
RH
[%]

Pressure
[hPa] CO2 [ppm] 1/CO2

[ppm−1]
δ13C(CO2)

[‰] CH4 [ppm] 1/CH4
[ppm−1]

Wind velocity
[m/s] 0.27

Temperature
[◦C] 0.00 −0.45

RH [%] −0.35 −0.19 −0.17
Pressure [hPa] 0.38 0.42 −0.36 −0.01

CO2 [ppm] −0.40 −0.35 0.30 0.24 −0.45
1/CO2 [ppm−1] 0.40 0.35 −0.30 −0.24 0.45 −1.00
δ13C(CO2) [‰] 0.29 0.39 −0.37 −0.31 0.48 −0.80 0.80

CH4 [ppm] −0.27 −0.42 0.39 0.17 −0.25 0.67 −0.67 −0.41
1/CH4 [ppm−1] 0.27 0.42 −0.39 −0.17 0.25 −0.67 0.67 0.41 −1.00
δ13C(CH4) [‰] 0.03 0.24 −0.33 −0.03 0.10 −0.52 0.52 0.28 −0.88 0.88

3.2. Mole Fraction and Stable Carbon Isotopic Composition of CH4 in the Vicinity of the Municipal
Waste Landfill

The CH4 mole fraction measured during the 22 August 2017 sampling investigation
varied from 1.89 to 129.48 ppm with an average value of 8.48 ± 22.46 ppm and a median
of 2.17 ppm (Table 2). At some sampling points (e.g., No. 15), the mole fraction of am-
bient atmospheric CH4 in the vicinity of the municipal waste landfill showed significant
enrichment (up to 65 times) compared to the global methane Mace Head Ireland NOAA
(1.92 ppm, August 2017) background [56]. The significant differences between the aver-
age and median values indicate that some CH4 hot spots were observed rather than an
enrichment of the entire analyzed area (Figure 3A).

The δ13C(CH4) in the ambient atmosphere follows the variability with 13C depletion
in samples in the direction of the wind from landfill relation to samples with other wind
directions. The δ13C(CH4) values vary between −59.1 and −50.9‰ with an average value
of −53.9 ± 2.2‰ and median of −53.2‰; 13C was clearly depleted when compared to the
Mace Head Ireland NOAA (−47.6‰, August 2017) background [56]. The carbon isotope
composition clearly indicates hot spots (Figure 3B), however, similar values of the average
and median suggest more mixed local air than the CH4 mole fraction data. The Spearman’s
rank correlation coefficient between CH4 mole fraction data and δ13C(CH4) values reached
−0.88 (Table 3) and indicate a significant negative relationship between both parameters.
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Figure 3. Spatial distribution of CH4 mole fraction (A) and the δ13C(CH4) values (B) in the vicinity
of the municipal waste landfill sampled on 22 August 2017 campaign. Brightness rectangle covered
sampling points, whereas the area outside has been extrapolated.

3.3. Mole Fraction and Stable Carbon Isotopic Composition of CO2 in the Vicinity of the Municipal
Waste Landfill

The mole fraction of ambient atmospheric CO2 measured in the vicinity of the mu-
nicipal waste landfill showed similar values to the global carbon dioxide Mace Head
Ireland NOAA (402.5 ppm, August 2017) background [56], slightly changed due to local
assimilation during the vegetation season (Table 2). The CO2 mole fraction during the
22 August 2017 sampling campaign varied from 384.9 to 419.0 ppm, with an average value
of 391.4 ± 8.2 ppm and median value of 389.3 ppm. The lack of significant differences
between the average and median as well as the similarity to the background NOAA CO2
mole fraction indicate that rather moderate CO2 hot spots existed in the analyzed area
(Figure 4A).
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of the municipal waste landfill sampled on 22 August 2017 campaign. Brightness rectangle covered
sampling points, whereas the area outside has been extrapolated.

The δ13C(CO2) in the ambient atmosphere follows the variability with 13C depletion
in samples in the direction of the wind in relation to the landfill, observed for samples with
other wind directions. However, the range of 13C depletion compared to the background
values indicates a negligible but notable influence on local air. The δ13C(CO2) values vary
between −12.4 and −7.1‰ with an average value of −7.6 ± 0.9‰ and median of −7.4‰.
The carbon isotope composition clearly indicates hot spots (Figure 4B), however, similar
values of average and median suggest a mixed local-air similarly to the CO2 mole fraction
data. Moreover, most samples indicate 13C enrichment compared to with the NOAA
background (−8.2‰, August 2017), especially on arable areas [56]. The Spearman’s rank
correlation coefficient between CO2 mole fraction data and δ13C(CO2) values reaches−0.80
(Table 3) and indicated significant negative relationships between both parameters.

4. Discussion
4.1. General Divagation about GHGs on Investigated Landfill

The present work reveals the adverse impact of an active municipal waste landfill on
GHGs levels in the neighboring atmosphere. Some studies also provided evidence that
biogeochemical processes concerning bio-waste degradation in landfills ultimately lead
to increased CO2 and CH4 emissions [4,50]. The rates of landfill-gas generation depend
on the composition (organic content), age (or time since emplacement), moisture content,
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particle size and compaction and methods of landfilling, climate variables, etc. [7]. In
general, standard gas production rates vary from 0.0007 to 0.0080 m3 per kg·year−1 [61].

The average mole fraction of CH4 and CO2 reported by the automatic measurement
system in the biogas installation of our investigated landfill in 2017 was 46.85% and 37.73%,
respectively and the amount of biogas (methane) collected and neutralized during burning
in the flare and cogeneration processes (for electricity and heat production in generator)
was 447,620 m3·year−1 [54]. Our investigations focused on two main gases (CH4 and
CO2), due to the fact that official emissions of this municipal waste landfill reported in the
KOBIZE (Poland’s National database on greenhouse gases and other substances emissions)
database from the 2017 year are: 1073.920 Mg·year−1 CH4 from landfill quarters and
9.963 Mg·year−1 CO2 biogas used in electricity and heat generator in landfills [62]. The
present results, compared to other reported data, are quite unique, due to analyzing an
MWL for which a section has been reclaimed with a well-working biogas collection system,
whereas the other section is still active with a completely uncontrolled emission of GHGs
to the surrounding atmosphere.

The amount of biogas generated by fugitive emissions noted in [54] was
191,837 m3·year−1. In spite of effective and environmentally friendly procedures and
installations such as reclaimed quarters I and II, with a biogas collection/burning system
and alternative fuel production line, etc., the negative impact of GHGs on the local atmo-
sphere should exist. The Keeling plots revealed the contribution from landfill methane and
leachate treatment methane, with an average end-member δ13Csource of −58.36 ± 0.44‰
(Figures 5 and 6). The intercept of CH4 contributed to by landfilling was also confirmed by
a highly significant linear regression model (R2 = 0.80, p < 0.05). In contrast, the obtained
δ13Csource of carbon dioxide end-member in the mixing model (Figures 5 and 6) has an
average value of−18.64± 1.75‰, which is in the range of photosynthetic CO2 assimilation
in C3 plants. The significance of biogenic CO2 sources during the vegetative season was
previously reported for the Wroclaw urban area [63]. In general, the ranges of δ13C values
of CO2 and CH4 observed in our study are comparable to those from other European land-
fills, with a mean δ13C(CO2) = −16.8 ± 0.4‰, δ13C(CH4) = −52.9 ± 5.4‰. The obtained
values of δ13C are consistent with other isotopic studies and indicate the main pathway of
CH4 production in the MWL, resulting from acetate fermentation [37,38,44].
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Figure 6. Relations between reciprocal of mole fraction and carbon isotopes composition of methane
(A) and carbon dioxide (B) from ambient air gathered in the vicinity of municipal waste landfill
sampled on 22 August 2017 campaign. Dashed lines show the linear regression fit of the data
sampled. The green dots represent average background values according to Mace Head Research
Station, Ireland, NOAA.

The largest sources of methane emissions from the analyzed landfill site were: (I)
active landfill quarter III; (II) landfill leachate tank; (III) biogas collecting well. According
to carbon dioxide, the most probable hotspots (Figure 1) were (I) the active landfill quarter
III; (II) the biogas heat and power generator. The highest mole fractions of CH4 and
CO2 were expected in the nearest eastward points from the landfill (Figure 1) due to the
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dominant wind existing westward (Figure 2) during the sampling campaign. Finally, the
field sampling campaign revealed that substantial amounts of methane escaped from the
leachate tank and quarter No. 3 (in operation) in the MWL. The plume of the gases released
from the mentioned sources towards the east direction had a potential negative impact
on the air quality of the immediate surroundings. The enhanced methane–mole fraction
and strongly diluted δ13C(CH4) in ambient air were measured at a few points on the east
side of the landfill (e.g., point No. 15—129.48 ppm; point No. 16—18.85 ppm; point No.
28—11.48 ppm) (Table 2, Figure 3).

4.2. CH4 Balance in the Vicinity of Municipal Waste Landfill

During the sampling campaign, we observed notable CH4 mole fractions not only
in the nearest landfill points (Figures 1 and 3A) but also at a distance of 300–500 m east-
ward/southeastward. The spatial distribution (Figure 3A) found a high methane–mole
fraction in the air, even 25 times above the background (e.g., No. 15 allocated on the
leeward side), compared to other analyzed points in the vicinity of landfill. Moreover,
samples with higher CH4 mole fraction reported notable depletion of 13C, confirmed by
the negative −0.88 coefficient of Spearman’s rank (Table 3). Graphical representation
(Figure 5A) allowed us to hypothesize that: (i) the carbon isotope composition of many
samples indicate biogenic landfill methane according to Levin et al. [30] data; (ii) two main
CH4 hotspot sources probably exist, connected with landfill methane derived from active
quarter III as well as generated in the open leachate tank (Figures 1 and 3A,B). Landfill
methane [30,45,64] has a similar range of δ13C(CH4) values (between −60 and −50‰) for
methane generated from leachates [65] and from sewage [24].

The Keeling plot (Figure 6A) clearly indicates a biogenic origin (landfill + leachates)
of methane with an intercept δ13C(CH4) value −58.36 ± 0.44‰ as a dominant CH4 source
in the analyzed area. Biogenic CO2 derived from decomposition processes in landfills/or
soil/root respiration, as well as from anthropogenic CO2 from biogas/fossil fuels burning
was only connected with sample No. 29. In spite of the lack of δD(CH4) values, according
to the C/H isotopes plot in Coleman et al. [66], the range of our δ13C(CH4) values indi-
cate that the acetate-fermentation pathway dominates the CO2-reduction pathway. The
δ13C(CO2) values did not show a genetic relation with the CO2-reduction pathway, both at
its preliminary stage (when 13C depleted CO2 exists), as well as on its final stage, where it
appears to be mostly reduced and enriched in 13C(CO2).

We did not discount the fact that intensive CO2/CH4 exchange can exist in covered
and reclaimed landfill part in quarters I and II, however, almost the entire biogas from these
quarters was found to be captured in wells and burned in a generator. Hence, methane
observed in the vicinity is probably generated mostly in situ from “fresh” municipal waste
and from landfill leachates. The lack or the very negligible increase of the CH4 mole fraction,
as well as the fact that it was generally not isotopically different from the background in
north and northeast sampling points (near reclaimed fragment of landfill) confirmed our
hypothesis. The rose-type diagram for the CH4 mole fraction (Figure 7A) and δ13C(CH4)
values (Figure 7B) revealed the dominant wind direction and velocity to be factors that
controlled methane spread in the local atmosphere, in spite of pure or a lack of official
statistical relations (Table 3).
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4.3. CO2 Balance in the Vicinity of Municipal Waste Landfill

Surprisingly, for a given study period, the above-atmospheric levels of CO2 (>390 ppm)
were possible to observe only in the nearest landfill points (No. 27–31 Figures 1 and 4A).
The other sampling points reached similar or slightly lower (up to 5 ppm) CO2 mole
fractions compared to the background level [56]. Similarly to the CO2 mole fraction, the
δ13C(CO2) values of most air samples collected further from landfills showed a slight 13C
enrichment compared to the background, and only the nearest (No. 28 and 29) points
indicate a notable depletion in 13C (up to 4.4‰). The relationship between the CO2 mole
fraction and δ13C(CO2) values (Figure 5B) clearly indicated a biogenic input of the sur-
rounding landfill agriculture fields and grassland. An assimilation process of CO2 by
vegetation or by soil microorganisms [67–69] caused a lower CO2 mole fraction of residue
carbon dioxide in ambient air, as well as the enrichment of 13C due to preferential 12C
consumption.

The slightly marked CO2 hotspot near generator burned biogas (methane) (Figure 1)
and leachate tank influence the local landfill atmosphere (Table 2 and Figure 4A,B). As a
result, the very intensive aerobic bacterial reactions on active quarter III are not spatially
observed in CO2/δ13C(CO2) values plum. A total of 447,600 m3 of biogas was burned in
the flare and generator (0.294 MW of electric power) in 2017. However, a CO2 signal was
not detected, probably due to the hot exhaust gases being conventionally raised and mixed
in the upper layers of the atmosphere, although not affecting the local atmosphere.

Many authors noted extremely enriched in δ13C(CO2) values, reaching up to +20‰
for landfill CO2 and CO2/DIC in landfill leachates [8,45,64]. Therefore, in the case of
the existing bacterial CO2 reduction process, extremely 13C enriched residual ambient
CO2 in landfill and neighboring sampling points have been expected. Instead of this,
the slightly depleted in 13C(CO2), observed in the vicinity of the landfill, was probably
connected with exhaust gasses from the exploitation of heavy machinery (garbage trucks,
landfill compactors) and from the biogas generator (marked on Figure 5B as landfill CO2).
Conversely, the oxidation of biogas methane in landfills results in a significant depletion in
13C(CO2) in the landfill atmosphere [66]. However, in this situation, both the CO2 mole
fraction, as well as the carbon isotopic signal of carbon dioxide have not been observed in
the analysed landfill.

We hypothesize that intensive CO2 reduction on this landfill does not occur, especially
in active open quarter III, and only local grassland/agriculture fields were able to buffer
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and assimilate CO2 that potentially derived from the landfill. This thesis is confirmed
by the positive (ρ = 0.80) coefficients of Spearman’s rank between CO2 and δ13C(CO2)
and negative (ρ = −0.41) between the CH4 mole fraction and δ13C(CO2) (Table 3). The
Keeling plot (Figure 6B) for n = 31 points’ mixing ratio source (δ13Csource =−18.64± 1.75‰)
indicates assimilation by vegetation surrounding the landfill, rather than (i) biogenic CO2
derived from decomposition processes on landfills/or soil/root respiration, as well as (ii)
anthropogenic CO2 from biogas/fossil fuels burning (only connected with sample No. 29).

5. Conclusions

This study presented the spatial characteristic of atmospheric CO2 and CH4 levels in
short-term responses to environmental conditions observed in the vicinity of the municipal
waste landfill for our August 2017 sampling campaign. Our investigation confirmed the
negative influence of the municipal waste landfill site, especially at the hot-spot zones,
on the local GHG balance in the surrounding atmosphere, but less than assumed. We
observe a negligible CO2 mole fraction difference in relation to that of the background, as
well as its carbon isotopes signal in samples at a distance of 100 m from the landfill. A
very significant CO2 assimilation process in the surrounded agriculture/grassland area
completely compensated for the possible negative CO2 input. Most of the ambient CO2
samples collected around the landfill had prevailing background CO2 levels (varied from
384.9 to 419.0 ppm), with an average value of 391.4± 8.2 ppm, which were calculated by the
binary mixing model isotopic signature and had a mean source value of −18.64 ± 1.75‰.

The obtained results suggest that the isotopic content of methane in the immediate
surroundings (average value of δ13C = −53.9 ± 2.2‰) is strongly influenced by microbial
origins (acetate -fermentation pathway) in the studied landfill site. Methane contribution
was likely connected with two of the landfill CH4 hotspots, including (1) active quarter
III and (2) the leachate system/tank. The highest excess of CH4 and notable methane
depletion in 13C was observed c.a. 300 m eastward/northeastward from the landfill. The
CH4 mole fraction in the emitted gases close to the hotspots reached up to 129.48 ppm,
with an average δ13C value of −57.3 ± 1.0‰. The reclaimed quarters I and II showed
negligible methane emission to the local atmosphere, due to the existing well-working
biogas collection and processing system (with heat and power co-generator).

Biogas emissions showed a good correlation with air temperature and wind velocity,
however, no significant relationships between relative humidity, atmospheric pressure and
methane levels were observed. The effect of moderate to strong westward wind (average
of 3.4 ± 1.7 m·s−1) on the dispersion of landfill origin GHG gases (CO2 and CH4) in
the local atmosphere dominated up to 500 m from the landfill. The dispersion of GHG
emissions from landfill areas should be further investigated using in situ surveys, as their
contribution to the local carbon budget vary significantly in different spatial and temporal
settings. Finally, to maximize the potential of CH4 mitigation, emissions from landfill
sites should be reduced by utilizing waste composition as a source. Therefore, further
research should focus on assessing the level of biogas production from active quarter III
and the leachate tank, using chamber methods and experimental well drilling, followed by
dispersion modeling, which should help to minimize the negative impact of GHGs derived
from MWLs on the environment.
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We would like to thank Dariusz Strąpoć for his helpful advice on principal methane production
processes during the preparation of this manuscript. We are also grateful to the National Center for
Emissions Management, Poland (KOBiZE) for access to emission data for particular source categories
in the selected years.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or
in the decision to publish the results.

References
1. Friedlingstein, P.; O’Sullivan, M.; Jones, M.W.; Andrew, R.M.; Hauck, J.; Olsen, A.; Peters, G.P.; Peters, W.; Pongratz, J.; Sitch, S.;

et al. Global Carbon Budget 2020. Earth Syst. Sci. Data 2020, 12, 3269–3340. [CrossRef]
2. Smith, K.R.; Desai, M.A.; Rogers, J.V.; Houghton, R.A. Joint CO2 and CH4 accountability for global warming. Proc. Natl. Acad. Sci.

USA 2013, 110, E2865–E2874. [CrossRef] [PubMed]
3. Saunois, M.; Stavert, A.R.; Poulter, B.; Bousquet, P.; Canadell, J.G.; Jackson, R.B.; Raymond, P.A.; Dlugokencky, E.J.; Houweling, S.;

Patra, P.K.; et al. The Global Methane Budget 2000–2017. Earth Syst. Sci. Data 2020, 12, 1561–1623. [CrossRef]
4. Pehme, K.-M.; Orupõld, K.; Kuusemets, V.; Tamm, O.; Jani, Y.; Tamm, T.; Kriipsalu, M. Field Study on the Efficiency of a Methane

Degradation Layer Composed of Fine Fraction Soil from Landfill Mining. Sustainability 2020, 12, 6209. [CrossRef]
5. Speight, J. Natural Gas; Elsevier: Amsterdam, The Netherlands, 2019; ISBN 9780128095706.
6. Yang, L.; Chen, Z.; Zhang, X.; Liu, Y.; Xie, Y. Comparison study of landfill gas emissions from subtropical landfill with various

phases: A case study in Wuhan, China. J. Air Waste Manag. Assoc. 2015, 65, 980–986. [CrossRef]
7. Robertson, T.; Dunbar, J. Guidance for evaluating landfill gas emissions from closed or abandoned facilities. In EPA Report; United

States Environmental Protection Agency: Washington, DC, USA, 2005.
8. de Medeiros Engelmann, P.; dos Santos, V.H.J.M.; Barbieri, C.B.; Augustin, A.H.; Ketzer, J.M.M.; Rodrigues, L.F. Environmental

monitoring of a landfill area through the application of carbon stable isotopes, chemical parameters and multivariate analysis.
Waste Manag. 2018, 76, 591–605. [CrossRef]

9. Kjeldsen, P.; Barlaz, M.A.; Rooker, A.P.; Baun, A.; Ledin, A.; Christensen, T.H. Present and Long-Term Composition of MSW
Landfill Leachate: A Review. Crit. Rev. Environ. Sci. Technol. 2002, 32, 297–336. [CrossRef]

10. Białowiec, A. Some Aspects of Environmental Impact of Waste Dumps. In Contemporary Problems of Management and Environmental
Protection; University of Warmia and Mazury in Olsztyn: Olsztyn, Poland, 2011; ISBN 978-83-929462-7-4.

11. Khalil, D.M.J.; Gupta, R.; Sharma, K. Microbiological Degradation of Municipal Solid Waste in Landfills for LFG Generation. In
National Conference on Synergetic Trends in engineering and Technology (STET-2014) International Journal of Engineering and Technical
Research; ISSN 2321-0869. Special Issue; Available online: https://www.erpublication.org/published_paper/IJETR_APRIL_2014
_STET_03.pdf (accessed on 2 November 2021).

12. Njoku, P.O.; Odiyo, J.O.; Durowoju, O.S.; Edokpayi, J.N. A Review of Landfill Gas Generation and Utilisation in Africa. Open
Environ. Sci. 2018, 10, 1–15. [CrossRef]

13. Vaverková, M.D. Landfill Impacts on the Environment—Review. Geosciences 2019, 9, 431. [CrossRef]
14. Brennan, R.B.; Healy, M.G.; Morrison, L.; Hynes, S.; Norton, D.; Clifford, E. Management of landfill leachate: The legacy of

European Union Directives. Waste Manag. 2016, 55, 355–363. [CrossRef] [PubMed]
15. Ozbay, G.; Jones, M.; Gadde, M.; Isah, S.; Attarwala, T. Design and Operation of Effective Landfills with Minimal Effects on the

Environment and Human Health. J. Environ. Public Health 2021, 2021, 1–13. [CrossRef] [PubMed]
16. Toro, R.; Morales, L. Landfill fire and airborne aerosols in a large city: Lessons learned and future needs. Air Qual. Atmos. Health

2018, 11, 111–121. [CrossRef]
17. Rao, M.N.; Sultana, R.; Kota, S. Solid and Hazardous Waste Management; Elsevier: Amsterdam, The Netherlands, 2016; ISBN

9780128098769.
18. U.S. Environmental Protection Agency. International Best Practices Guide for Landfill Gas Energy Projects; United States Environmen-

tal Protection Agency: Washington, DC, USA, 2012.
19. Xu, L.; Lin, X.; Amen, J.; Welding, K.; McDermitt, D. Impact of changes in barometric pressure on landfill methane emission. Glob.

Biogeochem. Cycles 2014, 28, 679–695. [CrossRef]
20. Goldsmith, C.D.; Chanton, J.; Abichou, T.; Swan, N.; Green, R.; Hater, G. Methane emissions from 20 landfills across the United

States using vertical radial plume mapping. J. Air Waste Manag. Assoc. 2012, 62, 183–197. [CrossRef]
21. Menoud, M.; van der Veen, C.; Necki, J.; Bartyzel, J.; Szénási, B.; Stanisavljević, M.; Pison, I.; Bousquet, P.; Röckmann, T. Methane
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55. Chybiński, S.; Gaworecka, M.; Olearnik, M.; Krzyśków, A. Analysis of the State of Municipal Precipitation Management in the
Kobierzyce Commune; Gmina Kobierzyce: Wrocław, Poland, 2015.

56. NOAA. Carbon Cycle Gases Mace Head, County Galway, Ireland. Available online: https://gml.noaa.gov/dv/iadv/graph.php?
code=MHD&program=ccgg&type=lg (accessed on 28 April 2021).

57. Keeling, C.D. The concentration and isotopic abundances of atmospheric carbon dioxide in rural areas. Geochim. Et Cosmochim.
Acta 1958, 13, 322–334. [CrossRef]

58. Pataki, D.E. Seasonal cycle of carbon dioxide and its isotopic composition in an urban atmosphere: Anthropogenic and biogenic
effects. J. Geophys. Res. 2003, 108, 4735. [CrossRef]

59. Bezyk, Y.; Sówka, I.; Górka, M.; Blachowski, J. GIS-Based Approach to Spatio-Temporal Interpolation of Atmospheric CO2
Concentrations in Limited Monitoring Dataset. Atmosphere 2021, 12, 384. [CrossRef]

60. Nowak, N. Assessment of Greenhouse Gas Emissions from the Municipal Waste Landfill in Rudna Wielka on the Basis of
Concentrations and Carbon Isotopic Composition of Atmospheric CO2 and CH4. Master’s thesis, University of Wroclaw,
Wroclaw, Poland, 2018.

61. Ezekwe, I.C.; Arokoyu, S.B. Landfill Emissions and their Urban Planning and Environmental Health Implications in Port Harcourt,
South-South Nigeria. Desenvolv. E Meio Ambiente 2017, 42, 42–224. [CrossRef]

62. KOBiZE. Poland’s National Database on Greenhouse Gases and other Substances Emissions. Data on the Waste Management Plant.
Installations and Sources, Emission Levels of Selected Substances for 2016–2020; IOŚ-PIB: Warsaw, Poland, 2021.
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Abstract: In many regions of the world, the winter period is a time of poor air quality, due primarily
to the increased use of individual and district heating systems. As a consequence, the atmospheric
air contains increased concentrations of both particulate matter and gaseous pollutants (as a result
of “low” emissions at altitudes of up to 40 m and “high” emissions more than 40 m above ground
level). In winter, the increased pollution is very often exacerbated by meteorological conditions,
including air temperature, pressure, air speed, wind direction, and thermal inversion. Here, we
analyze the concentrations of particulate matter (PM10, PM2.5, and PM1.0) and gaseous pollutants
(H2S, SO2, and VOC) in the immediate vicinity of a large solid fuel-fired heat and power plant
located in an urban agglomeration. Two locations were selected for analysis. The first was close to
an air quality measurement station in the center of a multi-family housing estate. The second was
the intersection of two main communication routes. To determine the impact of “low” and “high”
emissions on air quality, the selected pollutants were measured at heights of between 2 and 50 m
using an unmanned aerial vehicle. The results were compared with permissible standards for the
concentration of pollutants. Temperature inversion was found to have a strong influence on the
level of pollutants at various heights, with higher concentrations of particulate matter registered at
altitudes above 40 m. The source of PM, H2S, and SO2 pollutants was confirmed to be “low emission”
from local transport, industrial plant areas, and the housing estate comprising detached houses
located in the vicinity of the measuring points. “High emission” was found to be responsible for the
high concentrations of VOC at altitudes of more than 40 m above the intersection and in the area of
the housing estate.

Keywords: air quality monitoring; SO2; VOC; H2S; PM10; PM2.5; PM1.0; outdoor air quality; air flow
aerodynamics; street canyon

1. Introduction

Air quality depends on the volume of pollutant emissions, the intensity and type
of physico-chemical changes occurring in the atmosphere, and the large-scale movement
of air pollutants. Pollutants occur in the air for natural reasons, independent of humans,
and from anthropogenic sources. Anthropogenic pollutants occur at high concentrations
in highly urbanized areas, where there is often high population density, and, thus, have
a particularly negative impact on human health and quality of life. Increased levels of
pollutants are mainly caused by “low emissions” [1], mainly from road transport and
household and municipal waste, including from heating individual homes [2,3].

Among the most dangerous pollutants emitted into the atmosphere are particulate
matter pollutants (PM10, PM2.5, PM1.0) and gaseous pollutants: (sulphur dioxide, carbon
dioxide, carbon monoxide, hydrogen sulphide, or odors) [4–7]. Particulate matter pol-
lutants have a negative impact on human health, both directly by penetrating the body
(causing allergies and lung diseases), and indirectly by acting as carriers for heavy metals,
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microorganisms, and bacteria [8,9]. In the European Union, the permissible dust con-
centration has only been defined for the PM10 and PM2.5 fractions (in accordance with
Directive 2008/50/EC). There are no standards for the PM1.0 fraction, which is increasingly
considered the most dangerous type of dust pollution. The permissible level of PM10 is
50 µg/m3 for the daily average and 40 µg/m3 for the annual average. For PM2.5, the
maximum limit is 25 µg/m3 (annual average). According to WHO recommendations, the
daily average concentration of PM2.5 should not exceed 25 µg/m3.

Gaseous pollutants are another dangerous category of emissions. For example, hy-
drogen sulphide is released into the atmosphere as a result of the activities of crude oil
refineries, during natural gas purification, as well as by food processing and animal hus-
bandry plants [10]. Other sources include deaeration, drainage and sewage systems in
buildings [11]. Small concentrations of hydrogen sulphide in the air may cause only eye
irritation, but at higher concentrations of 1400–2800 mg/m3 it can cause respiratory damage
and, ultimately, respiratory arrest. At concentrations above 7000 mg/m3, hydrogen sul-
phide can cause death in seconds [12,13]. For this reason, the permissible level of hydrogen
sulphide has been defined as 0.02 mg/m3 (daily average) [14]. According to the WHO [15],
the concentration of hydrogen sulphide in the air should not exceed 0.15 mg/m3 (daily
average), and exposure to average concentrations of 7 µg/m3 for more than 30 min should
be avoided. Due to the ability of gaseous pollutants to more easily penetrate buildings,
they present a significantly greater challenge than dust pollutants [16].

Volatile organic compounds (VOC) are a diverse group of organic chemicals that are
ubiquitous in most urban environments. According to the EPA (The US Environmental
Protection Agency) [17], the most common VOC emissions come from chemicals used
in new furniture, paints, aromatic hydrocarbons, cleaners, wood, various fuels, copying
and printing machines, perfumes, varnishes, and tobacco products [18]. Common VOCs
include ethanol, formaldehydes, benzene, and acetone. Due to the variety of VOCs, there
are no unified guidelines for the permissible levels of VOC in the outside air. For example,
benzene is a Group 1 carcinogen (as classified by the International Agency for Research on
Cancer) [19].

Another important pollutant is sulphur dioxide, which is highly toxic with a suffocat-
ing smell. It has a high specific gravity and high relative density, which causes it to slowly
spread through the atmosphere. Sulphur compounds contribute to acidification of the
environment. Sulphur dioxide emissions can be described as “seasonal”, since higher con-
centrations are observed in the heating/winter seasons, whereas in the vegetation/summer
seasons the concentrations decrease. Sulphur dioxide is produced mainly by the combus-
tion of solid and liquid fuels (e.g., coal, crude oil) contaminated with sulphur, in internal
combustion engines, power plants, and combined heat and power plants. The largest
proportion of sulphur dioxide comes from the fuel and energy industry—i.e., combus-
tion processes in industry and combustion processes during energy production [20]. The
amount of SO2 introduced into the environment depends largely on the quality of the fuel.
According to Directive 2008/50/EC [21], the permissible average daily concentration of
SO2 is 125 µg/m3 and the average hourly concentration is 350 µg/m3. These levels are the
acceptable values for the protection of human health. On the other hand, the WHO [22] has
set a much lower value for the permissible average daily concentration of SO2 at 20 µg/m3.

Air can transport pollutants over long distances. Rough terrain and dense agglomera-
tions of buildings constitute a barrier that causes the accumulation of pollutants. This is
combined in some cities with the development partial or complete urban ventilation corri-
dors, which additionally increase levels of local pollution. As a consequence, dense and tall
buildings are sometimes responsible both for increased levels of harmful substances in the
air (especially in city centers) and for strong local air turbulence. There are also complex
phenomena described by the theory of aerodynamics [23,24]. Models of pollution flow
and spread in urban areas [25] have been created to reflect real phenomena and present
information on how building affect the accumulation of pollutants. So-called street canyons
where roads are surrounded by relatively tall buildings have been associated with the
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movement of pollutants [26,27]. The transport of pollutants is influenced by the layout and
coefficient of the shape of streets, the geometry of the buildings, the source of pollution
(height and location), and the direction and speed of the wind [25]. Due to the complexity
of the phenomena and the number of parameters that should be taken into account, field
studies are a very important source of information [28–31]. The purpose of this study was
to determine spatial changes in the state of air pollution in a city in relation to sources of
“low” and “high” emissions.

Currently, unmanned aerial vehicles are increasingly used for various purposes,
such as mapping, transport, monitoring. The development and miniaturization of air
quality measuring devices allowed the use of UAVs for their transport and measurement
of pollutant concentrations in the air table [32–34]. Currently, research on this subject
is carried out in many research centers. Most of them concern the stage of UAV and
measuring equipment construction [35,36]. In the article, the authors present the previously
unpublished use of UAV with measuring equipment, as well as the method of analyzing
and interpreting the obtained results concerning 3D spatial air quality analysis.

2. Methodology
Measurement Area

Measurements were made in the city of Lodz, which is the third largest settlement
unit in Poland (Central-Eastern Europe) in terms of the number of inhabitants (population
677,286, population density 2309.6 people/km2). The area of analysis covers the area of a
municipal communication junction, which is located next to a large housing estate in the
immediate vicinity of a solid fuel-fired heat and power plant. The critical points in this
area are a housing estate with an air quality measurement station owned and run by the
Voivodship Inspectors of Environmental Protection (VIEP) (Figure 1 point 1), the intersec-
tion of Puszkina street and Przybyszewskiego street (Figure 1, point 2), and the EC4 heat
and power plant (Figure 1, point 3). The VIEP station (station ID: PL0096A) is a container
station that automatically measures the parameters for PM10, PM2.5, and O3. Around the
air quality measurement station is an area of multi-family housing, characterized by a
predominance of five-story residential buildings (15–20 m high) and a smaller number of
10-storey residential buildings (30–40 m high) (133,855 inhabitants, 1.45 km from the heat
and power plant). The selected area allowed for the assessment of the impact of “low”
and “high” emissions on residential areas. Moreover, the nearby air quality measurement
station made it possible to verify the measurement results. The second critical point is an
important north-south and east-west communication junction for residential and industrial
areas, and an access point to the A1 motorway. It is a single-level intersection of multi-lane
roads with two-lane circular traffic, located between the high emitter (EC4) and the air
quality measurement point (VIEP station). The total measurement area is about 2 ha, sur-
rounded from the north by collective housing estates and from the south by a cemetery, as
well as industrial and commercial areas (in the north-south direction, 0.8 km from the main
emitter of the heat and power plant). The second selected area, which is a communication
node, made it possible to refer to linear emissions from road transport, and as the area of
CHP plants located closer to it, it allows for the assessment of the direct impact of EC4 on
pollutant emissions. The gross development intensity index for the area ranges from 0.05
to 1.0, which defines “the intensity of development of concentrated single-family housing,
areas of large housing estates, areas of large industrial plants and areas of old suburban
buildings”. Thus, both the VIEP station and the intersection are in the zone of influence of
the pollutant emitter, i.e., the EC4 heat and power plant.
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The EC4 power plant is one of two coal-fired CHP plants operating in the city of
Lodz, producing electricity in a cogeneration system (thermal power 820 MW, electric
power 198 MW). The main fuel used in EC4 is hard coal. The plant uses approximately
530,000 Mg/year of hard coal, in addition to 395,000 Mg/year of biomass and 400 Mg/year
of light fuel. This translates into average emissions of 9.86 kg/h of PM10, 4.23 kg/h of
PM2.5, and 250 kg/h of SO2 (data from January to March 2019). The maximum average
annual emissions from the plant of PM10, PM2.5 and SO2 at 1.5 m above ground level are
0.013 µg/m3, 0.005 µg/m3, and 0.827 µg/m3, respectively.

Measurements were made at three levels (20, 35, and 50 m) above the intersection,
using an DJI Matrice 600 Pro unmanned aerial vehicle (UAV) (MOT < 25 kg, diameter
approximately 2 m) equipped with instruments for measuring particulate matter (PM10,
PM2.5, PM1) and gas pollutants (H2S, SO2, and VOC). The minimum height of 20 m was
chosen to ensure safe flight conditions over the traffic route, street lighting, and tram lines.
The maximum height of 50 m was prescribed by the controlled traffic region (CTR) around
Wladyslaw Reymont airport in Lodz, located 9 km away. A grid of points was established
in the area of the intersection, where the UAV made its measurements (Figure 2B).

The measurements at a height of 20 m reveal the state of air quality in the area of
so-called “Low emission” (up to about 40 m relative height). The measurements taken at
a height of 50 m represent the area of “high emissions”. In the vicinity of the measuring
station (Figure 1, point 1), measurements were made at a height of 2 m, and then from 5 m
to 50 m with a gradient of 5 m (Figure 2A).
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The measurement apparatus was an eight-sensor module, which enabled the quantifi-
cation of particulate matter and gaseous pollutants in the atmospheric air. Using a laser
scattered (LS) sensor, the module measured PM10, PM2.5, and PM1.0 (10,000 particles per
second). Metal oxide semiconductor (MOS) type sensors measured the concentration of or-
ganic solvents (Ethanol, Iso-Butane, H2, 0–500 ppm) and odors (0.5–1000 ppm isobutanol).
ElectroChemical (EC) type sensors measured H2S (3 ppb–1 ppm), O2 (0.20–100%) and SO2
(0.5–2000 ppm). The measuring apparatus was equipped with a probe, 1.5 m long, which
eliminated the influence of the UAV on air turbulence and, therefore, any possible impact
on the results (Figure 3).

Validation of the measurement data of particulate matter was performed on the
basis of data from an accredited measuring station VIEP (the method equivalent to the
reference method), while the gaseous pollutants were validated in relation to the VEGA-
GC microchromatograph (equipped with a thermal conductivity detector TCD, minimum
concentration of 500 ppb (0.005 ppm)). The analysis was based on the results of the
parameters of particulate matter PM10, PM2.5, PM1.0, as well as H2S, SO2 and VOC.
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Measurement data from station (VIEP) was obtained from a publicly accessible internet
database [37].
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3. Analysis of Results

Data analysis was carried out using the ArcGIS Pro 2.6 program (Advanced license).
Data containing the GPS coordinates of the measurement points from the measuring
equipment were entered in the form of a vector layer in the EPSG: 2180 system. The frame
of reference was changed to WGS 1984 Web Mercator for spatial analysis. The attributes
of the points were the concentration values of the measured pollutant parameters. Using
ArcGIS Pro software, the spatial distribution of pollutants was determined based on
data interpolation. Interpolation was carried out using the Empirical Bayesian Kriging
3D method. The Kriging method has the advantage over other interpolation methods
(Inverse Distance Weighting ‘IDW’, Triangulated Irregular Network ‘TIN’) that it treats
the observed variable as a random variable [38,39]. The weighting factors are estimated by
minimizing the sum of squared deviations for regression and using spatial autocorrelation
(semi-variogram) of the examined feature. This improves the quality of spatial prediction.

4. Meteorological Conditions

Instantaneous measurements were made during the “winter period” (from 30 Septem-
ber 2020 to 1 April 2021). This period was chosen because it is commonly associated with
increased air pollution, especially due to the combustion of solid fuels, especially hard
coal. Poor air quality is one of the most significant problems in Polish cities (of the 50
most polluted cities in the EU, 36 are in Poland). The level of pollution in the “winter
period” is strongly related to meteorological conditions, in particular air temperature, wind
direction and wind strength. The analysis presented here focuses on three representative
measurement series, taken on 11 December 2020 (series A), 18 December 2020 (series B),
and 8 January 2021 (series C). The three series of measurements reflect typical conditions
for the period. The measurements were all taken between 9:30 am and 12:00 am. During
measurement series A and B, the weather conditions were similarly characterized by fog,
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low cloud cover, high relative humidity (above 80%), and average temperatures above 0.
They differed in the direction of the wind. During series A, the wind was blowing from
the south-east—i.e., from the EC4 pollutant emitter. During series B, a south-westerly
wind predominated—i.e., from the side of the cemetery, industrial areas and single-family
houses. Series C was selected for analysis because it showed a similar wind direction to
series B, and a similar wind speed to series A. However, the weather conditions differed
from those in both series A and series B. On the day of the measurements and on preceding
days, there were freezing temperatures, frost, light snowfall, and a low and high base of
cloud cover. Figure 4 shows photos of the weather conditions taken by the on-board UAV
camera. The meteorological data are summarized in Table 1.

Table 1. Statement of meteorological parameters (data source: www.meteoblue.com).

Series:
Parameters

Temp. Relative
Humidity Total Precipitation Total

Cloud
Cover

Wind Speed Wind Direction

[2 m above gnd] (High resol.) [sfc] [10 m above gnd]

Unit ◦C % mm % km/h ◦

A

Min
9−12 −1.2 75 0 2.7 13.5 149
24 h −2.4 75 0 0 7.59 119

Max
9−12 3.0 93 0 4.5 16.3 155
24 h 3.4 97 0 100 16.3 191

Average 9−12 1.2 81.8 0 3.8 15.5 151
24 h 0.6 89.6 0 45.95 13.34 152

B

Min
9−12 3 93 0 62 3.6 220
24 h 0 87 0 30 3.6 83

Max
9−12 5 100 0 95 10.8 240
24 h 5.2 98 15 95 10.8 237

Average 9−12 4 96 0 78.5 5.9 230
24 h 3.1 93.6 7.5 62.5 5.85 190

C

Min
9−12 −1.6 68 0 32 14.8 225
24 h −1.6 65 0 32 4.6 221.3

Max
9−12 1 83 0 66 19.3 244
24 h 1.3 94 0 100 25.5 270

Average 9−12 −0.2 74.5 0 50.8 16.9 236
24 h −0.1 83.6 0 81.6 14.9 233.3
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5. Results

Each series of measurements began at the voivodeship measuring station “1” (VIEP
station). This was so that the values detected by its measuring equipment for PM10 and
PM2.5 could be used as a reference (Table 2). The percentage difference between the
data obtained from our measurements and those of the VIEP station did not exceed the
permissible level of ±10%. The average for all series was approximately ±2%.

Table 2. The difference between the measurement data and the data from the VIEP station.

Series A B C

Unit PM10 PM2.5 PM10 PM2.5 PM10 PM2.5

VIEP station data µg/m3 40 34 37.5 31.75 30 25.6
Measurement µg/m3 43.7 31.4 40.9 31.6 31.5 25

Difference % −9.3 7.6 −9.1 0.5 −5.0 2.3

The measurements performed by the station also allowed us to observe changes
in the air quality around the area of dense multi-family housing located about 1.45 km
south of the EC4 emitter and industrial facilities. According to the Chief Inspectorate for
Environmental Protection [37], a PM10 level below 20 µg/m3 is very good; up to 50 µg/m3

is good; up to 80 µg/m3 is moderate; up to 110 µg/m3 is poor; up to 150 µg/m3 is bad;
above 150 µg/m3 is very bad. The distribution of PM10 pollution observed in series C
was different from those observed in series A and B. The highest concentrations, reaching
38.4 µg/m3, were recorded at heights from 25 to 35 m above ground level. Above 35 m
and below 25 m, the PM10 concentrations were about 30% lower and ranged from 21 to
33 µg/m3.

The concentration of PM10 pollutants in series A and B were found to exceed the
permissible level of 50 µg/m3 at heights above 25 m (Figure 5). The concentrations of PM10
were on average 8% higher in series A than in series B. The highest concentration was
66.5 µg/m3, which is 133% of the PM10 standard. Closer to the ground (<25 m), in both
series A and B the dust content in the air was also above the permissible standard, with
5-perc values as high as 40.7 µg/m3 (series A) and 37.7 µg/m3 (series B).

Energies 2021, 14, x FOR PEER REVIEW 8 of 20 

5. Results 
Each series of measurements began at the voivodeship measuring station “1” (VIEP 

station). This was so that the values detected by its measuring equipment for PM10 and 
PM2.5 could be used as a reference (Table 2). The percentage difference between the data 
obtained from our measurements and those of the VIEP station did not exceed the per-
missible level of ±10%. The average for all series was approximately ±2%. 

Table 2. The difference between the measurement data and the data from the VIEP station. 

Series A B C 
 Unit PM10 PM2.5 PM10 PM2.5 PM10 PM2.5 

VIEP station data μg/m3 40 34 37.5 31.75 30 25.6 
Measurement μg/m3 43.7 31.4 40.9 31.6 31.5 25 

Difference % −9.3 7.6 −9.1 0.5 −5.0 2.3 

The measurements performed by the station also allowed us to observe changes in 
the air quality around the area of dense multi-family housing located about 1.45 km south 
of the EC4 emitter and industrial facilities. According to the Chief Inspectorate for Envi-
ronmental Protection [37], a PM10 level below 20 μg/m3 is very good; up to 50 μg/m3 is 
good; up to 80 μg/m3 is moderate; up to 110 μg/m3 is poor; up to 150 μg/m3 is bad; above 
150 μg/m3 is very bad. The distribution of PM10 pollution observed in series C was differ-
ent from those observed in series A and B. The highest concentrations, reaching 38.4 
μg/m3, were recorded at heights from 25 to 35 m above ground level. Above 35 m and 
below 25 m, the PM10 concentrations were about 30% lower and ranged from 21 to 33 
μg/m3. 

The concentration of PM10 pollutants in series A and B were found to exceed the per-
missible level of 50 μg/m3 at heights above 25 m (Figure 5). The concentrations of PM10 
were on average 8% higher in series A than in series B. The highest concentration was 66.5 
μg/m3, which is 133% of the PM10 standard. Closer to the ground (<25 m), in both series A 
and B the dust content in the air was also above the permissible standard, with 5-perc 
values as high as 40.7 μg/m3 (series A) and 37.7 μg/m3 (series B). 

 
Figure 5. Spatial distribution of PM10 pollution with altitude for three measurement series in the VEIP station area. 

Figures 6 and 7 show the measured concentrations of PM2.5 and PM1.0, which have 
much greater impact on human health. The concentration of PM1.0 was only about 2%–6% 
lower than the concentration of PM2.5. During series A and B, high concentrations of these 
pollutants were measured at heights above 25 m. This is consistent with the measurement 
data for PM10. At heights from 25 to 40 m, the average concentration of PM2.5 was in the 
range of 30 to 43 μg/m3. Above 40 m, the PM2.5 concentration was more than 45 μg/m3. 
The concentration of pollutants above 25 m was between 120% and 205% of the permissi-
ble PM2.5 level of 25 μg/m3. Better air quality in terms of these pollutants was observed in 

Figure 5. Spatial distribution of PM10 pollution with altitude for three measurement series in the VEIP station area.

Figures 6 and 7 show the measured concentrations of PM2.5 and PM1.0, which have
much greater impact on human health. The concentration of PM1.0 was only about 2–6%
lower than the concentration of PM2.5. During series A and B, high concentrations of these
pollutants were measured at heights above 25 m. This is consistent with the measurement
data for PM10. At heights from 25 to 40 m, the average concentration of PM2.5 was in the
range of 30 to 43 µg/m3. Above 40 m, the PM2.5 concentration was more than 45 µg/m3.
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The concentration of pollutants above 25 m was between 120% and 205% of the permissible
PM2.5 level of 25 µg/m3. Better air quality in terms of these pollutants was observed in
series C. The highest concentrations of PM2.5 and PM1.0, at 28 and 27 µg/m3, respectively,
were measured 20–30 m above ground level. Interestingly, the lowest concentrations of
PM2.5 were recorded above 45 m (21 µg/m3 on average). Below 10 m, the average was
25 µg/m3.
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The results for particulate matter pollution in the area of the VIEP station can be
explained by the temperature inversion occurring during series A and B. This phenomenon
contributed to the formation of a low-suspended layer that prevented the pollutants from
floating to the upper parts of the atmosphere. Based on the data in Figure 4, it is possible
to estimate the height of the base of the inversion layer 100–130 m above the ground
level. This causes a high concentration of PM pollutants at altitudes above 25 m. Lower
concentrations of PM in the air layers below 25 m probably resulted from the presence in
the measurement area of multi-family buildings with average heights of about 15–20 m
and abundant greenery. In series A and B, it can be assumed that the sources of the dust
pollution were low emissions (below 40 m), probably from single-family houses, industrial
plants, and the main communication routes approximately 1.4 km away (Figure 8) (in the
direction of the wind). Low emissions are mainly related to the heating season, as noted
by Sówka [40]. In series A and B, the influence of the EC4 emitter on air quality can be
excluded, because the chimney outlet is located at a height of 260 m, which is significantly
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above the temperature inversion layer. However, in the case of series C, there was no clear
inversion layer. This translated into the presence of a noticeable air layer in the range of
20 to 30 m, characterized by lower concentrations of particulate matter pollutants. This
was probably due to the formation of turbulence and the local transport of pollutants at
the height of the roofs of the surrounding buildings. At higher altitudes, the pollutants
dispersed, as evidenced by the fact the lowest concentrations in series C were recorded at
heights above 40 m.
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The concentrations of gaseous pollutants were also measured in the area of VIEP
stations. No clear differences in concentration versus height were observed in any of the
measurement series (Table 3). This was probably due to the distance of the measurement
site from the main sources of gaseous pollutants, allowing them to mix with air. The
only reproducible pattern was the increased concentrations of both hydrogen sulphide
and sulphur dioxide at heights below 10 m, by up to 30% compared to the average value.
This probably resulted from air stagnation caused by the presence of buildings in the
measurement area. In all measurement series, the concentration of pollutants at many of
the measurement points was below the minimum measuring threshold of the equipment.
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Only the average concentration of hydrogen sulphide significantly exceeded acceptable
levels. In series A and B, the average concentration of hydrogen sulphide was about
0.036 mg/m3, which is 77% higher than the permissible value of 0.02 mg/m3. In series C,
the concentration was as much as 750% of the permissible level, at 0.170 mg/m3, although
it should be emphasized that this is significantly below lethal levels (1400 mg/m3). Overall,
in series C the mean concentration of H2S was five times higher than in series A and B and
the concentration of SO2 was twice as high. It can therefore be assumed that the results
were influenced by the emission of pollutants from the EC4 CHP plant, especially since in
series C there was no temperature inversion. The high concentrations of H2S were likely
emitted from the numerous vents from sewage systems in the densely packed residential
buildings that surround the vicinity of the measuring station. This supports the results of
previous research [11].

Table 3. Summary of measurement data for three series from the area of VIEP stations.

Series:
Parameters PM10 PM2.5 PM1 H2S SO2 VOC

Unit µg/m3 µg/m3 µg/m3 [ppm] [ppm] [ppm]

A

max 66.5 54.2 54.2 0.1580 0.7070 0.0020
average 52.2 41.0 40.3 0.0235 0.0206 0.0003

min 30.9 25.1 25.0 <min <min <min
95-perc 63.6 52.1 51.4 0.1110 0.1530 0.0010
5-perc 40.7 29.5 28.6 <min <min <min

B

max 61.6 54.6 54.6 0.1580 0.7070 0.0020
average 48.4 41.2 40.6 0.0235 0.0194 0.0003

min 28.4 25.3 25.2 <min <min <min
95-perc 58.9 52.4 51.8 0.1110 0.1530 0.0010
5-perc 37.7 29.7 28.8 <min <min <min

C

max 38.4 32.3 31.9 0.3280 0.8510 0.0030
average 32.5 27.2 26.5 0.1172 0.0425 0.0010

min 20.6 10.3 8.6 0.0030 <min 0.0010
95-perc 36.3 31.5 31.0 0.2030 0.1460 0.0010
5-perc 28.7 21.6 20.7 0.0320 <min 0.0010

<min—below the minimum excitation threshold of the measuring sensor.

After the tests within the VIEP station, measurements were taken at the intersection of
Puszkina street and Przybyszewskiego street. Clear changes were observed in the spatial
distribution of the pollutants on the plane and with changes in height. For example, in
series A the highest concentration of PM10 (83 µg/m3) was measured at 50 m (average
63 µg/m3), whereas the lowest average (52 µg/m3) was measured at an altitude 35 m
(Figure 9). Concentrations higher than 50 µg/m3 occurred in series A from the windward
direction—i.e., from the open space side. On the opposite side of the intersection, where
there are multi-family buildings and a larger number of trees, the concentration was up to
50% lower. The lowest concentration of PM10 was recorded in the upper right corner of the
area of analysis, where there are large numbers of trees and a green area. The influence of
this area was visible even at a height of 50 m. An identical relationship was observed in the
other series of measurements (B and C). In both series B and C the wind was blowing from
the direction of the cemetery and industrial facilities. In both series (B and C), the average
concentration of PM pollutants was 35% lower than in series A (Table 4). It can be assumed
that this was due to the roughness of the terrain in the cemetery, which is covered with
tall trees that trapped or accumulated the pollutants. In series A, the wind was blowing
from the EC4 side, and probably transported particulate matter pollutants directly from the
hard coal storage area. In series B, no significant differences (±2%) were found between
the mean concentration of PM10 at different heights. This was probably due to the wind
speed, which was below 6 km/h and did not cause either violent air turbulence or PM10
transport. The highest concentration of PM10, about 40 µg/m3, was recorded in series B
towards the boundary of the cemetery and the surrounding buildings. As noted in [41],
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buildings contribute to the accumulation of dust pollution on the leeward side. On the
other hand, the lowest concentration of PM10 (less than 30 µg/m3) was measured only in
the green area around the intersection. Similar observations have been made with regard
to the effect of traffic on the concentration of PM10 [42].Energies 2021, 14, x FOR PEER REVIEW 12 of 20 
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In series C, the wind was almost three times stronger than in series B, and the influ-
ence of the buildings on the PM10 concentration was even more visible (Figure 9). At a
height of 20 m, the mean concentration of 40–50 µg/m3 was predominantly in the area
sheltered by buildings, while average concentrations below 40 µg/m3 were measured only
in the unprotected area. At a height of 35 m, practically the entire area of analysis was
characterized by an average concentration of 40–50 µg/m3, probably due to the formation
of vortices. At an altitude of 50 m, the PM10 concentration dropped to below 40–30 µg/m3.
This can be explained by the lack of thermal inversion in series C. In series A and B, when
thermal inversion occurred, there was an accumulation of pollutants at higher altitudes.

The results for PM2.5 and PM1 were similar to those for PM10 (Figures 10 and 11). A
strong correlation (>0.50) was found between the concentrations of the particulate matter
pollutants. In series A, the highest concentration of dust pollutants at 75 µg/m3 was found
windward from the heat and power plant and industrial areas, especially at a height of
50 m. Closer to the buildings, the PM content in the air fell by up to 40%, which may
have been caused by the formation of vortices on the leeward side. As the measurement
altitude decreased, the concentration of PM2.5 and PM1 fell by about 20% in comparison to
the concentration at 50 m. This may indicate the accumulation of dust pollutants due to
temperature inversion in the upper air layers. Peng [32] came to similar conclusions. In
series B and C, the concentrations of PM2.5 and PM1 were about 30% lower than in series A.
The content of pollutants in the air was below the permissible level of 25 µg/m3 only in the
wooded area. In other places, the concentration of PM2.5 exceeded the permissible level,
reaching 175% of the permissible maximum. Gao [43] reported concentrations of PM2.5
during the winter period reaching up to 500% of the limit defined in WHO guidelines.
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Sources of gaseous pollutants include technological processes, fuel combustion and
heavy transport. One of the contaminants analyzed was H2S (Figure 12). High concentra-
tions of H2S were observed in series A, reaching 0.20 ppm (average 0.042 ppm) at a height
of 50 m. At lower altitudes, the concentration decreased by 35% to an average value of
0.027 ppm at a height of 20 m. This can be explained by the wind direction and pollution
accumulation due to thermal inversion.

In contrast to series A, in series B and C the highest concentrations of H2S (over
0.06 ppm) were recorded at 20 m (Figure 12). This is consistent with the fact that H2S is
heavier than air and, therefore, accumulates near the ground. High concentrations of H2S
have also been observed near the ground by Cichowicz and Dobrzański [44]. An interesting
phenomenon was the increased concentrations of H2S at the exits of the intersection. This
can be seen by comparing the maps of the H2S distribution (Figure 12) in series A and B
with the layout of the roads at the intersection. Given the temperature inversion in series A
and B, it can be assumed that the H2S in the air came from low emissions from the traffic
rand industrial plants. Kourtidis et al. [45] suggest that a source of H2S may be emissions
from car catalysts. It is also possible to exclude the CHP as a source of H2S, as in series C
(no inversion) there was no increase in the concentration compared to series A and B. It
should be emphasized that in all series the average concentration of H2S was alarmingly
high, exceeding the permissible level of 0.02 mg/m3. In series A, the average concentration
was 0.058 mg/m3 (Table 4), which is almost 300% of the permissible level [14]. In series B,
the average concentration was double the permissible level. In series C, it was about 40%
higher than 0.02 mg/m3.
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Figure 12. Spatial distribution of H2S pollution at the altitude of 20, 35, and 50 m for three measurement series in the area of
the street intersection.

Another of the analyzed gas pollutants was sulphur dioxide, which is also heavier
than air (Figure 13). In series B and C, high concentrations of SO2 (more than 0.20 ppm,
which is approximately 0.57 mg/m3) were measured at a height of 20 m. The average
concentration fell at higher altitudes, by 17% and 25% in series B and C, respectively.
However, in series A, where there was temperature inversion and a strong wind, the
highest concentration (above 0.40 ppm) occurred mainly at a height of 50 m. Analyzing
the area of the intersection, it can be seen that in series A and B there was a space with
an increased SO2 concentration compared to the surroundings. In series A, this is the
exit from the intersection towards the city center, whereas in series B it is the exit from
the intersection towards the residential part of the city. Note that these areas are in line
with the direction air travel from the intersection. Interestingly, in the absence of thermal
inversion (series C) no such relationship was observed. In most of the crossing area, the
permissible SO2 concentration of 0.35 mg/m3 was not exceeded. Only at the exits from
the intersection was the permissible concentration of SO2 exceeded, reaching about 130%.
However, increased concentrations of SO2 are usually observed in the winter [46], probably
due to the increased production of thermal energy.

113



Energies 2021, 14, 4070

Energies 2021, 14, x FOR PEER REVIEW 16 of 20 

 
Figure 13. Spatial distribution of SO2 pollution at the altitude of 20, 35, and 50 m for three measurement series in the area 
of the street intersection. 

The final analyzed gas compound was VOC (Figure 14). There are no specific per-
missible levels for VOC. The distributions of VOC observed in series A and B were com-
pletely different to those in series C. Under the meteorological conditions in series A and 
B, with the visible influence of thermal inversion, a very low VOC concentration of less 
than 0.004 ppm (0.014 mg/m3) was recorded, but in most of the studied area the value was 
even lower, at less than 0.002 ppm. In series A and B, up to 50% higher concentrations 
were recorded at a height of 20 m, averaging 0.003 ppm at 35 and 50 m. The increased 
concentrations of VOC in series A and B were mainly associated with the communication 
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the street intersection.

The final analyzed gas compound was VOC (Figure 14). There are no specific permis-
sible levels for VOC. The distributions of VOC observed in series A and B were completely
different to those in series C. Under the meteorological conditions in series A and B, with
the visible influence of thermal inversion, a very low VOC concentration of less than
0.004 ppm (0.014 mg/m3) was recorded, but in most of the studied area the value was
even lower, at less than 0.002 ppm. In series A and B, up to 50% higher concentrations
were recorded at a height of 20 m, averaging 0.003 ppm at 35 and 50 m. The increased
concentrations of VOC in series A and B were mainly associated with the communication
routes, so the source of pollution was “local” low emission. The situation was completely
different in series C (Figure 14), where the highest concentrations of up to 0.016 ppm (0.056
mg/m3) were found at an altitude of 50 m. However, at 35 m and 20 m the concentration
of VOC decreased up to 7-fold. This may be evidence of the migration of VOC pollutants
as a result of high emissions, although it would only be possible to test such a hypothesis
under stable temperature gradient conditions.
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6. Conclusions

This study set out to perform a spatial analysis of the distribution pollutants caused by
“low” and “high” emissions. In series A and B, “low” emissions were associated with high
concentrations of PM, SO2 and H2S at heights of 30–50 m. This was probably due mainly
to the occurrence of temperature inversion. In series C there was no temperature inversion,
which translated into lower concentrations of pollutants and a different spatial distribution
to those in series A and B. The concentrations of pollutants were higher when temperature
inversion occurred (Series A and B) than when there was no temperature inversion (Series
C). This indicates that the emitters/chimneys of the coal-fired heat and power plant (EC4)
had little effect on air quality in the analyzed area. It can be assumed that the EC4 CHP
plant only contributed to high concentrations of VOC at altitudes above 40 m.

In series C, increased levels of suspended dust in the air were recorded at heights
of 25 and 35 m above ground level. This may indicate an air corridor transporting PM
pollution at this altitude. In all the measurement series, a strong correlation (above 0.5) was
found between the PM10, PM2.5, and PM1 dust fractions. A particularly high correlation
coefficient (close to 1) was calculated for PM2.5 and PM1 (Table 5). Similar observations
were made by Li et al. (2015), obtaining a correlation of 0.71–0.77 between PM. In all
three series, concentrations of PM were measured that exceeded permissible values by
up to 175% (PM2.5). Presumably, this was related to season, with increased production of
individual and industrial thermal energy during the winter period. In the housing estate,
the concentration of gaseous pollutants remained the same in the height range from 2 to
50 m. This may be explained by turbulence from buildings, which mixed the gaseous
pollutants with air, and by the distance from the source.
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Table 5. Correlation coefficient between measurement parameters from the intersection area for three
measurement series.

PM10 PM2.5 PM1 H2S SO2 VOC

Series A

PM10 1.00 0.98 0.98 0.07 0.11 0.27
PM2.5 0.98 1.00 1.00 0.02 0.07 0.25
PM1 0.98 1.00 1.00 0.02 0.08 0.24
H2S 0.07 0.02 0.02 1.00 0.73 −0.17
SO2 0.11 0.07 0.08 0.73 1.00 −0.14
VOC 0.27 0.25 0.24 −0.17 −0.14 1.00

Series B

PM10 1.00 0.93 0.92 0.05 0.32 0.10
PM2.5 0.93 1.00 1.00 0.08 0.39 0.21
PM1 0.92 1.00 1.00 0.08 0.40 0.20
H2S 0.05 0.08 0.08 1.00 0.16 0.23
SO2 0.32 0.39 0.40 0.16 1.00 0.61
VOC 0.10 0.21 0.20 0.23 0.61 1.00

Series C

PM10 1.00 0.70 0.68 −0.06 −0.13 0.41
PM2.5 0.70 1.00 0.99 −0.02 0.01 0.22
PM1 0.68 0.99 1.00 −0.03 0.02 0.22
H2S −0.06 −0.02 −0.03 1.00 0.43 −0.37
SO2 −0.13 0.01 0.02 0.43 1.00 −0.13
VOC 0.41 0.22 0.22 −0.37 −0.13 1.00

The measurements taken at the intersection of communication routes, located closer to
the industrial areas, showed clear differences in terms of the distribution of gaseous pollu-
tants at different heights. In the case of H2S and SO2, the distribution of concentrations was
consistent with the road system and the orientation towards industrial areas. This indicates
that these pollutants were caused by local low emissions. High VOC concentrations were
only recorded at altitudes of more than 40 m within the intersection and housing estate
areas in Series C (no temperature inversion), indicating that they originated from high
emissions. The permissible level for H2S was exceeded by up to 300% both in the area
of the housing estate and at the intersection. The concentrations of H2S were higher in
the housing estate than in the area around the intersection. This was probably due to the
numerous drainage vents located on the roofs of buildings on the housing estate. There
was no clear correlation between the levels of gaseous pollutants in the three series. A weak
correlation of 0.44 was found between H2S and SO2 levels in the three series. There was
also no correlation between dust and gaseous pollutants (correlation coefficients below 0.5).

Summing up, the spatial analysis of pollutants with the use of UAVs gives the opportu-
nity to get acquainted with the distribution of pollutants concentration in a selected area in
detail. It should be emphasized that it is not possible to perform such measurements using
traditional, stationary measuring stations located at a constant height from the ground,
with a low spacing density. The method of measurement and analysis proposed by the
authors can be implemented all over the world, therefore, it seems to be an important
supplement to the existing methods of air quality measurement. The research methods pre-
sented in the article are now successfully used by us in air quality analyzes in various areas
of Poland. The most important advantage of the obtained results is their high resolution in
a small area, directly answering the question of air quality.
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Abstract: The Zn(II) and Mn(II) removal by an ion flotation process from model and real dilute
aqueous solutions derived from waste batteries was studied in this work. The research aimed to
determine optimal conditions for the removal of Zn(II) and Mn(II) from aqueous solutions after
acidic leaching of Zn-C and Zn-Mn waste batteries. The ion flotation process was carried out at
ambient temperature and atmospheric pressure. Two organic compounds used as collectors were
applied, i.e., m-dodecylphosphoric acid 32 and m-tetradecylphosphoric 33 acid in the presence of
a non-ionic foaming agent (Triton X-100, 29). It was found that both compounds can be used as
collectors in the ion flotation for Zn(II) and Mn(II) removal process. Process parameters for Zn(II) and
Mn(II) flotation have been established for collective or selective removal metals, e.g., good selectivity
coefficients equal to 29.2 for Zn(II) over Mn(II) was achieved for a 10 min process using collector 32
in the presence of foaming agent 29 at pH = 9.0.

Keywords: ion flotation; used batteries; ecological safety; recovery; Zn(II); Mn(II)

1. Introduction

Ecological aspects and an increasing depletion of polymetallic ores generate the need
for research on new nonferrous materials in unused and hard-to-reach places as well
as for the improvement in techniques used to recover metals from secondary sources.
There is a growing interest in the recovery of metals from electrical and electronic solid
wastes [1–6], batteries and accumulators [7–10], as well as car catalysts [11]. The main
advantages of waste treatment are the recovery of valuable metallic materials and the
prevention of the release of toxic metals into the natural environment. There are effective
industrial methods for the treatment of waste batteries and accumulators; nevertheless,
due to the changes in quantity and quality of waste stream composition, new innovative
and ecological technologies are involved [12]. They are characterized by high and selective
recovery of metals at low cost [13–15].

Hydrometallurgical methods can be effectively used for the recovery of metals from
secondary sources [16]. Due to economic and environmental aspects, flotation methods
stand as an alternative for recovering metals from secondary sources [17,18]. The ion
flotation process is effective for diluted aqueous solutions and can be selective using
specific collectors [19,20].

Sobianowska-Turek et al. [21] used flotation methods, i.e., ion flotation and solvent
sublation for Zn(II) and Mn(II) removal from a dilute model and real aqueous solutions

121



Energies 2021, 14, 1335

from a Zn-C and Zn-Mn black battery mass after mechanical treatment and acidic leaching.
The ionizable lariat ethers were used as collectors (Table 1, compounds 1–7). Macrocyclic
organic compounds possessing three different crown sizes: DB22C7 1, 2, 3, DB19C6 4, 6, 7,
and DB16C5 5 were applied. As the foaming agent, Triton X-100 was used (Table 2, 29).
Ion flotation from aqueous solution at pH equal to 5.0 with collectors 2 and 3 allowed
the removal of Zn(II) and Mn(II) at 98%, i.e., higher than in the solvent sublation process
(Zn(II) —81%, Mn(II)—85%). Ulewicz et al. [22–24] studied several proton-ionizable lariat
ethers (Table 1, 5–21) for Zn(II) and Cd(II) removal from aqueous solutions in ion flotation.
In [24], a correlation between lariat ethers’ crown size and the selectivity of the Zn(II) over
Cd(II) flotation process was found. It was also shown that there is a significant influence
of specific parameters on the efficiency and selectivity of the ion flotation process. These
parameters were the type of lipophilic and acidic groups, collector concentration, and pH
of the aqueous solution. Ion flotation with lariat ethers 8–12 in the presence of a foaming
agent 29 allowed for removal of Cd(II) and Zn(II) from dilute aqueous solutions with high
efficiency. Collector 12 gave high flotation selectivity for Cd2+ over Zn2+ (SCd/Zn ∼= 7) at
pH 4.0, (Cd(II)) = (Zn(II)) = 1.0 × 10−5 M, (12) = 1.0 × 10−4 M, (29) = 2.0 × 10−4 M. Ulewicz
et al. [22] applied lariat ethers 13–21 for Zn(II) and Cd(II) removal from aqueous solution.
The results proved the influence of the crown ether cavity size, collector concentration,
and pH of aqueous solution on the efficiency of Zn(II) and Cd(II) removal. Maciejewski
et al. [25] found the correlation between the maximal percent removal of metals and the
following parameters: initial concentrations of lariat ether and the non-ionic foaming agent,
the pH of the aqueous solution as well as hydrophilic–lipophilic balance (HLB). In addition,
Ulewicz et al. [23] studied other collectors, i.e., 22–28, for Zn(II) and Cd(II) flotation from
aqueous solutions. A correlation between structural variability of ethers concentration of
alkali metal cations, collector concentration, pH of aqueous phase, and the efficiency of
metals removal was confirmed. They also studied the HLB of ethers impact on selectivity
of Zn(II) and Cd(II) in ion flotation. Kozlowski et al. [26] compared the effectiveness of
ion flotation and transport across polymeric inclusion membranes for Zn(II) and Cd(II)
recovery from aqueous solutions. The experiments were carried out for aqueous chloride
solutions containing an equimolar mixture of both cations, with the use of two classical
collectors/carriers: i.e., anionic—30 and cationic—31 (Table 2). Finally, they found that the
use of a cationic surfactant 31, causes the selectivity coefficient of Cd/Zn to increase with
the increasing concentration of chloride ions (from dilute aqueous solutions both metals at
concentrations of 1 × 10−5 M).

Table 1. Collectors used in Zn(II) and Cd(II) ion flotation process in the quoted works [22–26].

Structural Formula Number of the
Chemical Compound -R -X -Y-
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process. It was shown that the removal of Zn(II) ions depends on the nature of the ligand.
He also indicated that the amount of zinc–thiocyanate complexes decreased with the type
of acid in the following order: HCIO4 < H3PO4 < HCl < H2SO4 < no acid. Walkowiak [28]
conducted research on the Zn(II) and Mn(II) removal from an equimolar mixture of cations:
Zn2+, Mn2+, Co2+, Fe3+, Cr3+. The selective removal of Zn(II), Mn(II) in a flotation process
with anionic collectors (sodium dodecylsulfonate or 30) in the presence of other metals
in aqueous solutions increased in the order: Mn2+ < Zn2+ < Co2+ < Fe3+ < Cr3+. Trivalent
cations have a better affinity for the anionic collector since they have higher ionic potential
values.

The aim of the experimental work in this article was the Zn(II) and Mn(II) flotation
process from model and real solutions after acid leaching of black battery mass originat-
ing from spent Zn-C and Zn-Mn batteries. It allowed the determination of the factors
influencing the efficiency and selectivity of the process.

2. Materials and Methods
2.1. Apparatus and Measuring Equipment

The main component of the apparatus for ion flotation was a glass flotation column,
size 45.7 cm (height), 2.4 cm (diameter), equipped with a sintered glass sparger possessing
a hole diameter of 20–30 µm. Above the porous sinter, there was an injection-capable valve
in the column for introducing a collector and/or a foaming agent. The argon gas surface
was introduced into the flotation column by a gas flow meter and aqueous scrubber. The
foam generated in the process was collected in a tank. The process was carried out at
ambient temperature (20–21 ◦C), at atmospheric pressure, and constant argon gas flow
(12 cm3/min). The Zn(II) and Mn(II) concentrations in feed and residual solutions (model
and real) were measured by atomic absorption spectrometry on a VARIAN®, Palo Alto,
California, USA SpectrAA 20 Plus spectrometer.

2.2. Characteristics of Reagents and Tested Solutions

The initial concentrations of metal cations in base model aqueous solution (both metals
mixture) were Zn(II)—0.00168 M and Mn(II)—0.00091 M. The known weight ratio of Zn(II)
to Mn(II) content, equal to 2.14:1.00, was a reference to the number of ions in the solution
derived from the acidic non-reducing leaching of the black battery mass [21] which was
carried as follows. This solution was prepared by dissolving chemically pure compounds
ZnSO4·7H2O and MnSO4·5H2O of respective sample weights in demineralized water
(conductivity 5.0 µS at 20 ◦C). The material used to prepare the real aqueous solution was a
mixture of paramagnetic and diamagnetic fractions mixed in a 2:1 weight ratio of Zn-C and
Zn-Mn batteries generated after mechanical treatment and leaching with sulfuric acid [30].
Leaching was carried out using 500 g portions of batteries mixture. The tested material
was flooded with distilled water (1.0 dm3) and leached with 95% sulfuric acid, added in
the amount estimated to be necessary for leaching zinc and manganese, and the amount
necessary to balance the H+ ions of the appropriate reduction reaction with a small excess.
The leaching process was carried without heating with an average temperature of 55 ◦C.
The measured concentration of Zn(II) and Mn(II) in the aqueous solution after leaching
was 55.0 and 25.7 g/dm3, respectively [21]. The initial concentration of the cation mixture
in the real aqueous solution was measured by ASA.

Two organic reagents, m-dodecylphosphoric acid 32 and m-tetradecylphosphoric
acid 33 were used in the ion flotation process in ethanol solutions (Table 3) at initial
concentrations equal to 5.0 × 10−3 M in the feed solution. A non-ionic foaming agent
was used, Triton X-100 29 (1,1,3,3-tetramethylbutyl phenyl polyethylene glycol ether), in
ethanol solution at an initial concentration equal to 2.0 × 10−4 M in an aqueous solution.

The sulfuric acid and ammonia solutions (at concentrations: 0.1, 0.5, and 1.0 M) were
used to adjust the pH of the feed solutions. The collectors 32 and 33 were obtained at the
Wroclaw University of Technology, Faculty of Chemistry University. The other reagents
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used were purchased from Avantor Performance Materials S.A., Gliwice, Poland (former
POCH), all were of analytical purity.

Table 3. Characteristics of organic acids used for research as collectors for the process of ionic flotation.

Structural Formula Total Formula Chemical Compound
Name

Molar Mass,
[u]

Number/Function of
Chemical Compound
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2.3. Research Methodology

Flotation of Zn(II) and Mn(II) from a dilute aqueous model and real solutions was
carried out in the apparatus presented in Figure 1. The initial volume of each aqueous
solution was 100 cm3, and initial concentrations of Zn(II) and Mn(II) (in the mixture) were
0.00168 and 0.00091 M, respectively. In the real solutions experiments, the feed solutions
were obtained after acidic leaching of Zn-C and Zn-Mn batteries, and the concentrations
of Zn(II) and Mn(II) in the solution were 55.0 and 25.7 g/dm3, respectively. The pH feed
solutions were adjusted with ammonia or sulfuric acid to pH values from 2.0 to 11.0.
One cubic centimeter volume of collector and foaming agent was injected into the floated
aqueous solution. The initial concentrations of the collector and foaming agent in the
aqueous solutions were 5.0 × 10−3 M and 2.0 × 10−4 M, respectively. The ion flotation
experiments were carried out for 5, 10, and 20 min, after which the samples of the residual
solutions were collected to be analyzed. The argon gas was saturated with water, and the
flow rate was maintained at 12 cm3/min through a sintered glass sparger. During the
process, a foaming formation of the solutions was observed, and the pH of the residual
solution was measured. The concentrations of Zn(II) and Mn(II) in the residual flotation
solution were measured by atomic adsorption spectrometry to determine the maximal
percent removal, which is described by Equation (1):

W =
(

1 − cr
ci

)
∗ 100% (1)

where W is the maximal percent removal, ci is the initial ion concentration in mol/dm3, cr
is the ion concentration in the residual solution in mol/dm3.

Selective removal of Zn(II) and Mn(II) is describe by the selectivity Coefficient (2):

SM1/M2 =
WM1

WM2
(2)

where SM1/M2 is the selectivity coefficient for metal ions of the first and the second metal,
WM1 and WM2 are the maximal percent removal for the first and the second metal.
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Figure 1. Scheme of ion flotation apparatus. 1—gas flow regulator, 2—aqueous scrubber, 3—flotation
column, 4—injection capable valve (for collector), 5—sintered glass sparger, 6—foam receiver.

3. Results and Discussion
3.1. Ion Flotations from Model Aqueous Solutions

• Parameters influencing Zn(II) and Mn(II) flotation removal with collector 32

In the preliminary experiments, the influence of the time of the Zn(II) and Mn(II)
flotation process was tested for collector 32 at pH = 5.0. The ion flotation tests were carried
out for 5, 10, and 20 min, based on which it was found that the process runs within 10 min.
In subsequent studies, flotations were carried out for 10 min.

The preliminary test with collector 32 in the ion flotation process indicated that
this collector had a sufficient foaming capacity and can be used in the process without
the addition of a foaming agent. Studied collector 32 was an ionogenic surfactant and
consisted of two groups: hydrophilic—polar phosphate acid residue -OPO(OH)2 and
lipophilic—a non-polar aliphatic one. The phosphate group of collectors can form ion-
collector connections due to the presence of labile hydrogens.

• Effect of pH solutions

In the first step of experiments, the influence of aqueous solution pH on Zn(II) and
Mn(II) removal was tested for a pH equal to 2.0, 4.0, 5.0, 7.0, 9.0, 10.0, and 11.0. Ion flotation
was carried out with collector 32 (5.0 × 10−3 M in aqueous solutions) in a 10 min process at
initial concentrations (in the mixture): Zn(II)—0.00168 M and Mn(II)—0.00091 M. There was
no foaming agent 29 used. The results of the Zn(II) and Mn(II) flotations are summarized
in Table 4.
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Table 4. Results of Zn(II) and Mn(II) flotation using collector 32 in a 10 min process with and without
foaming agent 29 at a pH from 2.0 to 11.0; (Zn) = 0.00168 M, (Mn) 0.00091 M, (32) = 5.0 × 10−3 M,
(29) = 2.0 × 10−4 M.

pH Without Foaming Agent 29 With Foaming Agent 29
WZn(II),% WMn(II),% SZn/Mn WZn(II),% WMn(II),% SZn/Mn

2.0 80.4 75.4 1.07 40.1 53.1 0.76
4.0 82.1 55.9 1.47 99.6 19.4 5.13
5.0 92.9 43.6 2.13 77.4 16.1 4.81
7.0 99.7 73.8 1.35 91.7 8.4 10.9
9.0 50.7 68.8 0.74 96.3 3.3 29.2
10.0 37.1 54.7 0.68 77.2 60.4 1.28
11.0 60.1 53.9 1.12 86.8 54.4 1.60

The Zn(II) and Mn(II) removal depends on the pH value, which can give a metals’
separation effect. The removal of Zn(II) increased from 80.4% to 99.7%, with an increase
in pH from 2.0 to 7.0. A further increase in pH to 11 resulted in a rapid decrease in Zn(II)
removal, which may be related to a change in the ionic form of Zn(II). At pH 8.0 to 10.0,
these ions pass in aqueous solutions from a simple Zn2+ to Zn(OH)+ and Zn(OH)2, while
in the pH ranges from 10.0 to 13.0, it is in the form of Zn(OH)3

− and Zn(OH)4
2− anions

which possess a significant influence on the process [31]. In strongly alkaline aqueous
solutions the Zn(II) removal increased from 37.1% (pH = 10.0) to 60.1% (pH = 11.0).

The flotation removal of Mn(II) in the whole range of tested pH was above 50%. The
highest removal (75.4%) for Mn(II) was achieved at pH = 2.0 after the 10 min process. The
results of Zn(II) and Mn(II) ion flotation in the pH range studied show differences, which
can be used for selective removal of both metal ions, but the selectivity of the process
was low. At pH = 5.0, the value of the selectivity coefficient was 2.13. The best collective
removal of Zn(II) (99.7%) and Mn(II) (73.8%) after 10 min was obtained at pH 7.0.

• Effect of foaming agent presence

In addition, Zn(II) and Mn(II) flotation was also conducted with collector 32 in the
presence of Triton X-100 29, at a concentration equal to 2.0 × 10−4 M. The function of the
foaming agent was to develop a liquid–gas surface and to form a stable foam over the
solution, which is crucial in the ion flotation process. The removal of Zn(II) and Mn(II) was
performed with 32 (initial concentration of 5.0 × 10−5 M in feed solution) in the presence
of foaming agent 29 (2.0 × 10−4 M) in the pH range of 2.0 to 11.0 for 10 min. The results
are presented in Table 4. Despite a significant improvement in the interfacial surface in
the solution and a stable foam over the solution, the addition of foaming agent caused
a decrease in Zn(II) removal at pH = 2.0, 5.0, and 7.0. Comparing the results for Zn(II)
removal with and without the addition of foaming agent, it can be indicated that the
addition of 29 lowers Zn(II) removal by half (from 80.4% to 40.1%) at pH = 2.0. At pH = 5.0,
the removal of Zn(II) decreased by 17.5%, while for a neutral solution, the reduction in
Zn(II) removal rate was 8.0%. In an acidic environment, the addition of 29 increased Zn(II)
removal to 99.6% only at pH 4.0. On the other hand, in alkaline solutions, the foaming
agent addition increased the Zn(II) removal, at pH = 9.0, from 50.7% to 96.3%, at pH = 10.0,
from 37.1% to 77.2%, and at pH = 11.0, from 60.1% to 86.8%. It was probably related to the
observed higher foaming intensity during the flotation process.

For Mn(II) flotation, the addition of 29 significantly decreased metal removal with
pH = 9.0. The results were very low in comparison to process without foaming agent:
by 22.3% for pH = 2.0, by 36.5% for pH = 4.0, by 27.5% for pH = 7.0, and by 65.5% for
pH = 9.0. This situation may be caused by the collector’s flotation and thus lowering of
the concentration of its ionized forms in the solution, which also reduces the number of
ion-collector connections.

Therefore, it is possible to obtain relatively good selectivity for Zn(II) over Mn(II)
after 10 min of the flotation process. At pH = 7.0, the selectivity coefficients were equal to
10.9 and at pH = 9.0–29.2 (see Table 4). Finally, it can be concluded that the addition of
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a foaming agent to the ion flotation processes decreases collective removal of metals but
increases selective removal of Zn(II) over Mn(II).

• Parameters influencing Zn(II) and Mn(II) flotation removal with collector 33

In the preliminary experiments, the influence of the time of the Zn(II) and Mn(II)
flotation process was tested for collector 33 at pH = 5.0. The ion flotation tests were carried
out for 5, 10, and 20 min, based on which it was found that the process runs within 10 min.
In subsequent studies, flotations were carried out for 10 min.

• Effect of pH solution

The preliminary test with collector 33 in the ion flotation process indicated that the
collector had a sufficient foaming capacity and could be used without the addition of
a foaming agent. Studied collector 33 (similar to 32) was an ionogenic surfactant and
consisted of two groups: hydrophilic—polar phosphate acid residue -OPO(OH)2 and
lipophilic—a non-polar aliphatic one. In comparison to 32, collector 33 has a longer
lipophilic group with two carbons in the alkyl chain, which caused an increase in lipophilic
properties of the compound. The phosphate group of the collector is capable of forming
ion-collector connections due to the presence of labile hydrogens.

The schema of experiments was similar to in the previous chapter (for collector 32).
In the first step, the influence of the aqueous pH solution on Zn(II), Mn(II) removal was
tested at pH 2.0, 4.0, 5.0, 7.0, 9.0, 10.0, and 11.0. Ion flotation was carried out with collector
33 (5.0 × 10−3 M in feed solution) in 10 min from the mixture of both metals at initial
concentrations of Zn(II)—0.00168 M, Mn(II)—0.00091 M. There was no addition of 29. The
results of the Zn(II) and Mn(II) flotation process are summarized in Table 5.

Table 5. Results of Zn(II) and Mn(II) flotation using collector 33 in a 10 min process with and without
foaming agent 29 at pH from 2.0 to 11.0; (Zn) = 0.00168 M, (Mn) 0.00091 M, (33) = 5.0 × 10−3 M,
(29) = 2.0 × 10−4 M.

pH Without Foaming Agent 29 With Foaming Agent 29
WZn(II),% WMn(II),% SZn/Mn WZn(II),% WMn(II),% SZn/Mn

2.0 83.3 59.9 1.39 38.3 57.8 0.66
4.0 80.4 87.5 0.92 81.7 85.2 0.96
5.0 90.4 20.2 4.48 82.4 94.5 0.87
7.0 67.1 87.5 0.77 98.6 67.6 1.46
9.0 58.5 76.6 0.76 61.1 74.2 0.82
10.0 99.1 73.2 1.35 59.5 72.7 0.82
11.0 91.6 59.4 1.54 89.5 31.0 2.89

An influence of pH solutions on Zn(II) and Mn(II) removal with 33 had a variable
character for each metal. The Zn(II) removal in the 10 min process slightly increased with
pH value from 83.3% to 90.4% at pH = 5, then it systematically fell to 58.5% at pH = 9.0. A
further increase in the pH value boosted Zn(II) removal to 99.1% at pH = 10.0 then slightly
decreased to 91.6% at pH = 11.0. What is important, at pH = 7.0 and 9.0, the removal
decreased slightly, which according to Eh-pH diagrams, may be related to the change in
simple Zn2+ to Zn(OH)2, while, in strongly alkaline solutions, pH = 10.0 and 11.0, the
removal increased, which may be related to the ionic form of the metal Zn(OH)3

−.
The Mn(II) removal with collector 33 in the acidic solutions for the 10 min process

were discontinuous, because the noticed results were 59.9% at pH = 2.0, 87.5% at pH = 4.0,
and 20.2% at pH = 5.0. In the neutral solutions, Mn(II) removal rebound to 87.5%, similar
to pH = 4.0, while the result was the same. Then the Mn(II) removal decreased linearly
with the pH value to 59.5 at pH = 11. A quick analysis of the results indicates significant
differences in the Zn(II) and Mn(II) flotation vs. pH solution value and process time. This
situation allows the description of the optimal conditions for collective or selective removal
studied cations. For example, collective removal is effective at pH = 4.0 in a 10 min process,
which gave an 80.4% and 87.5% removal for Zn(II) and Mn(II), respectively. On the other
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hand, selective Zn(II) removal from a mixture of both metals is possible at a pH = 5.0 in a
10 min process, with a selectivity coefficient SZn/Mn = 4.48.

• The influence of a foaming agent

The results of the Zn(II) and Mn(II) flotation process with collector 33 confirm sufficient
foaming capacity, but in some experiments, the foam was very low. Therefore, in the
experiments, the addition of foaming agent 29 at a concentration of 2.0 × 10−4 M was used
in the feed solution in the 10 min process. According to results presented in Table 5, it
can be concluded that Zn(II) and Mn(II) removals in the presence of 29 were often worse
than without 29, despite strong solutions foaming in all range of tested pH solutions. The
noticed relations were different for each metal. For example, the results for Zn(II) removal
in the presence 29 were better (by 31.5%) only at pH = 7.0, at other pH values, the results
were similar (pH = 4.0; 5.0; 9.0; 11.0) or worse (pH = 2.0; 10.0, by −45.0% and by −39.6%,
respectively).

The results for Mn(II) removal in the presence of 29 were a few percent worse or
similar at pH = 2.0, 4.0, 9.0, 10.0. In two cases, completely different results were obtained.
The removal of Mn(II) at pH 5.0 in the presence of 29 was better by 74.3% and at pH 11.0
was worse by 28.4%. During Mn(II) flotations in the presence of 29 in an alkaline reaction,
a lack of permanent foam formation was observed, which probably contributed to low
results. These differences in the Zn(II) and Mn(II) removal (from a mixture of both metals)
allowed their separation. For example, Zn(II) selective removal was possible at pH = 5.0
with 33 in a 10 min process (without 29), with a selectivity coefficient SZn/Mn = 4.78. For
Mn(II), selective removal with 33 in the presence of 29 was possible at pH = 2.0 in a 10 min
process, with SMn/Zn = 1.51.

3.2. Real Solution

The real solutions obtained after acid leaching of Zn-C and Zn-Mn batteries had a
content of Zn(II) and Mn(II) in the solution of 55.0 and 25.7 g/dm3, respectively. The series
of experiments with model solutions allowed the determination of the conditions for the
selective Zn(II) removal from real solutions (mixture of both metals). The ion flotation
with the real solution had been limited to the use of the collector 33 only and the following
process conditions: pH 4.0, 7.0, and 9.0 in a 10 min process duration. The results are
shown in Table 6. The selected conditions of the process enabled the selective separation
of Zn(II), while Mn(II) remained in solution. Selective Zn(II) removal in a 10 min process
from real solution was the best at pH = 9.0, and the selectivity coefficient for Zn(II)/Mn(II)
was equal to 22.56. At pH = 4.0 and 7.0, the selectivity coefficients SZn/Mn were 6.28 and
8.90, respectively. Analysis of the collectors’ 32 and 33 properties at this stage is difficult
and requires additional research in the field of physical surface physics, in particular the
measurement of surface tension, hydrophilic–lipophilic balance. The preliminary results
are very promising and are the starting point for further research on hydrometallurgical
selective metals recovery from used cells of first Zn-C and Zn-Mn types, which are still the
largest stream of used batteries on the European market [32].

Table 6. Influence of pH on the degree of Zn(II) and Mn(II) cations separation with the use of
collector 33 after 10 min process from the real solution without foaming agent 29 at pH from 4.0 to 9.0;
(Zn) = 0.00168 M, (Mn) 0.00091 M, (33) = 5.0 × 10−3 M.

pH WZn(II), % WMn(II), % SZn/Mn

4.0 94.2 15.0 6.28
7.0 89.0 10.0 8.90
9.0 97.0 4.3 22.56

4. Conclusions

The preliminary studies on the Zn(II) and Mn(II) flotation with 32 and 33 compounds
proved that the substances can be considered as new collectors for selective and/or collec-
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tive Zn(II) and Mn(II) removal. The research involved model and real solutions (after acid
leaching of black battery mass originating from used Zn-C and Zn-Mn batteries). Through
a series of experiments, it was possible to distinguish factors determining the efficiency
and selectivity of the floatation process. Based on the findings, the following conclusions
can be made.

• The main parameters which affect Zn(II) and Mn(II) flotation are the type of collec-
tor, feed solution pH, concentration of collector and/or foaming agent, and process
duration.

• The collective Zn(II) and Mn(II) removal from dilute aqueous solutions in the ion
flotation process with using collector 32 or 33 depended on the pH solution. High
efficiency Zn(II) removal with collector 32 is possible in the pH range from 2.0 to
7.0 in a 10 min ion flotation process. It has been shown that the maximal percent
removal of Zn(II) increased from 80.4% (at pH = 2.0) to 99.7% (at pH = 7.0). In the
same experiments, results for Mn(II) removal were as follow: 75.4% and 73.8% for pH
2.0 and 7.0, respectively. On the other hand, effective removal of Zn(II) using second
collector, 33, required alkaline solutions, and the observed removal was in the range
of 99.1% (pH = 10.0) and 91.6% (pH = 11.0). In the same conditions, results for Mn(II)
were 73.2% (pH = 10.0) and 59.4% (pH = 11.0).

• The addition of foaming agent 29 affected Zn(II) removal in particular. Despite a
significant improvement in the interfacial surface in the solution and a stable foam
over the solution, the addition of 29 caused a decreased removal of both metals.
Comparing the results for Zn(II) removal (using collector 32), it can be noticed that
addition of 29 lowers Zn(II) removal by half (from 80.4% to 40.1%) at pH = 2.0. On
the other hand, in an alkaline solution (using collector 32), the presence of a foaming
agent increased the Zn(II) removal, at pH = 9.0, from 50.7% to 96.3%, at pH = 10.0,
from 37.1% to 77.2%, and at pH = 11.0, from 60.1% to 86.8%. It was probably related
to the observed higher foaming intensity during the flotation process. However,
in the case of the second metal, it did not significantly affect the Mn(II) removal.
Generally, in some cases, the addition of an agent is beneficial, especially in an alkaline
feed solution.

• The time of conducting the ion flotation process also had a significant influence on
both metals removal. Comparing the results for Zn(II) and Mn(II) removal in 5 and
20 min processes, it can be concluded that the prolongation of the flotation time affects
the results negatively, especially in the case of Zn(II), e.g., removal of Zn(II) with
collector 32 in a 5 min process at pH = 5.0 was always over 80%, while in the 20 min
process, it did not exceed 20%. Too long a process duration (above 10 min) negatively
affects the removal of both metals.

• It was found that the ion flotation process with collectors 32 or 33 can be an alternative
to currently known processes in the recovery of metals from waste chemical energy
sources. It is also possible to use ion flotation in a hybrid process, as one of the stages
of the currently used hydrometallurgical recycling processes. There is also potential to
regenerate a waste stream of a solution that would be purified and recycled back into
the process.
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Abstract: Lithium-ion batteries are currently one of the most important mobile energy storage units
for portable electronics such as laptops, tablets, smartphones, etc. Their widespread application
leads to the generation of large amounts of waste, so their recycling plays an important role in
environmental policy. In this work, the process of leaching with sulfuric acid for the recovery of
metals from spent Li-ion batteries in the presence of glutaric acid and hydrogen peroxide as reducing
agents is presented. Experimental results indicate that glutaric-acid application improves the leaching
performance compared to the use of just hydrogen peroxide under the same conditions. Obtained
samples of leaching residues after mixed inorganic-organic leaching were characterized with Scanning
Electron Microscopy, Fourier Transform Infrared Spectroscopy, and X-ray diffraction.

Keywords: acid leaching; battery recycling; Li-ion batteries; metal recovery; raw material sustainable use

1. Introduction

Lithium-ion batteries and accumulators are used in a wide variety of devices—mobile phones,
laptops, tablets, but also children’s toys and medical equipment. In general, batteries made our life
easier and revolutionized the world—thanks to the possibility of using cells as an electricity source,
many devices have become mobile, making them more attractive. Complex battery packs are also
used in the automotive industry—as a power source for modern hybrid or electric cars. Despite their
many advantages, the widespread use of batteries has some drawbacks, mainly due to the quite
complex composition of the cells. Lithium-ion batteries are made up of a graphite anode and a cathode,
made out of a LixMeyOn type compound—the most commonly used is lithium cobaltate, LiCoO2.
Lithium-ion cells also contain an organic electrolyte, which is usually lithium salts dissolved in a
mixture of organic solvents (e.g., salts—LiClO4, LiPF6, LiBF4; solvents—dimethylsulfoxide, propylene
carbonate, diethyl carbonate). In addition, the electrodes are separated from each other by a synthetic
separator—usually a polyolefin membrane, which enables the transfer of lithium ions while at the
same time protecting against a short circuit that may occur as a result of direct contact of the anode with
the cathode [1–5]. Each component of the Li-ion battery generates large amounts of waste, while the
most hazardous ones are compounds containing heavy metals such as cobalt.

Several studies confirm that one of the main components, the lithium cobaltate, has a negative
influence on the environment as well as on living organisms. It induces oxidative DNA damage causing
mutagenic effect and inflammatory response, mainly caused by the cobalt release [6]. Many data show
the role of Co(II) ions released from batteries, which causes the formation of OH-radical species by a
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Fenton-like reaction, leading to chromosomal breaks and the formation of cancer cells [7,8]. Due to that
effect, battery waste containing cobalt becomes dangerous for aquatic systems and humans, generating
a huge need for recycling of the spent batteries. Compared to the production of new batteries,
the processing of the waste batteries is a much more complicated and costly process. Nevertheless,
due to the constant increase in the amount of this waste, technologies for recycling spent batteries to
recover metals contained in them have been developed, and they are used in industrial practice around
the world. The following processes are distinguished: mechanical separation, thermal treatment
(pyrometallurgy) and acid leaching (hydrometallurgy). Due to the technological, environmental and
economic benefits, the acid leaching of spent Li-ion batteries for cobalt and lithium recovery is widely
studied in the literature. The commonly used leaching agents are inorganic acids, especially sulfuric,
hydrochloric, phosphoric and nitric acids [9–12], and organic acids, e.g., citric, succinic, acetic and malic
acids [13–16]. Cathode powder leaching processes are usually performed with the use of reducing
agents, the presence of which may cause the metals contained in the battery mass to take a bivalent form
(mainly Co(III) to Co(II)), soluble in acid solutions [17]. Most often, hydrogen peroxide is used for this
purpose [18–22]. However, in recent years, there has been an increasing interest among scientists in the
search for organic reducing agents, e.g., ascorbic acid [23–25]. This trend is triggered by environmental
concerns, and it offers more effective metal recovery from spent Li-ion batteries.

During the acid leaching of the powder obtained from spent Li-ion batteries, many chemical
reactions take place between the tested material and the added reagents (leaching agents and reducing
agents), resulting in the formation of various products. In the literature, there are examples of reactions
occurring during the leaching of battery powder (LiCoO2 cathode), where both the leaching agent
and the reducing agent are inorganic compounds (e.g., H2SO4 and H2O2) [26]. The reactions taking
place between the powder material and various organic acids are more complicated. Nayaka G. P. et al.
investigated the leaching process with iminodiacetic and maleic acids with the addition of ascorbic
acid [24]. The authors paid attention to the formation of products in the form of lithium and cobalt
complexes (the initially colorless solution turns pink over time, which indicates the transition of Co3+

to complex forms; lithium complexes are not colored), as well as the reducing effect of ascorbic acid
on cobalt ions—a reduction from Co3+ to Co2+ (in the case of using only iminodiacetic acid in the
leaching solution, two forms of cobalt were present: Co3+ and Co2+, while for maleic acid alone,
only unreduced cobalt was found—Co3+). Nayaka G. P. et al. similarly presented the changes taking
place during the processes, the results of which have been presented in their publications on similar
topics (leaching experiments: citric acid with ascorbic acid, tartaric acid with ascorbic acid, adipic
acid/nitryldiacetic acid) [25,27,28]. However, no specific record of the course of these reactions has
been proposed due to the need to study the structures and chemical composition of powders after
leaching each time in order to determine the compounds present in the material and their forms.

This article is focused on the determination of the chemical composition and form of compounds
present in battery powders after leaching in the presence of 1.5 M H2SO4 as a leaching agent with or
without reducing agents: 30% solution of H2O2 and/or C5H8O4 (glutaric acid). The rates of metal
recovery obtained as a result of acidic reductive leaching and the effects of quantitative and qualitative
analysis performed with the use of the following methods: ICP-OES, SEM-EDS, FT-IR and XRD are
presented and discussed.

2. Materials and Methods

In this study, various types of Li-ion batteries were used. They were obtained from numerous
sources of commercial origins. They were dedicated for laptops from different manufacturers, such as
Lenovo, Toshiba or Hewlett-Packard. Initially, upstream material was dismantled with the manual
procedure described widely in literature, including removal of both steel and plastic cases that cover
the batteries [29–31]. Anode and cathode were crushed carefully and sieved to separate particular
elements such as plastic film, scrap paper, outer metallic body and membrane. Obtained battery
powder was collected and used for further research. The obtained mass was subjected to XRD and SEM
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analyses as well as a mineralization method. To mineralize, 0.5 g of the tested waste battery powder
was spread wet in an open system using the DigiPREP Jr. mineralization system (parameters: 10.00 mL
65% HNO3, digestion time: 5 h, temperature: 120 ◦C). The obtained solution was evaporated to a
volume of approximately 0.5 mL, transferred quantitatively to a plastic container and supplemented
with deionized water to 50 g. At the same time, a blank sample was prepared and included in the final
results. The analyses were performed in parallel in three repetitions. Then the metal concentrations in
the solution were determined using ICP-OES (Agilent 720).

The separated powder from spent Li-ion batteries was subjected to the leaching. Acid leaching
was performed in 1.5 M sulfuric acid (96% analytical grade, STANLAB), as the reducing agents glutaric
acid C5H8O4 (5% w/v) and hydrogen peroxide H2O2 (30% analytical grade, STANLAB; 0.9% v/v) were
used. An experiment without the addition of reducing agents was also performed in order to compare
its results with samples 1, 2 and 3, and to determine the effect of reducers on the obtained recovery
degrees of the tested metals. The ratio of the solid phase to the liquid phase was 1/10 in each case.
Other assumed leaching parameters were: temperature—90◦C, time—2 h and mixing speed—500 rpm
(Table 1). The methodology of these experiments has also been demonstrated in previous studies
where the results of leaching research were compared with different process parameters [32].

Table 1. Summary of the best operational conditions for leaching the battery powder.

Sample Volume of
1.5 M H2SO4

Concentration of
Reducing Agent Time (h) Slurry Density

(w/v) Temp. (◦C) Rotation
Rate (rpm)

Sample 1 100 mL 0.9% H2O2 (v/v) 2 10/100 90 500
Sample 2 100 mL 5% C5H8O4 (w/v) 2 10/100 90 500

Sample 3 100 mL 0.9% H2O2 (v/v) +
5% C5H8O4 (w/v) 2 10/100 90 500

Sample 4 100 mL - 2 10/100 90 500

After leaching was complete, the samples were vacuum-filtered. The content of metals Al, Ca,
Co, Cr, Cu, Fe, Li, Mn, Na, Ni, Si and Zn in the leachates was determined (ICP-OES, Agilent 720)
and their percent recovery degrees were determined in relation to the initial concentrations in the
tested material. The samples of battery powder after leaching with reducing agents (no. 1, 2 and 3)
were dried at 105 ◦C for 24 h in order to characterize the metal content. Then, the dried material was
analyzed with microscopic and spectroscopic techniques. To determine the morphology of powder
the FE-SEM Merlin (Zeiss) equipped with a Gemini II column was used. The device worked in low
kV value range (0.5–1.5 kV) and low probe current 10–20 µA. EDS was used for elemental analysis
of the measured samples. Complementary to the EDS analysis, for determination of the chemical
composition of samples the FT-IR analysis was performed with Nicolet 8700 in range 4000-400 cm−1.
The powder X-ray diffraction patterns were recorded with a powder diffraction X-ray diffractometer
(PXRD) X’PERT Phillips with PW 1830 generator with CuKα radiation with line λ = 1.5405980 Å
and a scan rate of 0.05◦ per minute in 0.016◦ steps covering the 2θ angle range from 20◦ to 130◦.
Measurements were performed at room temperature using DHN software.

3. Results and Discussion

3.1. Mechanical Treatment

As a result of the mechanical processing of individual cells, the following fractions were obtained:
ferromagnetic (metals, e.g., steel housing), diamagnetic (plastics, paper) and paramagnetic (anode and
cathode—battery powder) constituting the material used for further research. The components of the
entire spent cell and a single lithium-ion battery separated as a result of mechanical processing are
presented in Figure 1.
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Figure 1. Mechanical treatment of a single spent lithium-ion cell. Stage I: (A) spent lithium-ion battery;
(B) plastic case; (C) lithium-ion cells; (D) paper; (E) metals; (F) PCB and wires. Stage II: (G) single
spent lithium-ion cell; (H) cell after cutting; (I) metal case; (J) cover and other plastics; (K) separator;
(L) battery powder; (M) copper foil; (N) aluminum foil.

From the presented results, it can be concluded that the entire lithium-ion battery forms a package
of individual (in this case nine) cells. Both the complete battery and a single cell are composed of many
different components, such as plastics, paper or metals. The most valuable raw material is the battery
mass (anode and cathode powders), rich in metals that can be successfully recovered. Battery powder
constitutes more than 36% of the total mass of a single spent Li-ion cell, and it was used for further
laboratory experiments. The obtained results are very similar to those in the literature [33].

3.2. Quantitative and Qualitative Analysis of Battery Powder before Leaching

In order to investigate the qualitative composition of the tested material, the battery powder was
subjected to XRD analysis, which showed that the main components in the material are carbon and the
cathode compound—LiCoO2. Then the powder material was mineralized, as was the content of metal
ions: Al, Ca, Co, Cr, Cu, Fe, Li, Mn, Na, Ni, Si and Zn in the obtained solution (ICP-OES, Agilent 720).
It was specified that the tested battery powder contains all the marked metals, mostly cobalt, lithium
and nickel (Table 2).
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Table 2. Metal content in the sample of powder from the spent Li-ion batteries [32].

Metal Al Ca Co Cr Cu Fe Li Mn Ni Si Zn

C (g/kg) 0.93 0.40 256.0 0.005 3.59 0.27 33.20 0.560 14.40 3.76 0.07

3.3. Acidic Reductive Leaching

As a result of the acidic reductive leaching of the tested battery powder, multiple solutions with
a similar raspberry color, but different saturation, were obtained. This could already indicate the
degrees of leaching of individual metals, especially cobalt responsible for the pink color of the samples.
The contents of the metals in the obtained solutions were determined and presented in the form of
percent recovery degrees (Table 3).

Table 3. Degrees of metal recovery from solutions after acidic reductive leaching.

Metal Al Ca Co Cr Cu Fe Li Mn Ni Si Zn

Recovery, %

Sample 1 71.61 48.73 1.95 67.49 83.53 87.35 84.19 56.42 80.25 71.68 87.58

Sample 2 10.64 24.58 32.30 66.25 82.12 99.45 75.86 31.22 38.77 43.30 47.66

Sample 3 53.66 35.98 59.37 84.60 97.36 100.00 79.81 62.39 81.75 70.25 93.93

Sample 4 49.76 34.09 30.94 47.67 79.96 93.44 72.32 31.10 37.61 58.52 50.55

Based on the results, it can be concluded that all tested metals were leached to some extent in each
of the samples (see Table 3). In the case of aluminum, the highest degree of recovery was obtained
for sample 1 (reducer 30% solution of H2O2), i.e., 71.61%; slightly lower—53.66% for sample 3, where
two reducing agents were dosed; and 49.76% for sample 4 (an experiment without reducing agents).
The lowest Al recovery was noted for sample 2—10.64%. Therefore, it can be concluded that the
addition of glutaric acid does not significantly improve the Al leaching effects and when used with
hydrogen peroxide, it may even inhibit the action of the inorganic reducing agent. Similar relationships
were also obtained for calcium (1—48.73%, 2—24.58%, 3—35.98%, 4—34.09%); and silicon (1—71.68%,
2—43.30%, 3—70.25%, 4—58.52%). Relatively high levels of lithium recovery were achieved in each of
the samples. The greatest amount of lithium was leached in sample 1, where the hydrogen peroxide as
a reducing agent (84.19%) was used. A slightly lower degree of recovery (79.81%) was obtained in
sample 3 (reducing agents—hydrogen peroxide and glutaric acid). The lowest results were recorded in
samples 2 and 4 (respectively: 75.86% and 71.21%). For the other metals, i.e., Co, Cr, Cu, Fe, Mn, Ni
and Zn, the highest levels of their recovery were determined for sample 3 (H2O2 + C5H8O4), which
confirms the assumed synergistic action of two chemical compounds used as reducers, in the tested
reaction environment. Taking into account all the received results of the analyses, it can be seen that
the addition of a reducing agent to the leaching process allows for obtaining higher recovery rates
for most of the metals contained in the leached waste battery powder. However, the type of reagent
used as a reducing agent is important. It is also worth noting that in sample 1 a very low leaching
degree of cobalt was recorded (1.95%), while the use of glutaric acid as a reducing agent in sample 2
increased the recovery degree of this metal to 32.30%. Nevertheless, literature data confirm the positive
influence of the presence of hydrogen peroxide used as a reducing agent on the obtained degrees of
recovery of cobalt ions (reduction of Co (III) to the more easily leached form—Co (II)) [26], which could
not be reproduced in the presented laboratory studies. This may be due to differences in the initial
preparation of the research material and the assumed parameters of the leaching process, especially the
adopted too-low dose of hydrogen peroxide. Such an assumption was made in previously conducted
research [32]. The effect of an H2O2 dose on the sulfuric acid leaching process was investigated,
where glutaric acid was also used as a reducing agent. By increasing the dose of H2O2 to 15 mL, it
was possible to achieve almost 90% cobalt recovery, with about 96% lithium and 91% nickel recovery.
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Thus, the hypothesis, that increasing the volume of H2O2 contributes to higher Co recovery degrees,
was confirmed [32].

As mentioned before, the battery powder contained the most cobalt, lithium and nickel in its
composition. The recovery of these metals from spent Li-ion batteries is most commonly studied in the
research. Comparing the obtained results for Co and Ni, it can be clearly stated that the highest levels
of their recovery (59.37% and 81.75%, respectively) were obtained in sample 3 leached in the presence
of two reducing agents. For lithium, the highest result was obtained for sample 1, however, it is not
much higher than in sample 3. Therefore, it can be concluded that taking into account the leaching of all
three metals, the process parameters for sample 3 are optimal and give the best results—high efficiency
of leaching of metals such as Co, Li and Ni. Detailed considerations on this subject are included in the
publication [32]. Moreover, the simultaneous use of hydrogen peroxide and glutaric acid as reducing
agents also allowed obtaining the highest recovery degrees of most of the tested materials: Cr (84.60%),
Cu (97.36%), Fe (100%), Mn (62.39%) and Zn (93.93%). Next, the leaching residues were investigated to
determine the morphology of samples, their chemical composition and crystallinity.

3.4. Morphological Studies

The morphology of leaching residues was investigated with scanning electron microscopy (SEM).
Initially, SEM analysis was performed for waste battery powder before leaching. As can be seen
in Figure 2, the sample has uniform morphology that is mainly based on a granulelike structure.
The sample has homogeneous morphology within the whole surface.
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Figure 2. SEM images of waste battery powder before leaching (sample 0), where (a) and (b) are presented in different 
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Figure 3 shows images obtained for sample 1 consisting of irregular structures hav-
ing a different shape and size. The morphology of the sample is similar to the whole bulk 
structure. As can be seen in Figure 3a, small particles having a grainlike structure about 
150–200 nm are visible, however some of them tend to agglomerate, forming wirelike ob-
jects. Following images show irregular structures that seem to be crystals. They are pre-
sent in the whole sample. Figure 3c reveals large objects with a round shape that tends to 
peel onto their surface. Based on the EDS analysis presented at Figure 3d as the map of 
elements the smallest granulelike objects consist mainly of cobalt or its compounds. The 
Following crystal-like structures consist of fluorine, while the oxygen accompanies almost 

Figure 2. SEM images of waste battery powder before leaching (sample 0), where (a) and (b) are
presented in different scale.

Figure 3 shows images obtained for sample 1 consisting of irregular structures having a different
shape and size. The morphology of the sample is similar to the whole bulk structure. As can be seen in
Figure 3a, small particles having a grainlike structure about 150–200 nm are visible, however some
of them tend to agglomerate, forming wirelike objects. Following images show irregular structures
that seem to be crystals. They are present in the whole sample. Figure 3c reveals large objects with a
round shape that tends to peel onto their surface. Based on the EDS analysis presented at Figure 3d
as the map of elements the smallest granulelike objects consist mainly of cobalt or its compounds.
The Following crystal-like structures consist of fluorine, while the oxygen accompanies almost all
objects in the sample except the largest ones that are carbon coming from the graphite in the spent
battery powder.
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Following images recorded for sample 2 are presented in Figure 4. As can be seen in 
Figures 4a,b, this sample has a completely different shape than sample 1, and the main 
objects seem to be crystal-like. That sample looks more compact, and grainlike structures 
are not visible. Figure 4c reveals large objects that are present in the whole morphology. 
Their size ranges from about 1 μm up to larger than 10 μm. EDS analysis indicates that 
the sample is heterogeneous. Additionally, in comparison to the previous sample, it also 
contains manganese or its compounds that were not leaching within the procedure used 
for sample 2. 
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Figure 3. SEM images of sample 1, where (a–c) show different scales, while (d) is an EDS map
of elements.

Following images recorded for sample 2 are presented in Figure 4. As can be seen in Figure 4a,b,
this sample has a completely different shape than sample 1, and the main objects seem to be crystal-like.
That sample looks more compact, and grainlike structures are not visible. Figure 4c reveals large
objects that are present in the whole morphology. Their size ranges from about 1 µm up to larger
than 10 µm. EDS analysis indicates that the sample is heterogeneous. Additionally, in comparison to
the previous sample, it also contains manganese or its compounds that were not leaching within the
procedure used for sample 2.
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Figure 5. SEM images of sample 3, where (a–c) show different scales, while (d) is an EDS map of elements. 

Meshram P. et al. [34] investigated leaching residues consisting of LiCoO2, 
Li2CoMn3O8 and (Li0.85Ni0.05)(NiO2) that were leached with H2SO4, and revealed that the 
morphology of the final product is very complex. Similarly to our results, the particles of 

Figure 4. SEM images of sample 2, where (a–c) show different scales, while (d) is an EDS map
of elements.

The SEM images for sample 3 are presented in Figure 5. The morphology is different from samples
1 and 2. As can be seen in Figure 5a–c, the sample seems to be the most uniform, consisting of rough
and compact structures. The objects present in the sample have a size from a few µm to more than
10 µm. The EDS map presented in Figure 5d reveals the elemental composition of the sample, showing
large areas of carbon, looking like the substrate and objects that contain cobalt, oxygen, fluoride and
even some nitrogen or their compounds. As visible, the surface of carbon is covered uniformly with
sulfur that comes from the sulfuric acid during the leaching process.
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of elements.

Meshram P. et al. [34] investigated leaching residues consisting of LiCoO2, Li2CoMn3O8 and
(Li0.85Ni0.05)(NiO2) that were leached with H2SO4, and revealed that the morphology of the final
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product is very complex. Similarly to our results, the particles of LiCoO2 are much smaller after
leaching. Additionally, the final cobalt content was smaller, confirming successive recovery of that
element. Lv W. et al. [35] additionally used ammonium chloride as a reducer to treat an initial sample of
Li(Ni0.5Co0.2Mn0.3)O2, showing that after leaching, the morphology is amorphous, and there is a lower
content of Co, Ni and Mn, and a higher content of carbon. This corresponds with our experimental
results. Chen X. et al. [36] treated waste battery powder consisting mainly of the LiCoO2 with sulfuric
acid and an organic reducer, such as glucose, saccharose and cellulose. Their research indicated that
the sample of leaching residue has a more regular structure with well-defined crystallites after leaching.
The efficiency of the leaching was better than without the application of organic additives. All the
above-mentioned studies showed a heterogeneous product that required deep characterization with
spectroscopic techniques. Therefore, to understand the chemical composition of the products obtained
within this work, the FT-IR analysis was performed.

3.5. FT-IR Analysis

As shown in Figure 6, the FT-IR was employed to characterize the possible chemical composition
of the obtained leaching residues. Spectra were recorded in the range of wavenumber from 4000 cm−1

to 400 cm−1 with a resolution of 5 cm−1. Pure KBr pellets were used as reference material. Spectra were
recorded for all three samples.
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Figure 6. FT-IR spectra of battery waste powder for sample 1 that was leached with H2SO4 and H2O2,
sample 2 that was leached with H2SO4 and C5H8O4, and sample 3 that was leached with H2SO4,
C5H8O4 and H2O2.

The broad bands located around 3440 cm−1, 3200 cm−1 are characteristic for vibrations of -OH
group, which is absorbed onto the surface of the sample and originates from water. The band that
can be ascribed to δH2O is visible at 1649 cm−1 [37,38]. The two bands at 2928 cm−1 and 2880 cm−1

are characteristic for CH2 and CH3, respectively [39,40]. The band at 1649 cm−1 can be assigned
to C=O stretching vibration [39], while 1745 cm−1 can be ascribed to stretching of -COOH [41].
Two bands at 1518 cm−1 and 1401 cm−1 may correspond to the asymmetric and symmetric vibrations
of the -COO- [42,43]. The band located at 1166 cm−1 confirms the presence of asymmetric stretch
of S=O in -SO3H groups. This comes from the leaching process with sulfuric acid. The 1105 cm−1

band corresponds to symmetric stretch [44,45]. The band at 1023 cm−1 is characteristic of the C-O
vibration [46,47]. Two small bands located at 876 cm−1 and 821 cm−1 can be attributed to -C-H vibration.
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Following bands at 669 cm−1 and 558 cm−1 can be assigned to νCo-O vibrations that confirm the
formation of Co2O2 nanocrystals [48–50]. The band at 603 cm−1 is unclear, and it can be ascribed to
Co-O stretching or -OH vibration from the water molecule [50,51].

As can be seen in Figure 6, the spectrum recorded for sample 1 (black curve) that was leached
with H2SO4 and H2O2 reveals strong bands at 1166 cm−1 and 1105 cm−1. These two are the most
intensive among all samples. Obtained results correspond with previous analyses that indicated the
presence of sulfur or its compounds with EDS mapping and formation of Li2SO4 within the XRD
studies. The presence of a strong band in the spectra confirms the formation of the chemical reaction of
the acid with the substrate and formation of a compound with S=O groups. Following samples also
have these bands, while their intensity confirms lower content of sulfur-based compounds. The bands
characteristic to the carbon-based compounds have the highest intensity for sample 3, which confirms
the most efficient leaching and corresponds with the above-mentioned analyses.

Based on the recorded spectra it is clear that depending on the leaching method, the chemical
composition and content of species change. Procedure 2 seems to be the least efficient towards
the recovery of metals, while the most efficient one is procedure 3, where both glutaric acid and
hydrogen peroxide were used as reducing agents. Following measurements were performed for a
deeper understanding of the chemical composition of the species formed in the samples after the
leaching process.

3.6. Crystallographic Structure

The XRD patterns were recorded in the diffraction angle (2θ) range from 15◦ to 85◦, with a scan
rate of 1◦/min. The diffractogram that is presented in Figure 7 shows the patterns for the sample before
leaching. The observed X-ray reflecting Bragg angle positions of LiCoO2 for (003) is about 19.5◦ [49,52].
The following pattern located at 37.3◦ angle can be described as (001), while the next pattern that has
high intensity of about 45◦ is characteristic to the (104) plane.
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Figure 8 shows the reflection patterns recorded for samples after acid treatment. All samples
are highly polycrystalline, and the sharp peaks confirm the formation of well-defined crystallites.
The highest intensity of the reflection patterns was observed for sample 2, where the leaching agents
were sulfuric and glutaric acids. The lowest intensity was observed for sample 3, where the hydrogen
peroxide was used additionally. It suggests that without hydrogen peroxide the leaching process is
less effective than with it.
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Figure 8. XRD pattern of battery waste powder for sample 1 that was leached with H2SO4 and H2O2,
sample 2 that was leached with H2SO4 and C5H8O4, and sample 3 that was leached with H2SO4,
C5H8O4 and H2O2.

XRD data revealed that sample 1 presented in Figure 8 has multiple patterns with predominant
peaks at the angles: 18.7◦, 19.5◦, 27◦ and about 45◦. The peak located at 18.7◦ diffraction angle can be
ascribed to Co3O4 (111), along with lower peaks at 37.5◦ corresponding to the (111), 39.1◦ for (222),
while 45◦ can be attributed to the (400) plane or (104) that is characteristic to LiCoO2 [53,54]. Based on
the literature, this peak could be also attributed to the CoSO4 [55]; however, based on the EDS analysis
it can be also ascribed to the LiF [56–58]. As can be seen, the pattern that spears at all samples about
19.5◦ is ascribed to LiCoO2 for (003) [49,52], while 37.3◦ angle can be described as (001), 39.1◦ as (102) as
well as the above mentioned (222) plane for Co3O4. The peak around the 55◦ angle can be ascribed to
the presence of carbon in the sample. The peak at 27◦ can be ascribed to the carbon [59] or formation of
Li2SO4 under the sulfuric acid treatment, which may be also ascribed to the small peak at 42.1◦ [60,61].

Application of glutaric acid instead of hydrogen peroxide leads to the changes in the XRD patterns.
The main difference for sample 2 is presented in Figure 8. The difference is the lack of the peak at
the 19.5◦ angle that corresponds to the (003) LiCoO2. However, other peaks have a higher intensity
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than for sample 1. Additionally, the presence of the peak corresponding to the C (102) is more
visible. The diffractogram also reveals a pattern for carbon at about a 77.5◦ angle. XRD patterns
obtained for sample 3 reveal similar crystallinity to sample 2, while the intensity of reflection patterns
is slightly lower.

Diffractograms confirm that the main components of all samples are LiCoO2 and Co3O4. The results
are in good agreement with JCPDS data no. 75-0532 that are indexed to the hexagonal structure LiCoO2,
JCPDS data no. 43-1003 for literature data [62–65].

All results of XRD analyses were normalized between 0 to 1 values. As can be seen, the peak
visible at 26.6◦ corresponds to the carbon (JCPDS 98-061-7290). The presence of carbon comes from the
graphite-base anode. The high content of LiCoO2 as well as Co3O4 in all samples suggests that the
leaching agents did not completely dissolve inorganic species in the waste battery powders.

4. Conclusions

In this paper, the influence of the leaching reagent on the metallic component recovery was
investigated. Sulfuric acid was used as a leaching agent, while different reducing agents were used:
sample 1—treatment with H2SO4 and H2O2, sample 2—treatment with H2SO4 and C5H8O4, and sample
3—treatment with H2SO4, C5H8O4 and H2O2. Application of the ICP-OES technique revealed that
procedure 2 was the least effective towards metal recovery. In this procedure H2O2 was used as
a reducing agent. The most effective procedure was observed for sample 3, where both hydrogen
peroxide and glutaric acid were used.

The results of morphological studies by SEM and elemental analysis with EDS indicated that
the samples were highly heterogeneous with large carbon content. A sample that was leached with
both inorganic and organic reducer was the most regular, and the leached residue mainly had large
objects that were carbon. The smaller crystallites came from an inorganic phase containing metals.
Moreover, the results of FT-IR and XRD analysis revealed that the main components of the waste Li-ion
battery powders and leaching residues were LiCoO2, Co3O4 and carbon originating from the graphite
in the battery. The content of LiCoO2 and Co3O4 was the largest in the sample that was leached with
use of glutaric acid and hydrogen peroxide in the same bath. Thus, this work presents a successful
attempt to use glutaric acid in the presence of hydrogen peroxide towards metal recovery from spent
Li-ion batteries.
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32. Urbańska, W. Recovery of Co, Li, and Ni from Spent Li-Ion Batteries by the Inorganic and/or Organic Reducer
Assisted Leaching Method. Minerals 2020, 10, 555. [CrossRef]

33. Heydarian, A.; Mousavi, S.M.; Vakilchap, F.; Baniasadi, M. Application of a mixed culture of adapted
acidophilic bacteria in two-step bioleaching of spent lithium-ion laptop batteries. J. Power Sources 2018,
378, 19–30. [CrossRef]

34. Meshram, P.; Pandey, B.D.; Mankhand, T.R. Recovery of valuable metals from cathodic active material
of spent lithium ion batteries: Leaching and kinetic aspects. Waste Manag. 2015, 45, 306–313. [CrossRef]
[PubMed]

35. Lv, W.; Wang, Z.; Cao, H.; Zheng, X.; Jin, W.; Zhang, Y.; Sun, Z. A sustainable process for metal recycling from
spent lithium-ion batteries using amonnium chloride. Waste Manag. 2018, 79, 545–553. [CrossRef] [PubMed]

36. Chen, X.; Guo, C.; Ma, H.; Li, J.; Zhou, T.; Cao, L.; Kang, D. Organic reductants based leaching: A sustainable
process for the recovery of valuable metals from spent lithium ion batteries. Waste Manag. 2018, 75, 459–468.
[CrossRef] [PubMed]

37. Pinto, P.S.; Lanza, G.D.; Ardisson, J.D.; Lago, R.M. Controlled Dehydration of Fe(OH)3 to Fe2O3: Developing
Mesopores with Complexing Iron Species for the Adsorption of β-Lactam Antibiotics. J. Braz. Chem. Soc.
2019, 30, 310–317. [CrossRef]

38. Xia, X.; Tu, J.; Zhang, Y.; Mai, Y.; Wang, X.; Gu, C.; Zhao, X. Freestanding Co3O4 nanowire array for high
performance supercapacitors. RSC Adv. 2012, 2, 1835–1841. [CrossRef]

39. Allaedini, G.; Muhammad, A. Study of influential factors in synthesis and characterization of cobalt oxide
nanoparticles. J. Nanostructure Chem. 2013, 3, 77. [CrossRef]

40. Wang, J.; He, Y.; Yang, Y.; Xie, W.; Ling, X. Research on quantifying the hydrophilicity of leached coals by ftir
spectroscopy. Physicochem. Probls. Miner. Process. 2017, 53, 227–239. [CrossRef]

41. Tannenbaum, R.; Zubris, M.; David, K.; Ciprari, D.; Jacob, K.; Jasiuk, I.; Dan, N. FTIR Characterization of the
Reactive Interface of Cobalt Oxide Nanoparticles Embedded in Polymeric Matrices. J. Phys. Chem. B 2006,
110, 2227–2232. [CrossRef]

42. Noriega, S.; Subramanian, A. Consequences of Neutralization on the Proliferation and Cytoskeletal Organization
of Chondrocytes on Chitosan-Based Matrices. Int. J. Carbohydr. Chem. 2011, 809743. [CrossRef]

43. Uznanski, P.; Zakrzewska, J.; Favier, F.; Kazmierski, S.; Bryszewska, E. Synthesis and characterization of silver
nanoparticlesfrom (bis)alkylamine silver carboxylate precursors. J. Nanopart. Res. 2017, 19, 12. [CrossRef]
[PubMed]

44. Funda, S.; Ohki, T.; Liu, Q.; Hossain, J.; Ishimaru, Y.; Ueno, K.; Shirai, H. Correlation between the fine structure
of spin-coated PEDOT:PSS and the photovoltaic performance of organic/crystalline-silicon heterojunction
solar cells. J. Appl. Phys. 2016, 120, 033103. [CrossRef]
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Abstract: New regulations aimed at curbing the problem of eutrophication introduce limitations for
traditional ways to use the by-product of anaerobic digestion—the digestate. Hydrothermal carboni-
sation (HTC) can be a viable way to valorise the digestate in an energy-efficient manner and at the
same time maximise the synergy in terms of recovery of water, nutrients, followed by more efficient
use of the remaining carbon. Additionally, hydrothermal treatment is a feasible way to recirculate re-
calcitrant process residues. Recirculation to anaerobic digestion enables recovery of a significant part
of chemical energy lost in HTC by organics dissolved in the liquid effluent. Recirculating back to the
HTC process can enhance nutrient recovery by making process water more acidic. However, such an
effect of synergy can be exploited to its full extent only when viable separation techniques are applied
to separate organic by-products of HTC and water. The results presented in this study show that us-
ing cascade membrane systems (microfiltration (MF)→ ultrafiltration (UF)→ nanofiltration (NF)),
using polymeric membranes, can facilitate such separation. The best results were obtained by
conducting sequential treatment of the liquid by-product of HTC in the following membrane se-
quence: MF 0.2 µm→ UF PES 10→ NF NPO30P, which allowed reaching COD removal efficiency of
almost 60%.

Keywords: digestate; biogas plant; hydrothermal carbonisation; membrane processes; water recovery

1. Introduction

Biogas production is a proven way to incorporate, in practice, energy-to-waste strate-
gies using various sources of organic waste [1–6]. Typically, a footprint of 8 ha/MW of
installed power is required to handle and store typical biogas plants, which introduces high
costs [7]. Digestate management could be a feasible way to minimise the footprint. Thermal
drying, followed by pelletising, could decrease the volume of the digestate significantly [8].
Nonetheless, it comes at the cost of using valuable energy, e.g., using a part of the produced
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biogas [8], with open-air drying being the only energy-saving option. At the state-of-the-art
biogas plant, a liquid obtained after mechanical dewatering of digestate is stored in lagoons,
which can be counted as a significant part of the installation’s footprint. Literature reported
organic and nutrient removal process to solve the problem of toxicity with biofilms for more
economic nitrogen removal [9]. In wastewater treatment, it is stated that biofilm process is
present and has degradation possibilities for biogas effluent treatment and is cited in newer
publications regarding ORP control and electricity production combined with wastewa-
ter treatment [10]. The parameters such as pH, alkalinity, and inorganic carbon content
significantly influence the process [11,12]. Such technologies could be used to tackle the
problem of nitrogen removal, using extremophilic conditions, tolerating bacteria [13–15].
The liquid, rich in nutrients, is stabilised and can be later used for fertilisation purposes.
However, significant limitations to this practice are being introduced by the European
Nitrates Directive (91/676/EEC) [16], which aims at curbing the eutrophication problem
in the EU [16]. Therefore, relatively large areas are needed for spreading, complicating
the logistics of such solutions. Moreover, dewatering effluent’s storage inevitably leads
to water loss through evaporation, which nowadays is becoming an increasingly scarce
resource in the agriculture sector during climate change [17–20]. Additionally, digestate
still contains significant amounts of recalcitrant organic matter [21], which prompted many
investigations regarding increasing its availability for further digestion to produce addi-
tional amounts of biogas [22–26]. Furthermore, nowadays higienisation of digestate or
removal of ammonia is also considered as important issues [27,28].

Hydrothermal carbonisation (HTC) has been recently pointed out as a possibility
regarding synergetic recovery of recalcitrant organic matter and water from digestate [29].
HTC is a thermal valorisation process, typically performed at temperatures typically rang-
ing between 180 and 260 ◦C [30–32], in subcritical water, at elevated pressure, which
comes from water vapour pressure as well as from gaseous products of HTC [33–35].
The use of HTC can enhance mechanical dewatering, as reported for various wet types
of biomass [36–39]. At the temperatures of HTC, the ionic constant of water is a subject
of significant increase, nearly doubling at the upper range, compared to ambient tem-
peratures [40]. At such a temperature range, water behaves as a non-polar solvent [40].
A multitude of reactions coinciding with the output of multiple different products can
be considered typical for HTC of different types of biomass [41,42]. These reactions do
not represent consecutive steps but instead form parallel networks of different reaction
pathways [43]. Hydrolysis usually takes place in relatively low temperatures [44]. Dehy-
dration and decarboxylation are also named as reactions that are significant for the HTC
process [44,45].

The number of hydroxyl groups decreases due to dehydration [44,46,47], subsequently
causing a lower O/C ratio. Decreased amount of carboxyl and carbonyl groups, due to
decarboxylation, also slightly decreases solid products’ O/C ratio [44,46,47]. Intermediates
become substrates of polymerisation, condensation and aromatisation [43,47,48], which
are also instrumental in an aggregation of carbonaceous microspheres [43]. Microspheres
precipitate, thus forming secondary hydrochar [43,49].

A decrease in hydroxyl groups is crucial in making hydrothermally carbonised
biomass more hydrophobic [50]. This could effectively lower the equilibrium moisture
content of biomass [51] and make physical dewatering easier [44,52], which has the poten-
tial of significant energy savings since thermal drying of biomass is an energy-intensive
process [53–55]. The ability to decrease the O/C ratio is beneficial when valorisation is
performed, aiming to improve subsequent pyrolysis [56–60]. Moreover, some studies
reported relatively easy pelletising of hydrochars [61]. Studies suggested the application
of hydrothermal processing in biorefineries [62], opening novel routes for the production
of chemicals, such as HMF [63], fertilisers and soil amendments [64–68]. Additionally,
improvement in terms of properties relevant from the point of view of solid fuels could be
observed, when hydrochars are compared to raw biomass, prior to HTC treatment [69–72].
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This makes hydrothermal carbonisation a prospective valorisation process for low-quality
biomass with relatively high moisture content [73–76].

Overall, recirculation of the liquid by-products or its subsequent use for maximum
energy recovery and increased systemic efficiency offers many opportunities [43]. Several
studies report the composition of liquid HTC by-products [77–79], with many indicating
potential synergies between HTC and anaerobic digestion (AD) [52,80,81] or application of
the effluent in microbial fuel cells [82].

However, there is a significant gap, regarding the separation of the organic fraction of
liquid HTC by-products from water, in order to maximise the recirculation and, at the same
time, maintaining the possibility to keep the optimum solid loading of anaerobic digestion
reactor, which could be problematic for AD feedstocks with low solid content. Literature
sources suggest positive influence of HTC treatment on subsequent membrane separation,
with the possible effect of synergy [83]. Promising results were obtained by the authors
of his manuscript on ultrafiltration of the HTC effluent, with a significant reduction of
COD in the permeate [84]. This study is a consequent follow-up, and its purpose is further
optimisation of membrane separation of organic fraction of HTC effluent, using different
configurations of a cascade membrane system.

2. Materials and Methods

The research was conducted for the liquid fraction of the digestate from an agricultural
biogas plant located in the Silesia region, Poland. Samples were taken at the outlet of the
reactor prior to the mechanical dewatering stage. The digestate was stored in a cooler, at
the temperature of 5 ◦C, before the HTC experiment. Figure 1 shows a diagram of the
experimental setup. The autoclave vessel, equipped with an external heating mantle that
consisted of band heaters, was filled with 3.8 dm3 of wet digestate, which had a solids
content of 10.1%. Radwag MAX2A analyser (Radom, Poland), with a scale resolution of
0.001 g and a maximum sample mass of 50 g, was used to determine the moisture content
of the digestate, and dry solids content was obtained by difference. Moisture content test
was performed at 105 ◦C. The sample’s mass was considered to be in equilibrium when the
first derivative of the mass (dm/dt) was equal to or smaller than 1 mg/min.
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Figure 1. Experimental setup (1—autoclave; 2—type K thermocouple; 3—PLC controller; 4—heating
mantle, with band heaters; 5—cotton cloth; 6—colander; 7—HTC effluent; 8—hydrochar, after
separation; 9—pressure relief valve; 10—nitrogen for purging; Memb.—membrane purification
followed by analyses).
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The temperature of the heating mantle was controlled by a PLC. Additionally, the
temperature was measured inside of the reactor by a K type thermocouple inserted close to
the centre of the reactor. Setpoint temperature of 190 ◦C was chosen, with PID controller
keeping the temperature within ±5 ◦C, as lower temperatures of the typical HTC tempera-
ture range (180 ◦C and 260 ◦C) are recommended for digestates of agricultural origins by
various literature sources [85,86]. HTC pressure was measured by an analogue gauge, and
during the experiment, it was close to the water vapour saturation pressure. The residence
time in the reactor was 30 min. Reaching the setpoint temperature, the inside of the reactor
triggered the time measurement. After 30 min of the process, the mantle was turned off,
and the setup was left for cooling overnight. The colander, with clean cotton cloth, was
used for the subsequent separation of the effluent and hydrochar. The cooled material was
drained for approximately 20 min to let all of the effluents be drained.

The sample of the liquid by-products of HTC, obtained by draining, was also analysed
using a gas chromatograph connected to a mass spectrometer (GC-MS), i.e., chromatograph
7820-A and 5977B MSD spectrometer produced by Agilent Technologies (Santa Clara, CA,
USA). In the chromatograph, the Stabilwax-DA column from Restek was used. Helium,
with a flow rate of 1.5 cm3/min, was used as a carrier gas. The column’s heating program
was set in the following order: achieve 50 ◦C in 5 min, subsequently heat up with a ramp
of 10 ◦C/min until 200 ◦C and hold for another 20 min. Compounds were automatically
identified using NIST-14 MS library by comparing the mass spectra (a minimum match
factor of 80% was taken into account). The MS scanning range was m/z 10–450, with a
frequency of 1.7 scans/s. The gain factor and EM Volts were 0.5 and 1348.5, respectively.
The temperature of MS source and quadrupole was 230 ◦C and 150 ◦C, respectively.

Measurements were performed in triplicates for each sample. The calibration curve
was done for four different concentrations of each compound, with each concentration
done in triplicates. The uncertainty of quantitative GC-MS analysis was calculated for
each compound using the standard deviation of the sample, based on an entire population,
using the residual standard deviation as the measure of the fitting quality of the calibration
curve. The characteristics of the digestate liquid fraction after HTC from the rural biogas
plant are presented in Table 1. The assessment of sequential purification possibility of the
liquid fraction of the agricultural digestate after HTC was carried out by combining three
stages of membrane separation: microfiltration, ultrafiltration and nanofiltration. Figure 2
depicts the experimental matrix. First, an experiment with single microfiltration (MF)
membrane was performed and the sample of the permeate was taken (A—Figure 2). Then
four more experiments were performed using different combinations of microfiltration
and ultrafiltration (UF) membranes, with samples being taken after ultrafiltration (B, C,
D, E—Figure 2). This was followed by eight experiments with different combinations of
microfiltration, ultrafiltration and nanofiltration (NF) membranes, with samples being
taken at the end of the cascade (F, G, H, I, J, K, L, M—Figure 2).

Table 1. Composition of the liquid digestate fraction from the rural biogas plant after HTC.

Index Value

pH 7.2
Conductivity, mS/cm 14.95

Total suspended solids, mg/dm3 3950
Chemical oxygen demand (COD), mg O2/dm3 38.595

5-day biochemical oxygen demand (BOD5), mg O2/dm3 12.320
Dissolved organic carbon (DOC), mg C/dm3 23.070

Na, mg/dm3 521.3
K, mg/dm3 1966.5
Ca, mg/dm3 104.7
Mg, mg/dm3 101.9
Fe, mg/dm3 15.9
Mn, mg/dm3 1.5
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Table 1. Cont.

Index Value

Cu, mg/dm3 0.545
Zn, mg/dm3 3.977
Hg, mg/dm3 0.0029
Co, mg/dm3 0.069
Ni, mg/dm3 0.147
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The separation efficiency was measured by the value of removal rate (R), determined
from the equation:

R =

(
1− cp

cf

)
·100% (1)

where: cp—concentration of contaminants in permeate, g/m3, cf—contaminant concentra-
tion in the feed, g/m3.

The following types of flat sheet membranes were used in the research:

• MF membrane with a pore size of 0.2 µm made of polypropylene, 25.4 µm thick and
60% porosity (Hoechst Celgard Corporation),

• Four types of UF membranes (PES 10, PES 30, C 10, C 30) (Microdyn Nadir),
• Two types of NF membranes (NPO10P and NPO30P) (Microdyn Nadir).

Properties of UF and NF membranes used in the study are presented in
Tables 2 and 3, respectively.

Table 2. UF membranes used in experiments.

Membrane
Symbol

Membrane
Material

Cut-Off,
kDa [87]

Mean Pore
Radius, nm [88]

Contact
Angle, ◦ *

Polarity,
% [88]

H2O Flux,
m3/m2d (0.4 MPa) *

PES 10 Polyethersulphone 10 2.04
52.0 44.27

6.6
PES 30 30 8.38 13.3

C 10 Regenerated
cellulose

10 5.01
37.8 49.92

2.7
C 30 30 12.55 21.5

* based on our own research.

Table 3. NF membranes used in experiments.

Membrane Type Membrane
Material

Na2SO4
Retention [87]

Cut-Off,
kDa [87]

Contact
Angle, ◦ *

H2O Flux,
m3/m2d (0.4 MPa) *

NP010P Polyethersulfone 25–40% 1040–1400 57.5 1.3
NP030P 80–95% 520–700 58.6 0.25

* based on our own research.

The purification of the liquid fraction of the HTC liquid fraction, after hydrothermal
carbonisation of the digestate from the agricultural biogas plant with the use of pressure
membrane processes was carried out on a test stand equipped with an Amicon 8400 cell
(Millipore, Burlington, MA, USA)—effective filtration surface 45.3 cm2. It allows for a
dead-end filtration process and is designed to work with flat membranes. To ensure
equal concentration in the entire volume of the solution the filtration cell was placed on
a magnetic stirrer. The transmembrane pressure (TMP) in the range of 0.1–0.4 MPa was
used in the tests. Nitrogen was used to generate necessary pressure, with limiting error
of 0.01 MPa. The following two parameters were used: volume flux of the permeate (J)
and organic substances retention coefficient (R) to estimate the separation and transport
properties of the membrane under study. The quotient of the permeate flux (J) to the
redistilled water flux (J0) was also calculated to determine the relative permeability (J/J0)
of the membranes and thus, the membrane fouling susceptibility.

The purification of the liquid fraction of the agricultural digestate was carried out in
various variants. The sequential use of the membranes resulted in further analysis:

• A—solution after MF membrane;
• B—solution after MF followed by UF using a PES 10 kDa membrane;
• C—solution after MF followed by UF using a PES 30 kDa membrane;
• D—solution after MF followed by UF using a C 10 kDa membrane;
• E—solution after MF followed by UF using a C 30 kDa membrane;
• F—solution after MF followed by UF using a PES 10 kDa membrane and NF using

NPO10P membrane;
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• G—solution after MF followed by UF using a PES 10 kDa membrane and NF using
NPO30P membrane;

• H—solution after MF followed by UF using a PES 30 kDa membrane and NF using
NPO10P membrane;

• I—solution after MF followed by UF using a PES 30 kDa membrane and NF using
NPO30P membrane;

• J—solution after MF followed by UF using a C 10 kDa membrane and NF using
NPO10P membrane;

• K—solution after MF followed by UF using a C 10 kDa membrane and NF using
NPO30P membrane;

• L—solution after MF followed by UF using a C 30 kDa membrane and NF using
NPO10P membrane;

• M—solution after MF followed by UF using a C 30 kDa membrane and NF using
NPO30P membrane.

The organic compound concentration in the permeates expressed as COD, 5-day
BOD (BOD5) and DOC was used to determine the efficiency of the process. Standard
methods: dichromate and dilution [89] was used to measure COD and BOD5, respec-
tively. The HACH IL550 TOC-TN analyser (Loveland, CO, USA) was used to measure the
DOC concentration.

3. Results and Discussion

Taking into account the fact that the main objective of the research was to separate
organic substances present in the digestate liquid fraction after HTC and to recover water
from it, which could be used, e.g., in agriculture, special attention was paid to the quality
of permeates obtained after successive membrane filtration stages. As an initial step, total
organic compounds (DOC) and their biodegradable fraction (BOD5), as well as chemical
oxygen demand (COD), were analysed. Subsequently, the content of selected compounds
in the permeates was determined using GC-MS analyses. Characteristics of these solutions
are presented in Figure 3.

Analysing the effectiveness of the sequential purification of the liquid fraction of the
agricultural digestate after HTC, it can be concluded that the final quality of the analysed
solution was determined by the combination of separation properties of individual mem-
branes. The combination of microfiltration (MF), ultrafiltration (UF) and nanofiltration (NF)
allows for a significant increase in the effectiveness of the purification of the raw solution
(liquid fraction of the agricultural digestate after HTC), compared to the effects obtained
for independent membrane processes. This effect has been observed for all analysed cases
regardless of the membrane cut-off or its material (Figure 4). Overall, it could be stated
that proper configuration of the cascade of membranes significantly outperformed single
ultrafiltration membrane, investigated in the previous study [84].

The use of microfiltration enables the separation of both colloids and fine suspensions,
as well as some macromolecular compounds and microorganisms. For example, at the
transmembrane pressure of 0.4 MPa, the obtained values of RDOC, RBOD5 and RCOD were
respectively: 12.3%, 13.0% and 3.0%. The redirection of the microfiltration permeate to
further purification in the ultrafiltration process showed an increase in the removal effi-
ciency of organic compounds from the analysed digestate due to the combination of sieving
mechanisms of both types of analysed membranes. The analysis of the obtained results
suggests that the efficiency of digestate purification is generally determined by the cut-off
of ultrafiltration membranes. It was observed that with the increase of membrane pore
diameter, the efficiency of organic compounds removal decreased. The explanation of this
phenomenon is the fact that at a higher membrane cut-off value, larger particles of organic
compounds penetrated into the permeate. Moreover, it was noted that the membrane
material (polyethersulfone or regenerated cellulose) did not determine the effectiveness
of the purification of the tested digestate. For example, a 10 kDa polyethersulfone mem-
brane allowed retention rate for DOC of 32.3%, for BOD5 35.4%, and for COD 26.9% to
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be achieved, whereas for a regenerated cellulose membrane (10 kDa), reductions in these
parameters of 29.8%, 35.2%, and 23%, respectively, were obtained. The use of a 30 kDa
membrane resulted in retention values of DOC, BOD5 and COD in purified samples of the
digestate of 27.2%, 20.5% and 19.9% and 24.9%, 25.0% and 19.0%, respectively for PES and
C membranes (TMP 0.4 MPa).
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Figure 3. Properties of the solution after separation using different configurations of membranes (A: MF 0.2 µm; B: MF 0.2 µm
→ UF PES 10 kDa; C: MF 0.2 µm→ UF PES 30 kDa; D: MF 0.2 µm→ UF C 10 kDa; E: MF 0.2 µm→ UF C 30 kDa; F: MF 0.2 µm
→ UF PES 10 kDa→NF NPO10P; G: MF 0.2 µm→ UF PES 10 kDa→NF NPO30P; H: MF 0.2 µm→ UF PES 30 kDa→NF
NPO10P; I: MF 0.2 µm→ UF PES 30 kDa→ NF NPO30P; J: MF 0.2 µm→ UF C 10 kDa→ NF NPO10P; K: MF 0.2 µm→ UF C
10 kDa→NF NPO30P; L: MF 0.2 µm→ UF C 30 kDa→NF NPO10P; M: MF 0.2 µm→ UF C 30 kDa→NF NPO30P).

The application of the nanofiltration in the final stage of the solution purification
process resulted in a significant improvement in its quality. This effect has been observed
for all tested variants of the use of different types of membranes (both ultrafiltration and
nanofiltration). The final quality of the permeate was determined by the combination
of properties of sequentially applied membranes. The obtained values of DOC, BOD5
and COD retention coefficients for both tested nanofiltration membranes show how much
influence the type of NF membrane used had on the purified solution composition. It was
easy to see that using a less compact membrane (NPO10P) resulted in the deterioration
of the final permeate quality. For example, the NPO30P membrane allowed to achieve
DOC, BOD5 and COD retention coefficients of 58.9%, 63.0% and 58.9%, while the NPO10P
membrane allowed to reduce DOC, BOD5 and COD by 51.7%, 63.0% and 51.3% respectively
(using a 10 kDa UF PES membrane prior to NF). Better separation properties of the NPO30P
membrane could result from its lower cut-off and denser structure [90].

Based on the obtained results, it was found that the best results i.e., the best permeate
quality in terms of organic substances content, were achieved by conducting sequen-
tial purification in the following variant: microfiltration (0.2 µm)→ ultrafiltration (PES
10 membrane)→ nanofiltration (NPO30P membrane) (G). Lack of literature sources on
membrane separation of organics and water in HTC effluent makes direct comparison
difficult. Urbanowska et al. [84] reported COD removal efficiency close to 30% for mem-
brane purification of post HTC effluent, using a single ultrafiltration membrane. Owing
to the use of membrane cascades in this study the efficiency was almost doubled (see G
in Figures 4 and 5). Klein et al. [91] reported COD removal from effluent with similar
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organic load i.e., pyrogenic wastewater from oil shale retorting. COD of the samples
ranges between 39,700 and 45,400 mg/dm3 [91]. Air stripping resulted in COD removal of
more than 30%, whereas ozonation was close to reach COD removal of 50% [91]. Fenton
treatment resulted in COD removal ranging between almost 60% and 80%, depending on
the COD/H2O2/Fe2+ w/w/w [91]. Only a combination of physical, chemical and biological
methods allowed to achieve COD reduction of 98% [91]. However, the advantage of the
membrane system is the fact that retentate could still be used as an energy source e.g., for
production of biogas [34,81,92], which in turn could be used to produce heat necessary for
the HTC process.
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Figure 4. DOC, BOD5 and COD removal efficiency in various membrane process configurations (TMP 0.4 MPa; A: MF 0.2 µm;
B: MF 0.2 µm→ UF PES 10 kDa; C: MF 0.2 µm→ UF PES 30 kDa; D: MF 0.2 µm→ UF C 10 kDa; E: MF 0.2 µm→ UF C
30 kDa; F: MF 0.2 µm→ UF PES 10 kDa→NF NPO10P; G: MF 0.2 µm→ UF PES 10 kDa→NF NPO30P; H: MF 0.2 µm→
UF PES 30 kDa→ NF NPO10P; I: MF 0.2 µm→ UF PES 30 kDa→ NF NPO30P; J: MF 0.2 µm→ UF C 10 kDa→ NF NPO10P;
K: MF 0.2 µm→ UF C 10 kDa→ NF NPO30P; L: MF 0.2 µm→ UF C 30 kDa→ NF NPO10P; M: MF 0.2 µm→ UF C 30 kDa
→ NF NPO30P).

It was also advisable to assess the influence of the magnitude of the process driving
force (in this case, transmembrane pressure) on the final quality of the effluent after HTC to
be treated. It was found (Figure 5) that the transmembrane pressure value has no significant
influence on the efficiency of removing organic compounds from the analysed liquid, both
in the case of application of single (for MF) and sequentially successive membrane processes.
In the analysed range of transmembrane pressures from 0.1 MPa to 0.4 MPa, the DOC,
BOD5 and COD retention coefficients were practically at the same level (differences did
not exceed 10%).

The purpose of combining membrane processes is, in addition to increasing separation
efficiency, to reduce the intensity of membrane fouling. This phenomenon is one of the
main problems that occur during the operation of a membrane system, which is caused by
the deposit of impurities from the solution to be purified on the membrane surface and
in the membrane structure. This results in a decrease in the permeate flux (for processes
run at a constant TMP) or an increase in the TMP (for processes run at a constant permeate
flux). One method to reduce the intensity of membrane fouling is to purify solutions in
integrated systems, such as using sequential membrane processes. As shown in Figure 6,
the application of a sequence of the analysed membrane techniques has partially reduced
the problem of membrane fouling. Comparison of the J/J0 ratio, obtained in a separate UF
process with the MF→ UF and separate NF with MF→ UF→ NF, showed that the use
of a pre-filtration improves the transport properties of the last membrane in the process
chain. It was found that the application of MF 0.2 µm and UF PES 10 before any of the
tested NF membranes reduced the problem of NF membrane fouling. MF applied before
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UF removes some of the compounds blocking the subsequent membrane, and the use
of a more compact UF membrane (10 kDa) made of both PES or C between MF and NF
removes the remaining compounds deposited on the surfaces of NF membranes. The use
of the 30 kDa cut-off UF membrane, which is characterised by larger pore size and thus
lower efficiency of contaminants separation, does not as significantly improve the transport
properties of NF membranes, as the fractions remaining in the solution (permeate) may
penetrate the pores of the NF membranes or be deposited on its surface further contributing
to their blocking. At the same time, it was observed that the type of membrane used in
the NF is also crucial in terms of the membrane’s susceptibility to blocking. It was found
that after MF 0.2 µm and UF PES 10, the use of the NPO10P membrane resulted in the
improvement of transport properties of this membrane. Relative membrane permeability
(J/J0) values were larger when using membrane NPO10P at the end of the sequence than
when using membrane NPO30P, which may be due, among other things, to the more
compact structure of the second membrane. In this case, its fouling is mainly due to the
external fouling phenomenon.

Analysing the absolute values of permeate fluxes of nanofiltration membranes, it
can be observed that for distilled water, the permeate flux of NPO10P membrane is
1.3272 m3/m2d and for NPO30P membrane: 0.2528 m3/m2d (at TMP 0.4 MPa). When
these membranes were used to polish the solution after filtration with a sequence of MF
0.2 µm→ UF PES 10 the permeate fluxes of these membranes decrease to 0.79 m3/m2d
and 0.158 m3/m2d, respectively. This trend is in line with the literature reports [93]. It
can be explained by analysing MWCO values and pore diameters of the membranes
tested. According to [90], the cut-off of NPO10P membrane is greater and ranges between
1010 and 1400 Da (with pore diameter 0.80–1.29 nm), while for NPO30P membrane, it
equals 500–700 Da (with pore diameter 0.57–0.93 nm). This can result in higher hydraulic
resistance and thus lower permeability of NPO30P membranes.
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Figure 5. The influence of TMP on COD removal efficiency in various membrane processes configurations (A: MF 0.2 µm;
B: MF 0.2 µm→ UF PES 10 kDa; C: MF 0.2 µm→ UF PES 30 kDa; D: MF 0.2 µm→ UF C 10 kDa; E: MF 0.2 µm→ UF C
30 kDa; F: MF 0.2 µm→ UF PES 10 kDa→ NF NPO10P; G: MF 0.2 µm→ UF PES 10 kDa→ NF NPO30P; H: MF 0.2 µm
→ UF PES 30 kDa→ NF NPO10P; I: MF 0.2 µm→ UF PES 30 kDa→ NF NPO30P; J: MF 0.2 µm→ UF C 10 kDa→ NF
NPO10P; K: MF 0.2 µm→ UF C 10 kDa→ NF NPO30P; L: MF 0.2 µm→ UF C 30 kDa→ NF NPO10P; M: MF 0.2 µm→ UF
C 30 kDa→ NF NPO30P).

158



Energies 2021, 14, 4752Energies 2021, 14, x FOR PEER REVIEW 11 of 18 
 

 

 

Figure 6. Comparison of relative membrane flux for various process configurations (TMP 0.4 MPa; (A: MF 0.2 µm; B: MF 

0.2 µm → UF PES 10 kDa; C: MF 0.2 µm → UF PES 30 kDa; D: MF 0.2 µm → UF C 10 kDa; E: MF 0.2 µm → UF C 30 kDa; 

F: MF 0.2 µm → UF PES 10 kDa → NF NPO10P; G: MF 0.2 µm → UF PES 10 kDa → NF NPO30P; H: MF 0.2 µm → UF PES 

30 kDa → NF NPO10P; I: MF 0.2 µm → UF PES 30 kDa → NF NPO30P; J: MF 0.2 µm → UF C 10 kDa → NF NPO10P; K: 

MF 0.2 µm → UF C 10 kDa → NF NPO30P; L: MF 0.2 µm → UF C 30 kDa → NF NPO10P; M: MF 0.2 µm → UF C 30 kDa 

 NF NPO30P). 

Regarding the possibilities of recirculation of the organic fraction of HTC liquid by-

products to AD reactor, the performance of an MF 0.2 µm → UF PES 10 kDa → NF 

NPO30P (G) cascade was the best among all of the investigated options: overall COD and 

BOD5 removal efficiencies were close to the highest among all tested combinations (Figure 

4). Overall, no trend can be found regarding the concentrations of the compounds found 

in the HTC effluent before and after different membranes and cascades (Table 4), which 

could be caused by the complexity of all the interactions between membranes, compounds 

as well as products of precipitation, produced during HTC. 

Table 4. Results of the GC-MS analysis for the permeates. 

Compound 

A
ce

ti
c 

A
ci

d
 

(M
W

 6
0.

05
 g

/m
o

l)
 

P
y

ra
zi

n
e 

(M
W

 8
0.

09
 g

/m
o

l)
 

P
y

ra
zi

n
e,

 2
,5

-D
im

et
h

y
l-

 

(M
W

 1
08

.1
4 

g
/m

o
l)

 

P
y

ra
zi

n
e,

 E
th

y
l-

 

(M
W

 1
08

.1
4 

g
/m

o
l)

 

P
ro

p
io

n
ic

 A
ci

d
 

(M
W

 7
4

.0
8
 g

/m
o

l)
 

A
ce

ta
m

id
e 

(M
W

 5
9

.0
7
 g

/m
o

l)
 

C
y

cl
o

h
ex

an
ec

ar
b

o
xy

li
c 

A
ci

d
 

(M
W

 1
28

.1
71

 g
/m

o
l)

 

H
y

d
ro

ci
n

n
am

ic
 A

ci
d

 

(M
W

 2
07

.2
3 

g
/m

o
l)

 

Sample/Unit mg/dm3 

HTC effluent 1080 ± 340 48 ± 9 31 ± 4 32 ± 3 110 ± 42 81 ± 14 18 ± 6 4 ± 3 

(A) MF 0.2 µm 1210 ± 340 40 ± 6 36 ± 4 36 ± 3 91 ± 43 89 ± 14 24 ± 5 2 ± 3 

(B) MF 0.2 µm → UF PES 10 kDa 960 ± 360 38 ± 6 34 ± 4 33 ± 3 155 ± 44 89 ± 14 20 ± 5 0.3 ± 3 

(C) MF 0.2 µm → UF PES 30 kDa 1480 ± 350 42 ± 6 37 ± 4 38 ± 3 104 ± 45 94 ± 14 28 ± 5 2 ± 3 

(D) MF 0.2 µm → UF C 10 kDa 1050 ± 350 38 ± 6 34 ± 4 34 ± 3 165 ± 45 87 ± 14 20 ± 5 4 ± 3 

(E) MF 0.2 µm → UF C 30 kDa 1150 ± 340 40 ± 6 37 ± 4 37 ± 3 75 ± 42 90 ± 14 24 ± 5 1 ± 3 

(F) MF 0.2 µm → UF PES 10 kDa 

→ NF NPO10P 
560 ± 340 40 ± 6 37 ± 4 33 ± 3 77 ± 42 97 ± 14 16 ± 5 n.d. 

(G) MF 0.2 µm → UF PES 10 kDa 

→ NF NPO30P 
510 ± 340 37 ± 6 29 ± 4 30 ± 3 110 ± 42 86 ± 14 14 ± 5 n.d. 

(H) MF 0.2 µm → UF PES 30 kDa 1650 ± 390 41 ± 7 33 ± 6 31 ± 6 104 ± 43 108 ± 15 28 ± 5 n.d. 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

U
F

 P
E

S
 1

0
 k

D
a

U
F

 P
E

S
 3

0
 k

D
a

U
F

 C
 1

0
 k

D
a

U
F

 C
 3

0
 k

D
a B C D E

N
F

 N
P

O
1

0
P

N
F

 N
P

O
3

0
P F H G

I J L K M

J
/J
₀

Figure 6. Comparison of relative membrane flux for various process configurations (TMP 0.4 MPa; (A: MF 0.2 µm; B: MF
0.2 µm→ UF PES 10 kDa; C: MF 0.2 µm→ UF PES 30 kDa; D: MF 0.2 µm→ UF C 10 kDa; E: MF 0.2 µm→ UF C 30 kDa; F:
MF 0.2 µm→ UF PES 10 kDa→ NF NPO10P; G: MF 0.2 µm→ UF PES 10 kDa→ NF NPO30P; H: MF 0.2 µm→ UF PES
30 kDa→ NF NPO10P; I: MF 0.2 µm→ UF PES 30 kDa→ NF NPO30P; J: MF 0.2 µm→ UF C 10 kDa→ NF NPO10P; K:
MF 0.2 µm→ UF C 10 kDa→ NF NPO30P; L: MF 0.2 µm→ UF C 30 kDa→ NF NPO10P; M: MF 0.2 µm→ UF C 30 kDa
→ NF NPO30P).

Regarding the possibilities of recirculation of the organic fraction of HTC liquid by-
products to AD reactor, the performance of an MF 0.2 µm→ UF PES 10 kDa→NF NPO30P
(G) cascade was the best among all of the investigated options: overall COD and BOD5
removal efficiencies were close to the highest among all tested combinations (Figure 4).
Overall, no trend can be found regarding the concentrations of the compounds found in
the HTC effluent before and after different membranes and cascades (Table 4), which could
be caused by the complexity of all the interactions between membranes, compounds as
well as products of precipitation, produced during HTC.

GC-MS analysis of the raw solution of digestate liquid fraction after HTC samples
and after the subsequent membrane filtration stages with different membrane sequences
showed that for most low molecular weight organic compounds, the nanofiltration pro-
cess’s application does not allow for significant elimination of these substances.

The dominant compound in the HTC effluent, namely acetic acid, has not been de-
tected in the permeate when these cascades were used (Table 4), which seems beneficial
from the point of view of the use of retentate in the AD since volatile fatty acids are con-
sumed during the acetogenesis [94], which is one of the main stages of AD process [95,96].
From the water-recovery perspective, especially in the context of its potential use in the
agriculture, presence of acetic acid could be considered somewhat problematic as it is
included on lists of pesticides, e.g., Pesticide Screening List for Luxembourg [97]. The
dosage of pesticides is a subject of careful planning in agriculture, so a compound with
pesticidal characteristics might be considered problematic when using reclaimed water
containing acetic acid for watering the plants. The presence of 2,5-dimethyl pyrazine is
also not desirable, as the compound is classified as harmful [98]. If acute toxicity for the
compound, ranging between 1020 mg/kg and 1350 mg/kg of body mass (determined by
LD50 tests) [99,100], is compared with the concentration presented in Table 4, it seems
that significant exposure would be needed to achieve such doses. However, cautiousness
is the foundation of present-day health and safety standards. Therefore, it seems sensi-
ble to advise an additional stage of treatment after the membrane cascade. Regarding
the final concentration of 2,5-dimethyl pyrazine MF 0.2 µm→ UF C 30→ NF NPO30P
performed slightly better than MF 0.2 µm → UF PES 30 → NF NPO30P (Table 4). The
presence of pyrazine is considered a health hazard by ECHA [101]. However, posing a
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problem of a much smaller magnitude [100]. Ethylpyrazine is a natural product of Maillard
reaction [102], used as flavour [102,103], that does not seem problematic, especially in such
low concentrations (Table 4).

Table 4. Results of the GC-MS analysis for the permeates.
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HTC effluent 1080 ± 340 48 ± 9 31 ± 4 32 ± 3 110 ± 42 81 ± 14 18 ± 6 4 ± 3
(A) MF 0.2 µm 1210 ± 340 40 ± 6 36 ± 4 36 ± 3 91 ± 43 89 ± 14 24 ± 5 2 ± 3

(B) MF 0.2 µm→ UF PES 10 kDa 960 ± 360 38 ± 6 34 ± 4 33 ± 3 155 ± 44 89 ± 14 20 ± 5 0.3 ±
3

(C) MF 0.2 µm→ UF PES 30 kDa 1480 ± 350 42 ± 6 37 ± 4 38 ± 3 104 ± 45 94 ± 14 28 ± 5 2 ± 3
(D) MF 0.2 µm→ UF C 10 kDa 1050 ± 350 38 ± 6 34 ± 4 34 ± 3 165 ± 45 87 ± 14 20 ± 5 4 ± 3
(E) MF 0.2 µm→ UF C 30 kDa 1150 ± 340 40 ± 6 37 ± 4 37 ± 3 75 ± 42 90 ± 14 24 ± 5 1 ± 3

(F) MF 0.2 µm→ UF PES 10 kDa
→ NF NPO10P 560 ± 340 40 ± 6 37 ± 4 33 ± 3 77 ± 42 97 ± 14 16 ± 5 n.d.

(G) MF 0.2 µm→ UF PES 10 kDa
→ NF NPO30P 510 ± 340 37 ± 6 29 ± 4 30 ± 3 110 ± 42 86 ± 14 14 ± 5 n.d.

(H) MF 0.2 µm→ UF PES 30 kDa
→ NF NPO10P 1650 ± 390 41 ± 7 33 ± 6 31 ± 6 104 ± 43 108 ± 15 28 ± 5 n.d.

(I) MF 0.2 µm→ UF PES 30 kDa
→ NF NPO30P n.d. 45 ± 6 36 ± 4 35 ± 3 15 ± 42 106 ± 14 12 ± 5 n.d.

(J) MF 0.2 µm→ UF C 10 kDa
→ NF NPO10P 340 ± 350 40 ± 6 34 ± 4 33 ± 3 61 ± 43 96 ± 15 13 ± 6 n.d.

(K) MF 0.2 µm→ UF C 10 kDa
→ NF NPO30P 590 ± 340 38 ± 6 31 ± 4 30 ± 3 128 ± 42 88 ± 14 15 ± 5 n.d.

(L) MF 0.2 µm→ UF C 30 kDa
→ NF NPO10P 1500 ± 360 42 ± 6 37 ± 4 36 ± 3 94 ± 42 98 ± 14 25 ± 5 n.d.

(M) MF 0.2 µm→ UF C 30 kDa
→ NF NPO30P n.d. 40 ± 6 31 ± 4 30 ± 4 16 ± 42 103 ± 15 10 ± 5 n.d.

Propionic acid is merely an irritant with an unpleasant odour [104]. However, concen-
trations determined within the course of this study were higher than the advised threshold
limit value (TLV) of 10 mg/dm3 [104] for all membrane cascades (Table 4). Hydrocinnamic
acid presence might not be desired as it is mentioned as an antifungal agent and plant
metabolite [105], which cannot be unequivocally stated without further research. The pres-
ence of cyclohexanecarboxylic acid poses a severe problem, as the substance is considered
a serious health hazard by ECHA [106]. The biggest problem is posed by acetamide’s
presence, as the substance is suspected of being carcinogenic to humans [107,108], based
on rodent toxicity data and a common potentially genotoxic impurity in pharmaceutical
manufacturing [108]. Acetamide is an impurity present in various medicines, and within
the jurisdiction of pharmaceutical authorities, it falls under the limit of the threshold of
toxicological concern (TTC), which is set as 1.5 µg/day for most known and all suspect
carcinogens, unless experimental evidence can justify higher limits [108].

Due to these issues, it should be noted that the cascade membrane system cannot be
considered as a stand-alone solution for water recovery from the effluent after HTC of
agricultural digestate. Nonetheless, it should not be overlooked that such cascade systems
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make removal of such compounds significantly easier due to the significant reduction of
COD in the permeates. All of the problematic compounds are hydrocarbons and can be
oxidised. More research focused on the removal of the most problematic compounds from
HTC effluent is advised.

4. Conclusions

In view of the insufficient treatment efficiency of the liquid fraction HTC effluent of
the agricultural digestate in the independently used membrane processes, their sequential
connections were used. The aim of such a procedure was both to improve the final quality
of the treated digestate and to reduce the intensity of membrane fouling. The conducted
research showed that the combination of sieving mechanisms of the examined membranes
significantly increased the removal efficiency of organic compounds from the analysed HTC
effluent. It was found that the final quality of the purified solution was determined by the
membrane cut-off value, while the applied TMP and the ultrafiltration membrane material
were of no significance. The best results were obtained by conducting sequential treatment
of the solution in the following variant: MF 0.2 µm→ UF PES 10→ NF NPO30P, which
allowed reaching COD removal efficiency of almost 60%. All of the cascades outperformed
a single membrane separation performed in the previous study regarding COD removal.
Although the applied membrane sequence allows for very significant removal of organic
compounds from the solution, there are still considerable amounts of low molecular weight
substances remaining in the permeate. Overall, cascade system outperformed single
membrane, reported in previous studies. Follow-up studies are advised; studies for further
optimization of the cascade systems for separation of water and organics from liquid
by-products of HTC of the agricultural digestate, as well as other types of biomass.
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Abstract: Here, we determined the kinetic parameters of SO2 adsorption on unburned carbons from
lignite fly ash and activated carbons based on hard coal dust. The model studies were performed
using the linear and non-linear regression method for the following models: pseudo first and second
order, intraparticle diffusion, and chemisorption on a heterogeneous surface. The quality of the fitting
of a given model to empirical data was assessed based on: R2, R, ∆q, SSE, ARE, χ2, HYBRID, MPSD,
EABS, and SNE. It was clearly shown that the linear regression more accurately reflects the behaviour
of the adsorption system, which is consistent with the first-order kinetic reaction—for activated car-
bons (SO2 + Ar) or chemisorption on a heterogeneous surface—for unburned carbons (SO2 + Ar and
SO2 + Ar + H2O(g) + O2) and activated carbons (SO2 + Ar + H2O(g) + O2). Importantly, usually, each
of the approaches (linear/non-linear) indicated a different mechanism of the studied phenomenon.
A certain universality of the χ2 and HYBRID functions has been proved, the minimization of which
repeatedly led to the lowest SNE values for the indicated models. Fitting data by any of the non-linear
equations based on the R or R2 functions only cannot be treated as evidence/prerequisite of the
existence of a given adsorption mechanism.

Keywords: unburned carbon; fly ash; activated carbon; adsorption kinetics; statistical regression

1. Introduction

The structure of fuel consumption in Poland, based on hard coal and lignite, makes
the energy sector one of the main sources of pollutants emitted into the air. According to
the information presented in the report of the National Center for Balancing and Emission
Management in Warsaw, in 2015–2017 the commercial power industry was responsible for
43–52% of the national SO2 emissions [1]. In EU countries, on the other hand, the emission
of sulfur oxides (total) from the sector of thermal power plants and other combustion
installations, in 2014 accounted for 66.9% of the total emissions from all installations
covered by the provisions of the Directive on the Establishment of the European Pollutant
Release and Transfer Register (E-PRTR) [2].

Due to the fast and unlimited spread of pollutants and direct impact on the natural
environment, a significant tightening of emission standards for air pollutants is observed.
Pursuant to EU regulations, emission limits of up to 200 mg SO2·Nm−3 have been in force
since 2016, and, according to the projections developed in 2019, the national commitment
to reduce emissions in the period 2020–2029 and from 2030 was set at 59% and 70%,
respectively, compared to the emissions recorded in 2005 [3].

In the light of the information presented in the literature, the least invasive method
that does not interfere with the combustion process is the capture of pollutants after the
combustion process (i.e., post-combustion capture of pollutants). One of the solutions
presented in the literature is an innovative technology for the use of unburned carbon from
fly ash for flue gas cleaning [4–9]. Meanwhile, the attempts to re-utilize unburned carbon
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in this way may not only reduce the emission of pollutants but also enable an increase in
the efficiency of electricity generation, minimize additional costs related to the storage of
high-calorific waste (considering the legalization of the recovery process), and increase the
commercial attractiveness of valorized fly ash.

The correctness of the method of adsorptive desulfurization of flue gas with the use of
porous carbon materials is based on the knowledge of the adsorption mechanism and the
state of adsorbate molecules in the pores of the adsorbent. According to literature reports
on the methods of reducing SO2 emissions in installations in the energy production and
transformation sector, adsorption on the surface of the carbon adsorbent turns out to be
one of the most frequently analyzed solutions [10]. Despite the quite extensive variety of
methods for removing sulfur dioxide from boiler flue gases [11,12], the practical significance
of most of them is limited, and the research does not go beyond laboratory work.

The research on the kinetics and dynamics of adsorption is used to understand the
interaction between the adsorbent and the adsorbate. While in the case of preparation
on a laboratory scale testing the reaction rate is not necessary, it is imperative if one
wants to adapt a given reaction on a technical scale. In light of the information presented
in the literature, adsorption on a heterogeneous surface is most often described by the
following models: pseudo first-order and pseudo second-order kinetic models (PFO and
PSO), intraparticle diffusion model (Weber–Morris), and chemisorption on a heterogeneous
surface (Elovich) [13–16]. However, a commonly used tool for the analysis of empirical data
is linear regression, and the classic method of least squares is used to determine the optimal
values of unknown parameters [17–21]. Nevertheless, the greatest disadvantage of the
above method is the undefined distribution of empirical data errors when determining the
parameters of a given model, as a result of transforming kinetic equations into linearized
forms. This may affect its variance (a measure of the accuracy of fitting to experimental
data) and cause a misinterpretation of kinetic parameters, ultimately leading to an incorrect
indication of the optimal model and the form of its equation [22–25].

This makes non-linear regression or non-linear fit analysis worth considering, as it
provides a mathematically rigorous method for determining the kinetic parameters and
adsorption dynamics while using the basic form of the equation, which offers the most
accurate fit of the model curve function to the experimental data [26,27]. It is closely
related to the minimization of the value of the error function distribution between the
experimental data and the predicted model value obtained based on the convergence
criteria, i.e., the ability of a given model to “lead” towards the empirical result [27,28].

In view of the above requirements, it is necessary to identify and explain the usefulness
of linear and non-linear regression in various adsorption systems. Interpretation of the
values of individual error functions enables the selection of the most convenient and precise
optimization criteria in the kinetics and dynamics of adsorption.

Referring to the above, this study aims to determine the parameters of SO2 adsorption
kinetics by the method of linear and non-linear regression for the following models: pseudo
first-order and pseudo second-order kinetic model, intraparticle diffusion, and chemisorp-
tion on a heterogeneous surface. The quality of the fitting of a given model to empirical
data was assessed based on the following: determination coefficient (R2), correlation co-
efficient (R), relative standard deviation (∆q), sum squared error (SSE), average relative
error (ARE), chi-square test (χ2), hybrid fractional error function (HYBRID), Marquardt’s
percent standard deviation (MPSD), the sum of absolute errors (EABS), and the sum of
normalized errors (SNE). The subject of research is selected fractions of unburned carbon
recovered from lignite fly ash, created as a result of the nominal operation of the pulverized
carbon boiler of a Polish power unit. Selected commercial activated carbons dedicated to
industrial gas purification processes and traded on the domestic and foreign markets were
used as reference materials.
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2. Experimental Section
2.1. Materials

The subjects of the research presented in this paper are selected fractions of unburned
carbon recovered from lignite fly ash, resulting from the nominal operation of the pulver-
ized carbon boiler BB-1150 in Bełchatów Power Plant (370 MW unit). Unburned carbon
along with fly ash was collected with the use of demonstration installation from the ash
hoppers located under the second pas chamber and rotary air heater (more in [29]). The com-
bustible parts have been separated by a mechanical classification system with a capacity of
500 kg·h−1 into three grain classes: ~0.8 mm and 57.3% (marked UnCarb_HAsh), ~1.0 mm
and 44.6% (marked UnCarb_MAsh), and ~1.5 mm and 12.8% (marked UnCarb_LAsh).
The commercial activated carbons AKP-5 and AKP-5/A were used as reference materials,
manufactured and distributed by GRYFSKAND Sp. z o.o. (Gryfino, Poland), Hajnówka
Branch, active carbon production plant (more in [30]). Both products were developed for
the treatment of industrial gases, boiler flue gases in power plants, or waste incineration
plants, including sulfur dioxide, nitrogen oxides, hydrogen chloride or dioxins, and furans.

The characterization of the carbon substance structure of the test material, including
the analysis of the degree of pore expansion and the identification of surface oxygen
functional groups, was presented in an earlier work by one of the authors [30].

2.2. Experimental Studies

The model tests were carried out on the results of laboratory tests for SO2 adsorption
on a fixed carbon bed, which were the subject of one of the author’s earlier works, published
in [30]. The experiments were carried out at a temperature of 120 ◦C, in the presence of
gas mixtures flowing linearly through 1.73 × 10−4 m3 of the bed and with the following
composition (in volume concentration):

1. 5% of sulfur dioxide and 95% of argon (as carrier gas) and a volumetric flow rate of
2 × 10−3 m3·min−1;

2. 2.5% of sulfur dioxide, 11% of water vapor, 20% of oxygen and 66.5% of argon
(as carrier gas) and a volumetric flow rate of 2.05 × 10−3 m3·min−1.

Measurements were made on a fixed-bed reactor (Figure 1), which enabled the as-
sessment of both the degree and dynamics of the adsorption process. The water vapor
was generated using Ar from a bubbling container that was bathed in 60.5 ± 0.1 ◦C water,
and the relative humidity was controlled using the Ar flow based on the water vapor Anto-
nio equation. The gas flow line to the reactor was maintained at an elevated temperature
(120 ◦C) to prevent condensation. The final concentration of sulfur in the solid phase was
used to assess the effectiveness of sulfur dioxide adsorption, which was carried out in
accordance with the PN-EN 04584:2001 standard while correcting this value by the share of
the so-called fuel sulfur:

mS, t= mS,∞ − mS,0 (1)

where mS,t is the mass of adsorbed sulfur, mg; mS,∞ is the total mass of sulfur in the sample
after the adsorption process, mg; mS,0 represents the mass of sulfur in the sample before
the adsorption process, mg.

Due to the possibility of adsorption of various forms of sulfur dioxide and the occur-
rence of indirect chemical reactions, as a consequence of the presence of O2 and H2O(g)
in the reaction system, no comparative analyzes were performed for the participation of
sulfur dioxide in the solid phase.
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2.3. Modelling Studies
2.3.1. Reaction Kinetics Models

Processes carried out in the environment of SO2 + Ar gases (UnCarb_HAsh, Un-
Carb_MAsh, UnCarb_LAsh, AKP-5, and AKP-5/A samples) and SO2 + O2 + H2O(g) + Ar
(UnCarb_LAsh and AKP-5/A samples) were subjected to model tests. For this study,
four models were chosen [31–35], i.e.,:

• pseudo first-order kinetic model developed by Legergren,
• pseudo second-order kinetic model developed by Ho i McKaya,
• Weber-Morris intraparticle diffusion model, and
• chemisorption on a heterogeneous surface called the Elovich or Roginski-Zeldowicz model,

which were verified by means of linear regression determined with the use of the
least squares method and non-linear regression determined with the use of a numerical
algorithm solved by means of the Solver in MS Excel.

Pseudo First-Order Kinetic Model (PFO)

The pseudo-first-order kinetic model, hereinafter referred to as model 1, makes the ad-
sorption rate of sulfur dioxide/oxidized forms of sulfur dioxide (dmS,t·dt−1, g·kg−1min−1)
dependent on the reaction rate constant k1 (min−1) and the difference in adsorbate mass
after time t (mS,t, g·kg−1) and ∞ (mS,∞, g·kg−1), according to the relationship:

dmS,t

dt
= k1(mS,∞ − mS,t) (2)
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The mS,∞ value was determined experimentally by washing the adsorbent bed with
the gas mixture for 1, 5, 15, and 30 min. In order to determine the rate constant k1
(min−1), the relationship (2) was integrated with the range from 0 to mS,∞, obtaining
a linear equation:

ln(mS,∞ − mS,t)= ln(mS,∞)− k1t (3)

which was then presented in semi-logarithmic coordinates (t, ln(mS,∞−mS,t)) so that the
parameter k1 corresponds to the slope a, according to the relationship a = −k1. Integrat-
ing the differential Equation (2) with the above boundary conditions also gave a non-
linearized function:

mS,t= mS,∞[1 − exp(−k1t)] (4)

Pseudo Second-Order Kinetic Model (PSO)

The pseudo second-order kinetic model hereinafter referred to as model 2, assumes
that the adsorption rate changes depending on the constant k2 (kg·g−1·min−1) and the
square of the adsorbate mass difference over time t and ∞, according to the equation:

dmS,t

dt
= k2 · (mS,∞ − mS,t)

2 (5)

the integration of which in the range from 0 (for t = 0) to mS,∞ (for t = t), allowed to obtain
the relationship:

t
mS,t

=
1

k2mS,∞
2 +

t
mS,∞

(6)

The value of the total adsorbate mass (after time ∞) mS,∞, was not determined ex-
perimentally (as was the case for model 1), but it was determined together with the rate
constant k2, based on the slope of the line (6) and the intercept in the system coordinates
with a linear scale (t, t·mS,t

−1). Integrating the differential Equation (5) with the above
boundary conditions also gave a non-linearized function:

mS,t =
mS,∞k2t

1 + mS,∞k2t
(7)

Model of Intraparticle Diffusion

The intraparticle diffusion model, hereinafter referred to as model 3, assumes that
the amount of adsorbed sulfur dioxide/oxidized forms of sulfur dioxide at time t can be
written by a simple equation:

mS,t= kid · t0,5+ C (8)

where the kid coefficient is called the intraparticle diffusion rate constant (g·kg−1·min−0.5),
and C (g·kg−1) is the thickness of the layer, called the thickness. If the only factor determin-
ing the speed of the process is intramolecular diffusion, then the linear relationship of q(t)
to time t1/2 should be a straight line with a slope coefficient kid and going through the zero
intercept, i.e., C = 0. However, the deviation from linearity indicates the existence of other
factors limiting the rate of the adsorption process, such as: surface diffusion, diffusion
of the boundary layer, gradual adsorption in the adsorbent pores, and adsorption on the
active sites of the adsorbent [26].

Model of Chemisorption on a Heterogeneous Surface

The last of the applied models (model 4) was developed to describe the chemisorption
on a heterogeneous surface. According to the Elovich equation, the adsorption rate of
sulfur dioxide/oxidized forms of sulfur dioxide is described by the relationship:

dmS,t

dt
= α exp(− β ·mS,t) (9)
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the integration of which in the range from 0 (for t = 0) to mS,∞ (for t = t) allows for the
obtainment of the relationship:

mS,t =
ln(t)
β

+
ln(αβ)

β
(10)

where α is the initial adsorption rate (g·kg−1min−1), and β is the Elovich constant, re-
flecting the degree of surface coverage and activation energy for chemisorption (kg·g−1).
Presenting it in the system of semi-logarithmic coordinates (ln(t), mS,t) makes it possible to
determine the parameters α and β based on the slope of the straight line and the intercept.
Integrating the differential Equation (9) with the above boundary conditions also gave
a non-linearized function:

mS,t =
1
β

ln(αβt) (11)

2.3.2. Linear vs. Non-Linear Approach

In order to determine the linear kinetic parameters, the equations presented in Chapter
2.3.1 were used, i.e., Equation (3) for model 1, Equation (6) for model 2, Equation (8)
for model 3, and Equation (10) for model 4. The determined kinetic parameters made
it possible to determine the curve which shows the course of the reaction as a function
of time. On the basis of these curves, a model amount of adsorbed components was
determined and compared with the values measured experimentally. The discrepancies
between the model and experimental data were analyzed by comparing 9 statistical criteria
(summarized in Table 1), i.e., the determination coefficient (R2), the correlation coefficient
(R), the relative standard deviation (∆q), sum squared error (SSE), average relative error
(ARE), chi-square test (χ2), hybrid fractional error function (HYBRID), Marquardt’s percent
standard deviation (MPSD), and the sum of absolute errors (EABS):

Table 1. Statistic error functions [36,37].

Function Equation

Determination coefficient (R2) R2 =
∑n

i=1 (m S,t,mod−mS,t,exp)
2

∑n
i=1 (m S,t,mod−mS,t,exp)

2
+∑n

i=1 (m S,t,mod−mS,t,exp)
2

(12)

Correlation coefficient (R)
√

R2 = R (13)

Relative standard deviation (∆q)
∆q =

√
∑n

i=1

(
mS,t,exp−mS,t,mod

mS, t,exp

)2

N − 1

(14)

Sum of squared deviations (SSE) SSE =
n
∑

i=1

(
mS,t,exp − mS,t,mod

)2 (15)

Average Relative Error (ARE) ARE = 100
N

n
∑

i=1

∣∣∣ mS,t,exp−mS,t,mod
mS,t,exp

∣∣∣ (16)

Chi-square test (χ2)
χ2 =

n
∑

i=1

(m S,t,exp−mS,t,mod

)2

mS,t,exp

(17)

Hybrid fractional error function (HYBRID) HYBRID = 100
N−p

n
∑

i=1

(m S,t,exp− mS,t,mod

)2

mS,t,exp

(18)

Marquardt’s percent standard deviation (MPSD) MPSD = 100

√
1

N−p

n
∑

i=1

(
mS,t,exp−mS,t,mod

mS,t,exp

)2 (19)

Sum of absolute errors (EABS) EABS =
n
∑

i=1

∣∣mS,t,exp −mS,t,mod
∣∣ (20)

where: mS,t,mod is the model amount of adsorbate adsorbed by the adsorbent mass as a
function of time (g·kg−1), mS,t,exp is the experimental amount of adsorbate adsorbed by the
adsorbent mass as a function of time (g·kg−1), N is the number of experimental points and
p is the number of parameters in a given mathematical model. The high data convergence
is evidenced by the lowest possible value of the criteria, ∆q, SSE, ARE, χ2, HYBRID, MPSD,
and EABS, and the highest possible values for the criteria, R2 and R (Figure 2 and Table 2).
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In order to determine the kinetic parameters via the linear method, the equations
presented in Section 2.3.1 were used, i.e., Equation (4) for model 1, Equation (7) for model
2, Equation (8) for model 3, and Equation (11) for model 4. For each data series, these
equations were solved in 9 different variants, assuming the minimization of individual
statistical criteria (collected in Table 1). To select the optimal variant for the best convergence
of the model and experimental results, the criterion of the sum of normalized errors (SNE)
was applied, which took into account the values of each statistical error, in accordance
with the method described in [38,39]. The variant with minimal SNE error was considered
to be the optimal non-linear variant. In order to compare the effectiveness of the linear
and non-linear approach, Section 3.3 compares the values of 9 statistical error functions
and model curves for the best linear variant with the selected optimal non-linear variant
(determined based on the lowest SNE value).

3. Results and Discussion

A detailed analysis of the adsorption capacity of unburned carbon from lignite fly
ash and activated carbons based on hard coal dust in relation to SO2 was presented in the
previous work by one of the authors [30]. This work also includes the characterization of the
porous structure and the quantitative and qualitative analysis of surface oxygen functional
groups, the key to the efficiency of the sulphur dioxide binding process. Therefore, this
paper focuses on the mathematical description, which enables a deeper understanding of
the mechanism of the observed reactions and to identify the optimum way to predict the
behaviour of unburned carbons.

3.1. Linear Regression

The results of the model tests for linear regression are shown in Figure 2. As shown by
the test results, the highest sorption capacity against sulfur dioxide is shown by unburned
carbons UnCarb_MAsh and UnCarb_LAsh (Figure 2b,c). By mass, these materials adsorbed
28.90 and 28.95 g of S per kg of adsorbent, respectively. Among the selected materials, the
lowest concentration of the active agent is characteristic of commercial activated carbons
formed on the basis of hard coal dust. The mass of adsorbed sulfur dioxide for the AKP-5
and AKP-5/A samples is 41 and 32% lower than the least adsorbing unburned carbon
(UnCarb_HAsh), for which 25.15 g S per kg of adsorbent was demonstrated. Additionally,
due to the presence of oxygen and water vapor in the measurement system, the sorption
capacity of the samples increased. The percentage of sulfur in the solid phase after the
process increased 1.6 times for the UnCarb_LAsh material, while for commercial materials
this value did not exceed 1.3 (Figure 2f,g).
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Figure 2. Summary of model and experimental curves for linear regression for the following mixtures:
(a–e) SO2 + Ar, (f,g) SO2 + O2 + H2O(g) + Ar.

As can be observed, the reaction rate constants determined during the tests range
from 0.123 min−1 (AKP-5/A, SO2 + Ar + H2O(g) + O2) to 0.423 min−1 (UnCarb_HAsh, SO2

+ Ar) for model 1 and from 0.0156 kg·g−1·min−1 (UnCarb_HAsh, SO2 + Ar) up to 0.114
kg·g−1·min−1 (UnCarb_LAsh, SO2 + Ar) for model 2 (Table 2). According to the theory, for
both models, materials that quickly bind the adsorbate should be characterized by high
reaction rates. However, in practice, the correlation between the values of k1 and k2 has not
been confirmed. Interestingly, the calculations made for model 1 show a reduction in the
rate of the adsorption process in the presence of H2O(g) and O2 (0.123–0.155 min−1 under
SO2 + Ar + H2O(g) + O2 vs. 0.214–0.423 min−1 under SO2 + Ar).
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Table 2. Kinetic parameters determined by the method of linear regression.

Sample
Model 1 Model 2 Model 3 Model 4

k1 k2 mS,∞ kid C α β

min−1 kg·g−1·min−1 g·kg−1 g·kg−1·min−0.5 g·kg−1 g·kg−1min−1 kg·g−1

SO2 + Ar

UnCarb_HAsh 0.423 0.0156 27.5 5.01 2.33 17.2 0.156
UnCarb_MAsh 0.247 0.0527 29.5 5.03 6.56 107 0.210
UnCarb_LAsh 0.214 0.114 29.2 4.47 9.56 5917 0.370

AKP-5 0.286 0.0449 15.6 2.81 1.94 7.92 0.244
AKP-5/A 0.222 0.0273 18.2 3.30 1.76 8.24 0.206

SO2 + O2 + H2O(g) + Ar

UnCarb_LAsh 0.155 0.0293 48.3 7.77 12.1 515 0.160
AKP-5/A 0.123 0.0363 22.5 3.73 4.13 62.6 0.285

A model parameter of great practical importance is the amount of adsorbate related
to the equilibrium conditions mS,∞ (for unlimited contact time). It is interesting that this
coefficient, determined on the basis of model 2, reaches a value similar to that obtained
experimentally (for a contact time of 30 min), and the discrepancies (averaged for all
analyzes) do not exceed 3.5% (Figure 3).
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The calculations made for model 3 show that the values of the kid coefficient range from
2.81 AKP-5/A, SO2 + Ar) to 7.77 g·kg−1·min−0.5 (UnCarb_LAsh, SO2 + O2 + H2O(g) + Ar),
while parameter C varies from 1.76 (AKP-5/A, SO2 + Ar) to 12.1 g·kg−1 (UnCarb_LAsh,
SO2 + O2 + H2O(g) + Ar) (Table 2). In view of the information from [40], high C values and
the low kid would indicate a role that the diffusion-controlled boundary layer could play.
The reverse configuration of the discussed parameters would prove that the speed-limiting
stage of the process was diffusion inside the pores of the solid phase surface. Nevertheless,
as shown in Figure 2, the described model does not faithfully reflect the course of the
reaction, which to some extent confirms the kinetic nature of the experiments performed.
However, it is interesting that the addition of H2O(g) and O2 to the gas mixture significantly
increased the C value (4.13 and 12.1 g·kg−1 vs. 1.76 and 9.56 g·kg−1, respectively, for the
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AKP-5/A and UnCarb_LAsh tests). Considering the information presented above, it should
be assumed that under the conditions of the SO2 + Ar + H2O(g) + O2 mixture, the boundary
layer effect in the SO2 adsorption process will be greater.

The kinetic parameters determined for model 4 are theoretical and physicochemical
interpretation is difficult. Moreover, as far as the author is aware, the literature lacks studies
on the kinetics of SO2 adsorption on unburned carbons, which would make it possible to
compare the obtained results. Interestingly, the registered change in kinetic parameters for
the addition of H2O(g) and O2 to the gas mixture would indicate a change in the kinetics
of SO2 adsorption. In the case of the UnCarb_LAsh test, a decrease was noted in both the
value of the reaction rate constant α and the degree of surface coverage with the β adsorbate
(0.515 g·kg−1min−1 and 0.160 kg·g−1 vs. 5917 g·kg−1min−1 and 0.370 kg·g−1); for the
AKP-5/A sample, the intensification of each of them (62.6 g·kg−1min−1 and 0.285 kg·g−1

against 8.24 g·kg−1min−1 and 0.206 kg·g−1) (Table 2).
Table 3 presents the analysis of statistical errors in kinetic models solved by the linear

regression method. The highlighted data (in colours and bold) indicate the most appropriate
values for a given sample out of the four analyzed models.

Table 3. Error analysis for kinetic models solved by linear regression method.

Sample R2 R ∆q SSE ARE χ2 HYBRID MPSD EABS

Model 1 1

UnCarb_HAsh 0.955 0.977 54.9 24.6 23.9 5.16 172 63.4 6.55
UnCarb_MAsh 0.906 0.952 27.6 73.6 14.5 4.51 150 31.8 12.2
UnCarb_LAsh 0.745 0.863 38.9 268 20.8 12.6 421 45.0 22.9

AKP-5 0.998 0.999 3.72 0.346 2.10 0.0383 1.28 4.29 0.776
AKP-5/A 0.979 0.989 8.39 5.05 3.98 0.373 12.4 9.68 2.38

Model 2 1

UnCarb_HAsh 0.958 0.979 49.9 20.7 22.6 4.27 142 57.6 7.15
UnCarb_MAsh 0.958 0.979 19.9 26.2 8.06 2.04 67.9 23.0 5.23
UnCarb_LAsh 0.987 0.994 7.04 7.77 3.28 0.392 13.1 8.13 3.42

AKP-5 0.961 0.980 31.1 6.52 14.0 1.62 54.1 37.0 3.27
AKP-5/A 0.962 0.981 42.4 8.24 18.4 2.38 79.5 48.9 3.84

Model 3 1

UnCarb_HAsh 0.840 0.917 43.2 92.0 28.3 5.91 197 49.9 20.1
UnCarb_MAsh 0.771 0.878 19.3 144.8 13.5 3.85 128 22.2 23.5
UnCarb_LAsh 0.647 0.804 22.1 211 15.9 4.77 159 25.5 29.4

AKP-5 0.851 0.922 21.3 26.8 16.2 1.91 63.8 24.6 10.7
AKP-5/A 0.847 0.920 33.3 38.1 23.1 3.14 105 38.5 12.7

Model 4 1

UnCarb_HAsh 0.952 0.976 28.3 27.8 17.4 2.17 72.5 32.7 10.1
UnCarb_MAsh 0.966 0.983 11.0 21.5 7.70 0.961 32.0 12.7 8.24
UnCarb_LAsh 0.988 0.994 5.20 6.99 3.50 0.272 9.07 6.01 4.40

AKP-5 0.945 0.972 20.0 11.8 14.0 1.18 39.3 23.1 6.36
AKP-5/A 0.944 0.972 17.4 16.0 12.4 1.22 40.6 20.1 6.74

Model 1 2

UnCarb_LAsh 0.776 0.881 41.1 587.4 22.7 19.6 653 47.5 35.6
AKP-5/A 0.824 0.908 40.8 86.3 22.8 7.42 247 47.1 14.1

Model 2 2

UnCarb_LAsh 0.992 0.996 5.17 12.4 3.69 0.355 11.8 5.97 6.59
AKP-5/A 0.982 0.991 7.33 6.14 4.46 0.361 12.0 8.46 3.90
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Table 3. Cont.

Sample R2 R ∆q SSE ARE χ2 HYBRID MPSD EABS

Model 3 2

UnCarb_LAsh 0.978 0.876 19.5 354 14.0 5.48 183 22.6 38.2
AKP-5/A 0.867 0.931 16.6 41.1 11.9 1.57 52.3 19.2 13.2

Model 4 2

UnCarb_LAsh 0.994 0.997 4.14 9.15 2.75 0.245 8.17 4.78 5.03
AKP-5/A 1.00 1.00 0.898 0.0787 0.614 0.00494 0.165 1.04 0.471

1 SO2 + Ar; 2 SO2 + O2 + H2O(g) + Ar.

In the case of the SO2 + Ar mixture, for commercial samples of activated carbons,
regardless of the statistical error function, the quality of the results suggests that SO2
adsorption is a first-order kinetic reaction. However, bearing in mind the considerations of
Płaziński and Rudziński in [41,42], we should be cautious to hypothesize about a specific
physical model of adsorption in the case of Equation (3). There is a belief that the indicated
equation is not able to reflect changes in the mechanism controlling the adsorption kinetics,
and the adjustment of the model data to the experimental data, especially in the case of
systems close to the equilibrium state, results rather from mathematical foundations.

In the case of the UnCarb_HAsh trial, inconsistency in the indication of error values
was obtained. It is highly likely related to the heterogeneity of the sample (ash content
57.3% for UnCarb_HAsh, 44.6% for UnCarb_MAsh, 12.8% for the UnCarb_LAsh [30]).
Nevertheless, as evidenced in Table 3, 5 (∆q, ARE, χ2, HYBRID, MPSD) out of 9 functions
indicate that model 4 reflects the empirical data most accurately. The determination (R2)
and correlation (R) coefficients, as well as the sum squared error (SSE) indicate model 2; and
the sum of absolute errors (EABS)—model 1. However, bearing in mind the information
that in the case of the first and second-order models (models 1 and 2), the ability to fit data
may result only from the mathematical properties of Equations (3) and (6), and not from
specific physical assumptions, the compliance of adsorption with the kinetic mechanism of
chemisorption on a heterogeneous surface was adopted for further comparative analyzes
(according to model 4).

In the case of the UnCarb_MAsh and UnCarb_LAsh trials, greater consistency of the
statistical error values was obtained, and their quality indicates the importance of the
chemisorption phenomenon. This confirms the observations described in [30] that even in
the absence of molecular oxygen in the gas mixture, the interaction between the adsorbate
molecules and the carbon material occurs both due to relatively weak intermolecular van
der Waals forces (corresponding to physical adsorption), as well as the chemical binding of
sulfur dioxide.

The change of the atmosphere into SO2 + O2 + H2O(g) + Ar indicates that the reliability
of the analyzed models changes towards model 1 < model 3 < model 2 < model 4. These data,
in line with the results of experimental research [30], also prove the formation of strong
chemical bonds between the adsorbent and the adsorbate in the presence of oxygen and
water vapor, thus indicating a strong inhomogeneity of the adsorbent surface.

3.2. Non-Linear Regression

In the case of describing sulfur dioxide adsorption by non-linear regression, the so-
called sum of normalized errors (SNE) method was applied, allowing to select the most
appropriate error function used to optimize kinetic parameters. This method makes it
possible to estimate the values that are not burdened with the error resulting from the use
of only one type of function and enables the selection of the model that best describes the
adsorption process.

Figure 4 shows the distribution of the parameter of the sum of normalized errors for all
tested samples. As can be seen, the SNE value determined for one data series varies greatly.
Within a given model, it may even decrease twofold (e.g., for the UnCarb_HAsh trial and
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model 3: 8.81 in the case of minimizing the R2 criterion and 4.39 in the case of minimizing
the EABS criterion). Especially in the case of models 3 and 4, there is a correlation that
minimization of the determination coefficient (R2) and correlation (R) leads to high SNE
values. This observation does not confirm the commonly used assumption that the models
with R2 > 0.7 describe the studied phenomena reliably [43,44]. It is therefore clear that
fitting data by any of the non-linear equations based on the R or R2 functions only, cannot
be treated as evidence or prerequisite of the existence of a mechanism that determines the
kinetics or dynamics of adsorption in a given system. Notwithstanding the fact that it is
quite common in the literature to use them as a basis for the assessment of the quality of
fitting kinetic data to experimental data [45–47]. Interestingly, the analyses were performed
to prove a certain universality of the χ2 and HYBRID functions. As noted, in 15 out of
28 cases the minimization of these functions led to the lowest SNE values for individual
models (Table 4). For example, for the AKP-5 sample, HYBRID values in the range 5.60–6.28
were recorded—the lowest for models 1, 2, and 4; in the case of the AKP-5/A sample
(SO2 + Ar + H2O(g) + O2), the noted values of χ2 were in the range 4.27–8.09—the lowest
for models 2, 3, and 4.

Table 4. SNE error analysis for kinetic models solved by non-linear regression method—the most
appropriate values.

Sample Model 1 Model 2 Model 3 Model 4

SO2 + Ar

UnCarb_HAsh
HYBRID HYBRID EABS χ2

5.40 4.84 4.39 5.06

UnCarb_MAsh
SSE χ2 χ2 ∆q
8.16 7.13 5.37 5.00

UnCarb_LAsh
R2 EABS MPSD EABS

8.97 8.43 3.16 5.59

AKP-5
HYBRID HYBRID EABS HYBRID

6.08 6.28 6.94 5.60

AKP-5/A
HYBRID χ2 χ2 MPSD

5.42 4.97 6.77 4.84
SO2 + Ar + H2O(g) + O2

UnCarb_LAsh
SSE R χ2 EABS
8.92 7.55 4.04 5.52

AKP-5/A
SSE χ2 χ2 χ2

7.91 8.09 4.27 6.18
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Table 4 distinguishes the error functions used for non-linear regression (out of 9),
for which the most appropriate values of the SNE function were obtained. These values
served as a criterion for selecting an appropriate mathematical model for the discussed
adsorption case. As can be seen, regardless of the tested sample and process conditions,
in the case of models 1 and 2, the lowest SNE values were obtained by minimizing the
complex fractional error function (HYBRID), and for models 3 and 4, by Marquardt’s
percentage standard deviation (MPSD). Interestingly, all the indicated values correspond to
the SO2 + Ar mixture. As a result of wetting and oxygenating the gas mixture, the functions
of 9 statistical errors for each model generated higher SNE values.

A detailed analysis of the nonlinear fit and SNE values (Tables 4 and 5), at the level
of the tested samples and process conditions, clearly indicates that under the conditions
of the SO2 + Ar mixture, in the case of commercial activated carbons and the unburned
activated carbon UnCarb_MAsh sample, permanent bonding of sulfur dioxide could have
occurred. Compatibility of adsorption with the Elovich equation (model 4) shows that
the adsorption sites increased exponentially with the course of the process, which re-
sulted in multilayer adsorption. Interestingly, for the UnCarb_HAsh and UnCarb_LAsh
(SO2 + Ar and SO2 + Ar + H2O(g) + O2) and AKP-5/A (SO2 + Ar + H2O(g) + O2) samples,
diffusion in boundary layers or inside the pores of adsorbents (model 3) could have
been the stage limiting the adsorption rate. Considering the high values of parameter C
(od 8.17 do 24.3 g·kg−1) (Table 5), it can be indicated that in the case of the UnCarb_LAsh
and AKP-5/A samples, internal diffusion of sulfur dioxide dominated over the general
adsorption kinetics. The phenomenon of external diffusion should rather be noted for the
UnCarb_HAsh sample (C = 0) (Table 5), similar to the case [48].
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Table 5. Kinetic parameters determined by the method of linear regression.

Sample
Model 1 Model 2 Model 3 Model 4

k1 k2 mS,∞ kid C α β

min−1 kg·g−1·min−1 g·kg−1 g·kg−1·min−0.5 g·kg−1 g·kg−1min−1 kg·g−1

SO2 + Ar
UnCarb_HAsh 0.224 6.57E-03 31.8 4.59 0 13.6 0.123
UnCarb_MAsh 0.581 2.41E-02 31.0 5.38 7.48 54.4 0.175
UnCarb_LAsh 1.19 6.85E-02 29.4 1.97 18.2 3955 0.353

AKP-5 0.312 1.97E-02 17.1 3.45 0.460 11.8 0.280
AKP-5/A 0.252 1.19E-02 20.6 3.52 0.775 9.44 0.213

SO2 + O2 + H2O(g) + Ar
UnCarb_LAsh 0.865 2.59E-02 47.5 4.80 24.3 390 0.153

AKP-5/A 0.578 3.71E-02 21.5 2.74 8.17 61.7 0.284

It is worth emphasizing, disregarding the values of the SNE function, that as a con-
sequence of the addition of H2O(g) and O2 to the gas mixture, the kinetic parameters of
SO2 adsorption have changed (Table 5). Analogously to the linear regression method
(Table 2), for both samples (UnCarb_LAsh and AKP-5/A) an increase in the boundary layer
effect was noted (in accordance with C). Moreover, for the AKP-5/A test, the rate of SO2
adsorption under the SO2 + Ar + H2O(g) + O2 mixture was intensified (in accordance k1, k2
and α).

3.3. Comparative Analysis of Linear and Non-Linear Regression

To assess the validity of the description of the kinetics and dynamics of adsorption by
means of linear or nonlinear regression, the values of statistical errors and model curves
were compared for the models for which the smallest deviations from empirical data were
recorded (Figure 5, Table 6). As can be seen, for 6 out of 7 tested trials, the research clearly
proves that it is the linear regression that more accurately reflects the behaviour of the
adsorption system (regardless of the process conditions). What is particularly interesting,
only for the UnCarb_MAsh sample, the method of linear and nonlinear fitting indicates
the same mechanism of the studied phenomenon (model 4). Depending on the applied
statistical error, the linear and nonlinear approaches may differ even several dozen times.
For example, for the AKP-5/A (SO2 + Ar + H2O(g) + O2) sample it was noted that the
HYBRID error reached the value of 0.2 with linear regression and as much as 56 times more
with non-linear regression (11.2).
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Table 6. Error analysis for kinetic models solved by linear and non-linear regression methods.

Model R2 R ∆q SSE ARE χ2 HYBRID MPSD EABS

UnCarb_HAsh 1

Model 4 L 0.952 0.976 28.3 27.8 17.4 2.2 72.5 32.7 10.1
Model 3 NL 0.752 0.867 29.1 152.9 17.8 7.1 235.9 33.6 17.7

UnCarb_Mash 1

Model 4L 0.966 0.983 11.0 21.5 7.7 0.96 32.0 12.7 8.24
Model 4NL 0.961 0.980 9.6 27.4 5.4 1.01 33.6 11.1 7.4
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Table 6. Cont.

Model R2 R ∆q SSE ARE χ2 HYBRID MPSD EABS

UnCarb_Lash 1

Model 4L 0.988 0.994 5.2 7.0 3.5 0.3 9.1 6.0 4.4
Model 3NL 0.220 0.469 9.7 358.9 5.7 1.0 34.4 11.2 25.8

AKP-5 1

Model 1L 0.998 0.999 3.7 0.3 2.1 0.04 1.3 4.3 0.8
Model 4NL 0.967 0.983 10.6 6.4 7.9 0.5 17.0 12.2 4.4

AKP-5/A 1

Model 1L 0.979 0.989 8.4 5.1 4.0 0.4 12.4 9.7 2.4
Model 4NL 0.953 0.976 12.3 13.1 7.3 0.9 29.6 14.2 5.5

UnCarb_Lash 2

Model 4L 0.994 0.997 4.1 9.2 2.8 0.2 8.2 4.8 5.0
Model 3 NL 0.465 0.682 9.0 633.3 6.5 1.2 38.9 10.4 36.5

AKP-5/A 2

Model 4L 1.00 1.00 0.9 0.08 0.6 0.005 0.2 1.0 0.5
Model 3NL 0.686 0.828 7.5 72.1 5.6 0.3 11.2 8.7 12.5

1 SO2 + Ar; 2 SO2 + O2 + H2O(g) + Ar.

What is also noteworthy, comparing the kinetic parameters from Table 2 for the linear
regression method with the parameters from Table 5 for the non-linear regression method,
it can be seen that the differences between them can be over 100%. As can be seen, the kid
rate constant for the UnCarb_LAsh trial for the linear fit is 1.97 g·kg−1·min−0.5, and for the
non-linear fit it is as much as 4.47 g·kg−1·min−0.5 (the difference is 227%).

4. Conclusions

The aim of this article was to determine the parameters of the kinetics and dynamics
of adsorption by linear and non-linear regression for the following models: the pseudo
first-order (model 1) and pseudo second-order (model 2) models, intraparticle diffusion
(model 3), and chemisorption on a heterogeneous surface (model 4). The quality of fitting
the model data to the experimental data was analyzed based on 9 statistical error functions
(R, R2, ∆q, SSE, ARE, χ2, HYBRID, MPSD, EABS) and, in the case of non-linear regression,
the normalized error sum (SNE) method. The performed measurements and analyzes lead
to the conclusion that:

- confronting 9 statistical error functions for the models was the most reliable for linear
and non-linear regression, respectively, leading to an unequivocal conclusion that it
is the linear regression that more accurately reflects the behaviour of the adsorption
system (regardless of the process conditions);

- in the case of the SO2+Ar mixture, for commercial samples of activated carbons AKP-5
and AKP-5/A, regardless of the statistical error function, the quality of the results
suggests that SO2 adsorption is a first-order kinetic reaction (model 1). However,
it should be noted that fitting model data to experimental data for the systems close to
the equilibrium state can only result from the mathematical foundations of model 1;

- in the case of unburned carbons samples (UnCarb_HAsh, UnCarb_MAsh, UnCarb_LAsh),
regardless of the process conditions, and the AKP-5/A (SO2 + Ar + H2O(g) + O2) sample,
the quality of the results shows that the adsorption is compatible with the kinetic
mechanism of chemisorption on the heterogeneous surface (according to model 4);

- the sum of normalized errors, regardless of the tested sample and process conditions,
reaches the lowest values for models 1 and 2 by minimizing the hybrid fractional error
function (HYBRID), and for models 3 and 4 by the Marquardt’s percentage standard
deviation (MPSD);

- minimization of the determination coefficient (R2) and correlation (R) leads to high
SNE values. Fitting data by any of the non-linear equations based on the R or R2
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functions only cannot be treated as evidence or a prerequisite of the existence of a given
mechanism determining the kinetics or dynamics of adsorption in a given system.

- only in 1 case (UnCarb_MAsh) out of 7 possible, both linear and non-linear regression
indicate the same mechanism of the adsorption phenomenon—identical to chemisorp-
tion on a heterogeneous surface (according to model 4).

The analysis presented above proves that linear methods generally enable the deter-
mination of kinetic parameters that reflect the character of adsorption more reliably than
non-linear methods, although it is puzzling that usually each of the approaches indicates a
different mechanism of the phenomenon. Hence, in order to determine the optimal set of
kinetic pairs as faithfully reproducing the course of the analyzed processes as possible, it is
recommended to perform both linear and non-linear regression, in accordance with the
methodology presented in this paper. Moreover, the assessment of the mechanism of the
adsorption reaction based solely on the accuracy of the kinetic model may be misleading
and, in the opinion of the authors, requires additional discussion supported by experimen-
tal studies, as in the case of [30]. Considering the limited amount of data in the literature
on SO2 adsorption on unburned carbon from lignite fly ash, the indicated work may be the
first attempt at a thorough analysis of the chemical kinetics of this process, constituting the
basis for considering the industrial application of the adsorption reaction.
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Abstract: The use of low-emission combustion technologies in power boilers has contributed to
a significant increase in the rate of high-temperature corrosion in boilers and increased risk of
failure. The use of low quality biomass and waste, caused by the current policies pressing on
the decarbonization of the energy generation sector, might exacerbate this problem. Additionally,
all of the effects of the valorization techniques on the inorganic fraction of the solid fuel have
become an additional uncertainty. As a result, fast and reliable corrosion diagnostic techniques
are slowly becoming a necessity to maintain the security of the energy supply for the power grid.
Non-destructive testing methods (NDT) are helpful in detecting these threats. The most important
NDT methods, which can be used to assess the degree of corrosion of boiler tubes, detection of the
tubes’ surface roughness and the internal structural defects, have been presented in the paper. The
idea of the use of optical techniques in the initial diagnosis of boiler evaporators’ surface conditions
has also been presented.

Keywords: fire-side corrosion; boiler tube wastage; diagnostics; industrial-scale boilers; non-
destructive inspection; pipe inspection; wall thickness measurement

1. Introduction

The use of low-emission combustion techniques in pulverized coal-fired boilers has
contributed, to a large extent, to intensifying the high-temperature corrosion processes,
consequently causing the relatively quick wastage of wall tubes [1,2]. Fire-side corrosion in
coal-fired boilers has been well investigated [3–8]. In general, fire-side corrosion can be
subdivided into two distinct types, namely:

• water wall (evaporator) corrosion
• corrosion of the superheaters

The main causes of the boiler tubes high-temperature are: impurities in the fuel, such
as sulphur alkali metals and chlorine; the lack of control of the combustion process resulting
in a reducing gaseous environment at the tube surface; impingement of flames; and the
temperature of tube metal.

The erosion-corrosion boiler tube-thick losses increase the exploitation expenses by
increasing the frequency of the necessary full and partial screen replacements. They also
strongly negatively affect the reliability and availability of the whole power unit. In general,
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the problem of the severe wastage of the wall tubes in boilers emerged a long time ago,
for boilers fired with hard coal, after the modernization of their furnace systems; i.e.,
after staged combustion had been introduced. Reducing atmosphere can be detrimental
to high-chromium heat-resisting steels with ferritic matrix, working at elevated or high
temperature, making them liable to brittleness growth, as mentioned by Golanski and
Lachowicz [9]. For temperatures as high as 720 ◦C, the presence of a regular grid or Sigma
phase residue at the ferrite grain boundaries can be observed [9].

In the near future, industrial size power units will remain vitally important as power
sources due to their flexible ability to cover demand when intermittent power sources
are incapable of supplying the energy to the grid [10]. The ability to utilize biomass in
these units will allow them to decrease their carbon footprint while maintaining the energy
supply security for the grid. However, due to the inherently high variability of biomass, in
terms of its properties, even the use of novel valorization techniques might not alleviate the
problem completely. Therefore, there is a need for quick and reliable corrosion diagnostics
techniques that will allow for optimizing the maintenance of power plant boilers. Nowa-
days, diagnostics are performed using visual inspection, followed by sampling sections
of piping for laboratory testing. This is time-consuming as removed sections need to be
replaced before the startup of the boiler after the inspection. Furthermore, any left-over
tensile stress can lead to the formation of cracks, as observed by Duarte et al. [11].

2. The Problem of the Fire-Side Corrosion

Biomass is an energy source that is considered neutral in terms of CO2 emissions [12].
That statement is based upon an oversimplification. Of course, carbon dioxide is always
released as a product of combustion when carbon is being burned. However, biomass
absorbs carbon present in CO2 particles during the photosynthesis process. Carbon, along
with oxygen and hydrogen, is one of the three main elements present in biomass, namely
in three main carbohydrate compounds (cellulose, hemicelluloses and lignin) that form the
orthotropic, composite organic structure of plants.

Two main types of biomass that may serve as fuel are woody biomass and herbaceous
biomass [13–17]. Woody biomass originates from the forest, and it is often called lingo-
cellulosic biomass because trees typically contain quite significant amounts of lignin [14,18].
Herbaceous biomass consists mainly of hemicellulose and cellulose and contains only a
minor part of lignin. It is mostly represented by perennial plants, which in many cases
are grown as crops [14,19,20]. One of the major problems that is especially related to the
combustion of herbaceous biomass is high alkali (K, P) and chlorine content [21–25]. Simi-
larly, this problem is important in combustion in waste-to-energy plants [26,27]. Moreover,
similar behaviour can be observed in the deficiency of oxygen, e.g., during gasification [28].
Due to the relatively low evaporation temperature, compounds that consist of the afore-
mentioned elements may evaporate in the combustion chamber (Figure 1) and later on
condense on the superheater tubes. The problem consists of two different mechanisms and
could be detrimental for heat exchanging surfaces, as has been confirmed for a wide range
of alloys [29,30].

The first mechanism is called fouling, and it introduces problems with heat exchange
and flue gas flow within the heat exchanger area. It is caused by deposits of previously
mentioned compounds and also unburned char and ash that stick to the molten deposits
and make them grow by volume. The second mechanism is fire-side (high temperature)
corrosion (Figure 1). This mechanism is of chemical nature but works in between the tube
surface and the deposit. It weakens the alloys that tubes are made of, which is dangerous
in terms of pressurized devices. Moreover, it decreases the total lifetime of the device. It is
known that the reducing environment (with mineral matter, sulfur and chlorine present in
the flue gas) inside the furnace leads to high corrosion rates [4,31].

The analyses of the composition of the gas boundary layer and that of the wall
tube deposits have shown that the corrosion process is mainly due to combustion with
air deficiency, i.e., with the occurrence of reducing zones and the presence of hydrogen
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sulfide [32]. The corrosion wastage of the tubes is compounded by the presence of sodium
and potassium. A strongly correlated relationship between the reducing conditions and
the corrosion process has been established. The investigations of the deposits showed that
sulfur usually occurs in the second deposit layer, and its content reaches a high value, and
the quantity of deposits does not decide the rate of corrosion. Moreover, the presence of
K2SO4 is an additional factor that could influence the behavior of the eutectics [33].
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Figure 1. Fouling by KCl in a fixed bed straw boiler (left), with chloride and sulfide corrosion
mechanism (right)—adapted, based on [34,35] (SH1 and 2—sections of the superheaters in the boiler).

It is possible to mitigate the corrosion potential of the fuel by applying carefully
selected fuel mixtures [36] or fuel valorization techniques. Some of them, e.g., wash-
ing [37], are simple but require large quantities of water or alternatively are dependent
on atmospheric conditions (rain). Other processes, such as hydrothermal carbonization,
can influence the composition of the inorganic fraction of the material [38–43]. However,
this influence can be both positive and negative, depending on the process conditions (e.g.,
Figure 2). These techniques are getting increased attention as they are especially suitable
for types of biomass with high moisture content [44–49]. In some of the cases, mixing of
different fuels can be utilized effectively, e.g., co-firing of problematic biomass with sewage
sludge [50,51] and peat [52].
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Figure 2. Miscanthus after wet torrefaction in different process conditions (samples after wet torrefac-
tion in 200 ◦C, 10 min, water: biomass ratio 12:1): (a) raw samples; (b) samples after 3 h of ashing in
the furnace at 850 ◦C.

In addition, using additives, as an injection of ammonia sulfate [52] or adding min-
eral additives [53,54] (kaolin, zeolites), could be feasible in terms of reducing the risk of
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deposition and corrosion. However, due to required changes in the feeding system and
the availability of such supplementary fuels in close proximity to the plant, fuel logistics
become increasingly difficult in both of these cases. The work on improvements in the
materials for the boilers is also intensive at the moment [55]. Moreover, the pace of the
development of different coatings is also considerable [56]. Technical means are also used
to remove these deposits, e.g., by using soot blowers [57]. However, improvements in
material science will not make diagnostics obsolete, only less intensive.

Many researchers have established the relationship between high corrosion rates
and the strongly reducing atmosphere near the wall. It is well proven that the reducing
environment inside the furnace [58,59] and mineral matter of the ash composition, such
as the presence of sulfur, chlorine, and potassium leads to high corrosion rates. Pronobis
and Litka [60] showed that the corrosion rate depends on the temperature of the external
tube surface and on the distribution of the local CO concentration in the boundary layer in
the furnace.

Two systems of online monitoring of the boundary layer gas composition have been
developed independently and tested in some boilers [61]. The results of working with such
a system might be helpful, e.g., in making decisions related to protective-air systems and
anti-corrosion coatings implementation. Modelling of ash deposition by computational
fluid dynamics (CFD) has turned out to be helpful in indicating the areas most susceptible
to corrosion [62–64]. The results obtained may be useful in optimizing the boiler operation
and modernizing burners and the boiler furnace. It was observed by Modliński and Hardy
that CFD simulation was one of the best ways to detect eventual problems that could
potentially be caused by the unfavorable distribution of CO and O2 in a pulverized coal
boiler [65–67]. On the other hand, CFD simulation could be a good way of assessing
improvement offered by designs impeding the corrosion process, e.g., slot wall jet [68].

Despite the fact that such techniques are constantly being improved, a lot of damage
caused by the boiler tube-thick losses (Figure 3) results in the intensification of interest in
and need of simple and reliable non-destructive testing methods. The methods are expected
to be sufficiently precise and easy to utilize in the conditions one experiences during work
inside a boiler combustion chamber. Non-destructive testing methods (NDT) that aim at
inspecting the state of heating steam boiler surfaces can be used as a fast screening technique
for corrosion effects. Utilizing such methods during periodic inspections contributes to
taking preventive actions and avoiding emergency situations caused by high-temperature
corrosion. These methods may also be used in studies of the effectiveness of functioning of
the new protective coatings types that are used more and more in our energy economics.
Some of the methods give a chance to automatize the measurement process.

Energies 2021, 14, x FOR PEER REVIEW 4 of 15 
 

 

In addition, using additives, as an injection of ammonia sulfate [52] or adding mineral 
additives [53,54] (kaolin, zeolites), could be feasible in terms of reducing the risk of 
deposition and corrosion. However, due to required changes in the feeding system and 
the availability of such supplementary fuels in close proximity to the plant, fuel logistics 
become increasingly difficult in both of these cases. The work on improvements in the 
materials for the boilers is also intensive at the moment [55]. Moreover, the pace of the 
development of different coatings is also considerable [56]. Technical means are also used 
to remove these deposits, e.g., by using soot blowers[57]. However, improvements in 
material science will not make diagnostics obsolete, only less intensive. 

Many researchers have established the relationship between high corrosion rates and 
the strongly reducing atmosphere near the wall. It is well proven that the reducing 
environment inside the furnace [58,59] and mineral matter of the ash composition, such 
as the presence of sulfur, chlorine, and potassium leads to high corrosion rates. Pronobis 
and Litka [60] showed that the corrosion rate depends on the temperature of the external 
tube surface and on the distribution of the local CO concentration in the boundary layer 
in the furnace. 

Two systems of online monitoring of the boundary layer gas composition have been 
developed independently and tested in some boilers [61]. The results of working with 
such a system might be helpful, e.g., in making decisions related to protective-air systems 
and anti-corrosion coatings implementation. Modelling of ash deposition by 
computational fluid dynamics (CFD) has turned out to be helpful in indicating the areas 
most susceptible to corrosion [62–64]. The results obtained may be useful in optimizing 
the boiler operation and modernizing burners and the boiler furnace. It was observed by 
Modliński and Hardy that CFD simulation was one of the best ways to detect eventual 
problems that could potentially be caused by the unfavorable distribution of CO and O2 
in a pulverized coal boiler [65–67]. On the other hand, CFD simulation could be a good 
way of assessing improvement offered by designs impeding the corrosion process, e.g., 
slot wall jet [68]. 

Despite the fact that such techniques are constantly being improved, a lot of damage 
caused by the boiler tube-thick losses (Figure 3) results in the intensification of interest in 
and need of simple and reliable non-destructive testing methods. The methods are 
expected to be sufficiently precise and easy to utilize in the conditions one experiences 
during work inside a boiler combustion chamber. Non-destructive testing methods (NDT) 
that aim at inspecting the state of heating steam boiler surfaces can be used as a fast 
screening technique for corrosion effects. Utilizing such methods during periodic 
inspections contributes to taking preventive actions and avoiding emergency situations 
caused by high-temperature corrosion. These methods may also be used in studies of the 
effectiveness of functioning of the new protective coatings types that are used more and 
more in our energy economics. Some of the methods give a chance to automatize the 
measurement process. 

  
(a) (b) 

Figure 3. Visible darkening of the tube wall and its effect on the boiler OP430 damage: (a) a fragment
of corroded pipe, cut-out during the maintenance; (b) evaporator pipe ruptured in the boiler (photo
by authors).
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3. Non-Destructive Testing Methods for Fire-Side Corrosion Testing

Non-destructive testing methods (NDT) pertain to non-invasive measurement tech-
niques that allow observers both to study the structure of the construction material and to
take quantitative measurement of certain characteristics of the sample studied, for example,
of the material thickness. As opposed to destructive testing methods, NDT serves to assess
the material’s state without causing damage to the sample studied [69,70].

The NDT methods are used in many industrial fields as well as in nearly every stage
of the manufacturing processes for a wide range of products [71,72]. They play a crucial
role in ensuring low operating costs, security, and reliability of the whole industrial plant’s
functioning. The techniques of non-destructive weld testing are widely used in many
industrial fields, including in energy economics as well [73].

Ultrasonographic techniques, as well as the ones using eddy currents, usually exploit
small surface probes, which restrict the whole area only to control a tiny bit of the boiler wa-
ter wall. Moreover, methods using, for example, ionizing radiation and infrared radiation
are also being developed.

One of the interesting techniques is in situ metallographic testing, which can be
performed during periodic boiler inspections [74]. The method gives additional knowl-
edge regarding the structural changes that occurred in the inspected sections during the
exploitation of the boiler. However, it should be noted that such inspections should be
performed by well-skilled staff to avoid misinterpretation of the metallographic data [74].
The time and resources needed for advanced diagnostic methods could be saved by initial
identification of areas particularly exposed to high corrosion rates, using simple methods.

3.1. Ultrasonographic Methods

Ultrasonographic methods utilize phenomena that result from differences pertaining
to the speed of mechanical vibration movement in the materials studied and their surround-
ings [70,75,76]. The differences trigger the reflection of waves at the media boundaries.
The ultrasonographic measurements are realized by sending an ultrasonic impulse to the
sample studied. The impulse bounces off the sample edge, comes back to the receptive
head and then is presented to the operator. By measuring the reflected wave movement
times and by knowing the speed with which the wave moves in a given medium, it is
possible to estimate the thickness of the measured sample as well as the localization of the
potential unevenness and defect in its structure.

The ultrasonographic technique is of two types:

• the classic one, which uses the transmitter head generating vibrations;
• the EMAT Method, in which the mechanical vibrations are evoked in the

material studied.

In the first method, one head works as a transmitter, the second one as a receiver.
The ultrasonic wave is most frequently generated and converted into electric impulses by
means of the piezoelectric phenomenon. Techniques of various technological advancement
levels can be distinguished here; however, the classic method (manual measurement with
the use of light and hand-held measuring devices) is of the utmost importance in boiler
tubes studies.

The classic method requires the appropriate preparation of the sample studied—that
is, cleansing its surface as well as using the surface, which transmits the transmitter head
vibrations to the sample studied. As for the studies of the boiler tubes’ thickness, they refer
to the necessity of the appropriate preparation of the tube surface where the measuring
head is located—that is, the deposit has to be removed, and the surface is expected to be
polished (Figure 4).
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The electromagnetic acoustic transducer method (EMAT) assumes the actuation of
vibrations being studied by using the magnetic field. The vibrations inside the sample
studied are actuated through the overlapping of two kinds of magnetic fields: constant
and variable. These are incited by means of the winding powered by a generator. The
material thickness measurement itself is conducted in a similar way to that in which the
classic ultrasonic method with the piezoelectric head is conducted. The measurement is
carried out using a special head with a transducer not requiring direct contact with the
tested material; therefore, there is no need for mechanical removal of the deposit (oxide
layer on the fire-side of the water wall or superheater tubes), and measurements can be
carried out very quickly without the need for a liquid couplant (as is the case with the
ultrasonic method) [70,77]. Such a diagnostic system is suitable for quick wall thickness
measurements in power boilers because it enables a detailed examination of the entire
evaporator surface and obtains a clear visualization of the control results (color maps).

There are solutions for carrying out the inspection of large surfaces operating at high
temperatures [78]. However, measurements of the wall tubes’ thickness are still carried out
during the boiler outages because cleaning of the surface is usually necessary before the
inspection inside the furnace chamber (especially during biomass combustion, which is
accompanied by increased fouling of the heating surface).

However, the automation of measurements (use of robots) would be beneficial, as it
would allow measurements to start earlier and reduce the time of the entire
diagnostic process.

Undoubtedly, the EMAT Method, in comparison to the classic ultrasonic method,
boasts, as its greatest advantage, the possibility of contactless measurement as well as less
sensitivity to the state of the surface of the sample studied. This method, nevertheless, has
some limitations. One of them is the accuracy of the measurement. Another is the influence
of the accuracy of the distance of the head from the test object, and the effect of chemical
composition and structure of ash deposits on the signal disturbance [79].

3.2. Methods Employing the Magnetic and Electromagnetic Fields

Because of the possibility of using the study materials utilized in the construction
of industrial-scale boilers, one may apply two, out of many, methods of measurement
employing magnetic and electromagnetic fields: the magnetic flux leakage method (MFL)
and the saturated low-frequency eddy current method (SLOFEC).

The MFL method employs the magnetization of the material studied to the saturation
level as well as the measurement of magnetic field corona in places in which material losses
and other anomalies are located [71,72,75]. Detecting defects by means of this technique
has been known for a long time; new studies concerning this issue refer to methods
of establishing the structure of detected defects. The constant magnetic field applied
to the material studied is generated by an adequately strong magnet or electromagnet
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constituting an element of the measuring probe. The field closes inside the sample studied
and should trigger saturation of the sample. In the places where losses, material defects,
or contractions are present, the magnetic field corona occurs, which is captured by the
measuring probe. In one of the recommended solutions, detecting corrosion inside the
tubes constitutes the original function of the measuring device. Prior to the test proper,
calibration tests are necessary, whose task is to adjust the measurement system to the
specifics of the tested object. In these studies, various methods of simulation of defects
characteristic of the material studied are employed. High-resolution devices using the MFL
Method gather the data roughly every 2 mm along the tube axis. The measurements are
processed by the specialized software, which, on the basis of the whole set of data received,
assesses the present state and makes a prediction concerning the corrosion progress. The
measurement accuracy constitutes the limitation of the method—the material losses can
indeed be identified but without the information on which side of the sample studied the
loss is located.

The SLOFEC Method uses eddy current along with the constant magnetic field [80].
The classic method employing eddy current is not quite suitable for ferromagnetic materials
studies because of the low ability of the current to deeply penetrate materials of this kind.
Applying the constant magnetic field to the sample studied causes improvement of the
eddy current penetration depth. In the case of a defect, the magnetic field lines have
a higher density in the remaining wall thickness where the fault is located. This, as a
consequence, changes the medium magnetic permeability and changes the arrangement
of the eddy current field lines. Alterations in the arrangement of the eddy current field
lines undergo analysis in reference to calibrations with regards to differences in amplitude
and the signal phase. The possibility of observation of the phase, amplitude, and shape
of the received return signal in the SLOFEC Method allows observers to assess the tube
wall thickness loss and distinguishing defects at both sides of the wall [80]. In addition, the
SLOFEC Method is not an absolute wall thickness measurement technique, and calibration
by a comparison technique, like the ultrasonographic method, is required. Although some
similarity in using the magnetic field between the SLOFEC (the constant and variable
magnetic field) and EMAT methods can be observed, a fundamental difference between the
two exists, too. In the EMAT method, the issue under investigation is the signal resulting
from mechanical vibrations in the sample studied. On the other hand, in the SLOFEC
method, the induced current is observed.

Another non-contact inspection method that could be used for the purpose of the
fire-side corrosion method is eddy current testing (ECT). The method can potentially be
used for measuring the wall thickness through insulation and cladding [81]. Pulsed eddy
current (PEC) testing is still a relatively new technique used for the inspection of electrically
conducting and ferrous materials with corrosion under insulation; it provides considerably
more defect information when compared to conventional eddy current techniques due
to the use of an excitation pulse that contains broadband frequencies [82]. Pulsed eddy
current testing (PECT) uses broadband excitation for sufficient electromagnetic penetration
into test objects [81,83]. The PECT signal changes over time along with the penetration of
eddy current, and therefore it might be possible to characterize a test object by depth from
the analysis of the time-varying signal. The short duty cycle pulses consume lower power
in comparison to those of its sinusoidal counterpart. With the same large excitation current,
higher excitation pulses can be employed to strengthen induced eddy currents. Overall,
the PECT method can be applied to wall-thinning measurement when the pipe wall and
cladding sheet’s properties are fully understood. It is possible to apply this approach
to other insulated or difficult-to-access test objects, where no contact with the probe is
required [81]. Other methods, such as RFID (radio frequency identification) [75], as well as
microwave-based sensors [75,84], have attracted interest as novel diagnostic techniques for
online monitoring of structural materials’ integrity in the process industry, especially in the
context of the development of so-called industry 4.0 [75].
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3.3. Methods Employing Ionizing Radiation

Utilizing ionizing radiation may present another method of tube thickness alteration
analysis. In this case, however, the tube must be located between the source and receiver
of radiation, the latter of which constitutes a specialized scintillator-multiplier phototube
system. The electronics in this construction consist of a CCD camera equivalent. In
addition, software analyzing the received radiograph results plays a crucial role in the
measuring system.

An image from the camera is sent to a computer, where it undergoes an analysis aimed
at establishing the thickness of the wall of the x-rayed tube. Methods utilizing ionizing
radiation are, in practice, used for tube wall thickness measurement. However, they require
synchronized radiation source placement and a receiver head at both sides of the analyzed
tube. They detect corrosion and erosion defects both sides on the outer and inner tube
surface, as well as the insulated and deposit-covered tubes [85–87]. In the case of field
studies in boilers with airtight screens, this may cause some difficulties, especially when
additional angular exposure is required. This method type, nevertheless, allows for the
measurement process automatization with minimal costs destined for the preparation of
the surfaces for analysis.

3.4. Infrared Radiation-Based Methods

Methods employing infrared radiation concern observation of the heat corona of
the material studied heated by the local heat impulse. The observation is assisted with
the camera working in the infrared mode. The pace at which the material regions with
different thicknesses give up the heat varies. This allows for distinguishing and detecting
the material regions. Moreover, on the basis of temperature change dynamics, one can
roughly assess the material thickness changes as well as other defects influencing the way
heat is conducted in the material. In this method, the infrared camera moves (as one
device) with a linear heat source in such a way as to situate in the camera view the material
region before and after heating it. The temperature recorded from the unheated region
contains information about the initial temperature schema in the sample studied. One
of the advantages this method offers is the easiness with which the measuring process is
automated as well as the possibility to gain the map of the thickness of large-surface screens
after the scan process is over. Unfortunately, the results are subordinate to the material
heat capacity as well as heat conductivity both of the tube material and the deposited layer,
the latter one being, in most cases, heterogeneous. That is why it is necessary, prior to
the analysis, to carefully cleanse the surface [88]. An example of using this measurement
technique for the study of the boiler screen is the Line Scanning Thermography System
(LST) produced by the Mistras Company [88].

3.5. Other Methods

Other methods of non-destructive testing could likely find their way to corrosion
detecting systems in boilers. Al-Mayouf and Al-Shalwi [89] investigated a simple galvanic
sensor that was useful for determining the start of iron corrosion under situations similar
to those used for separating layers of iron oxide magnetite from the steam boiler with the
5% HCL solution at 60 ◦C. The time at which the inclusion of corrosion inhibitors is needed
to safeguard the base metal can be signaled by this sensor [89]. The fiber brag grating
(FBG) system employs the use of photoacoustic sensors [75]. With a photoacoustic sensor,
two types of ultrasonic waves are generated: body waves (i.e., p-waves and s-waves) and
surface waves (fundamental mode of Rayleigh waves), which have higher amplitude and
are more sensitive to corrosion [75]. Recently, PARC Company has developed a technique
to allow optical fiber sensors to detect the wavelength deviation with a 50 femtometer
resolution [75]. The idea is to use a distributed array of high precision photosensors.
Brillouin distributed fiber is another sensor used for corrosion monitoring since it measures
the strain very precisely [75].
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4. Available Automatic Systems with Visual Data Processing

In order to determine the boiler tubes’ thickness, it is necessary to put scaffolds
in the boiler and to carefully cleanse the surface with a water stream. It is essential to
study an appropriately large screen surface region in as short a time as possible. Thus, it
seems profitable to automate such a study by utilizing special robots intended to relocate
measuring probes. Vakhguelt et al. [76] reported a conceptual design of a climbing robot
for corrosion measurements in power plant scale boilers, using EMA sensors [76].

The Bhabha Atomic Research Centre (BARC) is one of the companies that has at-
tempted to construct such a robot, which was intended for vertical movement along the
boiler wall tubes. The robot was adapted to relocate the EMAT measuring head and was
able to carry weight amounting to 10 kg at speed up to 120 mm/s [90]. Such a solution
allows for scanning the region of a large wall, detecting all of the critical wall tubes regions,
and, subsequently, making meticulous measurements of the thickness of the tubes by
means of the classic ultrasonic method in the very places that were detected.

The Vertiscan™ System by the Russell NDE Systems Company from Canada uses, on
the other hand, a magnetic robot—TubeCAT™—capable of self-moving along the vertical
tubes of the boiler. The robot, which uses the electromagnetic measurement method, has a
scanner (known as E-PIT) able to analyze five tubes at a time [91]. The system is calibrated
by using ultrasonic measurements.

The Alstom Company has been working for a few years on the development of mobile
robots. It is in possession of a few solutions which may be successfully used in the boiler
combustion chamber conditions playing the role of an automatized platform, for example,
in non-destructive studies (ultrasonography, eddy current, thermography, and radiation
measurements), in the visual inspection of the boiler (a video camera, 3D scanning), and in
the heating surface cleansing [92].

Using the visual systems may constitute technique supplementation, complementing
the tube thickness diagnostics, and may aid the initial evaluation of the heating boilers’
surface state. Systems of this kind utilize the tube surfaces photographs taken in visible
light. A prototype of such a computer vision system intended for evaluating the state of the
boiler evaporators’ surface was designed in the Department of Automation, Mechatronics
and Control Systems at the Wrocław University of Science and Technology.

The system equipment consists of a digital camera, LED illuminator, and devices
that aid in directing towards and indicating the current position in which the camera was
located while taking a photograph. The device may be moved by an operator (Figure 5),
although plans exist for the construction of some sort of mobile platform capable of moving
along the boiler walls by itself (as a robot).
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Figure 5. Schematic construction of the device intended for taking photographs of the boiler walls
and illustration demonstrating the OP-230 boiler firebox during a test: (a) a sketch of the device;
(b) the measurement process.
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The system software performs the photograph archiving and registers the data indicat-
ing the position as well as further analysis of what is visible in the photographs [93]. The
information is saved in the database, which enables one to visualize the whole wall or a
selected fragment bigger than a single photograph in the form of a photomosaic (Figure 6).
The possible use of machine vision systems depends on what has been photographed
and what kind of functions are implemented in the software. In the case of self-propelled
devices, the software will also aid the device movement control.
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Figure 6. The example of a screenshot from the program aimed at processing and analyzing the
evaporator photographs [93].

The field of application of vision systems is determined by what is intended for
photographing as well as the functions performed by the software that analyzes the
collected photographs. One of the possible applications of the vision methods is the
analysis of deposits that have accumulated on the surface of the tube. In such a situation,
the photographs are taken prior to getting rid of the deposit from the evaporator surface.
By comparing photographs of selected regions that were taken in various time periods,
one may, for example, assess the effectiveness of deposit blower work and the influence of
variable fuel properties on deposit formation.

After partial ash deposit removal, it is possible to search out, by means of picture
analysis methods, the places where the deposit underwent melting. Drawing conclusions
about the state of the boiler walls on the basis of the appearance of the deposit accumulated
on the walls is risky and requires the collection of the data from manifold measurements as
well as search for correlations by means of mathematical statistics methods. In the designed
software, the possibility of carrying out such analyses was provided.

The vision analysis may also concern the surface of the metal of which the tubes
have been made; nonetheless, it requires, in the beginning, the removal of the deposit
that has accumulated on this surface. The photographs taken in such a situation may be
analyzed through the picture detection methods, which are color irregularity measurement
oriented. Based on this, one may draw conclusions about the corrosion pitting on the metal.
Generally, images are obtained in the form of RGB components (with the possible Bayer
matrix at the sensor level). For this kind of analysis, a form of hue and saturation, the HSV
value is considered to be better. The size of the color space is roughly the same since we
also have three parameters. The hue parameter controls color but in the form of a color
wheel; therefore, similar values have similar colors (if we accept that 0 and 255 are close).
This allows for much simpler processing methods.

Descriptions of the measuring devices offered by various producers usually contain
information about the necessity to calibrate the device to particular applications. This
requirement concerns carrying out the test measurements, processing the collected data,
and, on the basis thereof, setting the parameters used during the measurement proper.
Data collected during the measurements is also compared to the model measurements
database, and, on this basis, one makes the final evaluation of the interpretation of the
collected material.
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Generally, the received measurement data constitutes data emerging as the sum
of responses of fragments studied from many samples. It causes some difficulties in
determining the unambiguous location and size of the detected defect in the structure
of the material studied. Usually, the ultrasonographic study is exemplified as the model
method of tube thickness measurement.

5. Conclusions

As far as the matter of the measurement methods used in not-destroying-metals
testing is concerned, one should focus on two issues:

• a physical phenomenon used for collecting measurement data;
• processing the collected data by means of computer techniques.

The methods that have the best chance of being widely used are those that allow
for relatively meticulous determination of the tube walls’ thickness without the need to
build a scaffold in the boiler firebox. The experience gained so far with the automation of
wall tube thickness measurement using the EMAT method shows its great potential and
the possibility of making quick measurements without time-consuming surface cleaning,
unlike the most commonly used method today—the ultrasonic method. If robots carrying
the measuring head are used (automatized measurement), it will be possible to test the
entire wall without the need to erect scaffolding.

Additionally, the vision methods will serve as aids; they will, in turn, be aided by the
appropriate computer software intended for processing and analyzing pictures. In this
case, it will be possible to use drones to take photos of the water wall surfaces in the boiler.

Non-destructive testing methods for fire-side corrosion testing are well proven for the
corrosion testing of water walls of the boiler. Straightforward utilization for inspection of
the superheaters might prove challenging due to difficult access. Further work is required
on this topic.
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22. Magdziarz, A.; Gajek, M.; Nowak-Woźny, D.; Wilk, M. Mineral phase transformation of biomass ashes—Experimental and
thermochemical calculations. Renew. Energy 2018, 128, 446–459. [CrossRef]

23. Zuwała, J.; Lasek, J. Co-combustion of low-rank coals with biomass. In Low-Rank Coals for Power Generation, Fuel and Chemical
Production; Woodhead Publishing: Sawston, UK, 2017; pp. 125–158. ISBN 9780081008959.
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Abstract: The aim of this paper is to investigate the mechanical properties of coal and biomass ash
during the sintering process. For this study, bituminous coal, lignite, wheat straw, barley straw, and
rye straw were selected. The proximate, ultimate, and oxide analyses were performed. The ash from
these fuels was prepared in a special way that ensured the physicochemical invariability of the initial
state of the mineral matter of coal and biomass. The purpose of this selection was to obtain widely
available and clearly diversified materials. Based on the results of ash composition and ultimate
analysis the most common ash deposition, indices were determined. Certain conflict of index indica-
tions was observed. Then, the mechanical test and pressure drop test were performed. During the
mechanical test, the fracture stress as a function of sintering temperature was measured. During the
pressure drop test, the pressure before and behind the sample was measured as a function of sintering
temperature. Both tests showed that the characteristic changes (the occurrence of a maximum on the
pressure drop curve and the inflection point at the mechanical curve) dependencies were at nearly
the same temperatures. These results were compared with the initial deformation temperature (IDT)
from the standard Leitz method. A linear relationship between sintering temperatures determined
by the mechanical test, pressure drop test, and IDT Leitz test was obtained. The obtained results are
promising in terms of the application of the mechanical methods (fracture stress test and pressure
drop test) as methods of the early stage prediction of slagging/fouling risks.

Keywords: biomass ash; coal ash; sintering; mechanical test; pressure drop test; slagging; fouling

1. Introduction

The efficiency of the combustion system producing the energy depends on processes
such as ash adhesion and ash removal. These processes lead to ash deposits creation on the
heat exchanger tubes and in the gas circuit (slagging and fouling process). The formation
of ash deposits on the surface of boilers and heat exchangers reduces the heat transfer rate
and therefore the efficiency of the whole system. For this reason, it is important to study
the slagging and fouling processes. These processes are mainly caused by reactive alkaline
and alkaline earth compounds found in coal and in a relatively large amount of biomass.

The amount of alkaline elements significantly influences the mechanism of mineral
matter transformation during the coal and biomass combustion process. These problems
have been widely described and discussed by many authors, in particular during biomass
combustion [1–4] and during coal combustion [5–8].

Slagging and fouling processes are closely associated with the ash fusion behavior—
mainly with the melting of ash. The ash sintering process takes place on the microstructure
level of the ash. But from a microscopic point of view, it is a very inhomogeneous material.
The individual particles of the ash have different shapes, different chemical compositions,
and different crystallographic structures. Then, it is very difficult to find a method that can
predict the temperature at which this ash starts to be viscous and starts, therefore, to make
the fouling or slagging on the surfaces of heat exchangers. The main mechanism of the ash
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sintering process is the melting of the surface of individual ash particles. The ash particles
with melted surface coalescent as a result of minimization of the surface tension [6,9,10]. The
formation of ash deposits—slagging in the radiative region and fouling in the convection
region of the combustion system can cause consequences such as deterioration of heat
transfer, damage of boiler surfaces, and even shutdown of the boiler [11,12]. It is interesting
that the ash deposit buildup is rather related to ash physicochemical properties, while its
strength development depends rather on ash sintering characteristics [12,13].

They are some widely used methods of assessing the slagging and fouling hazard.
The ash fusion test (AFT) is widely used. This test determines temperatures at which
change of samples’ shape is observed—deformation temperature (DT), spherical/softening
temperature (ST), hemispherical temperature (HT), and fluid temperature (FT), which
is a part of mineral matter transformation processes [3,5,14–16]. The other widely used
method is based on the statistical observations of the relationship between the amount
of basic and acid oxides and the tendency to slagging and fouling [17–20]. In addition to
these two methods, there are others based on the observation of the change of physical
properties of the ash. To detect the shrinkage behavior of the ash sample during the
sintering process, the Thermomechanical Analysis (TMA) method can be implemented.
That is originally applied in metallurgy [10]. The other interesting methods are thermal
conductivity analysis [21], compressing strength analysis [22–24], electrical resistivity
measurements [23], thermogravimetric analysis (TGA) [18,25], thermodynamic FactSage
analysis [18], optical heating stage microscopy (OSHM) [26], pressure drop test [9,10,27,28],
and other techniques presented in detail [29].

These methods are constantly applied to different types of solid fuels in order to better
understand the process of mineral matter transformation of solid fuels and to develop a
reliable and objective method for the assessment of operational hazards.

The interesting results of the ash deposits on tube strength in the convection section
of pulverized coal-fired boilers were presented [22]. Based on the tested compressive
strengths of sintered ash at three temperatures (750 ◦C, 850 ◦C, and 950 ◦C), it was found
that the compressive strength was higher for higher temperatures and lower for larger
ash particles. That was explained by the Frenkel sintering mechanism and the chemical
reactions of the formation of calcium aluminosilicates [22].

Our article focuses on the study of the nonstandard mechanical method based on the
measurement of the fracture stress of sintered ash samples in comparison with the results
of the pressure drop test, oxide indices, and the standard AFT test. The aim of our study is
to test the proposed mechanical method of the relationship between the fracture stress and
the temperature of sintered samples for two types of solid fuels (coal and biomass). Two
types of coal (bituminous and lignite) and three types of biomass (with relatively high Na
and Ca content) were used as the experimental material. Due to the fact that the content of
sodium and calcium determines the early stage of the ash sintering process [23], this choice
will allow us to test the proposed nonstandard mechanical method—sensitive to the initial
stage of the ash sintering process.

The proposed mechanical test has a large usage potential as an objective method
for assessing the slagging and fouling hazards for coal ash and biomass. Interestingly,
rapid changes in the breaking stress during the ash sintering process were observed in the
same temperature range as the rapid changes in the pressure drop test. That observation
shows that the breaking stress is very sensitive at the beginning stage of the ash sintering
process. In turn, the study of the initial stage of the ash sintering process is very important
in identifying the mechanisms of transformation of the mineral substance of solid fuels
during combustion under different conditions [22,30].

2. Materials and Methods

The study was carried out on three selected types of crops (rye, barley, and wheat
straw) and, as a reference, on two types of coals from Polish mines (lignite and bituminous
coal). For all the tested materials, the mechanical test and pressure drop test were conducted
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to determine their technological suitability, i.e., technical and elemental analysis. Each
tested biomass and coal sample was analyzed in terms of moisture content, ash content
and volatile matter, the content of solid combustible parts, the content of elements such as
C, H, O, S, N, and additionally, the heating value was determined.

The technical analysis was carried out in accordance with Polish Standards for solid
fuels, i.e., determination of moisture content by the gravimetric method [31], ash content
by the gravimetric method [32], the heat of combustion and calculation of calorific value
by methods of calorimetry [33], and volatile matter content by the gravimetric method [34].
The results refer to the analytical state, i.e., the state of fuel with moisture and ash content
like the sample brought to the level of equilibrium with the surrounding atmosphere. Fixed
carbon (FC) is the solid combustible flammable residue that remains in fuel after moisture,
volatile matter, and ash are expelled. FC content divided by the content of volatile matter
is called the fuel ratio (FR). According to their fuel ratios, coals have been classified as
anthracite with FR of at least 10; semi–anthracite with FR of 6 to 10; semi–bituminous with
FR of 3 to 6; bituminous with FR of 3; and as alternative fuels with FR of 1 or less. The
composition of the ashes was determined by the method of a Thermo iCAP 6500 Duo ICP
plasma spectrometer using ASCRM–010 as a reference substance.

The ash samples with 200 µm fraction were tested, i.e., fraction sizes with polydis-
persed dust consistencies that agree with generally applied principles used for hard and
brown coals, according to the norm [35].

Fuels of which ash samples were prepared were dried, grounded, and fractionated
to a grain size of less than 200 µm. Subsequently, all of the tested fuels were initially
degassed in a vertical oven (approx. 5 h time). Degassed samples were then sintered at
500 ◦C to achieve complete combustion of combustible components remaining in fuels
after degassing (approx. 20–30 h). The temperature of fuel sintering (500 ◦C) was selected
in the way that the melting point of mineral matter in the ashes was avoided. Therefore,
these prepared ash samples were fractionated to grains below 100 µm. In the next step, the
cylindrical samples from this form of ash are prepared.

In the strength method for forming the cylindrical samples, a special matrix was
used. The specific quantity of tested ash was put into the special matrix (1 g) without
any addition of binders. That sample was then compressed at constant pressure (1 Mpa).
Formation of the samples occurs as a result of ash compaction. Dimensions of the samples
were 8–8.5 mm in diameter and 10–12 mm in height. These obtained ash samples were
then isochronally sintered for four hours in different temperatures ranging from 500 ◦C to
1200 ◦C. After being isochronally sintered, each sample was then mechanically tested in
the following way: each sample was put under devastating stress using UCT—5882 device
according to Figure 1.
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fuels, i.e., determination of moisture content by the gravimetric method [31], ash content 
by the gravimetric method [32], the heat of combustion and calculation of calorific value 
by methods of calorimetry [33], and volatile matter content by the gravimetric method 
[34]. The results refer to the analytical state, i.e., the state of fuel with moisture and ash 
content like the sample brought to the level of equilibrium with the surrounding atmos-
phere. Fixed carbon (FC) is the solid combustible flammable residue that remains in fuel 
after moisture, volatile matter, and ash are expelled. FC content divided by the content of 
volatile matter is called the fuel ratio (FR). According to their fuel ratios, coals have been 
classified as anthracite with FR of at least 10; semi–anthracite with FR of 6 to 10; semi–
bituminous with FR of 3 to 6; bituminous with FR of 3; and as alternative fuels with FR of 
1 or less. The composition of the ashes was determined by the method of a Thermo iCAP 
6500 Duo ICP plasma spectrometer using ASCRM–010 as a reference substance.  

The ash samples with 200 μm fraction were tested, i.e., fraction sizes with polydis-
persed dust consistencies that agree with generally applied principles used for hard and 
brown coals, according to the norm [35]. 

Fuels of which ash samples were prepared were dried, grounded, and fractionated 
to a grain size of less than 200 μm. Subsequently, all of the tested fuels were initially de-
gassed in a vertical oven (approx. 5 h time). Degassed samples were then sintered at 500 
°C to achieve complete combustion of combustible components remaining in fuels after 
degassing (approx. 20–30 h). The temperature of fuel sintering (500 °C) was selected in the 
way that the melting point of mineral matter in the ashes was avoided. Therefore, these 
prepared ash samples were fractionated to grains below 100 μm. In the next step, the cy-
lindrical samples from this form of ash are prepared. 

In the strength method for forming the cylindrical samples, a special matrix was 
used. The specific quantity of tested ash was put into the special matrix (1 g) without any 
addition of binders. That sample was then compressed at constant pressure (1 Mpa). For-
mation of the samples occurs as a result of ash compaction. Dimensions of the samples 
were 8–8.5 mm in diameter and 10–12 mm in height. These obtained ash samples were 
then isochronally sintered for four hours in different temperatures ranging from 500 °C to 
1200 °C. After being isochronally sintered, each sample was then mechanically tested in 
the following way: each sample was put under devastating stress using UCT—5882 device 
according to Figure 1. 

 

Figure 1. Schematic diagram of the experimental system for the mechanical test (1—sample,
2—hydraulic press with strain gauge, 3—compression force measuring system, 4—data process-
ing system).
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The sample preparation for the pressure test method is similar to the mechanical one.
The only difference is that the cylindrical shape of the samples is not formed in the matrix
but directly in the measuring tube. This tube has special steel pins (upper and lower ones)
fitted loosely in the tube. The lower pin serves as a base when forming cylindrical samples
followed by the pressure on the sample of the upper pin using the hydraulic press under
the same pressure as in the strength method (1.0 MPa). Samples obtained in the described
process have a diameter of 10 mm and an approximate height of 1.5 mm.

Determination of the fouling temperature according to the pressure method is based
on measuring the gradient of the pressure of compressed air flowing through a heated ash
sample. The pressure drop system (Figure 2) includes (1) measuring tube, (2) ash sample,
(3) electric furnace, (4) autotransformer with a temperature controller, (5) radiator, (6) ther-
mocouple (6), (7) electronic pressure gauge, (8) electronic temperature gauge, (9) hoses
with compressed air, (10) fittings, (11) recording system, and (12) rotameter.

Energies 2021, 14, x FOR PEER REVIEW 4 of 15 
 

 

Figure 1. Schematic diagram of the experimental system for the mechanical test (1—sample, 2—
hydraulic press with strain gauge, 3—compression force measuring system, 4—data processing 
system). 

The sample preparation for the pressure test method is similar to the mechanical one. 
The only difference is that the cylindrical shape of the samples is not formed in the matrix 
but directly in the measuring tube. This tube has special steel pins (upper and lower ones) 
fitted loosely in the tube. The lower pin serves as a base when forming cylindrical samples 
followed by the pressure on the sample of the upper pin using the hydraulic press under 
the same pressure as in the strength method (1.0 MPa). Samples obtained in the described 
process have a diameter of 10 mm and an approximate height of 1.5 mm. 

Determination of the fouling temperature according to the pressure method is based 
on measuring the gradient of the pressure of compressed air flowing through a heated ash 
sample. The pressure drop system (Figure 2) includes (1) measuring tube, (2) ash sample, 
(3) electric furnace, (4) autotransformer with a temperature controller, (5) radiator, (6) 
thermocouple (6), (7) electronic pressure gauge, (8) electronic temperature gauge, (9) 
hoses with compressed air, (10) fittings, (11) recording system, and (12) rotameter. 

Each mechanical and pressure measurement was repeated on five samples made of 
the same ash. The results presented in Figures 3–5 are the arithmetic mean and the uncer-
tainty is the mean standard deviation. 

 
Figure 2. Schematic diagram of the experimental setup for the pressure drop test. Figure 2. Schematic diagram of the experimental setup for the pressure drop test.

Each mechanical and pressure measurement was repeated on five samples made of the
same ash. The results presented in Figures 3–5 are the arithmetic mean and the uncertainty
is the mean standard deviation.
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3. Results and Discussion
3.1. Samples Analysis

The results of proximate and elemental analysis of the selected biomass in comparison
with the bituminous coal (BC) and lignite (LC) from Polish mines with data concerning the
heating value (HHV) are provided in Table 1.
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Table 1. Basic properties of the biomass and coal samples (on air dried basis).

Samples Proximate Analysis Ultimate Analysis Heating
Values

M A VM FC FR C H N S O Cl HHV

wt.% wt.% wt.% wt.% – wt.% wt.% wt.% wt.% wt.% wt.% MJ/kg

Wheat straw 5.7 3.7 69.3 21.3 0.31 45.4 5.9 0.6 0.08 38.4 0.21 17.3
Barley straw 8.5 8.2 62.7 20.6 0.33 47.8 5.7 0.4 0.09 28.9 0.45 16.1

Rye straw 6.3 3.6 68.7 21.4 0.31 46.5 6.1 0.6 0.08 36.4 0.42 16.8
Bituminous coal 2.0 17.3 26.9 53.8 2.00 65.4 3.7 1.3 1.2 8.6 0.51 27.8

Lignite coal 10.7 19.5 41.6 28.2 0.68 43.5 4.9 0.7 2.6 17.2 0.88 16.6

The results presented in Table 1 show some similarity (HHV, C, FC) of the basic
physical–chemical properties of the examined biomasses and lignite samples. The heating
values (HHV) and fixed carbon (FC) values are very close and are about twice lower than
in the bituminous coal sample. Analytical moisture content is in the range from 2 wt.% (BC)
to 10.7 wt.% (LC). The water content of biomass that comes from selected crops can vary
between 5.7 wt.% and 8.5 wt.%. Increased moisture content results in an additional amount
of water vapor in the exhaust. This leads to an increase in the volume of exhaust gases
per unit of energy. Too high moisture content in fuel can, among other factors, impede
ignition and lower the combustion temperature due to heat demand for water evaporation.
Reduced combustion temperature affects the composition of combustion products and
therefore also the level of hazardous emissions [4].

The tested biomass materials showed a high share of volatile matter (VM), ranging
from 62.7 wt.% for barley to 69.3 wt.% for wheat biomass, in comparison with lignite
(41.6 wt.%) and bituminous coal (26.9 wt.%). Due to the high content of volatiles, biomass
can ignite at relatively low temperatures, and combustion proceeds quickly. Therefore, the
combustion process should be adequately controlled [36].

The FR index value [37] for selected biomasses is nearly at the same level (0.31 for
barley and rye biomass and 0.33 for wheat biomass) and is about twice lower than for
lignite coal and about seven times lower than for bituminous coal.

The tested biomass material was characterized by low ash content—ranging from
3.6 wt.% (rye) to 8.2 wt.% (wheat) in comparison with the coal. Despite it, biomass ash is
very dangerous in terms of operational hazards such as fouling and slagging because its
chemical composition (high content of alkali metals like sodium, calcium, and potassium)
increases exploitation hazards such as slagging, fouling, and corrosion. The ash in fuel
has negative effects on the heating surfaces, increasing their erosive wear and causing the
formation of slag and ash deposits [36].

The elemental carbon content in the tested biomass (45.5–47.8 wt.%) does not differ
significantly from the content of this element in lignite (65.4 wt.%) and is lower than in
bituminous coal (65.4 wt.%). The content of nitrogen and sulfur in the analyzed samples
determines their potential to pose risks related to the emission of nitrogen oxides and
sulfur dioxide. The nitrogen content determined in the studied biomass (from 0.4 wt.%
for barley to 0.6 wt.% for wheat) is comparable with the value for lignite (0.7 wt.%) and
about twice lower than for bituminous coal (1.3 wt.%). Sulfur content in tested biomasses
(0.081–0.085 wt.%) is much lower than in bituminous coal (1.2 wt.%) and lignite (2.6 wt.%).
Therefore, during combustion, the addition of selected biomass to the coal reduces nitrogen
and sulfur emission.

The composition of the tested materials’ ash is presented in Table 2.
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Table 2. Chemical composition of biomass and coal ash.

Samples Wheat Straw Barley Straw Rye Straw Bituminous Coal Lignite Coal

Oxides wt.% wt.% wt.% wt.% wt.%

SiO2 65.8 67.5 30.7 51.4 29.1
Al2O3 0.9 0.2 0.3 25.5 17.6
Fe2O3 0.5 0.2 0.3 6.6 11.3
CaO 8.0 4.9 12.8 4.6 3.0
MgO 2.0 1.5 5.6 3.3 2.9
Na2O 0.4 0.4 0.1 1.0 4.5
K2O 18.6 21.0 38.3 2.6 1.5
P2O5 2.5 2.7 6.4 0.5 0.1
TiO2 – – – 1.1 2.1
SO3 1.2 1.5 5.6 3.2 27.8

Mn3O4 – – – 0.1 0.1
BaO – – – 0.2 –
SrO – – – 0.1 –

The content of elemental carbon, which is important because of its influence on HHV
value, and nitrogen in selected biomasses is comparable with that in lignite and smaller
than in bituminous coal. The content of elemental sulfur in selected biomasses is much
lower than in both coals, whereas the content of oxygen is almost twice as high in lignite
and about four times higher than in bituminous coal.

It can be seen that the potassium content is significantly higher in the biomass than in
both coals. The opposite is the case of iron and aluminum oxides. Additionally, selected
bituminous coal has a very high content of sulfur.

Various predictive factors for ash characterization have been developed at present
deposition tendencies, such as silica content (SiO2), the chlorine content of the fuel (Cl),
basic to acidic oxides (B/A), bed agglomeration index (BAI), Babcock index (Rs), fouling
index (Fu), fouling factor (Rf), slag viscosity index (Sr) and initial deformation temperature
(IDT). Indicators and the formulas used for the calculations are extensively described
in [17,38]. Patterns used for this determination are listed below (1–6).

B
A

=
Fe2O3 + CaO + MgO + Na2O + K2O + P2O5

SiO2 + Al2O3 + TiO2
, (1)

BAI =
Fe2O3

Na2O + K2O
, (2)

Rs =
(

B
A

)
·Sd, (3)

Fu =

(
B
A

)
·(Na2O + K2O), (4)

R f =

(
B
A

)
·(Na2O + 0.659·K2O), (5)

Sr =
SiO2·100

Fe2O3 + SiO2 + CaO + MgO
, (6)

Applicability of these indicators is limited because they are mainly established to
characterize coal rather than biomass ash properties [17,38]. Ranges of slagging and fouling
indices are presented in Table 3 and marked in greyscale to highlight the difference in values
to improve its visibility. The same Table 3 shows indices calculated for fuels under analysis.
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Table 3. Predictive ash deposition indices with their ranges [17,38] and results of ash deposition indices of fuels under analysis.

Parameter/Symbol
Value Fuel

Unit
Low Medium High Extremely

High
Wheat
Straw

Barley
Straw

Rye
Straw

Bituminous
Coal

Lignite
Coal

Silica content in ash SiO2 <20 20–25 >25 65.82 67.46 30.73 51.35 29.12 wt.%
Chlorine content in

fuel Cld <0.2 0.2–0.3 0.3–0.5 >0.5 0.22 0.49 0.45 0.52 0.99 wt.%

Basic to acidic
compounds ratio B/A <0.5 0.5–1.0 1.0–1.75 0.48 0.45 2.05 0.24 0.48 –

Bed agglomeration
index BAI <0.15 0.03 0.01 0.01 1.83 1.89 –

Babcock index Rs <0.6 0.6–2.0 2–2.6 >2.6 0.04 0.04 0.17 0.29 1.39 –
Fouling index Fu 0.6–2.0 2.0–40 >40 9.15 9.75 78.63 0.86 2.86 –
Fouling factor Rf <0.2 0.2–0.5 0.5–1.0 >1.0 6.10 6.49 51.91 0.64 2.61 –

Slag viscosity index Sr >72 65–72 <65 86.19 91.04 62.20 77.96 62.86 –
Initial deformation

temperature IDT >1100 900–1100 <900 790 760 730 1030 910 ◦C

d in dry state.

Oxide indices are widely used to characterize ash deposition tendencies. This method
was based on the statistical observation of ash behavior. It was first proposed for coal
and adopted for biomass. The ash deposition coefficients for tested coal and biomass are
presented in Table 3. All tested fuels have a high potential of ash deposition tendency
because of the high content of silica (>25 wt.%), with the lowest for lignite (29.12 wt.%) and
the highest for barley straw (67.46 wt.%). Silica plays an important role because it reacts
with sodium and potassium and creates eutectics with a low melting point. The chlorine
content is extremely high for both coals (0.52 wt% for bituminous and 0.99 wt% for lignite),
high for rye and barley straw (0.45 wt.%, 0.49 wt.%, respectively), and medium for wheat
straw (0.22 wt.%). Chlorine is responsible for potassium chloride (KCl) formation and
formation of ash deposits on low-temperature heating surfaces. In contrast, the basic to
acid ratio, which describes the general melting behavior, is low for all samples, except for
rye straw for which this ratio is high. The B/A ratio is the lowest for bituminous coal (0.24),
but the values for lignite, barley straw, and wheat straw are similar (0.45–0.48). BAI index
describes the tendency to agglomerate the bed during fluidized bed combustion—for all
tested biomass it is below the limit, and for both coals, it is above the limit. The Babcock
index (Rs) is medium for lignite (1.39) and low for other tested fuels, with the lowest for
wheat and barley straw (0.04) and the higher for rye straw (0.17) and bituminous coal
(0.29). This index provides some information about K2SO4, K2Ca(SO4)2, and K3Na(SO4)2
formation that may increase the deposition tendency on high-temperature heating surfaces.
It means that tested biomass and bituminous coal are characterized by a low risk of ash
deposition. Fouling index (Fu) is extremely high (>40) for rye straw (78.63), high for barley
straw (9.75), wheat straw (9.15), and lignite (2.86) but is in its low range for bituminous
coal (0.86). Fouling factor follows these tendencies. Slag viscosity index (Sr) is in the range
of low value for barley straw (91.04), wheat straw (86.19), and bituminous coal (77.96). In
contrast, for rye straw (62.20) and lignite (62.86), it is in a high range. The IDT temperature
is the highest for bituminous coal (1030 ◦C) and lowers for lignite (910 ◦C), wheat straw
(790 ◦C), barley straw (760 ◦C), and rye straw (730 ◦C). The data collected in Table 3 show a
certain conflict of index indications. Therefore, it is difficult to unequivocally determine
the degree of hazards associated with the slagging and fouling process solely on the basis
of the chemical composition of solid fuels.

3.2. Mechanical Test and Pressure Drop Test

In the mechanical method, the fracture stress for the ash samples is measured. The
correlation between the change of the slop of the fracture stress versus the sintering
temperature curve was observed. The results of the series of measurements are shown in
Figure 3. The measuring procedure consists of the series of measurements, during which
the cylindrical ash sample is isochronally sintered at selected temperatures (500–1000 ◦C)
in an electric furnace, then dropped on the metal plate at room temperature for quenching
and then compressed at room temperature up to the fracture stress.
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For all tested fuels, a rapid increase in fracture stress depending on the temperature
was observed (Figure 3). The value of the temperature for which the change in the slope of
the fracture stress versus temperature took place was taken as the sintering temperature.
This ash sintering temperature was the lowest for rye straw (675 ◦C), higher for barley
straw (725 ◦C), wheat straw (775 ◦C), and brown coal (875 ◦C), and the highest for hard
coal (975 ◦C). This tendency is in line with the IDT results of the Leitz standard method
(Table 4), but the sintering temperature values are slightly lower.

Table 4. The sintering temperatures as determined by Leitz, mechanical, and pressure drop methods.

Sample Sintering Temperature Determined According to the Method:

Leitz, DT Mechanical test Pressure drop test
Wheat straw 790 ◦C ± 50 ◦C 775 ◦C ± 25 ◦C 787 ◦C ± 15 ◦C
Barley straw 760 ◦C ± 50 ◦C 725 ◦C ± 25 ◦C 649 ◦C ± 15 ◦C

Rye straw 730 ◦C ± 50 ◦C 675 ◦C ± 25 ◦C 679 ◦C ± 15 ◦C
Bituminous coal 1030 ◦C ± 50 ◦C 975 ◦C ± 25 ◦C 942 ◦C ± 15 ◦C

Lignite coal 910 ◦C ± 50 ◦C 875 ◦C ± 25 ◦C 822 ◦C ± 15 ◦C

This procedure was repeated for each previously sintered sample. In that way, the
dependency between fracture stress and the temperature was obtained. The temperature at
which the evident change of the slope of that dependency can be observed was determined
as the sintering temperature.

According to the pressure method, the fouling temperature determination is based on
measuring the changes in the gradient of the pressure of the gas flowing by the ash sample
that was previously positioned in the tube (low coefficient of expansion) with increasing
temperature of the furnace.

For all tested fuels, a rapid decrease of pressure drop in relation to the temperature
was observed (Figure 4). The value of the temperature at which the maximum of the
relation between the pressure drop and temperature took place was taken as the sintering
temperature. This ash sintering temperature was the lowest for barley straw (649 ◦C),
higher for rye straw (679 ◦C), wheat straw (787 ◦C), and brown coal (822 ◦C), and the
highest for hard coal (942 ◦C). This tendency is in accordance with the IDT results of the
standard Leitz method and the results of mechanical tests (Table 4), except for the results
for rye straw (higher than for barley straw).

The nature of the pressure drop dependency on the sample temperature is due to two
main processes on a microscopic scale. The first process is the thermal expansion of the ash
sample with increasing temperature. This leads to a better contact of the cylindrical sample
with the walls of the tube and thus to an increase in pressure upstream in front of the
sample—rising part of the curve in Figure 4. The second mechanism is due to the shrinkage
of the ash sample as a result of chemical reactions and physical processes on a microscopic
scale, such as phase change and minimization of surface tension. Melting the surface of
individual ash particles causes the grains to stick to each other. The progressing sintering
process causes further melting of the surface of single ash grains and the reduction of
the viscosity of the already melted layer. The next step is the minimization of the surface
tension of the sticked particles and forming the larger ones. In a macroscopic scale, it
results in shrinkage of the ash sample.

The values of sintering temperatures determined by presented methods (mechanical
test and pressure drop test) and by the standard Leitz method as reference are presented as
linear relations (linear regression) in Figure 5.

The relation of type was obtained as follows:

Tsintering(mechanical) = 0.95·Tsintering(Leitz), (7)

Tsintering(pressure) = 0.92·Tsintering(Leitz), (8)

Tsintering(pressure) = 0.96·Tsintering(mechanical), (9)
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It is clear (Equations (7) and (8)) that the sintering temperatures determined by tested
nonstandard methods (mechanical test and pressure drop test) are lower than those de-
termined by the standard Leitz method. It is obvious due to the visual character of the
Leitz method (the sintering temperature is subjectively determined by the observer ob-
serving the change in the shape of the sample). The sintering temperature determined by
the pressure drop test is slightly lower than that determined by the mechanical method
(Equation (9)). The reason for that is the character of these two methods. A pressure drop
test is a test conducted in situ. In this type of test, the measurements (the pressure drop)
are continuously recorded during the sample’s heating, when the microstructure of the ash
sample is in a non-stable state. In contrast, in the mechanical method, the tested samples
are in a stable state (measurement at room temperature after some stage of the sintering
process). It means that the results of the pressure drop test are more sensitive to the early
stage of the sintering process.

Due to the relatively non-objective method of IDT determination using the standard
Leitz method, this measurement is burdened with a fairly large error that can reach a
value of up to 100 ◦C. The presented results of mechanical and pressure drop tests show
the great potential of these two methods to assess the slagging/fouling hazards during
coal and biomass combustion. These tests seem to be more adequate than the standard
method because it directly shows the material shrinkage and increase of fracture stress due
to changes in the microstructure of the ash mineral substance (pressure drop test) [27,28].

The observed increase of the fracture stress and decrease of the pressure drop is caused
by viscous flow. However, we suggest that the viscous flow mechanism leads to the two
macroscopic states of the ash. The processes that lead to these states occur simultaneously
and are both controlled by viscous flow and the minimization of the surface tensile strength.
One of these processes is the porosity change (decrease of closed pores and increase of
open pores) of the coal ash proposed by Al-Ottom et al. [6]. The proposed mechanical
test (fracture stress versus temperature) is rather slightly sensitive to other mechanisms of
sintering. It is governed by the coalescent process of the individual ash particles (as a result
of minimization of the surface tensile strength of the molten surface of ash grains) and the
change of the microstructure of the ash sample. This microstructure change influences the
increase of fracture stress.

Similar mechanical studies were carried out by Schimpke et al. [39] for lignite and hard
coal ash. Slightly lower sintering temperature values obtained from the pressure drop test
than from the mechanical test for the tested coal ash samples are consistent with the results
presented in the literature [39]. The authors [39] noticed that the sintering initiating mass
transport can take place already several Celsius degrees below the sintering temperatures
obtained from the mechanical test. However, in the presented study, this effect was not
observed for the tested biomass. It is still an open issue due to the very complicated
microstructure of coal ash and biomass ash. From a physical point of view, ash is a very
difficult material because it is composed of a lot of individual grains. Each of them is
different in shape, have different crystallographic structure, different grain interfaces, and
different chemical compositions. For this reason, the properties of the ash can be influenced
by many different physicochemical processes. For this reason, the behavior of ash during
its sintering process is the result of processes such as phase changes (e.g., melting), change
of the crystallographic structure, chemical reactions, single grains sticking to each other,
the coalescence of individual grains surrounded by molten layer, and the change of ash
porosity. The obtained results are very promising, although they need further research.

4. Conclusions

Our paper presents the results of the pressure drop test and mechanical test of hard
coal and brown coal, in addition to rye, barley, and wheat straw. The tested fuels differ in
the proximate and ultimate analysis and the ash composition. Oxides indices for the tested
ash samples were calculated. The conflict of these indices was found. Two nonstandard
tests were performed—mechanical test (fracture stress as a function of temperature) and
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the pressure drop test (pressure drop as a function of temperature). It was observed that the
characteristic rapid increase of fracture stress and rapid decrease of pressure drop test are at
nearly the same temperature. This temperature was taken as the ash sintering temperature.
This temperature was compared with the results of the Leitz IDT temperature. The linear
relationship between the sintering temperature determined by mechanical test and Leitz
method, by pressure drop test and Leitz method, and by pressure drop test and mechanical
test were obtained. These two methods (mechanical test and pressure drop test) have a
good potential for usage, especially as an ash diagnostic method because of their sensitivity
in the early stage of the sintering process. However, from a physical point of view, ash is
a very difficult material (a lot of individual grains, each with different shapes, different
crystallographic structures, different boundaries, and different chemical compositions. For
this reason, the exact identification of the processes taking place in the sintered ash requires
further systematic research.

Author Contributions: Conceptualization, K.K. and D.N.-W.; methodology, K.K. and D.N.-W.;
validation, K.K. and D.N.-W.; formal analysis, K.K. and D.N.-W.; investigation, K.K. and D.N.-W.;
resources, K.K. and D.N.-W.; data curation, K.K. and D.N.-W.; writing—original draft preparation,
K.K. and D.N.-W.; writing—review and editing, K.K. and D.N.-W.; supervision, D.N.-W. All authors
have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Tchapda, A.H.; Pisupati, S.V. A Review of Thermal Co-Conversion of Coal and Biomass/Waste. Energies 2014, 7, 1098–1148.

[CrossRef]
2. Niu, Y.; Tan, H.; Hui, S. Ash-related issues during biomass combustion: Alkali-induced slagging, silicate melt-induced slagging

(ash fusion), agglomeration, corrosion, ash utilization, and related countermeasures. Prog. Energy Combust. Sci. 2016, 52, 1–61.
[CrossRef]

3. Vassilev, S.V.; Baxter, D.; Vassileva, C.G. An overview of the behavior of biomass during combustion: Part II. Ash fusion and ash
formation mechanisms of biomass types. Fuel 2014, 117, 152–183. [CrossRef]

4. Nunes, L.; Matias, J.; Catalão, J. Biomass combustion systems: A review on the physical and chemical properties of the ashes.
Renew. Sustain. Energy Rev. 2016, 53, 235–242. [CrossRef]

5. Vassilev, S.V.; Kitano, K.; Takeda, S.; Tsuru, T. Influence of minerał and chemical composition of coal ashes on their fusibility. Fuel
Process. Technol. 1995, 45, 27–51. [CrossRef]

6. Al-Otoom, A.Y.; Elliott, L.K.; Wall, T.F.; Moghtaderi, B. Measurement of the Sintering Kinetics of Coal Ash. Energy Fuels 2000, 14,
994–1001. [CrossRef]

7. Wall, T.; Creelman, R.; Gupta, R.; Gupta, S.; Coin, C.; Lowe, A. Coal ash fusion temperatures—New characterization techniques,
and implications for slagging and fouling. Prog. Energy Combust. Sci. 1998, 24, 345–353. [CrossRef]

8. Anthony, E.J.; Jia, L. Agglomeration and strength development of deposits in CFBC boilers firing high-sulfur fuels. Fuel 2000, 79,
1933–1942. [CrossRef]

9. Jing, N.; Wang, Q.; Luo, Z.; Cen, K. Effect of different reaction atmospheres on the sintering temperature of Jincheng coal ash
under pressurized conditions. Fuel 2011, 90, 2645–2651. [CrossRef]

10. Shi, W.; Bai, J.; Kong, L.; Li, H.; Bai, Z.; Vassilev, S.V.; Li, W. An overview of the coal ash transition process from solid to slag. Fuel
2021, 287, 119537. [CrossRef]

11. Bryers, R.W. Fireside slagging, fouling and high-temperature corrosion of heat-transfer surface due to impurities in stem rising
fuels. Prog. Energy Combust. Sci. 1996, 22, 29–120. [CrossRef]

12. Raask, E. Mineral Impurities in Coal Combustion: Behavior, Problems and Remedial Measures; Hemisphere Publishing Corporation:
Washington, DC, USA, 1985; Chapter 10; pp. 137–160.

13. Luan, C.; You, C.; Zhang, D. Composition and sintering characteristics of ashes from co–firing of coal and biomass in a
la-boratory-scale drop tube furnace. Energy 2014, 69, 562–570. [CrossRef]

14. Polish Standard PN-ISO 540:2001 Solid Fuels—Determination of Ash Fusibility at High Temperature Using the Pipe Method.
Available online: https://sklep.pkn.pl/pn-iso-540-2001p.html (accessed on 19 February 2021).

217



Energies 2021, 14, 1126

15. Du, S.; Yang, H.; Qian, K.; Wang, X.; Chen, H. Fusion and transformation properties of the inorganic components in biomass ash.
Fuel 2014, 117, 1281–1287. [CrossRef]

16. Li, Q.; Zhang, Y.; Meng, A.; Li, L.; Li, G. Study on ash fusion temperature using original and simulated biomass ashes. Fuel
Process. Technol. 2013, 107, 107–112. [CrossRef]
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Abstract: This paper presents the impact of thermal lag on the progress of different coal types’
gasification by CO2. The analysis was performed using thermogravimetry and numerical modeling.
Experiments were carried out at a heating rate of 1–50 Kmin−1 and a temperature ranging from 383
to 1173 K. The developed numerical model enabled the determination of a true sample temperature
considering the gasification process to consist of two single-step consecutive reactions. Analysis
revealed that the average thermal lag in CO2 is about 11% greater than that in N2, which is related
to the properties of CO2 itself and the occurrence of the char–CO2 reaction. The onset temperature
of the reverse Boudouard reaction depends on the type of fuel; however, no simple relationship
with the coal rank was found. Thermal lag has an impact on the kinetic parameter Aα0.5 describing
devolatilization, up to 19.8%, while in the case of the char–CO2 reaction, this influence is expected
to be even greater. The performed analysis proved that disregarding thermal lag may significantly
hinder the interpretation of the analyzed processes; thus, TG experiments should be carried out with
a low heating rate, or at the post-processing stage, a thermal lag model needs to be employed.

Keywords: thermal lag; fossil fuels; pyrolysis; TG; thermal analysis

1. Introduction

Nowadays, two thirds of coal is consumed by the electricity sector [1]. Although
the consumption of coal for energy production in 2020 decreased by approximately 8%
compared to 2019, coal-fired power plants are still the dominant source of energy produc-
tion, yielding ca. 36% of the global electrical power [1]. Bearing in mind that the use of
fossil fuels raises numerous concerns related to the environmental cost [2], international
organizations and governments of different countries are undertaking numerous initiatives
such as the “Green Deal”, “Clean Power Plan” or “Carbon Neutrality” that are supposed to
reduce the use of coal for energy purposes. Nevertheless, the world’s forecasted growing
electricity demand is going to require increases in all generation sectors, including renew-
ables, coal and nuclear; thus, it may be expected that coal will continue to play a significant
role in power generation [3].

One of the ways to meet the growing electricity needs while maintaining concern for
the natural environment is the concept of the development of clean coal technology (CCT).
CCT covers a wide range of topics, from coal mining, through its use for heat and power
production, up to the utilization of coal-based wastes, and comprises a variety of pollutant
abatement techniques. The most recent challenges in CCT are related to the need to tackle
the rising CO2 emissions, extending CCT to include carbon capture and sequestration
techniques (also called carbon capture and storage, both abbreviated as CCS) or carbon
capture, utilization and storage methods (CCUS) [4,5].

Among the many clean coal technologies integrated with carbon capture, utilization
and storage, the concept of gasification of fossil fuels in reactors in which CO2 is the
gasifying agent deserves special attention. This technology enables the highly efficient
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production of electricity from coal fuels while reducing the negative impact on the envi-
ronment. It is part of the circular carbon economy concept (CCE), thanks to which the
carbon cycle could be effectively closed and the rising CO2 could be reused within different
processes [6].

Unlike steam and air gasification, which are quite established and well documented,
most CO2 gasification studies are limited to the lab scale and are quite far from industrial
implementation. According to the author’s knowledge, no commercial CO2 gasifier is in
operation at present. Patent research from the past 17 years indicated that until 2021, less
than 190 patents concerning CO2 gasifiers were recognized worldwide [7]. As stated in the
comprehensive review papers of [7–9], nowadays, the main challenge to be overcome is to
scale up results obtained at laboratory reactors to the industrial scale.

Analysis of the gasification process in CO2 is usually carried out using conventional
methods such as conduction and convection heating. Laboratory-scale experimental ap-
paratuses such as thermogravimetric analyzers (TG) usually employ electrical resistances
to heat up and precisely control the parameters of operation. The use of TG is common,
although it has its limitations [10] and has been criticized for its inability to obtain high
temperatures and high heating rates [11]. Nevertheless, as indicated in [12], kinetic param-
eters determined employing TG can be successfully used to predict fuel behavior on an
industrial scale.

To successfully apply kinetic parameters to describe the course of the process in
industrial conditions, laboratory measurements should be performed in the absence of
mass transfer limitations [13]. According to the recommendations of the International
Thermal Analysis and Calorimetry Society (ICTAC) Kinetic Committee, it is suggested to
analyze a thin layer of the sample, use low heating rates or limit the temperature of the
process [14]. Nevertheless, good practice during the experimental stage may decrease the
mass transfer limitations but not eliminate them. It is impossible to avoid inaccuracies
arising from, for example, the occurrence of endothermic/exothermic reactions or the finite
heat transfer rate between the gaseous environment and the analyzed sample.

As indicated in [15–17], to increase the accuracy of determination of the true sample
temperature (Ts), it is worth using a model that considers the nature of the heat transfer
inside the TG reactor. The numerical analysis presented in [15], supported by experimental
results, showed that in the case of the pyrolysis process in nitrogen, in the heating rate
range from 1 to 80 Kmin−1, the discrepancy between the Ts and the temperature measured
in the close surroundings of the sample (Tc), known as thermal lag, might be from 4.8
to 56.2 K. In the work of [18], it was shown that for the heating rate of 40 Kmin−1, the
discrepancies reach approximately 35 K, while in [17], it was indicated that for the heating
rate of 10 Kmin−1, the maximum thermal lag can be from 51 to over 200 K. Unfortunately,
in the case of the CO2 gasification process, despite a detailed literature review, it was not
possible to identify studies devoted to the determination of the impact of thermal lag on
the accuracy of the TG measurement.

The shown inaccuracies in temperature determination affect the reliability of the
measured reactivity of the analyzed samples and their kinetic parameters, which may
lead to a misinterpretation of the nature of the investigated process. According to the
information presented in [18], the discrepancies in the kinetic parameters determined before
and after considering the limited heat transfer may be from 10% to 20%, and according
to [15], they can even reach 40–50%. Please note that the above results are shunted to
pyrolysis in the nitrogen atmosphere. In the case of the carbon dioxide atmosphere, the
author is not aware of any works on this issue, but it seems that due to the different
properties of CO2 compared to N2, including its higher density and heat capacity [19], the
real differences may be even greater.

Therefore, this study aimed to analyze and assess to what extent the heat limitation
affects the measurement of the coal gasification process with CO2 in TG conditions. For
this study, a thermal lag model which considers both the nature of the gasifying agent and
the physicochemical properties of the analyzed sample was developed. Experimental and
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model studies were aimed at explaining to what extent the measured temperature of the
sample differs from the true temperature and what the consequences of these differences
are in the context of analyzing the reaction rate, the amount of converted fuel and the
kinetic parameters describing the gasification process. Particular attention was paid to the
reaction of the remaining char with CO2, the so-called reverse Boudouard or Boudouard–
Bell [20] reaction, which will play a key role in terms of the need to scale laboratory results
to an industrial scale if the gasification process is planned to be carried out at temperatures
above 1273 K [21].

2. Experimental Setup and Tests
2.1. Facility and Instrumentation

Thermogravimetric analysis was carried out with a SETARAM Setsys Evolution TGA.
This device can continuously measure weight loss as a function of time and temperature. It
consists of a microbalance connected to a tray, on which lay two crucibles. The investigated
sample filled one of the crucibles, while the reference crucible remained empty and was
used to determine the temperature drift of the device. Both crucibles were located inside a
cylindrical furnace with a programmable control temperature. The device was equipped
with three thermocouples (as shown in Figure 1), of which one was located below the
sample crucible and provided the crucible temperature (Tc), the second one measured
the temperature of the reference crucible and the third measured the temperature of the
surrounding gaseous atmosphere.

Figure 1. Scheme of the TG device.

The mass of the sample was limited to ca. 10−6 kg, in order to mitigate the impact
of self-heating/self-cooling [14]. At the first stage of the experiments, the sample was
dried at 383 K until its weight became constant. Afterwards, to simulate the gasification
process, samples were heated at a rate of 1, 5, 15, 30 and 50 Kmin−1 (to simplify the
notation further, these rates are referred to as HR1, HR5, etc.), with a flow of 32 mL min–1,
in an atmosphere containing 100% CO2, at a temperature ranging from 383 to 1173 K. The
reference measurements were conducted according to a similar heating program, except
that the atmosphere contained 100% N2.

2.2. Sample Properties

The samples analyzed in the experiments were as follows:

- Lignites, LB supplied by Bełchatów Coal Mine (Poland) and LT supplied by Turów
Coal Mine (Poland);

- Hard coals, HJ supplied by Janina Coal Mine located in Libiąż (Poland), HS supplied
by Sobieski Coal Mine located in Jaworzno (Poland) and HZ supplied by Ziemowit
Coal Mine located in Lędziny (Poland);
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- Anthracite, AI mined in Ibbenbüren Coal Mine (Germany).

The samples were air dried, pulverized to a size below 10 µm and homogenized. The
high fineness of the coal resulted from the requirement to ensure a kinetic gasification
regime and was directly related to the need to obtain the appropriate Biot and external
pyrolysis numbers (for more details, please see 3.2). The necessity to grind the fuel to a
similarly fine fraction is confirmed, among others, in [22]. The remaining determinations
were conducted under the relevant standards, i.e., moisture content was determined
according to [23], volatile matter according to [24] and ash according to [25]. The ultimate
analysis was conducted through LECO TruSpec Micro CHNS following [26,27], while
the higher heating value was analyzed with IKA WERKE C2000, according to [28]. The
obtained results are summarized in Table 1.

Table 1. Proximate and ultimate analysis of samples.

Smp.
M V FC A FR C H N S O * HHV

wt% ar - wt% ar MJ·kg−1

LB 4.4 44.4 35.0 16.2 0.79 55.2 4.5 0.7 1.8 17.2 18.9

LT 2.0 46.7 33.8 17.5 0.72 59.0 4.8 0.5 1.3 14.9 21.7

HJ 2.1 32.7 55.6 9.6 1.70 75.7 4.3 1.2 1.2 5.9 24.7

HS 3.7 33.0 52.9 10.4 1.60 76.0 4.1 1.3 1.6 2.9 25.8

HZ 2.4 34.9 55.0 7.7 1.58 77.1 4.6 1.2 1.1 5.9 27.8

AI 1.7 4.9 90.3 3.1 18.4 89.0 3.5 1.2 0.5 1.0 33.2
Where: M—moisture, V—volatiles, FC—fixed carbon (=100%—M/V/A), A—ash, FR—fuel ratio (=FC/V),
C—carbon, H—hydrogen, N—nitrogen, S—sulfur, O—oxygen, ar—on an as-received basis, *—calculated by
difference.

3. Modeling Study
3.1. Thermal Lag Model

This model is a development of works devoted to the pyrolysis of solid fuels in
nitrogen [15–17] and allows determining the thermal lag accompanying the gasification re-
action. Although the gasification process is very complex, and its mechanism is sometimes
described using up to several hundred chemical reactions [29–31], experimental studies
carried out with the use of TG (described in detail in Section 4.1) have shown that, in some
simplifications, the process can be viewed as two consecutive stages. In the first stage, the
volatile matter evolves, while in the second stage, the remaining carbonized residue reacts
with CO2 to produce CO, namely:

(1)

The rate of the process can be written as

dα

dt
= xvol

dαa

dt
+ xch

dαb
dt

(2)

where xvol and xch satisfy the relationship

xvol + xch + xash = 1 (3)
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and the rate of devolatilization and the carbon residue reaction with CO2 can be reflected
by first-order reactions:

dαa

dt
= (1− αa)k0,ae

−Ea
RTm (4)

dαb
dt

= (αa − αb)k0,be
−Eb
RTm (5)

The energy balance equation was derived taking into consideration the conditions
of the heat transfer inside the TG furnace, in which the sample was spread thinly and
uniformly in the crucible. The stream of the carrier gas flowed from the top of the crucible
to the bottom, sweeping away evolved gases. The heat flux absorbed by the sample (raw
fuel), char, ash and the crucible was assumed to be equal to the difference between the heat
flux supplied to the system, the heat flux accompanying the devolatilization reaction and
the heat flux accompanying the reaction of the carbon residue with CO2:

[(1− xash)(1− xch)(1− α)m0CPs + xchm0CPch + xashm0CPash + mcCPc]
dTm
dt

= hAc(Tr − Tm)−m0∆Hdevxvol
dαa
dt −m0∆Hgasxch

dαb
dt

(6)

The change in the sample temperature during the gasification process was obtained
taking into account Equations (4)–(6) and is described as

dTm

dt
=

hAc(Tr − Tm)−m0∆Hdevxvol(1− αa)k0,ae
−Ea
RTm −m0∆Hgasxch(αa − αb)k0,be

−Eb
RTm

(1− xash)(1− xch)(1− α)m0CPs + xchm0CPch + xashm0CPash + mcCPc
(7)

After considering the following boundary conditions, Equation (7) was computed
numerically using Mathcad to determine the sample temperature:

Tm = T0 and α = 0 at t = 0 (8)

The overall heat transfer coefficient h, included in Equation (7), describes the amount
of heat transferred to the sample and is affected by, e.g., the sample temperature (Tm) and
temperature-dependent parameters of the gas, such as λg, vg or CPg. To determine its value,
the energy balance equation for the reference crucible was proposed:

dTm

dt
=

Ach(Tr − Tm)

mcCPc
(9)

where the surface area Ac was assumed to be time-invariant.
Equation (9) was solved numerically with the Mathcad software, taking into account

the same boundary conditions as previously used (Equation (8)).
The heat supplied to the sample was assumed to be transferred by convection and

radiation:
h = hc + hr (10)

Equation (11) presents the formula applied to determine the heat transferred by
convection (hc), which was derived for the flow around the cylinder with the ratio of the
diameter to height of 1:2 [32]:

hc =
Nu λg

dc
=

λg

(
1.2564 + 0.6592Re2/5Pr1/3

)

dc
(11)

The heat transferred by radiation (hr) was calculated according to

hr = εσ(Tr + Tm)
(

T2
r + T2

m

)
(12)

The values of the specific heat of the sample, char, ash and crucible, used in Equations (6)–(9),
were dependent on the temperature, according to formulas [33–36]:
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CPc = 1.30684·10−6T3
m − 0.00363T2

m + 3.52606Tm + 20.29987 (13)

CPch = −218 + 3.807Tm − 0.001758T2
m (14)

CPash = 912 + 2.235Tm − 0.001464T2
m (15)

CPs = xchCPch + (xvol − 0.1)(728 + 3.391Tm) + 0.1(2273 + 2.554Tm) (16)

The properties of CO2 constituting the furnace atmosphere, such as the thermal
conductivity (λg), the density (ρg), the specific heat (CPg) or the kinematic viscosity (νg),
required to calculate the number of Nusselt (Nu), Prandtl (Pr) or Reynolds (Re), were
calculated based on the mini-REFPROP [37] and CoolProp [38] databases. The remaining
parameters used for the model are summarized in Table 2.

Table 2. Parameters applied for the thermal lag model.

lc,
m

dc,
m

df,
m

m0,
kg

mc,
kg µ

σ,
Wm−2K−4

∆Hdev,
Jkg−1

∆Hgas,
Jkg−1

h d,
Wm−2K−1

10−2 5·10−3 5·10−2 10−6 1.8·10−4 0.15 a 5.67·10−8 400·103 b 604·104 c 17.2–79.0

Where: a—[39], b—the heat of reaction is not the same as the heat measured directly by DSC, but it is reduced by
the heat of the char formation following [40], c—the average heat of Boudouard reaction in a temperature range
of 298–1173 K [21], d—computed from Equation (9).

3.2. Kinetic Regime

To enable a direct scale-up of kinetic parameters determined at the laboratory to the
industrial scale, the measurements should be carried out in conditions where the rate
of reaction is controlled by chemical reactions, in the so-called regime I. To meet these
requirements, the Biot (Bi) and external pyrolysis (Py′) numbers need to be analyzed.

The Bi provides the ratio between heat convection at the surface of the layer and
heat conduction within the layer. For a thin layer filling a cylindrical crucible, it takes the
form [41]

Bi =
hdclb

2λs(2dc + lb)
(17)

where λs (Wm−1K−1) is the thermal conductivity of the sample, assumed to be equal to [42]

λs = 1.071− 0.00884Tm + 3.2939·10−5T2
m − 5.8083·10−8T3

m + 4.7875·10−11T4
m − 1.4143·10−14T5

m (18)

The Py′ is the ratio between heat convection and the reaction rate of a particle, and for
a layer, it is given by [41]

Py′ =
2hc(2dc + lb)
λsρsCpsdclb

(19)

A thermally thin regime is ensured when the Bi number is much smaller than one. In
such conditions, the heat conduction within the layer is a lot faster than the heat convection
away from its surface; thus, the sample temperature can be assumed to be essentially
uniform. Low Py′ numbers correspond to control by external heat transfer, whilst a number
larger than unity represents conditions where heat convection to the particle is a lot faster
than the chemical reactions taking place. To ensure that the process is controlled purely by
kinetics, both requirements need to be met: Bi << 1 and Py′ >> 1 [43]. Kinetic parameters
determined in such conditions are often called intrinsic or true, in order to distinguish
them from apparent kinetics determined under other regimes.

3.3. Reaction Kinetics

The kinetic analysis was carried out in two variants, model-based and experimental-
based. The model-based variant assumed that the true temperature is equal to the tem-
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perature calculated using the model (Ts = Tm), while the experimental variant assumed
that the true temperature follows the temperature measured under the crucible (Ts = Tc).
Kinetic results obtained for both variants were compared to illustrate to what extent the
measurement uncertainty related to the determination of the true temperature affects the
kinetic parameters of gasification.

As stated in Section 3.1, the gasification process was divided into two stages, i.e.,
devolatilization, and the char–CO2 reaction. Each of these steps can be reflected by a
first-order reaction according to Equations (4) and (5). To determine the kinetic parameters
describing each of the stages, such as the activation energy (Ea/b) and the pre-exponential
factor (k0,a/b), a model fitting approach based on a single non-isothermal TG measurement
was used. The arguments for the choice of the model fitting approach were, inter alia, the
shape of the curves suggesting two single-step consecutive reactions, the non-variability
of the kinetic parameters depending on the range of analyzed temperatures [44] and the
experiences of other authors in applying this type of approach for analyzing thermal
processes [45–47].

For the model fitting purpose, a single first-order reaction model (SFOR) [48] using
the simplifying temperature integral function with the Doyle integral approximate [49]
was employed.

ln[−ln(1− α)] = ln
(

k0,a/bEa/b

βR

)
− 1.0518

Ea/b
RTs
− 5.33 (20)

Plotting ln[−ln(1 − α)] vs. 1/Ts returns the activation energy and the pre-exponential
factor from the slope and the intercept, respectively. The results derived at low temperatures
concern devolatilization and were denoted with index a, while the high-temperature
kinetics of the char–CO2 reaction were denoted with index b.

4. Results and Discussion
4.1. Progress and Reaction Rate

As mentioned in the introduction, measurement with TG is inextricably subject to
measurement uncertainty related to the heat transfer limitation, which results from the
inability to directly measure the temperature of the sample inside the TG reactor using a
thermocouple. Installing a thermocouple in direct contact with the sample would result in
errors due to, among others, conduction of heat along the thermocouple wire, convection
in the boundary layer around the thermocouple and radiation between the wires and the
external medium [50,51]. Hence, commercially available TG analyzers typically measure
the temperature in the vicinity of the fuel-containing crucible (Tc), and this temperature
is generally taken as the true sample temperature. Figure 2 shows a comparison of the
measured temperature Tc with the calculated actual temperature Tm. The difference
between both temperatures, marked as a gray area, is the so-called thermal lag, denoted as
∆T = Tc – Tm.

As it can be seen, the thermal lag phenomenon accompanies the gasification process
practically in the entire range (∆T is equal to zero only for the 0 s of the experiment). The
analysis carried out for LT at HR50 indicates that in the considered measurement range, the
average thermal lag was 64.0 K, while the maximum thermal lag even reached 91.4 K (309 s
of the process). The nature of the changes in ∆T was complex, which is well illustrated by
the continuous violet line (thermal lag in CO2) shown in Figure 3.
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Figure 2. Thermal lag determined for LT at HR50.

Figure 3. Comparison of thermal lag determined in CO2 and N2 (LT, HR50).

In the first stage (up to approximately 300 s), the thermal lag determined during the
experiments in CO2 increased with time. After reaching the maximum, the ∆T values
decreased until reaching 800 s of the experiment. Interestingly, the influence of the en-
dothermic devolatilization on the increase in ∆T was almost invisible. This observation
differs from the observations for the pyrolysis of cellulose in nitrogen presented in [15].
In the author’s opinion, the revealed differences are the result of both a lower proportion
of volatile parts in lignite than in cellulose (46.7% vs. ca. 87–89% [15]) and a different
heat capacity of the surrounding gas atmosphere, raw fuel, char and ash. After reaching
800 s, a third stage should be distinguished in which ∆T decreased slower than previously.
This phenomenon was directly related to the beginning of the char–CO2 reaction. This
observation is confirmed by the correlation between the thermal lag curve in CO2 and
the fuel reactivity curve in CO2 (red line). As it can be seen from the figure, the reactivity
of the fuel increases during the 800 s as a result of the reverse Boudouard reaction, in
which an increase directly corresponds to the increase in the thermal lag of the temperature
measurement. Moreover, the influence of this reaction on an increase in thermal lag is indi-
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rectly proved by the shape of the thermal lag curve determined in the nitrogen atmosphere
(dashed violet line). In this atmosphere, the reverse Boudouard reaction does not take place,
and in the range of times and temperatures in which it would occur, a systematic decrease
in the thermal lag value (unlike for the CO2 atmosphere) is observed. Such a significant,
compared to devolatilization, influence of the char–CO2 reaction on thermal lag is a direct
consequence of the highly endothermic nature of this process, which absorbs about 15 times
more heat than devolatilization (∆Hdev = 400 × 103 J·kg−1 vs. ∆Hgas = 604 × 104 J·kg−1).

Interesting information is also provided by the comparison of the thermal lag curve
in N2 and CO2. In addition to the already mentioned differences related to the char–CO2
reaction, the thermal lag values determined in both atmospheres for similar times also
differ. As mentioned earlier, in the case of CO2, the average thermal lag was 64.0 K, and the
maximum thermal lag was even 91.4 K, while for the N2 atmosphere, these values were,
respectively, 57.6 K and 81.2 K. These differences are directly related to the occurrence of
the char–CO2 reaction and the properties of both gases, such as the thermal conductivity
(λg), the density (ρg), the specific heat (CPg) or the kinematic viscosity (νg). This observation
explains why, in some papers [52,53], certain differences in the TG profiles recorded during
heating of the same fuels in atmospheres of N2 and CO2 were recognized. Consideration
of the differences in thermal lag indicates that at low temperatures, CO2 is an inert gas
and does not significantly affect the mechanism of coal pyrolysis, which confirms the
reports presented in [54,55]. However, it should be noted that the results obtained do not
exclude that for some materials characterized by properties other than coals [56,57], CO2
may influence the reaction progress even at the early stages of devolatilization. In the light
of the obtained data, it seems valuable to take into account the influence of thermal lag on
the precision of the obtained results when assessing the influence of CO2 on the progress
of the gasification reaction.

Figure 4 shows the influence of the heating rate on thermal lag. To better visualize the
behavior of a set of curves, on the x-axis, a logarithmic scale is proposed (which explains
the differences in shape between the HR50 curves presented in Figures 3 and 4).

Figure 4. Thermal lag determined for LT at different heating rates.

The conducted analyses indicate that the uncertainty of the temperature measurement
in TG increased with the heating rate. In the case of gasification of LT with HR1, the
average value of ∆T was 1.46 K; for HR5, it was 7.17 K; for HR15, it was 20.8 K; for HR40,
it was 44.0 K; and for HR50, it was 64.0 K. Regardless of the heating rate, ∆T determined in
the nitrogen atmosphere was always lower by approximately 11–13 percentage points than
that determined for the CO2 atmosphere.
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The results presented thus far were obtained for one type of fuel, i.e., LT. Figure 5
shows the influence of the fuel type on the thermal lag. The results are presented for the
selected heating rate, namely, HR5.

Figure 5. Thermal lag determined for different fuels at HR5.

The value of the thermal lag in the temperature range up to ca. 800 K is quite similar
for all analyzed fuels and ranges, on average, from 8.81 to 9.30 K. As expected, a slightly
higher value of ∆T was obtained in this range for fuels with a high content of volatiles (LB:
9.36 K, and LT: 9.07 K) than for those with a low content (AI: 8.81 K), which is a consequence
of the endothermic nature of the devolatilization. The influence of the fuel type on the
value of the thermal lag becomes more visible at high temperatures (above 800 K), i.e., in
the range where the char–CO2 reaction is observed. In this respect, fuels with a higher
content of fixed carbon were characterized by higher thermal lag values, e.g., for the AI
sample, containing 90.3% fixed carbon, the thermal lag was 5.72 K, i.e., 14–20 percentage
points more than the thermal lag determined for the other fuels (containing from 33.8% to
55.6% of fixed carbon).

According to Equation (7), thermal lag influences the shape of the conversion curve.
Figure 6 compares the conversion curves obtained for the LT sample, gasified with HR1–
50. Following the adopted nomenclature, in this and the following figures, the curves
determined with the assumption that the temperature Tc corresponds to the true fuel
temperature are marked with a solid line, and the curves established for the assumption
that Tm corresponds to the true test temperature are marked with a dashed line.

As it can be seen, for HR1, i.e., in conditions where thermal lag played an almost
insignificant role (average ∆T equal to 1.46 K), both fuel conversion curves (light green
lines) have an almost identical shape. Nevertheless, as the heating rate increased, the
differences in the shape of the conversion curves increased. In the case of HR5, the curve
based on the assumption that the actual test temperature was equal to Tc indicated that, e.g.,
30% of the fuel conversion occurred at 680.0 K, and 60% of the fuel conversion occurred at
1149.1 K. Assuming that the true sample temperature was equal to Tm, the same conversion
rates were achieved for the temperatures of 688.3 K and 1153.7 K, respectively. For HR15,
30% of fuel conversion was recorded at 717.0 K and 740.8 K, and for HR30, this was at 745.7
K and 782.3 K, while for HR50, this was at 792.5 K and 855.0 K.
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Figure 6. The impact of thermal lag on the conversion curves, determined for LT at different heating rates.

As a consequence of the different shapes of the curves, there were also differences in
the total amount of converted fuel. The experimental results indicate that with the increase
in the heating rate, the amount of reacted fuel was 68.5%, 62.7%, 57.6%, 53.2% and 50.6%,
respectively. The model results obtained for the assumption of measurements carried out
in the conditions of no heat transfer limitations indicate that the amount of converted
fuel should be 68.7%, 63.3%, 58.8%, 54.8% and 52.5%. As it can be seen, the discrepancies
increase with the increase in the heating rate, and for HR50, they reach up to 1.8%.

The obtained results indicate that when analyzing the LT gasification in CO2, the
use of heating rates higher than about a few degrees per minute results in significant
discrepancies in the shape of the fuel conversion curves. Hence, it is recommended to use
the lowest possible heating rates or to recalculate the results obtained at a high HR with a
model that allows the determination of the true sample temperature.

To illustrate how the fuel properties affect the shape of the conversion curve, the
results obtained for LT were compared with those obtained for other fuels. Figure 7a–e
show the profiles obtained during the research with HR30. The profiles are presented on
separate graphs to increase the readability of the presented data. The profile for LT is not
shown as it was previously presented in Figure 6.

As evidenced by the obtained results, for each of the analyzed fuels, a significant
effect of thermal lag on the shape of the conversion curve was found. Comparing the
discrepancies between the temperature characterizing the 30% degree of fuel conversion
determined experimentally (solid line) and with the model (dashed line), it should be noted
that they ranged from 30.5 (AI) to 45.8 K (LT). The discrepancies in the total amount of fuel
reacted significantly differed, depending on the type of fuel analyzed, and ranged from ca.
1% to even 5.3% (in the case of AI).

The results obtained for LB, HJ, HS, HZ and AI confirm the observation based on
LT that carrying out the gasification process with an HR equal to several degrees per
minute results in a thermal lag of several dozen degrees, which may significantly hinder
the interpretation of the analyzed phenomena. As in the case of LT, running the process
with a heating rate equal to a few degrees per minute guaranteed low thermal lag values,
equal to 5.39–8.37 K (at the 30% degree of fuel conversion).
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Figure 7. The impact of thermal lag on the conversion curve, determined for different fuels at HR30. (a) LB; (b) HJ; (c) HS;
(d) HZ; (e) AI.

The conversion curves determined employing TG (presented in Figures 6 and 7)
are commonly used to determine the reactivity of the fuel. According to the definition,
reactivity is considered as the rate of mass loss over time or temperature [58–60]. Figure 8
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shows the reactivity curves obtained for LT at HR1–50. As in the case of the previous
figures, the experimental results are marked with a solid line, and the model results are
marked with a dashed line.

Figure 8. The impact of thermal lag on the reactivity curves, determined for LT at different heating
rates.

The obtained curves show two characteristic peaks: the first occurring at lower
temperatures, illustrating the susceptibility of a sample to undergo devolatilization, and
the second occurring at higher temperatures, showing the susceptibility of the remaining
char to react with CO2. As it can be seen, the second peak is not shown in full because
the measurement was stopped as the temperature increased over 1173 K and the process
approached the transitional regime, in which the rate of reaction was affected by diffusion
phenomena. Work in this area was undesirable from the point of view of the possibility of
further extrapolation of the obtained results (more information is presented in Section 3.2).

It should be noted that the discrepancy between the experimental and model reactivity
curves can be significant, especially for high heating rates. The comparison of the tempera-
ture at which the maximum reactivity was recorded during devolatilization shows that,
for example, for HR50, the discrepancies may be as high as 75.2 K (TRmax (model) = 761.1 K
vs. TRmax (experiment) = 836.3 K). The difference between the TRmax parameters determined
experimentally for HR1 and HR50, denoted as ∆TRmax, was 227.3 K, and the same value
determined by the model was 147.1 K. On this basis, it should be concluded that the dis-
crepancies between TRmax determined at different heating rates are, to some extent, affected
by the finite heat transfer rate. However, even after taking into account thermal lag, the
TRmax parameter recorded for different heating rates differs significantly, meaning it cannot
be treated as universal, and when using it, it should be specified under what measurement
conditions it was determined.

The analysis of the peak responsible for the fuel susceptibility to the reaction of char
with CO2 leads to an interesting conclusion. Depending on the heating rate, this reaction
starts at the following temperatures: 800.5 K (HR1), 859.4 K (HR5), 910.7 K (HR15), 949.8 K
(HR30) and 997.0 K (HR50). It is generally assumed in the literature that the temperature
range of the reverse Boudouard reaction starts at 953 [61]–973 K [62]. In the case of HR1–15,
the obtained values are lower than those allowed by the literature sources [61,62], which
does not mean that they are incorrect. The possibility of the reaction between char and
CO2 at lower temperatures was confirmed by [63], in which the presented equilibrium
calculations indicate that, theoretically, the Boudouard reaction can start at temperatures as
high as approximately 673 K. Moreover, it was experimentally proved in [64] that under
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isothermal conditions, the Boudouard reaction can be observed at temperatures as high as
773 K.

Figure 9 shows the experimental and model curves of reactivity of the different fuels,
determined at HR30.

Figure 9. The impact of thermal lag on the reactivity curve, determined for different fuels at HR30. (a) LB; (b) HJ; (c) HS;
(d) HZ; (e) AI.
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The obtained results indicate that the initial temperature of the char–CO2 reaction for
LB was 1080.0 K; for HJ, it was 960.9 K; for HS, it was 964.4 K; for HZ, it was 966.2 K; and
for AI, it was below 923 K. The discrepancies in the results obtained for the different fuels
indicate that the properties and origins of the fuels influence the progress of the reverse
Boudouard reaction. However, no simple relationship between the basic parameters char-
acterizing the fuels, such as the fixed carbon content or elemental carbon content, with the
parameters characterizing the reverse Boudouard reaction has been demonstrated. In the
author’s opinion, the progress of this reaction may be influenced by other physicochemical
parameters of the fuel, such as the distribution and shape of pores, the presence of mineral
matter or the presence of surface functional groups [65].

4.2. Kinetics

To further investigate the influence of thermal lag on the coal gasification process,
a kinetic analysis was performed. As mentioned in Section 3.2, to scale up the kinetic
results to industrial conditions, laboratory experiments should be carried out under the
conditions of the kinetic regime. The Bi number and the Py′ number, determined according
to Equations (17) and (19), ranged from 3.19·10−4 to 1.02·10−3 and from 1.23 to 9.19. As
the Bi number was much lower than unity, and the Py′ number was higher than 1, it was
found that the selected measurement parameters ensured that the gasification process was
controlled by chemical reactions [22].

A kinetic study was carried out following the procedure presented in Section 3.3,
separately analyzing the processes of devolatilization and the reaction between char and
CO2. The obtained results are presented in Tables 3 and 4. The results called “experimental”
were calculated assuming that the true sample temperature was equal to Tc, and the
so-called “model” results were calculated assuming that it was equal to Tm.

Table 3. Results of a kinetic study of LT.

Sample HR Approach
Devolatilization Char–CO2 Reaction

Ea ko,a Aα0.5 Eb ko,b Aα0.1
kJ mol−1 s−1 s−1 kJ mol−1 s−1 s−1

LT

1
Mod. 41.42 6.23 × 10−1 1.57 × 10−4 126.4 73.6 2.56 × 10−5

Exp. 41.86 6.67 × 10−1 1.57 × 10−4 126.9 76.5 2.56 × 10−5

5
Mod. 43.43 2.03 7.02 × 10−4 117.4 85.9 1.18 × 10−4

Exp. 45.53 2.72 7.17 × 10−4 119.2 99.8 1.19 × 10−4

15
Mod. 39.94 1.90 1.76 × 10−3 112.2 92.6 3.23 × 10−4

Exp. 45.66 4.16 1.87 × 10−3 116.9 1.35 × 102 3.25 × 10−4

30
Mod. 36.88 1.50 2.98 × 10−3 112.3 1.12 × 102 6.00 × 10−4

Exp. 48.03 6.74 3.41 × 10−3 122.4 2.35 × 102 6.09 × 10−4

50
Mod. 36.46 1.61 4.51 × 10−3 117.3 2.17 × 102 9.77 × 10−4

Exp. 53.30 13.1 5.41 × 10−3 130.7 5.91 × 102 1.00 × 10−3

Table 4. Results of a kinetic study for HR5.

Sample HR Approach
Devolatilization Char–CO2 Reaction

Ea ko,a Aα0.5 Eb ko,b Aα0.1
kJ mol−1 s−1 s−1 kJ mol−1 s−1 s−1

LB

HR5

Mod. 26.18 5.93 × 10−2 4.37 × 10−4 135.6 5.32 × 102 1.23 × 10−4

Exp. 27.58 7.35 × 10−2 4.47 × 10−4 137.7 6.24 × 102 1.24 × 10−4

HJ Mod. 53.08 12.4 8.36 × 10−4 184.2 5.81 × 104 1.59 × 10−4

Exp. 55.49 17.3 8.52 × 10−4 186.7 6.88 × 104 1.61 × 10−4

HS
Mod. 58.59 23.6 8.57 × 10−4 124.9 96.8 1.13 × 10−4

Exp. 61.10 32.8 8.73 × 10−4 126.7 1.11 × 102 1.14 × 10−4

HZ
Mod. 66.23 57.5 8.90 × 10−4 117.8 42.9 1.08 × 10−4

Exp. 68.84 80.1 9.06 × 10−4 119.5 48.9 1.08 × 10−4

AI
Mod. nd nd nd 61.58 1.26 × 10−1 6.95 × 10−5

Exp. nd nd nd 62.95 1.44 × 10−1 7.04 × 10−5

233



Energies 2021, 14, 5569

The performed kinetic analysis shows that the activation energy determined based on
the experimental curves for the devolatilization of LT ranged from 41.86 to 53.30 kJ mol−1.
The obtained values are similar to those presented in the literature for other lignites, e.g.,
for the Menzen sample (33.9–40.4 kJ mol−1 [66]). Moreover, it was noted that the activation
energy value increased with the heating rate. There is no unanimity in the literature on the
influence of the heating rate on the value of the activation energy. A similar tendency to that
described above was noted, among others, in [67] and [68] (for coal Afsin Elbistan). The
reverse observation was shown in [66,69,70], and an observation indicating a lack of a clear
correlation between the activation energy and the heating rate was shown, e.g., in [71–73].
The author of this paper does not attempt to explain the essence of the relationship between
the activation energy and the heating rate but would like to emphasize that after taking
into account the thermal lag, the values of E for different heating rates came closer to each
other and amounted to 36.46–41.42 kJ mol−1. Moreover, contrary to the trend observed
for the experimental curves, the activation energies calculated based on the model curves
decreased with the heating rate. The fairly slight discrepancies between the activation
energy obtained for the different heating rates may indicate, unlike in the case of the
analysis of experimental data, that after considering thermal lag, the mechanism of the
observed reaction seems not to change over the studied range of heating rates. Moreover,
the results prove that taking into account the limited heat transfer may be of key importance
for the interpretation and understanding of the mechanism of the reactions under study.

The activation energy determined for the remaining fuels (at HR5) is similar to the data
presented in the literature. In the case of lignite LB, this value is similar to, e.g., the Soma
sample (36.4 kJ mol−1) [68], while E for hard coals was comparable to that determined for
the bituminous coals of Azdavay and Karadon (65.0 and 74.2 kJ mol−1 [74]). As anthracite
contained only 4.9% of volatile matter and its evolution process was difficult to identify
unequivocally, it was not decided to determine the kinetic parameters characterizing it.
A comparison of the model and experimental results for various pyrolyzed fuels with
HR5 shows that at such a low heating rate, considering the measurement uncertainty
related to the determination of the actual temperature of the sample results in a reduction
in the activation energy by 1.40–2.62 kJ mol−1, i.e., 4–5 percentage points relative to the
experimental value.

As indicated in [15], the comparison of only one kinetic parameter may lead to
erroneous conclusions due to the existence of the so-called compensation effect [48], i.e.,
the interrelation between E and k0. To avoid misunderstandings, and to unequivocally
define the impact of thermal lag on kinetic parameters, the Aα parameter was introduced.
The parameter relates E and k0 according to the relation

Aα = k0,a/be(
−Ea/b

RTα
) (21)

This parameter was determined for the temperature corresponding to the stage at
which conversion of an exact amount of fuel took place; thus, for example, the parameter
determined at the conversion of 50% was denoted as Aα0.5. A comparison of the Aα values
obtained for the devolatilization of LT with the different heating rates shows (Table 3) that
not considering thermal lag when studying the kinetics of HR1 leads to an error of 0.4%.
In the case of HR5, the error is 2.1%, and for HR15, it is 6.3%, while for HR30 and HR50,
it is 14.4% and 19.8%, respectively. The comparison of Aα for various fuels, determined
for HR5, shows that it is, to some extent, dependent on the type of fuel; however, the
obtained discrepancies between Aα remain quite similar, i.e., from 1.7% for HZ to 2.4%
for LB. In light of the above, it seems reasonable to recommend, when analyzing the coal
devolatilization process, limiting the heating rate to a few degrees per minute.

The analysis of the kinetic data obtained for the LT char–CO2 reaction (at different
HRs) indicates that the results obtained based on the experimental data ranged from 116.9
to 130.7 kJ·mol−1. The inclusion of the thermal lag model narrowed the scope of the
obtained results to 112.2–126.4 kJ·mol−1

, while no correlation between E and the heating
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rate was recognized. The differences between the Aα parameter determined for the char–
CO2 reaction, based on the model and experimental curves, were smaller than in the case
of the devolatilization process and amounted to a maximum of 2.7%. However, it should
be remembered that in the case of devolatilization, the Aα parameter was determined for
the conversion degree of 50%, and in the case of the char–CO2 reaction, it was determined
for the conversion degree of 10%. If the parameter Aα0.5 was used in the case of the reverse
Boudouard reaction, the obtained results indicate that the uncertainty in determining the
kinetic parameters would be greater than in the case of devolatilization. In the case of
the reaction between char and CO2, the differences in activation energies for the different
fuels turned out to be significant. In the case of HR5, the activation energy of the reverse
Boudouard reaction determined based on the model was about 61.58 kJ·mol−1 for AI,
117.4–117.8 kJ·mol−1 for HZ and LT, 124.9 kJ·mol−1 for HS, 135.6 kJ·mol−1 for LB and
184.2 kJ·mol−1 for HJ. The obtained values are similar to those presented in the literature,
that is, 109.5 [75]–220 kJ·mol−1 [76]. They indicate that the influence of the properties of
the coal structure on the progress of the reverse Boudouard reaction is significant; however,
they do not confirm the statement contained in [77] that the activation energy for the
char–CO2 reaction generally decreases proportionally to the coal rank. The attempt to
correlate the basic physicochemical parameters of the fuel with an activation energy of
the reverse Boudouard reaction did not bring satisfactory results, which indicates that the
progress of this reaction will depend on other parameters, e.g., the pore distribution, the
content of mineral matter or the presence of individual functional groups on the surface.

The comparison of the obtained kinetic parameters with the content of selected el-
ements in the mineral matter leads to an interesting conclusion. The composition of the
mineral matter of the investigated materials is cited from [78] and presented in Table 5.

Table 5. The content of selected elements in the mineral matter [78].

Sample K2O CaO Al2O3 SiO2 P2O5
wt%

LB 0.11 23.0 17.2 29.1 0.13
LT 0.48 19.1 22.0 32.4 0.17
HJ 1.92 4.81 26.9 40.6 0.71
HS 1.47 5.31 23.0 44.6 0.93
HZ 0.88 6.97 27.2 36.3 0.55

There is a certain unanimity in the literature [79,80] that potassium (K) is an element
having a positive effect on the gasification rate. The results obtained for lignites show
that in the case of LT, containing about four times more K2O than LB, a higher rate of the
char–CO2 reaction was observed (i.e., lower kinetic parameters). No such dependence
could be observed in the case of hard coals. Nevertheless, concerning the low degree of
fuel conversion, it can be assumed that potassium was not concentrated enough to enhance
the catalytic effect [80,81].

Noteworthy is the effect of calcium (Ca) on the rate of the char–CO2 reaction. The
share of CaO in the investigated hard coals was equal to 6.97% (HZ), 5.31% (HS) and 4.81%
(HJ). The CaO content seems to fit the trend in the activation energy required to initiate the
reaction between surfaces of chars derived from hard coals and CO2 (HJ > HS > HZ). The
observation confirms the remark made in [77] that the catalytic effect of CaO in low-rank
coal causes an increase in the number of active sites and hence the reactivity. Nevertheless,
it should be noted that the influence of CaO on the gasification process is debatable, and,
for example, in the works on gasification of biomass, some authors [81–83] observed an
inverse, i.e., inhibiting, effect of CaO on the gasification rate.

Other elements commonly considered to have a significant impact on the rate of
gasification are, among others, aluminum (Al), silicon (Si) and phosphorus (P). It is believed
that by inhibition of the catalysis from other elements, they decrease the rate of the process.
The obtained results do not show any visible correlation between their content and the
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rate of the char–CO2 reaction. The author would like to emphasize that, despite the above-
mentioned relationship between the content of ash components and the reactivity of the
investigated samples, the impact of the mineral matter needs to be deeply analyzed and
further clarified.

5. Conclusions

The impact of the heat transfer limitation on the gasification progress of different types
of coals was investigated using both experimental and modeling approaches. The major
findings and conclusions are as follows:

- The nature of the changes in thermal lag was complex. Unlike in the case of a nitrogen
atmosphere, the endothermic devolatilization process does not significantly affect it,
while the impact of the char–CO2 reaction was visible.

- As it was expected, the average thermal lag in carbon dioxide was greater than that in
nitrogen (64.0 K vs. 57.6 K), which is related to both the properties of CO2 itself and
the occurrence of the reverse Boudouard reaction.

- At low temperatures, CO2 is an inert gas and does not significantly affect the mecha-
nism of coal pyrolysis.

- The slightly higher reactivity of the fuel during devolatilization in CO2 than in N2 may
be attributed to the properties of gases but not to the change in the process mechanism.

- Fuels having a higher volatiles content were characterized by a slightly higher thermal
lag at the stage of devolatilization, while fuels rich in fixed carbon were characterized
by this at the stage of the char–CO2 reaction.

- Thermal lag influences the shape of the conversion curve, e.g., curves determined
using the model show higher reactivity than those obtained experimentally.

- Discrepancies between TRmax determined at different heating rates are, to some extent,
affected by the finite heat transfer rate; however, the TRmax parameter cannot be treated
as independent of the heating rate.

- The onset temperature of the reverse Boudouard reaction depends on the type of
fuel; however, no simple relationship with the basic physicochemical parameters
characterizing fuels was found.

- Disregarding thermal lag may significantly hinder the interpretation of the analyzed
phenomena, e.g., after considering the limitations of heat transfer, the values of the
activation energy describing devolatilization became more similar for different heating
rates, which suggests that the mechanism of the observed reaction seems not to change
as much as previously supposed.

- Thermal lag has an impact on the kinetic parameter Aα0.5 describing devolatilization,
up to 19.8%. In the case of the char–CO2 reaction, this influence is expected to be
even greater.

- There is an influence of the properties of the coal structure on the progress of the
reverse Boudouard reaction; however, it does not decrease proportionally to the
coal rank.

- A relationship between the content of CaO and reactivity [77] was observed for hard
coals but not for lignites.

Summarizing, the performed analysis indicates that to obtain trustworthy results, it
is desirable to carry out TG experiments with a low heating rate or to recalculate results
obtained at high heating rates with a model that allows the determination of the true
sample temperature.
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Nomenclature

Aα0.1 Reaction rate coefficient at the conversion of 10%, s−1

Aα0.5 Reaction rate coefficient at the conversion of 50%, s−1

Ac The outer surface area of the crucible, m2

Bi Biot number
Cpash Specific heat of ash, J·kg−1·K−1

Cpc Specific heat of crucible material, J·kg−1·K−1

Cpch Specific heat of char, J·kg−1·K−1

Cpg Specific heat of gas atmosphere surrounding the crucible, J·kg−1·K−1

Cps Specific heat of specimen, J·kg−1·K−1

dc Crucible diameter, m
df Furnace diameter, m
ds Sample grain diameter, m
Ea The activation energy of devolatilization, J·mol−1

Eb The activation energy of char–CO2 reaction, J·mol−1

h Overall heat transfer coefficient, W·m−2·K−1

hc Convection heat transfer coefficient, W·m−2·K−1

hr Radiation heat transfer coefficient, W·m−2·K−1

k0,a The pre-exponential factor for devolatilization, s−1

k0,b The pre-exponential factor for char–CO2 reaction, s−1

lb Height of a layer of sample in a crucible, m
lc Crucible height, m
m0 The initial mass of the specimen, kg
mc Mass of the crucible, kg
Nu Nusselt number
Pr Prandtl number
Py′ External pyrolysis number
R Universal gas constant, J·K−1·mol−1

RC Sample reactivity, K−1

Re Reynolds number
t Time, s
Tα The temperature corresponding to the conversion of an exact amount of fuel, K
Tc Crucible temperature measured by the temperature sensor, K
Tm Sample temperature computed using model, K
Tr The reference temperature, K
TRCmax Maximum reactivity temperature, K
Ts True sample temperature, K
xash Share of ash
xch Share of char
xvol Share of volatiles
Greek symbols
α Degree of sample conversion
αa Degree of sample conversion during devolatilization
αb Degree of sample conversion during the char–CO2 reaction
β Heating rate, K·s−1

∆Hdev The heat of pyrolysis, J·kg−1 (assumes positive values when the reaction is endothermic)

∆Hgas
The heat of the char–CO2 reaction, J·kg−1 (assumes positive values when the reaction
is endothermic)

∆T Thermal lag, K
∆TRmax The difference between TRmax determined at HR1 and HR50
µ Emissivity
λg Thermal conductivity of gas atmosphere surrounding the crucible, W·m−1·K−1
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λs Thermal conductivity of the sample
νg Kinematic viscosity of gas atmosphere surrounding the crucible, m2·s−1

ρg The density of gas atmosphere surrounding the crucible, kg·m−3

ρs Density of sample
σ Stefan–Boltzmann constant, equal to 5.670367·10−8 W·m−2·K−4
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30. Mularski, J.; Modliński, N. Entrained-Flow Coal Gasification Process Simulation with the Emphasis on Empirical Char Conversion
Models Optimization Procedure. Energies 2021, 14, 1729. [CrossRef]

31. Mularski, J.; Modliński, N. Impact of Chemistry–Turbulence Interaction Modeling Approach on the CFD Simulations of Entrained
Flow Coal Gasification. Energies 2020, 13, 6467. [CrossRef]

32. Hadad, Y.; Jafarpur, K. Laminar forced convection heat transfer from isothermal cylinders with active ends and different aspect
ratios in axial air flows. Heat Mass Transf. 2011, 47, 59–68. [CrossRef]

33. Ginnings, D.C.; Corruccini, R.J. Enthalpy, Specific Heat, and Entropy of Aluminum Oxide from 0◦ to 900◦ C. J. Res. Nat. Bur.
Stand. 1947, 38, 593–600. [CrossRef]

34. Leśniak, B.; Słupik, Ł.; Jakubina, G. The determination of the specific heat capacity of coal based on literature data. Chemik 2013,
67, 560–571.

35. Eisermann, W.; Johnson, P.; Conger, W. Estimating thermodynamic properties of coal, char, tar and ash. Fuel Process. Technol. 1980,
3, 39–53. [CrossRef]

36. Richardson, M. The specific heats of coals, cokes and their ashes. Fuel 1993, 72, 1047–1053. [CrossRef]
37. Lemmon, E.W.; Huber, M.L.; McLinden, M.O. NIST Standard Reference Database 23: Reference Fluid Thermodynamic and Transport

Properties-REFPROP; National Institute of Standards and Technology: Gaithersburg, MD, USA, 2013.
38. Bell, I.H.; Wronski, J.; Quoilin, S.; Lemort, V. Pure and Pseudo-pure Fluid Thermophysical Property Evaluation and the Open-

Source Thermophysical Property Library CoolProp. Ind. Eng. Chem. Res. 2014, 53, 2498–2508. [CrossRef] [PubMed]
39. Farag, I.H.; Allam, T. Carbon dioxide standard emissivity by mixed gray-gases model. Chem. Eng. Commun. 1982, 14, 123–131.

[CrossRef]
40. Milosavljevic, I.; Oja, A.V.; Suuberg, E.M. Thermal Effects in Cellulose Pyrolysis: Relationship to Char Formation Processes. Ind.

Eng. Chem. Res. 1996, 35, 653–662. [CrossRef]
41. Uhrig, A. Determination of Pyrolysis Reaction Kinetics of Raw and Torrefied Biomass. Bachelor’s Thesis, University of Twente,

Enschede, The Netherlands, 2014.
42. Patisson, F.; LeBas, E.; Hanrot, F.; Ablitzer, D.; Houzelot, J.-L. Coal pyrolysis in a rotary kiln: Part I. Model of the pyrolysis of a

single grain. Met. Mater. Trans. A 2000, 31, 381–390. [CrossRef]
43. Prins, M.J.; Ptasinski, K.J.; Janssen, F.J. Torrefaction of wood: Part 1. Weight loss kinetics. J. Anal. Appl. Pyrolysis 2006, 77, 28–34.

[CrossRef]
44. Vyazovkin, S.; Burnham, A.K.; Favergeon, L.; Koga, N.; Moukhina, E.; Pérez-Maqueda, L.A.; Sbirrazzuoli, N. ICTAC Kinetics

Committee recommendations for analysis of multi-step kinetics. Thermochim. Acta 2020, 689, 178597. [CrossRef]
45. Weerachanchai, P.; Tangsathitkulchai, C.; Tangsathitkulchai, M. Comparison of pyrolysis kinetic models for thermogravimetric

analysis of biomass. J. Sci. Technol. 2010, 17, 387–400.
46. Chen, H.; Liu, N.; Fan, W. Two-step Consecutive Reaction Model of Biomass Thermal Decomposition by DSC. Acta Physico-Chim.

Sin. 2006, 22, 786–790. [CrossRef]
47. Guo, J.; Lua, A. Kinetic study on pyrolytic process of oil-palm solid waste using two-step consecutive reaction model. Biomass

Bioenergy 2001, 20, 223–233. [CrossRef]
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