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Editorial

Special Issue “Bioprocess Systems Engineering Applications in
Pharmaceutical Manufacturing”
Ralf Pörtner * and Johannes Möller *

Institute of Bioprocess and Biosystems Engineering, Hamburg University of Technology,
21073 Hamburg, Germany
* Correspondence: poertner@tuhh.de (R.P.); johannes.moeller@tuhh.de (J.M.)

Biopharmaceutical and pharmaceutical manufacturing are strongly influenced by the
process analytical technology initiative (PAT) and quality by design (QbD) methodologies,
which are designed to enhance the understanding of more integrated processes. The major
aim of this effort can be summarized as developing a mechanistic understanding of a
wide range of process steps, including the development of technologies to perform online
measurements and real-time control and optimization. Furthermore, minimization of
the number of empirical experiments and the model-assisted exploration of the process
design space are targeted. Even if tremendous progress has been achieved so far, there
is still work to be carried out in order to realize the full potential of the process systems
engineering toolbox.

Within this Special Issue of Processes, an overview of cutting-edge developments of
process systems engineering for biopharmaceutical and pharmaceutical manufacturing
processes is given, including model-based process design, Digital Twins, computer-aided
process understanding, process development and optimization, and monitoring and control
of bioprocesses. The biopharmaceutical processes addressed focus on the manufacturing
of biopharmaceuticals, mainly by Chinese hamster ovary (CHO) cells, as well as adeno-
associated virus production and generation of cell spheroids for cell therapies.

Both model-based process designs and the Digital Twin concept have gained increasing
interest for the development and optimization of biopharmaceutical production processes.
Such methods are still not state-of-the-art for cell culture processes during development
or manufacturing, although first approaches have been proposed. This highlights a need
for improved methods and tools for optimal experimental design, optimal and robust
process design, and process optimization for the purposes of monitoring and control
during manufacturing. Three contributions within this Special Issue address this topic,
which are highlighted as follows:

Bayer et al. [1] present a digital bioprocess twin used for a model-based design of
experiment (DoE) to accelerate the design space exploration and thereby decrease the
time needed to identify the optimum combination of critical process parameters (CPP)
for the variables of interest. This Digital Twin simultaneously delivers additional process
understanding while accelerating bioprocess development and optimization by applying in
silico simulations and only perform the recommended experiments. A structured workflow
is presented using different initial data sets to reduce experimental efforts, evaluate the
results, and additionally to investigate the applicability of an intensified DoE (iDoE) for
such a model-based DoE. By this, the best CPP combinations in a design space are identified
with the highest space-time yield.

Strategies for multi-objective optimization of industrial biopharmaceutical processes
are addressed by Hernández Rodríguez et al. [2]. In industrial applications, it is typically
desirable to optimize several conflicting objectives at a time, leading to suitable trade-
offs and compromises. However, multi-objective optimization is more complex and its
application is still not state-of-the-art in the context of cell culture processes (probably
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due to a lack of related studies and instructions). The contribution presents a conceptual
workflow which couples uncertainty-based upstream simulation and Bayes optimization
using Gaussian processes. Its application is demonstrated in a simulation case for the design
of a robust cell culture expansion process (seed train), meaning that despite uncertainties
and variabilities concerning cell growth, low variations of viable cell density during the
seed train are obtained. This approach provides the potential to be used in the form of a
decision tool (e.g., for the choice of an optimal and robust seed train design or for further
optimization tasks within process development).

The selection of appropriate clones of production cells is essential for the optimized
manufacturing of complex biopharmaceuticals using bioreactors. A simulation study on
model-assisted clone selection for CHO-cells is presented by Hernández Rodríguez et al.
The authors of [3] address the question, if clonal cell populations showing high cell-specific
growth rates are more favourable than cell lines with higher cell-specific productivities
(or vice versa). A mechanistic cell culture model was adapted to the experimental data
of such clonally-derived cell population. Uncertainties and prior knowledge concerning
model parameters were considered using Bayesian parameter estimations. This model was
then used to define an inoculum train protocol. It could be shown that growth rates have a
higher impact on overall process productivity and for product output per year, whereas
cells with higher productivity can potentially generate higher product concentrations in
the production vessel.

Besides the use of mechanistic process models, computational fluid dynamic stud-
ies can support bioprocess design and optimization. One paper in particular focuses on
computer-aided process understanding. Bioreactor design and scale-up in today’s biopharma
industry relies mostly on empirical correlations, experience, and engineering heuristics,
which can hardly provide the link between hydrodynamics within the bioreactor and
biological process behaviour. Freiberger et al. [4] investigated cellular effects and locally
resolved hydrodynamics in stirred bioreactors for impellers with different spatial hydrody-
namics. Therefore, the hydrodynamics, mainly flow velocity, shear rate, and power input
in a single- and a three-impeller bioreactor setup were analyzed by means of CFD simula-
tions, and cultivation experiments with antibody-producing CHO cells were performed
at various agitation rates in both reactor setups. It could be shown that behaviour of the
cells in the different reactor set-ups cannot be linked to parameters commonly used to
describe shear effects on cells such as the mean energy dissipation rate or the Kolmogorov
length scale, even if this concept is extended by locally resolved hydrodynamic parameters.
Alternatively, the hydrodynamic heterogeneity was statistically quantified by means of
variance coefficients of the hydrodynamic parameters fluid velocity, shear rate, and energy
dissipation rate. The calculated variance coefficients of all hydrodynamic parameters were
higher in the setup with three impellers than in the single impeller setup, which might
explain the rather stable process behaviour in multiple impeller systems due to the reduced
hydrodynamic heterogeneity.

Three contributions are dedicated to aspects of process development and optimization.
Müller et al. [5] studied seed train intensification using an ultra-high cell density cell
banking process. A frequently used approach for seed train intensification uses N − 1
perfusion, in which perfusion cultivation is carried out as the final step of inoculum
production to generate ultra-high cell banks exceeding 100 × 106 cells mL−1. These cells
can subsequently be used to inoculate a production bioreactor. On the one hand, the
inoculum production steps can be reduced, and on the other hand a continuous process or
a high-seed fed-batch process can be directly implemented with these cells instead of the
otherwise usual low-seed fed-batch process. Within the study, an ultra-high cell density
working cell bank was established for an immunoglobulin G-producing CHO cell line. A
comparison with the standard approach shows that cell growth and antibody production
are comparable, but time savings of greater than 35% are possible for inoculum production.

Ladd et al. [6] developed a process for continuous transfection for adeno-associated
virus production in microcarrier-based culture. Adeno-associated virus vectors have great

2



Processes 2022, 10, 1634

potential for gene therapy. However, a major bottleneck for this kind of therapy is the
limitation of production capacity. Higher specific AAV vector yield is often reported for
adherent cell systems compared to cells in suspension, and a microcarrier-based culture is
well established for the culture of anchored cells on a larger scale. The purpose of the present
study was to explore how microcarrier cultures could provide a solution for the production
of adeno-associated virus vectors based on the triple plasmid transfection of HEK293T cells
in a continuously operated stirred tank bioreactor. The present investigation provided a
proof-of-concept of a continuous process based on microcarriers in a stirred-tank bioreactor.

Petry and Salzig [7] developed a large-scale production process of size-adjusted β-cell
spheroids. The large and growing number of patients living with diabetes has generated
interest in the promise of β-cell therapy to restore lost β-cell mass. For β-cell replacement
therapies, one challenge is the manufacturing of a sufficient number of functional β-cells
manufactured as 3D constructs, known as spheroids with a controlled size. For this, a
process in a fully controlled stirred bioreactor systems was established using the INS-1
β-cell line as a model for process development. Specifically, the dynamic agglomeration
of β-cells to determine minimal seeding densities, spheroid strength, and the influence of
turbulent shear stress was investigated in order to generate spheroids of a defined size. The
process developed in shaking flasks was successfully transferred to a stirred bioreactor, and
it could be shown that functional β-cell spheroids sufficient for β-cell therapy applications
can be generated.

Two contributions are dedicated to the aspects of monitoring and control of bioprocesses.
Reyes et al. [8] provide a review on modern sensor tools and techniques for monitoring
and control, addressing especial technological innovation directed towards online in situ
continuous monitoring of quality attributes that could previously only be estimated offline.
These new sensing technologies when coupled with software models have shown promise
for unique fingerprinting, smart process control, outcome improvement, and prediction.
State-of-the-art sensing technologies and their applications in the context of cell culture
monitoring are reviewed with an emphasis on the coming push towards industry 4.0
and smart manufacturing within the biopharmaceutical sector. Additionally, perspectives
concerning how this can be leveraged to improve both understanding and outcomes of cell
culture processes are discussed.

A new and promising biosensor technology is introduced by Gaudreault et al. [9], a
surface plasmon resonance (SPR)-based biosensor. SPR-based biosensors can play a role in
enabling the development of improved bioprocess monitoring and control strategies. In this
review, the applications of SPR that are or could be related to bioprocess monitoring in three
spheres are examined such as biotherapeutics production monitoring, vaccine monitoring,
and bacteria and contaminant detection. These applications mainly exploit SPR’s ability to
measure solution species concentrations, but performing kinetic analyses is also possible
and could prove useful for product quality assessments. SPR-based biosensors exhibit
potential as product monitoring tools from early production to the end of downstream
processing, paving the way for more efficient production control. However, more work
needs to be carried out to facilitate or eliminate the need for sample pre-processing and to
optimize the experimental protocols.

We thank the authors, reviewers, and editors who have contributed to the success of
this Special Issue.

Author Contributions: Conceptualization, J.M. and R.P.; Writing—original draft preparation, J.M.
and R.P.; All authors have read and agreed to the published version of the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The fast exploration of a design space and identification of the best process conditions
facilitating the highest space-time yield are of great interest for manufacturers. To obtain this
information, depending on the design space, a large number of practical experiments must be
performed, analyzed, and evaluated. To reduce this experimental effort and increase the process
understanding, we evaluated a model-based design of experiments to rapidly identify the optimum
process conditions in a design space maximizing space-time yield. From a small initial dataset, hybrid
models were implemented and used as digital bioprocess twins, thus obtaining the recommended
optimal experiment. In cases where these optimum conditions were not covered by existing data,
the experiment was carried out and added to the initial data set, re-training the hybrid model. The
procedure was repeated until the model gained certainty about the best process conditions, i.e., no
new recommendations. To evaluate this workflow, we utilized different initial data sets and assessed
their respective performances. The fastest approach for optimizing the space-time yield in a three-
dimensional design space was found with five initial experiments. The digital twin gained certainty
after four recommendations, leading to a significantly reduced experimental effort compared to
other state-of-the-art approaches. This highlights the benefits of in silico design space exploration
for accelerating knowledge-based bioprocess development, and reducing the number of hands-on
experiments, time, energy, and raw materials.

Keywords: Escherichia coli; hybrid modeling; machine learning; model-assisted DoE; quality by
design; upstream bioprocessing

1. Introduction

For the production of biopharmaceuticals, it is of high importance to guarantee a
specified product quality for patient safety. Raw materials, process deviations, and un-
recognized faults may result in altered quality, and finally in batch rejection [1]. Process
characterization in the biopharmaceutical industry has long been known and emphasized
by the authorities, thus, processes must be closely monitored and well understood to ensure
robust and uniform product quality. The most prominent guidance is the process analytical
technology (PAT) guide by the US federal drug administration (FDA). Additionally, the
quality by design (QbD) initiative [2] greatly emphasizes process understanding during
the development of a bioprocess to guarantee a stable and uniform product quality output
and fewer rejected batches [3]. To achieve these objectives, the statistical design of experi-
ments (DoE) and advanced online monitoring are highlighted. The herein experimentally
investigated design space is built by different combinations of critical process parameters
(CPP) and critical material attributes (CMA), which affect the target parameters and the
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critical quality attributes (CQA) [4]. For such a design space exploration, different DoEs
can be applied, e.g., full factorial, fractional factorial, Box–Behnken, Doehlert, and hyper-
cubes, differing in the number of required experiments and the amount of information
generated [5]. Besides the increased process understanding, for process optimization of the
target molecule, it is still important to quickly find the best CPP combination in the design
space, at which the production process will be performed, e.g., biomass, product titer, or
space-time yield [6]. Such DoE studies are combined with process modeling to generate
added value and further accelerate these tasks [7].

The most common techniques for bioprocess modeling are data-driven (black box)
and mechanistic (white box) approaches, each with their own characteristics, advantages,
and disadvantages [8]. Since the parameters in data-driven models do not have a physical
meaning, no further process knowledge is needed, enabling a fast and easy implementation
of these model types. Currently, various regression algorithms are available and commonly
used, e.g., partial least squares, random forests, support vector machines, artificial neural
networks (ANN) [9], and many more. However, such models are based on correlation
and do not mandatorily imply causality, which can lead to inaccurate or even incorrect
model predictions and conclusions. Contrarily, mechanistic models are based on theoret-
ical considerations, i.e., the parameters have a physical meaning, and therefore ensure
causality. Since these model predictions follow a purely mechanistic trend, temporary
process deviations and unknown CPP impacts are not considered, which also interferes
with the model performance and accuracy. To exploit the advantages of each individual
model structure, a combined approach can be considered, called hybrid modeling (grey
box) [10]. Since both models can complement each other in this combined structure, more
precise predictions are anticipated. Such a hybrid model can be built in a parallel or serial
structure, e.g., first, the data-driven part estimates parameters used in the mechanistic part,
which otherwise would have to be assumed. Thereby, it is possible to also incorporate
the CPP’s impact into the hybrid model, which significantly strengthens the explanatory
power of the model [11]. Additionally, to have assurance about the model performance
and the risk of model mispredictions, typically cross-validation is performed to reduce
variance, avoid overfitting, and investigate how the model performs when applied to new
data [12]. A similar approach with a higher degree of freedom for creating the final model
is model averaging from a leave-one-batch-out cross-validation, i.e., several developed
models are averaged to improve the model stability and accuracy [13]. Even though this
hybrid modeling approach has been the state-of-the-art in other industries for many years,
due to the higher complexity of biological processes, it has only gained interest during the
last few years [14]. Even though hybrid modeling is increasingly adopted for downstream
applications [15–17], the response surface modeling of process endpoints is still more
commonly applied [18], and the full potential of hybrid process modeling applications in
bioprocessing has not yet been realized.

The high added value and the benefits of hybrid modeling for upstream bioprocessing
become tangible when considering three major aspects of progressing towards digital
biomanufacturing, i.e., delivering an increased process understanding, accelerating biopro-
cess development, and enabling advanced process control [19]. For all these components,
various tools with different levels of complexity can be considered. Herein, soft sensors
are frequently used, i.e., advanced online sensor systems such as spectrometry [20] or
spectroscopy [21] in combination with a software algorithm to estimate the variables of
interest in real-time, without any sampling and analytical time delay [22]. Depending on
the used model structure, such soft sensors can be descriptive or predictive. While the
descriptive model type can only be used to get estimated values up to the current time
point, predictive models can also predict future values with a degree of uncertainty and
therefore can additionally be used for process control [23]. Along with process models for
the variables of interest, model-based methods for the optimization of process parameters
such as the gained process information, the maximum amount of cells, or productivity
were also introduced [24]. A highly interesting concept for accelerating bioprocess devel-
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opment and optimization in combination with model-related DoE approaches is a digital
bioprocess twin [25,26]. Based on a minimal number of experiments, a hybrid model can
be developed and subsequently be applied as a digital bioprocess. This digital twin then
enables the simulation of further experiments, i.e., in silico exploration of the design space
to shed light on the process behavior, without any additional laboratory experiments. This
can be used to investigate the impact of the CPPs on the desired output, and thereby
recommend the best CPP combination that maximizes it. A validation experiment at the
recommended CPPs can be performed and compared to the simulation [27]. Subsequently,
this digital twin model can be re-trained with the new experimental data, improving its
performance by gaining a higher understanding of the process, and allowing it to explore a
potential new optimum [28]. Once the recommendation of the digital twin converges at the
process optimum, no new CPP combination will be proposed. Such model-based DoE and
process modeling to find the best CPP combination in a design space saves raw materials
and additionally operates more quickly and is cheaper compared to approaches in which
experiments are only performed in the laboratory [29].

To accelerate the design space exploration and thereby greatly decrease the time
needed to identify the optimum CPP combination for the variables of interest, we present a
digital bioprocess twin used for model-based DoE [30]. This digital twin simultaneously
delivers additional process understanding, while accelerating bioprocess development and
optimization by applying in silico simulations that only perform the recommended experi-
ments. We were particularly interested in determining the minimal number of required
experiments for developing an initial digital twin, recommending further experiments to
rapidly identify the best CPP combination in the design space. Such an iterative approach
towards digitalization leads to a reduced experimental effort and saves various propo-
sitions of economic value while tackling current shortcomings for the implementation
of such novel and promising tools [31]. Therefore, we present our structured workflow
using different initial data sets to reduce experimental effort, evaluate the results, and
additionally to investigate the applicability of an intensified DoE (iDoE) [32] for such a
model-based DoE, to rapidly find the best CPP combinations in a design space and obtain
the highest space-time yield.

2. Materials and Methods
2.1. Experimental Design

The experimental data set was derived from E. coli (HMS174 (DE3)) (Novagen, Ger-
many) fed-batch cultivations at 20 L scale. For the workflow and the evaluation, a design
space with three CPPs, each at three levels, was considered: the feed controlled specific
growth rate µ (0.10, 0.15, and 0.20 h−1), the cultivation temperature T (30, 34, and 37 ◦C),
and the induction strength I (0.2, 0.5, and 0.9 µmol IPTG g−1 cell dry mass), respectively.
The variables of interest to be modeled were the biomass concentration (g L−1) and the
space-time yield (g L−1 h−1) of the soluble fraction of the expressed protein, recombinant
human superoxide dismutase. The biomass was analytically measured by thermogravimet-
ric analysis [33] once before induction and then hourly, and the soluble product titer was
measured every 2 h from the time point of induction to the last sampling at the end of the
process by ELISA [34]. The fed-batch phase was carried out for four doubling times, and
induction of the cells took place after the first doubling time, i.e., product formation took
place for the remaining three doubling times. The values for the online measurements were
available every minute and included the pH (controlled by the addition of 12.5% NaOH),
off-gas (%), cultivation temperature (◦C), inlet air (slpm), dissolved oxygen (%), stirrer
speed (rpm), base consumption (L), accumulated feed (L), inducer (kg), and head pressure
(bar). More details about the applied exponential feeding strategy for the fed-batch phase,
the utilized E. coli strain, the expression vector system, the online monitoring, and the
offline measurements have already been presented elsewhere [35–37].

To receive meaningful information about the performance of the different digital twins
and model-based DoE approaches, the design space was completely characterized. Once
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by common static cultivations (one CPP combination per experiment, i.e., 27 cultivations
to cover all CPP combinations) and by iDoE cultivations (three CPP combinations per
experiment, i.e., nine cultivations covering all 27 CPP combinations).

The intra-experimental CPP shifts in the intensified fed-batch fermentations were
performed after each theoretical cell doubling post-induction of the cells, with a temporar-
ily increased sampling interval, and executed by adjusting the setpoint value of the feed
controlled specific growth rate and cultivation temperature in the process control system.
Additionally, the feasibility of these shifts and the exclusion of a potential memory effect on
the cells is presented in detail elsewhere [38]. A list of all the performed experiments used
for comprehensive comparison is given in Appendix A.1 (Tables A1 and A2). Moreover, for
the static cultivations, the maximum experimental values of the variables to be modeled
are indicated. For the intensified cultivations, the maximum values were not conclusive,
due to the intra-experimental shifts and the resulting multiple characterized CPP combi-
nations, and therefore are not displayed. The two complete DoE and iDoE data sets are
presented extensively and available for download as supporting information for an earlier
publication [38].

2.2. Data Sets

For the initial hybrid model building and the model-based DoE, different initial data
sets were used, and the respective performances for identifying the best CPP combination,
obtaining the highest space-time yield were compared. These data sets were assembled
out of the presented static and intensified fed-batch fermentations:

1. Full factorial DoE: the fully characterized design space, used as a reference (N = 27)
2. Fractional factorial DoE: the center point and the eight corners of the design space

(N = 9)
3. Fractional factorial DoE: the center point and four corners of the design space (N = 5)
4. Fractional factorial DoE: the center point and two corners of the design space (N = 3)
5. Complete iDoE: all iDoE cultivations, covering the entire design space (N = 9)
6. Fractional iDoEs: one iDoE cultivation per induction level (N = 3, three different

assemblies)

2.3. Hybrid Model Development
2.3.1. Model Building

For initial model training, the different data sets were considered. To deal with the
small initial data sets, avoid loss of information, and provide a more robust basis for
the digital twin simulations, for each practically performed experiment, two additional
in silico experiments were generated, i.e., each performed experiment was available in
triplicate. For these in silico experiments, an appropriate level of analytical error was
considered as random noise for the biomass (up to 5%) and the soluble product titer (up to
10%). As model inputs, the cultivation temperature (◦C), the accumulated feed (L), and
the accumulated inducer (kg) were chosen to estimate the two response variables: the
biomass (g L−1) and the space-time yield (g L−1 h−1). Prior to model building, the input
variables were standardized using the z-score. To predict the response variables, a serial
hybrid model structure was implemented. The data-driven model, an ANN, embedded in
the hybrid model, and applying a Levenberg–Marquardt regularization algorithm, was
chosen to estimate the specific growth rate µ and the soluble product formation rate vp/x as
propagated predictions for the mechanistic part. The ANN consisted of three layers. The
nodes of the hidden layer used hyperbolic tangent transfer functions, while the output
layer used linear transfer functions. The values derived from the ANN were subsequently
used in the mechanistic model, as shown in Equations (1) and (2), where X is the biomass
concentration (g L−1), P is the soluble product titer (g L−1), Iy/n is the inducer switch
(zero for no induction or one for induction), and D is the dilution rate (h−1). Herein, D
is used as the comprehensive term to describe the ratio between the flow of all volume
additions into the reactor (L h−1), i.e., substrate feed, inductor feed and base, and the
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overall reactor volume (L), which comprises the initial volume and all the added volumes.
Consequently, in Equation (3), the space-time yield (STY) was calculated with the soluble
product titer (g L−1) divided by the current utilization time of the bioreactor (h). This
Bioreactor Utilization Time comprised the duration of the sterilization in place, inoculum,
batch, harvest, cleaning, and the respective feed time.

dX
dt

= u·X − D·X (1)

dP
dt

= vp/x·X·Iy/n − D·P (2)

STY =
P

Bioreactor Utilization Time
(3)

2.3.2. Model Validation

For validation of the model performance, leave-one-batch-out cross-validation was
performed, i.e., the initial model was built on all but one experiment, and the parameters
were optimized by applying them to the experiment left out. Once no further improvement
was observed, the model training stopped. To find the optimal setting to fit the experi-
mental data, the number of neurons and hidden layers were varied. While the number
of neurons was individually adapted for each data set, a single hidden layer delivered
the best performance in all cases with respect to the normalized root mean square error
(NRMSE) in Equation (4), where y is the analytical value, ŷ is the estimated counterpart for
each sampling point (t), ȳ is the mean of the analytical values, and N the total number of
observations.

NRMSE [%] =

√
1
N ·∑ (y(t) − ŷ(t))

2

y
·100 (4)

2.3.3. Model Averaging

To assess the risk of model misprediction, averaging of the individual models was
performed. This averaging of the estimations from multiple models represents a robust
way to deal with model uncertainties. This approach allows selecting a single model from
each of the cross-validations. Depending on the initial data set, the averaged hybrid models
consisted of three to five individual models. To validate this averaged model performance
and its uncertainty, the NRMSE was taken into account, along with its standard deviation
(SD) (Equation (5)) and the prediction interval (PI) (Equation (6)), where ŷaverage is the
estimation of the averaged model, ŷmodel is the estimation of the respective model, i the
index of these models, and n is the number of observations for each time point.

SD(t) =

√
1

n − 1
·∑ (ŷaverage(t) − ŷmodel(i)(t)

)2 (5)

PI(t) = ŷaverage ± SD(t) (6)

Subsequently, the final averaged hybrid models were transferred to a digital twin
environment.

2.4. Digital Twin Application

The developed hybrid models were implemented as digital twins to simulate all
experiments in the given design space. Therefore, the accumulated feed, the inducer, and
the inducer switch were simulated according to the feeding strategy and process time
of the individual constant CPP levels, according to the desired design space boundaries.
Once the simulations were performed by the digital twin, a lookup table could be used
to individually evaluate the digital twin simulations. This lookup table provides the
options for investigating the simulations, i.e., find the minimum or maximum values for
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the response variables and their respective associated CPP combination along with the
process time duration. For this case study, the lookup table was used to find the optima
(maximum value) for the space-time yield in all simulated experiments, i.e., recommending
the CPPs to obtain this simulated value. To validate the derived recommendation of the
digital twin, a laboratory experiment with the respective settings was performed. The new
experiment was then added to the previous data set and the hybrid model was re-trained
including the new setup and its findings. This model-based DoE for optimizing the space-
time yield was repeated until the digital twin identified the best CPP combination and no
new CPP combination was recommended. The entire workflow of the model-based DoE is
presented in Figure 1. This workflow was carried out for all of the different initial data sets
presented before, to evaluate the possible minimum number of required experiments for
each case.

The hybrid model development, digital twin simulation, and model-based DoE were
accomplished in the Novasign GmbH (Vienna, Austria) hybrid modeling toolbox.
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Figure 1. Schematic workflow of optimizing the space-time yield using model-based DoE. Starting with an initial set of
experiments from a given design space (I), a hybrid model is developed (II) and transferred to a digital twin environment.
Based on the hybrid model, the digital twin simulates all experiments of the design space and recommends the best CPP
combination in the design space to obtain the maximum value of the variable of interest (space-time yield) (III). In the case
of a new CPP recommendation, the experiment is performed, added to the training data, and utilized to re-train the hybrid
model with the new process information (IV). Once no new CPP recommendation is obtained, the digital twin identifies the
best CPP combination to maximize the space-time yield and the optimization stops (V).

3. Results
3.1. Analytical Space-Time Yield Maxima in the Design Space

To confirm the simulated values and correctness of the CPP recommendation by
the digital twin, the space-time yield of each CPP combination was investigated. The
analytical maximum space-time yield of each cultivation is presented as a response surface
in Figure 2. For simpler visualization, the results are separated into the three levels of
induction strength.
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Figure 2. Response surfaces of the analytical space-time yield maxima in the design space. The maximum value of each
CPP combination is displayed as a function of the specific growth rate and the cultivation temperature for each induction
level: I = 0.2 (A), I = 0.5 (B), and I = 0.9 (C). The color indicates the values of the space-time yield from dark blue (lowest
value) to red (highest value).

The graphical investigation of the analytical space-time yield of each CPP combination
in Figure 2 reveals the local and global optima in the design space. While at induction level
I = 0.2, the local maximum was found at 0.0726 g L−1 h−1 (µ = 0.10 h−1 and T = 34 ◦C), and
the induction level I = 0.5 contained the global maximum at the center point (µ = 0.15 h−1,
T = 34 ◦C, and I = 0.5) with 0.0997 g L−1 h−1. The local maximum at induction level I = 0.9
resulted in 0.0915 g L−1 h−1 (µ = 0.10 h−1 and T = 34 ◦C). This visualization demonstrates
that a cultivation temperature of 34 ◦C seems to be highly favorable for product formation,
along with a trend towards slower specific growth rates.

3.2. Initial Training Data for the Model-Based DoE

The objective for this model-based DoE for parameter optimization was to quickly
identify the best CPP combination for the highest space-time yield in the design space. To
determine the minimum number of required experiments to develop meaningful hybrid
models, and applied as digital twins recommending the next experiments, different initial
data sets were utilized (Section 2.2 Data sets). These comprised either static or intensified
cultivations, as presented in Figure 3.

As presented in Figure 2 and Table A1, the best CPP combination in the design space
to maximize the space-time yield was obtained at the center point. However, there was
also a local maximum with a high space-time yield at the highest induction level, which is
assumed to be challenging not to become trapped in. For the design space investigation
and determination of this CPP combination, different approaches can be consulted, as
presented in Figure 3. First, experiments at each CPP combination were performed, char-
acterizing the entire space without comprehensive process modeling (Figure 3A). Using
this approach, the optimum in the design space was found, but this was paired with a
high experimental effort and therefore time and costs. This experimental effort can be
reduced by selecting a fractional factorial design and process modeling, i.e., only certain
CPP combinations are performed. For this comparison, three fractional factorial designs
were performed with the center point and the corners of the design space, either using
nine (Figure 3B), five (Figure 3C), or only three initial experiments to build the hybrid
model (Figure 3D). Since the iDoE concept proved to be suitable for accelerating the process
characterization, this approach was additionally considered. Therefore, a complete set of
iDoE experiments (Figure 3E) and three fractional iDoE approaches (Figure 3F–H) were
used. The initial experiments of these last seven approaches were used in combination with
process modeling to find the optimal CPP combination for obtaining the highest space-time
yield as fast as possible, and using the workflow presented in Figure 1.
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Figure 3. Approaches with varying initial data sets to set up the digital twin for model-based DoE. To find the best CPP
combination in the given design space, different approaches with varying initial numbers of experiments were used (blue
circles and lines). The full factorial DoE without the need for comprehensive modeling (A) was consulted in addition to
fractional factorial DoEs with nine (B) and five (C), as well as a minimal approach using three (D), initial static cultivations.
Model-based DoE approaches using iDoE cultivations were performed with the complete iDoE data set (E) and three
fractional iDoEs (F–H).

3.3. Digital Twin Simulations of the Model-Based DoE

Out of all the presented initial data sets for the model-based DoE parameter optimiza-
tion, the fractional factorial DoE with five initial static cultivations performed best, i.e., the
fewest total experiments were needed by the digital twin to identify the CPP optimum
for the space-time yield. A graphical presentation of this model-based DoE is presented
in Figure 4. The step-by-step progression of the recommended experiments in the design
space along with the simulated values compared to the analytical values for each re-trained
digital twin are shown.

The model-based DoE quickly recommended the best CPP combination to obtain the
highest space-time yield (Figure 4A). The correct induction level was already found after
implementing the gained process knowledge from the first recommended experiment and
the correct cultivation temperature after the second re-training of the digital twin. Even
though the specific growth rate was the most difficult to properly assert, after two additional
cultivations the optimum in the design space was found, identifying the center point CPPs
as the optimum process conditions, which were already present in the initial training
data. This resulted in nine performed experiments instead of twenty-seven, highlighting
the advantages of knowledge-based bioprocess development. However, with this small
initial data set, the simulated biomass of the first recommended experiment (Figure 4B)
almost matched the analytical results, and the space-time yield was highly overestimated.
Likewise, high overestimations were observed for the second (Figure 4C) and the third
recommendation (Figure 4D). By adding these new recommended experiments to the
initial data set, the resulting retrained hybrid model iteratively gained knowledge about
the process for the next recommendation. Already, after only these three re-trainings, the
fourth simulation almost converged on the analytical values (Figure 4E). The digital twin
gained precision and certainty at the fifth and final recommendation (Figure 4F). Since this
recommended experiment had already been performed, the model-based DoE stopped,
i.e., the best CPP combination was identified, and the biomass and space-time yield of the
process were accurately simulated.
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initial data set (blue circles), the recommended experiments (orange circles), and the temporal order (orange arrows) are
given (A). For each recommended experiment (B–F), the simulated biomass (green lines) and the simulated space-time
yield (blue lines) are presented along with the PI (shaded area). The time point of induction (dashed grey line) and the
mean analytical values for the biomass (green diamonds) and the space-time yield (blue triangles) are indicated along with
the SD (error bars).

With five initial static experiments, the digital twin simulated the biomass concen-
tration with an appropriate accuracy from the beginning, but highly overestimated the
experimental values of the space-time yield. By consecutively adding the four recom-
mended experiments, and extending the initial data set, precise simulations were obtained.
This fast convergence of the simulated space-time yield on the analytical values, along with
the SD, is displayed in Table 1.

Table 1. Progression of the model-based DoE until the optimum was found using five initial experiments.

Digital Twin
Conversion

CPP I
(µ)

CPP II
(T)

CPP III
(I)

Analytical Maximum
(g L−1 h−1)

Simulated Maximum
(g L−1 h−1)

1st recommendation 0.10 30 0.2 0.0185 (±0.0006) 0.1605 (±0.0185)
2nd recommendation 0.10 30 0.5 0.0696 (±0.0029) 0.1220 (±0.0058)
3rd recommendation 0.10 34 0.5 0.0820 (±0.0018) 0.1303 (±0.0040)
4th recommendation 0.20 34 0.5 0.0755 (±0.0032) 0.0848 (±0.0079)
5th recommendation 0.15 34 0.5 0.0976 (±0.0026) 0.0955 (±0.0186)

As seen in Table 1, the obtained recommendations of the digital twin, at which CPP
combination the next experiment should be performed, converged at the best CPP combina-
tion in the design space after five recommended experiments, i.e., no new recommendation
was derived. Moreover, a steep learning curve of the hybrid model was observed when the
new experiments were added for re-training the digital twin. While the simulated space-
time yield of the first recommended experiment, derived from the information gained from
the initial five experiments, resulted in an 8.68-fold deviation compared to the analytical
value, this factor quickly decreased after including the respective validation experiments
in the training data and subsequent re-training of the hybrid model. For example, the
simulation of the second recommendation already displayed a decreased deviation of
only 1.75-fold compared to the analytical value, while the third simulation was down to a
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1.59-fold deviation. The fourth simulation only displayed a deviation from the analytical
value by 1.12-fold, and the final simulation of the fifth recommendation was highly precise,
displaying a simulated maximum of 0.98-fold the analytical value. This demonstrates
that with only five initial experiments to start the model-based DoE, the hybrid model
promptly gained process knowledge and its digital twin was able to provide the best CPP
combination to obtain the highest space-time yield.

A complete quantitative and qualitative performance comparison of all the presented
approaches (Figure 3) is given in Table 2. Herein, the three different fractional iDoE
approaches are summarized.

Table 2. Performance summary of the model-based DoE approaches. Capital letters in brackets represent the DoE conditions
from Figure 3.

Initial Data Set Initial Experiments Recommended Experiments Total Experiments Optimum Found

full factorial DoE (A) 27 0 27 yes
fractional factorial DoE (B) 9 2 11 yes
fractional factorial DoE (C) 5 4 9 yes
fractional factorial DoE (D) 3 7 10 yes

complete iDoE (E) 9 2 11 no
fractional iDoEs (F–H) 3 1–4 4–7 no

Table 2 presents the quantitative effort and qualitative performance of each initial
data set. With respect to the total required time for each presented approach, only the
duration of the practical experiments (including pre- and post-processing) was taken into
account for the evaluation, since using our setup, an entire experiment takes approximately
one working week. However, the computational time for the hybrid model training and
subsequent re-training can be neglected, since it ranges between half an hour and three
hours, and depending highly on the performance of the utilized computer. While the
number of required experiments remains unchanged, the needed experimental time can
further be reduced by the utilization of multiple bioreactors or parallel bioreactor systems.

Since in the full factorial DoE all experiments are performed, comprehensive process
modeling is redundant to find the best CPP combination for the highest space-time yield
in the design space. By using this approach, the optimum was found, but paired with
the highest experimental effort. For the other initial data sets, model-based DoE was
applied to reduce the required number of experiments. For the fractional factorial DoEs,
the number of recommended experiments increased until the optimum was found when
decreasing the number of initial experiments. Herein, the fastest approach was the frac-
tional factorial DoE with five initial experiments and four validation experiments required,
i.e., only 9/27 experiments had to be performed. Moreover, in all cases, the optimum
was identified. However, in this case study, the utilization of initial iDoE cultivations
for model-based DoE did not lead to the identification of the best CPP combination in
the design space. Regardless of selecting the entire iDoE data set or varying fractional
iDoEs, the model-based DoE ended up at different locations in the design space than the
optimum CPP combination. Herein, the final recommendations by the digital twin were
all located at µ = 0.10, I = 0.9 and either 30 ◦C or 34 ◦C, indicating a model bias towards
slow specific growth rates and temperatures, apart from 37 ◦C, where a high value or
local maximum of the space-time yield is located. A more detailed progression of the
recommended experiments in the design space for each of the other six model-based DoEs
is shown in Appendix A.2, Figure A1 (excluding the full factorial DoE).

4. Discussion

The prominent emerging concept of model-based DoE for parameter optimization is
an interesting, and yet not completely explored, topic. To accelerate this identification of
optimum process conditions is of great interest for manufacturers, to reduce bioprocess
development timelines. Typically, by performing all experiments in a design space, these
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optimum process conditions can be found, but with high experimental effort. Herein, we
challenged this approach by investigating the minimum requirements for such a model-
based DoE workflow (Figure 1) to rapidly and properly discover the best CPP combinations
in a design space (Figure 2), utilizing varying numbers of initial experiments (Figure 3). We
demonstrated with our case study that the fastest approach to identifying the best process
conditions for the highest space-time yield was an initial fractional factorial DoE with five
static cultivations and four consecutively performed recommendations from the digital
twin (Figure 4 and Table 1). In case scientists are limited to certain time slots for further
experiments, the best x-recommendations from the digital twin can be used in the next
campaign to obtain the maximum learning, according to the experimental possibilities.
Interestingly, all model-based DoEs using initial iDoE cultivations failed to find the global
maximum in the design space (Table 2), and recommending an incorrect optimal CPP
combination after a few iterations (Figure A1). It has already been demonstrated that iDoE
is favorable for accelerating process characterization. Here, a trade-off between decreased
experimental effort and reduced process information can be accepted. This consideration
must be handled with care when iDoE is used for process optimization, i.e., an increased
model uncertainty due to decreased process information may result in divergent optima,
as was the case herein. To the best of our knowledge, this iDoE concept has not been well
investigated and little literature is available as a reference for microbial, and even less for
mammalian, systems. Additionally, several degrees of freedom are introduced by iDoE,
e.g., the number and duration of the intra-experimental CPP shifts, as well as how these
should be performed. Therefore, before reliably applying iDoE for such model-based DoE
approaches, more research should be performed on this subject.

Furthermore, the identification of optimum process conditions for the response to be
optimized in design spaces with a higher dimensionality, as in our case study (>3 CPPs),
could lead to new challenges, e.g., the occurrence of various local optima, which complicate
the accurate identification of the global optimum. The robustness and applicability of
digital twins to also perform reliably when confronted with this higher complexity must be
further investigated. Moreover, our findings demonstrate that bioprocess modeling is not
an all-in-one solution, eliminating all current limitations and obstacles; showing that it is
important to consider many potentially influencing factors [39].

For instance, it is advisable for the initially used data set to introduce every CPP level
to the hybrid model training, i.e., the minimal fractional factorial DoE with three initial
cultivations in our case study. Otherwise, the hybrid model will be biased towards the
included CPP levels in the training data and potentially would not recommend the missing
setting, since the ability to correctly determine these causal relationships is lost. This bias
towards CPP levels should be considered when initially investigating a design space, for
which no prior process knowledge about process behavior and the responses is available,
i.e., the CPPs and the appropriate levels should be well-considered and not too far apart.
Hereby, the accidental generation of independent data sets, becoming missing and getting
trapped in local optima, can be avoided at the start. Since this case study mainly focused
on the practical application of digital twins, more detailed theoretical analysis should be
performed in future studies. However, it might be desirable to re-define the CPP levels
and look for new, more beneficial settings in the design space, e.g., with smaller intervals
of the cultivation temperatures simulated by the digital twin. However, if a digital twin
recommends an experiment next to the identified optimum CPP combination, but with a
0.5 ◦C decreased cultivation temperature and an increased space-time yield by 0.3%, the
execution of this cultivation should be critically questioned. Additionally, for some CPPs,
such simulated intervals are not always practically feasible, e.g., steps of 0.5 ◦C for the
cultivation temperature, which might be adjustable but difficult to precisely control. This
exemplary scenario demonstrates that such approaches must still be guided by human
knowledge, rather than completely trusting an algorithm.

Herein, it has been demonstrated that such digital solutions enable a new knowledge-
based perspective on bioprocess development and optimization, and to get more out of the
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available data. Even though several of these advantages have already been recognized and
discussed, much more research will be required to fully implement and exploit the potential
of digitalization in the biopharmaceutical industry [40]. For instance, an up-and-coming
area for future application of model-based DoE, hybrid modeling, and digital twins is
found in simulating new CPP combinations out of the design space, i.e., extrapolation
where appropriate. However, this again poses new challenges, such as how to validate this
new setting outside the design space, e.g., an additional smaller design space with the new
CPP combination as the center point could potentially be performed. Besides the validation
issue, the stability of the digital twin and the underlying hybrid model structure must
also be ensured. Additionally, if the mechanistic relationships are known and understood,
such digital twins could be used as a basis to initially simulate new bioprocesses with
similar product properties without prior experiments, e.g., product size and cytotoxicity
supporting platform approaches.

5. Conclusions

In silico design space exploration using a digital bioprocess twin increases the process
understanding for QbD; the impact of the CPPs on the variables of interest can rapidly be
investigated. The presented workflow enabled us to quickly find process optima in a design
space despite using only a small initial experimental setup. Moreover, this approach to
decreasing the number of required practical experiments for process optimization becomes
even more advantageous for larger design spaces. Even though, herein the dimensionality
and complexity increase, which will lead to new challenges, model-based DoE has the
potential to significantly lower the experimental effort; saving money, time, raw materials,
and other propositions of economic value for later stages.
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Appendix A

Appendix A.1 CPP Settings of All Experiments Used for Model-Based DoE

The design space, the herein investigated CPPs (and respective levels), and cultivation
approaches are introduced in the Materials and Methods section of the main manuscript.
A detailed list of all performed experiments of the comprehensive comparison for the
applicability of the model-based DoE workflow (Figure 1, main manuscript) is given
below. Table A1 provides information about the experiments performed with one CPP
combination, and Table A2 contains the intensified experiments (three CPP combinations
per cultivation) and the herein performed CPP shifts. For all static experiments, the
maximum experimental values of the variables modeled (biomass and space-time yield)
are provided for easier comparison. For the intensified experiments, these maximum
experimental values are not indicated, because these quantities are not meaningful due to
multiple characterized CPP combinations per experiment. The highest space-time yield in
the entire design space was obtained at CPP combination #14 (µ = 0.15 h−1, T = 34 ◦C, and
I = 0.5), reaching 0.0997 g L−1 h−1 in the performed cultivation. Subsequently, the different
initial data sets were evaluated in the model-based DoE (Figure 3, main manuscript),
considering the number of required recommendations by the digital twin until certainty
about the best CPP combination is gained.

Table A1. CPP combinations of the static experiments for the model-based DoE approach.

CPP
Combination

CPP 1
(µ)

CPP 2
(T)

CPP 3
(I)

Maximum
Biomass
(g L−1)

Maximum
Space-Time Yield

(g L−1 h−1)

1 30 0.2 33.18 0.0193
2 34 0.2 31.12 0.0726
3 37 0.2 30.31 0.0311
4 30 0.5 29.88 0.0733
5 0.10 34 0.5 23.96 0.0837
6 37 0.5 20.6 0.0621
7 30 0.9 26.07 0.0800
8 34 0.9 20.69 0.0915
9 37 0.9 18.23 0.0432

10 30 0.2 34.28 0.0264
11 34 0.2 32.09 0.0415
12 37 0.2 29.7 0.0430
13 30 0.5 31.74 0.0564
14 0.15 34 0.5 28.66 0.0997
15 37 0.5 24.06 0.0663
16 30 0.9 26.89 0.0564
17 34 0.9 25.17 0.0815
18 37 0.9 21.62 0.0485

19 30 0.2 34.51 0.0157
20 34 0.2 33.68 0.0227
21 37 0.2 32.93 0.0274
22 30 0.5 31.49 0.0418
23 0.20 34 0.5 30.97 0.0783
24 37 0.5 28.85 0.0578
25 30 0.9 29.14 0.0518
26 34 0.9 29.25 0.0818
27 37 0.9 23.98 0.0513
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Table A2. CPP combinations of the intensified experiments for the model-based DoE approach.

iDoE CPP
Combination

CPP 1
(µ)

CPP 2
(T)

CPP 3
(I) CPP Shift 1 CPP Shift 2

1 37 0.2 37 ◦C to 34 ◦C
0.10 h−1 to 0.20 h−1 0.20 h−1 to 0.10 h−1

2 0.10 30 0.5 30 ◦C to 34 ◦C 34 ◦C to 37 ◦C
0.10 h−1 to 0.20 h−1

3 34 0.9 34 ◦C to 37 ◦C 0.10 h−1 to 0.15 h−1

4 37 0.2 37 ◦C to 30 ◦C
0.15 h−1 to 0.10 h−1

30 ◦C to 34 ◦C
0.10 h−1 to 0.15 h−1

5 0.15 30 0.5 0.15 h−1 to 0.20 h−1 30 ◦C to 34 ◦C
6 34 0.5 34 ◦C to 37 ◦C 0.15 h−1 to 0.10 h−1

7 30 0.2 30 ◦C to 37 ◦C 37 ◦C to 30 ◦C
0.20 h−1 to 0.15 h−1

8 0.20 37 0.9 37 ◦C to 34 ◦C
0.20 h−1 to 0.15 h−1

34 ◦C to 30 ◦C
0.15 h−1 to 0.20 h−1

9 34 0.9 34 ◦C to 30 ◦C
0.20 h−1 to 0.15 h−1 0.15 h−1 to 0.10 h−1

Appendix A.2 Progression of the Recommended Experiments by Each Model-Based DoE Approach

Out of all presented initial data sets for the model-based DoE in Figure 3 (Results sec-
tion of the main manuscript), the fractional factorial DoE with five initial static experiments
proved to be the fastest for identifying the best CPP combination for the highest space-time
yield. This detailed progression until the optimum was found is presented in Figure 4 and
Table 1 (Results section of the main manuscript). For the other six data sets used for the
model-based DoE (excluding the full factorial DoE), Figure A1 presents an overview of
the respective progressions, including the initially performed experiments, as well as the
recommended experiments.

Besides the best performing model-based DoE with five initial static cultivations, the
two other initial fractional factorial DoEs also performed well. The approach with nine
initial static cultivations (Figure A1A) needed two recommendations, i.e., two further
experiments to gain certainty about the optimum CPP combination, resulting in a total
of 11/27 cultivations. Herein, the model quickly gained certainty about the correct induc-
tion level from the beginning, and after the second experiment also about the other two
CPP levels. The model-based DoE using three initial static cultivations performed seven
recommendations until the optimum was identified, i.e., 10/27 cultivations (Figure A1B).
Interestingly, here the induction level was also the first CPP to be correctly recommended
after two additional experiments, followed by the cultivation temperature and then the
specific growth rate. However, the complete iDoE as the basis for model-based DoE
(Figure A1C) did not identify the optimum, and after two recommendations by the digital
twin ended up recommending CPP combination #7 (µ = 0.10 h−1, T = 30 ◦C, and I = 0.9).
Moreover, the model-based DoE based on three different fractional iDoEs was also not
able to find the optimum CPP combination. Depending on the initially selected three iDoE
cultivations, it took one to four recommendations by the digital twin until these model-
based DoEs also recommended CPP combination #7 (Figure A1D,F) or CPP combination
#8 (µ = 0.10 h−1, T = 34 ◦C, and I = 0.9) (Figure A1E) as the best CPP combination for the
highest space-time yield.
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Abstract: Development and optimization of biopharmaceutical production processes with cell cul-
tures is cost- and time-consuming and often performed rather empirically. Efficient optimization of
multiple objectives such as process time, viable cell density, number of operating steps & cultivation
scales, required medium, amount of product as well as product quality depicts a promising approach.
This contribution presents a workflow which couples uncertainty-based upstream simulation and
Bayes optimization using Gaussian processes. Its application is demonstrated in a simulation case
study for a relevant industrial task in process development, the design of a robust cell culture expan-
sion process (seed train), meaning that despite uncertainties and variabilities concerning cell growth,
low variations of viable cell density during the seed train are obtained. Compared to a non-optimized
reference seed train, the optimized process showed much lower deviation rates regarding viable cell
densities (<10% instead of 41.7%) using five or four shake flask scales and seed train duration could
be reduced by 56 h from 576 h to 520 h. Overall, it is shown that applying Bayes optimization allows
for optimization of a multi-objective optimization function with several optimizable input variables
and under a considerable amount of constraints with a low computational effort. This approach
provides the potential to be used in the form of a decision tool, e.g., for the choice of an optimal and
robust seed train design or for further optimization tasks within process development.

Keywords: Gaussian processes; Bayes optimization; Pareto optimization; multi-objective; cell culture;
seed train

1. Introduction

The development and optimization of biopharmaceutical production processes with
cell cultures is cost- and time-consuming, requiring substantial lab work. This necessitates
thorough planning of experiments and processes, taking into account existing process
knowledge. The need for model-based decision support in biopharmaceutical manufactur-
ing has been emphasized by the US Food and Drug Administration (FDA) [1,2], including
taking into account available prior know-how and experience within the decision process
and uncertainties [3]. Such methods are still not state-of-the-art for cell culture processes
during development or manufacturing [3,4], although first approaches have been proposed,
for example, in order to optimize the titer of a mammalian cell culture process [5]. This
highlights a need for improved methods and tools for optimal experimental design, optimal
and robust process design and process optimization for the purposes of monitoring and
controlling during manufacturing.

But also in other engineering fields such as chemical engineering or mechanical engi-
neering, process optimization plays an important role and is the subject of current research.
Some application examples rely on dynamic models, an example is the optimization of
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sustainable algal production processes [6] or the improvement of the vibration performance
of cold orbital forging machines [7]. Other approaches rely on machine-learning algorithms
such as those reported in [8–10].

The optimization of one objective criterion (e.g., final titer) is relatively straight for-
ward, i.e., building an objective function with a unique response variable and applying an
appropriate optimization algorithm to maximize this function. However, in industry, it
is typically desired to optimize several conflicting objectives at a time, leading to suitable
trade-offs and compromises. For example, when trying to maximize final titer via viable
cell density while minimizing cultivation time. Multi-objective optimization provides a
decision-making tool for optimal decisions in the presence of trade-offs between two or
more conflicting criteria.

However, multi-objective optimization is more challenging. Its application is still not
state-of-the-art in the context of cell culture processes, probably due to a lack of related stud-
ies and instructions. Moreover, within the manufacturing life cycle of biopharmaceuticals,
some phases are better investigated than others. Still very few investigations are reported
concerning the cell expansion process (seed train). It consists of several consecutive cultiva-
tion and passaging (transfer) steps, starting with a small amount of cell suspension because
cells are frozen in small vials until they are used for a production process. The goal is to
expand the number of viable cells in order to reach the required amount to inoculate (start)
the production bioreactor (e.g., 10,000 L at industrial scale) while keeping them in a healthy
and growing state. A high amount of operational requirements and constraints have to be
fulfilled and, as reported in literature [11,12], the cell expansion process critically effects
product quality and the amount of product at production scale. In [12] for example, the
passage duration, as well as the initial viable cell density for each passage are reported as
important parameters with high impact on process time and productivity at production
scale. A careful and optimal planning of a seed train is therefore essential. However, this is
not a trivial task due to the inherent variability concerning cell growth (cell growth differs
from cell line to cell line and also from cultivation run to cultivation run) and uncertainty
about the real state of the process due to considerable measurement uncertainties. This
requires the design of a reproducible process which is robust regarding viable cell density,
meaning that despite (initial) variabilities concerning cell growth, low variations of viable
cell density at the end of the seed train are obtained. The goal of this paper is to close
the gap between state-of-the-art optimization techniques and modern techniques from
machine learning to improve the biopharmaceutical production by allowing easy to use yet
powerful multi-objective optimization.

In most multi-objective optimization problems, no single best (unique optimal) solu-
tion exists, instead there is a set of optimal solutions (also called Pareto optimal solutions or
non-dominated solutions), meaning for each solution that one criterion cannot be improved
without degrading at least one of the other criteria. So, the decision maker has to choose
from the set of non-dominated solutions according to the most preferred or important
objective criterion. A promising approach to optimize objective functions, which are ex-
pensive to evaluate, is Bayes optimization. The methodology of Bayes optimization dates
back to the work of Harold Kushner in 1964 [13] and gained impact through the work of
Jones et al. in 1998 [14]. It is a probabilistic global optimization method for finding the
maximum of objective functions that are expensive to evaluate or unknown (black-box)
objective functions that are approximated using simulations [15].

In practice, the objective function could be the outcome of interest of a process,
for example, process productivity or control metrics to describe the quality of a prod-
uct. Input parameters can be process parameters needed to be optimized. Bayesian
optimization [16] creates a quick to evaluate model, the so-called surrogate model of the
objective function. In order to reduce the objective function evaluations, the surrogate
model is iteratively trained and updated on new data. The positions of this new data are
chosen by finding a trade-off between exploration (improving the surrogate model) and
exploitation (finding optimal points). Typical surrogate models are Gaussian processes.
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Gaussian processes (GP’s) are popular machine learning models [17] because, due to
their Bayesian nature, they work well with few data points [18]. Furthermore, they allow
the inclusion of expert knowledge [19,20] and can be used in dynamic systems [6,21]. GP’s
are very flexible non-parametric models, hence, they can approximate any function and do
not assume a predefined set of modeling functions.

Bayes optimization is successfully applied in many fields of research and
economics [22]. Moreover, applications of Bayes optimization in the field of bioprocess
engineering were published during the last decade [6,9,23,24]. Furthermore, this methodol-
ogy was shown to be efficient in solving multi-objective optimization problems [25] and
has also been applied for parameter estimation of kinetic parameters [26]. However, no
applications are reported so far applying model-based multi-objective Bayes optimization
within biopharmaceutical process development.

This contribution aims to present the concept of a workflow which couples uncertainty-
based upstream simulation and Bayes optimization using Gaussian processes and its
application in the form of a simulation case study to illustrate its applicability to a relevant
industrial task in process development.

This simulation case study addresses the question if a reference seed train setup
comprising five shake flask scales can be optimized through varying shake flask volumes
and how many shake flask scales, three, four or five, are recommendable in terms of
two objective criteria, seed train duration and deviation rate. Moreover it is investigated
how the results change if cells grow with 5% lower or 5% higher maximum cell-specific
growth rate.

Afterwards, two more objective criteria, titer (product concentration) and viability after
8 days in the production bioreactor, are added and seed train optimization is performed
regarding four objective criteria simultaneously.

Furthermore, the suitability of the proposed method and the required number of
iterations is evaluated with respect to the obtained information gain.

2. Methods

The main components of the applied methodology and the corresponding tools
are described.

2.1. Upstream Simulation

Upstream simulation comprises a simulation of the cell expansion process (seed
train) and simulation of the production scale. The reference upstream process taken as an
application example for the here presented simulation case study comprises five consecutive
shake flask scales followed by three bioreactor scales and one production scale, similar to
the upstream process investigated in [27]. Further specifications are listed in Table 1.

A mathematical model is required, describing cell growth and interactions with the
main limiting substrates and eventually inhibiting metabolites over time. A cell growth
model, a system of ordinary differential equations (ode), already adapted to an industrial
cell culture upstream process using a CHO cell line [27] has been used, which describes
the dynamic behavior of viable and total cell density, Xv and Xt, concentrations of glucose
cGlc, glutamine cGln, lactate cLac, ammonia cAmm and product (volumetric titer) ctiter (see
Table A1 in the Appendix A).

Moreover, such an upstream process includes several constraints, operation steps and
process parameters (e.g., concerning passaging intervals, substrate/nutrient concentrations,
initial viable cell densities and viable cell densities before transferring cells into the next
cultivation vessel, as well as the amount of cell suspension and fresh medium), which
have to be considered in the simulation workflow. A detailed description of the required
components and calculation routines are described in [28,29].

Besides these requirements, several passaging strategies can be applied, helping to
decide at which point in time cells should be transferred from one cultivation vessel into
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the next larger one and how to perform these passaging steps (e.g., which amount of cell
suspension should be mixed with how much fresh cell culture medium).

For the here presented simulation study, the passaging strategy for robust seed train
design was chosen, where robustness refers to the reproducibility of the seed train regarding
viable cell density, meaning that despite initial uncertainties and variabilities concerning
cell growth, low variations of viable cell density at the end of the seed train are obtained.
This strategy grounds on the objective of reaching the previously determined threshold
of viable cell density and corresponding probability distributions of viable cell density at
different points in time. These distributions are used in combination with a utility function
following the mean-variance principle, which grounds on the Markowitz mean-variance
portfolio optimization theory [30,31]: The utility function U(t) is defined as a function
of viable cell density Xv including the expected value E(Xv) and the variance Var(Xv) of
viable cell density, as well as a risk aversion parameter α which controls the amount of risk
(amount of uncertainty) the user is willing to bear. In the here presented example, the risk
refers to the probability that viable cell density differs from the expected value (predicted
mean). A risk aversion value of α = 1 would mean that the expected time profile minus
one time the standard deviation of Xv is considered.

The utility function is defined through:

U(t) = E(Xv(t))− α
√

Var(Xv(t)) (1)

Based on the simulated time profiles of the current cultivation scale (by solving the
corresponding ode system), Equation (1) is used to calculate the utility function value
U(t) per hour and to check if this value reaches or exceeds the required transfer viable cell
density Xv,transfer which is necessary to inoculate (start) the next cultivation scale fulfilling
the required seeding (initial) viable cell density and the filling volume.

In the next step, it is evaluated whether the calculated point in time lies within the
range of practically feasible points in time for cell passaging, Tp. Thus, the objective is
to find the minimum point in time out of the set of practically feasible points in time for
passaging, Tp, which fulfills:

U(t) ≥ Xv,transfer, (2)

subject to: t ∈ Tp. (3)

Based on the obtained point in time and the corresponding concentrations of viable
cells, total cells, substrates and metabolites at this point in time, starting concentrations
(=initial values of the system of ordinary differential equations) of the next cultivation
scale are calculated based on the defined configurations and constraints (e.g., working
volumes, acceptable range of seeding viable cell density and medium concentrations). This
calculation has to be performed for every cultivation scale and passaging step. For more
details refer to [27–29].

2.2. Bayes Optimization

A typical mathematical optimization problem is the following: Given an objective
function f : X → R over input space X ⊆ Rd, the aim is to find an argument x∗ ∈ X ,
which optimizes (minimizes or maximizes) f .

The idea behind Bayes Optimization consists of creating a simple, probabilistic and
cheap to evaluate model, a so-called surrogate model (substitute model), of the objective
function f [15,17,32]. Bayesian optimization reduces the number of evaluations of the
objective f via the following iterative approach: Before sampling f at another point, we take
into account a trade-off between exploration (i.e., sampling of areas of high uncertainties)
and exploitation (sampling from areas which are likely to move towards the optimum),
which is encoded in a so-called acquisition function. We can find such points quickly from
evaluation of the surrogate model.
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Within Bayes optimization the following steps are performed:

1. Generate a set of initial points and evaluate the objective function at these points.
2. Train the surrogate model based on all evaluated points.
3. Optimize the acquisition function, which determines the next candidate point xc to

be evaluated.
4. Compute f (xc), the objective function f at the candidate point xc.
5. Repeat steps 2–4 for N iterations

The key of Bayesian optimization is not to rely on local approximations as many other
optimization algorithms and instead to have a global viewpoint of also evaluating the
function at unknown positions.

The acquisition function is used to propose the next candidate point to be evaluated
based on specific criteria, for example the expected improvement of the optimization
criteria, and on the reduction in predictive uncertainty. As in the case of the kernels, there
is also a wide variety of possible acquisition functions to choose from. In this study, the
Expected Improvement (EI) acquisition function is used [33,34].

Gaussian processes (GPs) are well suited surrogate models when making few assump-
tions [15]. Just like a Gaussian distribution (a normal probability distribution) is fully
described by its mean m and variance σ2, a GP is fully described by a mean function m(x)
and a covariance function k(x; x

′
) [17]. A GP is an extension of a multivariate Gaussian (or

normal) distribution to distributions of functions in the sense that if a function y follows a
GP distribution, i.e., y ∼ GP(m, k), then every evaluation of the function follows a Gaus-
sian distribution y(x) ∼ N (m(x), k(x, x)). In particular, a GP returns mean and variance of
the possible function values (instead of just returning a scalar), and hence also provides
information about the uncertainty of a prediction. Moreover, GPs can take into account
uncertainty in the form of noise, the class of Gaussian processes is closed under Bayesian
updates, and such updates are computationally tractable [35].

The covariance function describes the assumed characteristics such as smoothness or
periodicity of the objective function f [16]. They are so-called positive-definite functions,
often also called kernels [17,36]. It specifies the relationship between two ‘points’ (vector of
the input space) x and x′ and the corresponding changes in f at these points. A covariance
function is described by a set of parameters, also called hyperparameters, describing a
specific behavior. This is how prior information is embedded in the Bayes optimization
procedure. Also in this work, the most commonly used covariance function, the Squared
Exponential (SE) kernel (often also referred to as Gaussian kernel) is used [32].

2.3. Problem Definition and Computational Procedure

The goal of the presented application example is to propose a concept and a numerical
procedure for optimal robust seed train design, where robustness refers to the reproducibil-
ity of the seed train regarding viable cell density, meaning that despite initial uncertainties
and variabilities concerning cell growth, low variations of viable cell density at the end of
the seed train are obtained.

First, seed train constraints are defined based on a chosen cell line and its characteristics
concerning optimal cultivation conditions and based on the operative possibilities (e.g.,
feasible points in time for cell passaging). Second, the optimizable input parameters and
objective criteria (objective response variables) applied in this study are defined (as also
illustrated in Figure 1), followed by the formulation of the mathematical optimization
problem. Thereafter, the optimization problem is solved using a workflow which connects
seed train simulation and Bayes optimization.

Figure 1. Goal of the study is to propose a concept and a numerical framework for optimal robust
seed train design (blue box in the middle), including optimizable inputs (first gray box) as well as
objectives (objective criteria) used in this study (right gray box).
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The following objective criteria were chosen to represent an optimal seed train: (I) a
minimum duration (d) (=required cultivation time) of the seed train and (II) a minimum
deviation rate (D) regarding viable cell density, i.e., the probability that the seed train will
run outside predefined ranges of viable cell density (for both, seeding viable cell density and
transfer viable cell density) (This is important to consider because in the case that specific
constraints are not fulfilled, the performance of the cells could decrease. The growth rate
could decrease and, furthermore, it has been observed that the violation of constraints could
also cause less viability of the cells in the production phase [12]) (compare to Figure 1 right
gray box). These two attributes shall enable an optimal start of the production scale. Note
that, in addition to these criteria, the growth rate is another important parameter affecting
an optimal start of the production scale and the growth rate should be high until the end
of the seed train. However, in this first optimization study it is not set as optimization
criterion because the here defined seed train setup (in terms of medium concentrations and
possible cultivation volumes per scale) together with the aim to reduce cultivation time
already supports good growth during the entire cultivation. However, for other seed train
setups, it might be advisable to include growth rate at the end of the seed train into the
optimization problem.

After consideration of the two mentioned objective criteria, a third and fourth objective
criterion, the product concentration (titer) and the viability at the end of the cultivation in
the production bioreactor (in this simulation study: after 8 days in batch mode, i.e., without
addition of nutrient feeds) are added to the optimization problem (see Figure 1 right gray
box (III)). Note: The authors are aware of the fact that cultivation in the production vessel
itself, which is often performed in fed-batch mode, is also influenced by several process
parameters having an impact on product quantity and quality. Moreover, data of further
attributes would be necessary to describe product quality (e.g., of a recombinant therapeutic
protein or antibody) but these are not provided and therewith not considered in this study.

The input variables that can be varied to optimize the recently mentioned objective
criteria, and thus the optimizable input variables, are the filling volumes in the first five
shake flask scales, V1, . . . , V5 (compare to Figure 1, the part of the seed train between
thawing cells from a small vial and inoculation of the first biorector). These target values
are important inputs of the seed train simulation process because they are used to calculate
points in time for cell passaging. Volumes in the finally proposed seed train protocol
(output of the seed train simulation) may vary within allowed working volume ranges and
these are also presented in this work.

Formulation of the Mathematical Optimization Problem

The optimizable variables and therewith inputs of the optimization problem are the
filling volumes of the n shake flask scales, V1, . . . , Vn which are included in the input vector:

x = (V1, . . . , Vn)
T . (4)

Outputs of the optimization problem are the defined objective criteria. These are
seed train duration d and deviation rate D for the first optimization example. Thus, the
unknown objective function (which should be minimized) can be written as follows:

f (x) = ( f1(x), f2(x))T (5)

with f1(x) =̂ d and f2(x) =̂ D.
The second optimization example includes a third and fourth optimization criterion,

product concentration and viability at the end of the production scale (here after 8 days in
the production vessel). Thus f (x) expands to:

f (x) = ( f1(x), f2(x), f3(x), f4(x))T (6)
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with f1(x) =̂ d, f2(x) =̂ D, f3(x) =̂ ctiter,end and f4(x) =̂Viabilityend.

2.4. Connecting Seed Train Simulation and Bayes Optimization

Uncertainty-based seed train simulation as described in Section 2.1 was coupled with
algorithms for Bayes optimization as described in Section 2.2. The workflow integrating
both components is illustrated in Figure 2. The inputs of the combined framework are
the input variables: Boundaries for the optimizable variables (here filling volumes) and
objective criteria (here seed train duration, deviation rate and in the second example
also product concentration at the end of production scale) given all required seed train
configuration settings and constraints (e.g., initial concentrations, practically feasible points
in time for cell passaging, acceptable ranges for viable cell density, . . . ).

Figure 2. Scheme showing the applied computational workflow comprising: (A) a Bayes optimization
algorithm which is coupled with (B) a seed train simulation routine. Input and output values are
shown in the blue boxes above and below.

First points (=combinations of optimizable variables) are determined using a Latin
Hypercube design distributing these points within the design space (see Figure 2, Box A).
Seed train simulations are performed at these points in order to obtain the corresponding
objective criteria values. Input values together with output values form a data set. An
unknown model describing the relationship between inputs and outputs is approximated
through a Gaussian process (GP) which has to be trained (see Figure 2, Box A) based on the
given data set. Therefore, the Gaussian process proposes a point that has to be evaluated
next (see Figure 2, Box B).

A robust seed train is simulated, using a mechanistic process model, and the objective
criteria are calculated. This output is then returned to the Bayes optimization (Box A) to
update the GP. Usually, experiments are performed to return the experimental output. The
present approach instead exploits the advantages of the model-based upstream simulation
in order to reduce the experimental effort to a minimum.

These steps are repeated various times, e.g., until a previously defined number of
maximum iteration steps is reached. The latter depends on the resources (human and
financial resources in case of laboratory experiments or computational resources in case of
in silico experiments). In every iteration the Gaussian process chooses a new point aiming
to move to the optimum and at the same time to reduce model uncertainty.

Results of this optimization framework are the set of Pareto optimal setups (also called
Pareto front) and their corresponding response values.
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2.5. Numerical Solvers and Tools

The programming language and numeric computing environment MATLAB [37] was
used for the seed train simulations. The code for the optimization workflow was written in
Python [38] using the MATLAB Engine API for Python to call MATLAB as a computational
engine from Python code. To perform Bayes optimization within this workflow, the library
GPflow [39] was used.

3. Results and Discussion
3.1. Optimization of Cultivation Vessels Regarding Number of Shake Flask Scales and Filling
Volumes for Five, Four and Three Shake Flask Scales

In this section, it is investigated which cultivation filling volumes should be used
for the flask scales in order to obtain optimal results in terms of seed train duration and
deviation rate, here defined as the probability that the seed train will run outside the
predefined acceptable ranges for initial viable cell density (VCD) and transfer VCD (final
VCD before transfer into the next cultivation vessel) per scale. The latter is a measure for
the robustness of the seed train regarding viable cell density.

For assessment of the optimization results, a conventional reference seed train com-
prising five shake flask scales was simulated based on a non-optimized design. Therefore,
a common passaging interval of 3 days per cultivation scale was fixed and filling volumes
were determined following a conservative layout (i.e., choosing not too huge differences
between one cultivation scale and the next to ensure that enough viable cells are generated
even if they grow a little bit slower than expected).

In the first step, the optimal combination of filling volumes for five shake flask scales
is investigated and the results are compared to the reference seed train. Afterwards, it is
investigated if a reduction in shake flask scales from five to four or three shake flask scales
leads to similar or even better results in terms of seed train duration and deviation rate. The
number of bioreactor scales was kept fixed. Three bioreactors with filling volumes of 40 L,
320 L and 2100 L were used as pre-stages before inoculation of the production bioreactor
with 9600 L. The assumed seed train setup is given in Table 1.

Table 1. Specification of the exemplary seed train setup providing information concerning cultivation
vessels, required viable cell densities and the transfer of cells from one cultivation vessel into the next
larger one, assumed in this work.

Seed Train Setup

Flask scales: 3, 4 or 5 flask scales between 0.014 L and 8 L filling volume
Bioreactor scales: 3 bioreactor scales, 38 L, 302 L and 2054 L filling volume
Production bioreactor: 9500 L filling volume
Optimal range for
viable seeding cell density: 3× 108–3.5× 108 cells L−1 (3× 105–3.5× 105 cells mL−1)
Optimal range for
transfer viable cell density: 0.1× 1010–1× 1010 cells L−1 (0.1× 107–1× 107 cells mL−1)
Target seeding (initial)
viable cell density: 3.15 × 108 cells L−1 (3.15 × 105 cells mL−1)

(=minimum viable seeding VCD + 5%)

Strategy concerning point ‘Xv transfer’, i.e., passaging as soon as the calculated
in time for cell passaging: required viable transfer cell density is reached
Practically feasible Passaging between 48 and 120 h possible
points in time for passaging: (flexible ranges)
Strategy concerning Discard cell suspension during the passaging step, if
current and new volume: required to start within an optimal seeding

cell density range

To find the optimal solution, multi-objective Bayesian optimization coupled with
uncertainty-based seed train simulation, as described in Section 2.1, was applied. First,
a Latin hypercube design for nlhs design ‘points’ (combinations of filling volumes, here
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nlhs = 10) was initiated and seed train simulation was applied to calculate the objective
criteria values, here, deviation rate D and seed train duration d (replacing the normally
required experimental cultivation runs) at each point. Within the Bayes optimization
procedure, Gaussian processes were trained based on the simulation outcomes and an
acquisition function was calculated in each iteration step in order to propose which point
should be evaluated next. The input space for shake flask filling volumes (here the opti-
mizable variables) was defined as described in Table 2, assuming the possibility of using
several shake flasks in parallel for one shake flask scale and also considering their working
volumes ranges.

Table 2. Input space for the shake flask filling volumes, containing the possible filling volumes per
scale, given for optimization runs with 5, 4 or 3 shake flask scales.

Filling Volumes

Range for Range for Range for
5 Shake Flask Scale [L] 4 Shake Flask Scales [L] 3 Shake Flask Scales [L]

V1 0.014–0.015 0.014–0.015 0.014–0.015
V2 0.05–0.15 0.1–1 0.1–2
V3 0.15–1.5 1.5–4 4–8
V4 1.5–4 4–8 -
V5 4–8 - -

3.1.1. Optimization of Five Shake Flask Scales

The first optimization was performed for a seed train comprising five shake flask
scales. Figure 3 shows the objective criteria values for each evaluated point, whereby the
outcomes based on the initial Latin hypercube space are illustrated by blue dots and the
outcomes for the proposed points based on the trained Gaussian processes are illustrated
through yellow crosses. The optimal solutions are those near to the lower left corner aiming
to minimize seed train duration and the deviation rate. The Pareto optimal solutions, also
called non-dominated solutions, are illustrated through green circles. A solution (seed
train setup/combination of filling volumes) is called non-dominated if no solution exists
leading to better (here lower) objective criteria values. As described previously, several
Pareto optimal solutions can be obtained because when considering two or more objective
criteria then for two different solutions one criterion might have better (here lower) value
then the other solution for the same objective, while the other criterion has worse (here
higher) values. The set of all Pareto optimal solutions is called Pareto front.

Figure 3. Algorthmically determined solutions and Pareto front of the two objective criteria seed
train duration and deviation rate. (optimizable variables, here combinations of 5 shake flask filling
volumes). Blue dots show an initial Latin hypercube design (LHC); yellow crosses are the points
proposed by the algorithm; green circles are Pareto optimal solutions (=Pareto front).

For the investigated scenario (five shake flask scales and the seed train configuration
according to Table 1) five Pareto optimal solutions were obtained (see green circles in
Figure 3). It can be seen that comparing two of these solutions (green circles) each, one
solution has a lower (here better) seed train duration value than the other solution and the
opposite holds for the deviation rate.

The corresponding values for the optimizable variables, here shake flask filling vol-
umes (V1, V2, V3, V4 and V5), and the corresponding objective criteria values, here deviation
rate D and seed train duration d, are listed in Table 3.
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Table 3. Pareto optimal solutions concerning the choice of filling volumes in shake flask scales, for
three scenarios for 5 flask scales. The following bioreactor filling volumes are 40 L, 320 L and 2210 L.
The averaged filling volumes in L and the resulting deviation rate (D) in % and seed train duration
(d) in h are listed for each Pareto optimal solution.

Filling Volumes

Solution Vol. 1 Vol. 2 Vol. 3 Vol. 4 Vol. 5 D d
[L] [L] [L] [L] [L] [%] [h]

1 0.015 0.065 0.904 2.355 7.78 537 4.9
2 0.015 0.115 0.451 1.672 7.89 521 6.1
3 0.015 0.104 0.340 1.614 6.85 524 5.2
4 0.014 0.103 0.369 1.582 7.87 523 5.3
5 0.015 0.114 0.431 2.026 7.97 520 6.7

Filling volumes of reference seed train
Reference 0.015 0.08 0.30 2 4 41.7 576

The filling volume of the first scale was limited to a very narrow range (14–15 mL) (A
higher variation after cell thawing was not expected). Most obtained solutions start with
the maximum value of this range (see Table 3, first column). The filling volume of flask
scale 2 varies between 0.065 and 0.115 L, the filling volume of flask scale 3 between 0.340
and 0.904 L, the filling volume of flask scale 4 between 1.582 and 2.355 L and of flask scale
5 between 6.85 and 7.97 L. All five combinations lead to a deviation rate D of less than 7%
and to a seed train duration between 520 to 537 h.

A more detailed illustration of the obtained results is presented in Figures 4 and 5. For
two optimizable variables and one objective criterion each (deviation rate in Figure 4 and
seed train duration in Figure 5), a contour plot is shown which illustrates the objective value
for each calculated point (combination of the two variables), using the trained Gaussian
processes, through colored isolines.

For example, the diagram in the top left of Figure 4 shows the deviation rate for
each combination of V1 (filling volume in flask scale 1) and V2 (filling volume in flask
scale 2) through colors representing the corresponding values in %, as indicated in the
color bar. The results obtained through seed train simulations are shown by dots. The red
dots represent the non-dominated (optimal solutions), optimal with respect to the defined
multi-objective optimization problem. The dark blue area indicates combinations of V1 and
V2 leading to a lower deviation rate. It can be seen that values above 0.1 for V2 combined
with any value of V1 (within the given range) lead to the lowest deviation rates (below
6.2%, see dark blue area). Moreover, the optimal solutions (red dots) are mostly located in
the area with higher filling volumes for shake flask 2, V2, except one (red dot at V2 ≈ 0.065).

For some combinations, a closer delimitation is possible. For example, the middle
diagram in the second row (V3 over V2) shows a limited region (dark blue area) and
therewith a specific combination of V3 and V2 that leads to the lowest deviation rates
(<5.6%). These are around 0.3 L for V3 and around 0.105 L for V2. Furthermore, two optimal
solutions (red dots) out of the set of Pareto optimal solutions (considering both objective
criteria, seed train duration and deviation rate) are located in this region. The remaining
red dots are located outside of the dark blue regions (see turquoise regions in the same
diagram), meaning that they have higher deviation rates. Analogously, Figure 5 shows the
contour plots for the second objective criterion, seed train duration. The dark blue areas
show the combinations with the lowest seed train durations (approximately below 528 h).
It can be seen in these diagrams that most red dots are located in the dark blue regions. For
some combinations the dark blue areas are wider, distributed over several possible values
for one variable, e.g., the diagram in the top center, top left, center, and center right.

Other combinations show narrower regions with low seed train durations as can be
seen in the diagram showing V4 over V3. The lowest seed train duration is obtained for
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filling volumes between 1.5 and 2.5 L for shake flask 4 in combination with filling volumes
between 0.2 and 0.8 L for shake flask 3.

Overall, these diagrams give an overview of the impact of two combined optimizable
variables each on a specific objective criterion.

In addition to this information, simulated time profiles (predictive mean in green, 90%
prediction bands in blue) of viable and total cell density as well as concentrations of glucose,
glutamine, lactate and ammonium (see Figure 6) can be obtained for each solution, as well
as a seed train protocol containing information about the calculated passaging intervals,
amount of medium, etc.
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Figure 4. Contour plots showing two optimizable variables on x and y-axis and one objective (here
Deviation rate D in %), assigned to each combination of the two variables, through colored isolines.
For example, the diagram in the top left shows the deviation rate for each combination of V1 (filling
volume in flask scale 1) and V2 (filling volume in flask scale 2) through colors representing the
corresponding values in %, as indicated on the color bar. Moreover, the results obtained through seed
train simulations are shown by dots. The red dots represent the non-dominated (optimal solutions).
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Figure 5. Contour plots showing two optimizable variables on x and y-axis and one objective (here
seed train duration (d) in h), assigned to each combination of the two variables, through colored
isolines. For example, the diagram top left shows the deviation rate for each combination of V1

(filling volume in flask scale 1) and V2 (filling volume in flask scale 2) through colors representing the
corresponding values in %, as indicated on the color bar. Moreover, the results obtained through seed
train simulations are shown by dots. The red dots represent the non-dominated (optimal solutions).
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Figure 6. Seed train showing viable cell density (VCD) and total cell density, as well as substrate
(glucose and glutamine) and metabolite (lactate and ammonium) concentrations over time and over
the whole seed train (5 shake flask scales and three bioreactor scales), based on the shake flask
filling volumes according to solution 1. The green lines represent the mean time course and the blue
lines show the corresponding 90%-prediction band (5%- and 95%-quantiles). The plot (top left) also
includes the filling volumes and the acceptable ranges for seeding VCD and transfer VCD, illustrated
through dashed lines.

It can be seen in the top left of Figure 6 that based on the given filling volumes in
addition to the flexibility to choose individual points in time for cell passaging in each
scale, it is possible to set the seeding viable cell density at the beginning of each cultivation
scale on the desired value with low variability, allowing to stay within the corresponding
acceptable ranges for seeding VCD (see yellow dashed lines). Moreover, transfer VCDs
lie within the corresponding acceptable range with high probability (see lower boundary,
gray dashed line). Moreover, it can be seen that substrate concentrations are not depleted
and according to [27], values of 20 mmol/L lactate and 5 mmol/L ammonium are not yet
inhibiting concentrations for this cell line.

For a better assessment, the obtained results are compared to the reference seed train
which is also defined in this work for five shake flask scales and illustrated in Figure 7. It
grounds on a (non-optimized) configuration setup for five shake flask scales using fixed
passaging intervals of 72 h each (common practice) and filling volumes of 15 mL (flask
scale 1), 80 mL (flask scale 2), 300 mL (flask scale 3), 2000 mL (flask scale 4) and 4000 mL
(flask scale 5). This choice grounds on a rather conservative approach aiming to avoid the
risk of reaching too low transfer cell densities at the end of a cultivation scale but without
the inclusion of probabilistic simulations.

The proposed method instead includes risk calculations and a passaging strategy
aiming to minimize this risk but at the same time identifying a seed train configuration
which is optimal regarding further objectives such as seed train duration in the present case.

A comparison of the seed train solutions obtained after optimization and the reference
seed train shows that deviation rate is much lower after optimization (4.9–6.7% instead
of 41.7%) and seed train duration could be reduced by 56 h from 576 h to 520 h. Figure 7,
diagram top left shows where seeding or transfer viable cell density do not lie fully within
the acceptable ranges (see red circles). This is different for the optimized solutions, e.g.,
solution 5, as illustrated in Figure 6, where seeding VCD lies within the acceptable range
and also transfer VCD lies above the lower bound of the acceptable range for transfer
VCD. This significant reduction in time (≈2 days per seed train) would contribute to a
meaningful acceleration of the production process.

Figure 7. Reference (non-optimized) seed train showing viable and total cell density, as well as
substrate (glucose and glutamine) and metabolite (lactate and ammonium) concentrations over time,
based on a reference configuration setup for 5 shake flask scales using passaging intervals of 72 h
each. The green lines represent the mean time course and the blue lines show the corresponding
90%-prediction band (5%- and 95%-quantiles).

3.1.2. Optimization of Three and Four Shake Flask Scales

In the next step, the number of shake flask scales was reduced from five to four and
then to three shake flask scales and the same optimization procedure was applied. The
aim was to investigate if less cultivation vessels would lead to comparable results and
if so, which target and filling volumes should be chosen. This is of interest because less
operations (such as transferring cells from one scale into another one) signify less risk of
failure and deviations.

Figure 8 shows the obtained values for the objective criteria deviation rate and seed
train duration for different combinations of filling volumes for three (left) and for four shake
flask scales (right). Furthermore, here, the solutions based on the initial Latin hypercube
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design are shown by blue dots and Pareto optimal solutions are highlighted through
green circles.

It can be seen that for both scenarios, combinations of filling volumes could be found
leading to an overall seed train cultivation time between 519 and 530 h. However, the
scenario of using four shake flask scales, leads to lower deviation rates (D < 10%) compared
to the scenario of using three shake flask scales (23% < D < 26%).

The corresponding filling volumes and the obtained filling volumes (based on the
underlying passaging strategy) of the Pareto optimal solutions are listed in Table 4 together
with the results for five shake flask scales from Table 3. The results are sorted as discovered
by the optimization algorithm. The obtained filling volumes for four shake flask scales are
very similar, except for shake flask scale 4 ( V1 = 15 mL, V2 = 158–200 mL, V3 = 1.51–1.60 L
and V4 = 4.81–7.58 L). Some of the obtained solutions would be seen or treated as equal in
practice, because the differences are rather small. For example it would not be distinguished
between 0.190 and 0.195 L. Probably 200 mL would be used instead. However, the applied
optimization algorithm works on a continuous input space and differentiates between the
solutions listed in the Table 4, even though the differences are very low. The obtained
optimal filling volumes for three shake flask scales also look similar, but with a bit more
variation for shake flask 3 (4.45–5.58 L).

Figure 8. Algorithmically determined solutions and Pareto front regarding seed train duration and
deviation rate for 3 resp. 4 shake flask scales on top resp. bottom. Blue dots show an initial Latin
hypercube design (LHC); yellow crosses are the points proposed by the algorithm; green circles are
Pareto optimal solutions (=Pareto front).

Comparing the results for the three scenarios (three, four and five shake flask scales)
endorses a decision against the three flask scales-scenario due to the higher deviation rates
(>20%), which stands for less process robustness. Between the other two scenarios (four or
five shake flask scales) only little differences with respect to deviation rates are observed
for the determined optimal solutions (4.9–6.7% for five shake flasks, 5.9–9.2% for four shake
flasks). Using five shake flask scales would lead to more or less similar cultivations times
(520–537 h) but one operational step more would be required.

This information, together with the corresponding seed train protocol, provides a
solid basis to take a decision for one of the proposed optimal seed trains designs, taking
into account seed train duration, robustness (expressed through deviation rates) and
operational steps.
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Table 4. Pareto optimal solutions concerning the choice of filling volumes in shake flask scales, for 3,
4 and 5 shake flask scales. The following bioreactor filling volumes are 40 L, 320 L and 2210 L. The
averaged filling volumes in L, the resulting deviation rate (D) in % and seed train duration d in h are
listed for each solution.

Filling Volumes

Solution Vol. 1 Vol. 2 Vol. 3 Vol. 4 Vol. 5 D d
[L] [L] [L] [L] [L] [%] [h]

5 flask scales
1 0.015 0.065 0.904 2.355 7.78 4.9 537
2 0.015 0.115 0.451 1.672 7.89 6.1 521
3 0.015 0.104 0.340 1.614 6.85 5.2 524
4 0.014 0.103 0.369 1.582 7.87 5.3 523
5 0.0015 0.114 0.431 2.026 7.97 6.7 520

4 flask scales
1 0.015 0.195 1.60 7.58 9.2 520
2 0.015 0.190 1.51 5.39 8.0 521
3 0.015 0.169 1.52 6.33 7.5 522
4 0.015 0.158 1.59 4.81 5.9 528

3 flask scales
1 0.015 0.733 4.45 23.0 522
2 0.015 1.046 4.85 23.8 521
3 0.015 1.103 5.26 24.8 520
4 0.015 0.934 4.77 23.0 522
5 0.015 1.110 4.65 22.2 523
6 0.015 1.306 5.58 26.4 519

3.2. Application to Further Cell Lines with Potentially Different Growth Rates

The optimization examples presented in the previous subsection were applied to a
specific CHO cell line with growth characteristics described by a set of model parameters
derived from an industrial cell culture process which was investigated in [27]. If a different
cell line or a clonal cell population with potentially differing growth behavior is used, then
the optimization has to be performed for this specific cell line. In the following simulation
study, a cell line having a 5% lower and a cell line having a 5% higher maximum cell-specific
growth rate compared to the reference maximum growth rate (µmax = 0.028 h−1 for the first
bioreactor scale and µmax = 0.029 h−1 for the remaining seed train scales) are assumed and
the optimization is applied for both scenarios.

The results for the obtained/proposed filling volumes, as well as the corresponding
seed train duration and deviation rate are listed in Table 5.

As expected, cells which grow faster (higher maximum growth rate µmax) would
require less time until reaching a specific target cell density. This can be seen in the right
column of Table 5. Using five flask scales, the optimal required seed train duration would
lie between 494 and 503 h for a cell line with a 5% higher growth rate compared to the
reference cell line which would need 520–537 h (see Table 3). Correspondingly, cells with
a 5% lower growth rate would need more time (550–568 h). The same is observed when
using four or three shake flasks.

With respect to the deviation rates which represent the robustness of the seed train
design regarding variability of viable cells, it can be seen that low deviation rates of between
4.1% and 11.6% can be reached when using five or four flask scales, even if the maximum
growth rate varies ±5%. A critical limit was identified for the combination of using three
shake flask scales for a slower growing cell line. The corresponding optimal solution shows
a comparatively higher deviation rate (19.2–29.1%) together with a high seed train duration
(548–552 h).
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Table 5. Pareto optimal solutions concerning the choice of filling volumes in shake flask scales, for 3,
4 and 5 shake flask scales, for two different scenarios. Scenario 1 assumes a 5% lower and scenario 2 a
5% higher cell-specific maximum growth rate compared to the reference maximum growth rate. The
bioreactor filling volumes which follow after the shake flask scales are 40 L, 320 L and 2210 L. The
filling volumes in L, the resulting deviation rate (D) in % and seed train duration (d) in h are listed
for each solution (several Pareto optimal solutions can be obtained per setup).

Filling Volumes

Solution Vol. 1 Vol. 2 Vol. 3 Vol. 4 Vol. 5 D d
[L] [L] [L] [L] [L] [%] [h]

5 flask scales
5% lower growth rate
1 0.015 0.083 0.45 2.06 6.67 7.3 550
2 0.014 0.072 0.30 2.78 6.23 7.0 551
3 0.014 0.105 0.45 2.53 6.77 6.1 553
4 0.015 0.119 0.84 2.96 6.21 5.5 568
5 0.014 0.122 0.56 2.64 6.62 5.8 559
5% higher growth rate
6 0.015 0.08 0.354 1.52 7.24 6.2 495
7 0.014 0.09 0.560 1.89 7.19 4.6 502
8 0.014 0.14 0.545 1.89 7.16 4.1 503
9 0.015 0.06 0.313 1.63 7.72 6.5 494
10 0.014 0.09 0.312 1.82 7.08 5.3 496
11 0.014 0.13 0.564 2.16 7.41 4.8 501

4 flask scales
5% lower growth rate
12 0.015 0.158 1.99 7.6 8.8 551
13 0.015 0.147 1.59 7.7 7.7 552
14 0.015 0.132 2.00 7.8 7.6 553
15 0.015 0.167 1.56 7.5 9.8 550
16 0.015 0.180 1.58 7.4 11.6 548
5% higher growth rate
17 0.015 0.199 1.59 5.2 5.3 501
18 0.015 0.246 1.53 7.9 10.5 493
19 0.015 0.215 1.53 7.2 7.7 494
20 0.015 0.193 1.56 6.8 6.8 496
21 0.015 0.191 1.60 5.6 5.8 498
22 0.015 0.210 1.56 7.5 7.3 495
23 0.014 0.183 1.71 6.1 5.4 499

3 flask scales
5% lower growth rate
24 0.015 0.174 4.14 20.0 550
25 0.015 1.011 4.03 25.7 549
26 0.015 0.151 4.02 19.2 552
27 0.015 0.929 4.34 29.1 548
5% higher growth rate
28 0.015 0.235 4.277 11.13 496
29 0.015 0.987 7.683 25.5 493
30 0.015 0.267 4.589 14.9 495

3.3. Optimization Regarding Four Objectives Including Product Concentration

To show the applicability of the proposed method to more than two objectives, a
third and a fourth objective criterion, titer concentration and viability at the end of the
production vessel (after 8 days) was added. Whereas the first two objective criteria (seed
train duration and deviation rate) are related to the seed train itself, the third and fourth
criterion refer to the generated product in the production vessel and to the viability of
the cells in the production vessel. Product concentration, as well as product quality can
be influenced by many factors (seeding cell density, substrate concentrations and nutri-
ent feeds, metabolite production, temperature, pH, dissolved oxygen and carbon dioxide
concentration, osmolality and more) and also by the amount and the state of the cells at
the end of the seed train. Since no data describing product quality are available, product
concentration and viability are considered in this study. A further simplification that was
made is the assumption that the production vessel is performed in batch-mode (meaning
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without any addition of nutrient feeds or medium renewals). The reason for this simplifica-
tion is to avoid confounding effects. The authors are aware of the fact that many factors
affect product concentration and product quality and when data of other critical process
parameters or quality attributes are available, these could also be considered in the same
manner. The main purpose of the present simulation example is to demonstrate how the
proposed method can be applied to more than two objectives and how the corresponding
results can be illustrated and interpreted.

To obtain a visual overview for multiple objective criteria in one figure, a so-called
spider plot (or net plot) can be used, which is shown in Figure 9.

Figure 9. Spider plot showing the objective criteria values (seed train duration, deviation rate, titer
and viability after 8 days in the production vessel) for the Pareto optimal solutions for 5 shake
flask scales.

The horizontal axis shows the values of the deviation rate (on the right) and of the viability
(on the left). The vertical axis shows the values of the seed train duration (above) and of the
titer (below). The aim of the optimization was to minimize seed train duration and deviation
rate and to maximize viability and titer. Each color (hyperplane) represents one of the Pareto
optimal seed train configurations (based on the optimal combinations of filling volumes in
shake flask scales). Since seed train duration and deviation rate should be minimal and titer
and viability should be maximal, hyperplanes covering the lower left area would be desired.
However, no such solution (hyperplane) was obtained. The reason is that the optimization
problem contains conflicting objective criteria, meaning that an improvement of one criterion
leads to a degradation of another criterion. The here presented solutions are all non-dominated
(see the green circles in the figures for two objective criteria). For all shown solutions, the
deviation rate is rather low (4.9–7.3%), the seed train duration lies between 521 and 562 h
and a titer of approximately 430–433 mg/L (assuming here a cell-specific production rate of
qtiter,max = 3.9× 10−10 mg cell−1 h−1, as reported in [40]) and a viability of 52–53% is reached
after 8 days in the production vessel (here via batch-mode). Of course, the obtained values
depend a lot on the real process conditions (production bioreactor probably performed in
fed-batch model) and the model parameter values obtained after model validation. However,
the presented simulation example shall illustrate how the proposed approach can be applied
for risk-based decision making under consideration of several criteria that should be optimal.
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3.4. Impact of Performed Iterations during Bayes Optimization

For the example of three shake flask scales, (followed by three bioreactor scales) and
optimizing filling volumes for all shake flask scales with respect to the two objective criteria:
seed train duration and deviation rate, the number of performed iterations during the
optimization procedure was varied. First, 10 initial points (combinations of filling volumes)
distributed based on a Latin hypercube design were evaluated, followed by 10 Bayes
iterations, which means that 10 times the algorithm updates the black box model (the
Gaussian process), calculates the acquisition function and proposes the next point based
on the outcome of this calculation. Then, the optimization was performed again for the
same seed train setup but using 20 and then 30 Bayes iterations. The obtained solutions are
illustrated in Figure 10.

Figure 10. Algorthmically determined solutions and Pareto front of the two objective criteria seed
train duration and deviation rate (optimizable variables, here combinations of 3 shake flask filling
volumes) for 10 (top left), 20 (top right) and 30 (bottom left) Bayes iterations; blue dots showthe
initial Latin hypercube design (LHC); yellow crosses show the points proposed by the algorithm;
green circles are the Pareto optimal solutions (=Pareto front).

Increasing the number of iterations from 10 to 20 helped to identify one solution that
has not been discovered when running only 10 iterations. This can be seen when comparing
the green circles in the diagram top left and the green circles in the diagram top right. The
solution with D ≈ 22 and d = 523 cannot been found in the diagram top left.

Increasing the number of iterations from 20 to 30 did not lead to an improved optimum
as can be seen when comparing the green circles in the Figure 10 top right diagram and
bottom left diagram. This underlines the efficiency of the Bayes optimization. In the present
example, only 10 initial points (distributed randomly according to a Latin hypercube design)
and 20 Bayes optimization iteration steps were required to obtain the results which were
confirmed when applying 30 iteration steps.

3.5. Summary

The objective of the first optimization problem was to design a robust seed train (cell
expansion process), which means a seed train layout (including the number of cultivation
scales, filling volumes and passaging intervals) leading to a reproducible seed train with
low variability regarding viable cell density and with a minimum seed train duration.
The obtained solutions were compared to a non-optimized reference seed train and a
comparison showed that the deviation rate is much lower after optimization (<10% instead
of 41.7%) and seed train duration could be reduced by 56 h from 576 h to 520 h, which
means a significant reduction of more than 2 days.

Addressing the question of if variation of the number of shake flask scales (and
therewith the number of passaging steps) would lead to similar results in terms of deviation
rates and seed train duration, it turned out that a reduction to three shake flask scales,
would mean an increase in deviation rate and is therefore not recommended, at least under
the assumed working volume ranges.

In industrial practice, typically more than one cell line is in use (different cell lines may
be used to produce different molecules/products). Since growth rates of different cell lines
differ, it was investigated how optimal seed train designs would differ for cell lines with
5% higher or lower growth rates. It turned out that the same optimization procedure could
be easily adapted (by modification of the model parameter maximum growth rate) and
applied to the modified setup revealing critical limits, e.g., for the combination of using
three shake flask scales for a slower growing cell line. The latter shows comparatively high
deviation rates (19.2–29.1%) together with high seed train durations (548–552 h instead of
519–523 h for the reference growth rate).

To show the applicability of the proposed method to more than two objective criteria,
a third and fourth objective criterion, product concentration (titer) and viability after 8 days
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in the production phase, were added and the optimization was performed regarding four
objective criteria in total. These are seed train duration, deviation rate (i.e., the probability
that the seed train will run outside the predefined criteria), titer and viability at the end of
the production phase.

Moreover, it was investigated for one seed train configuration (three shake flask scales
and two objectives using the reference cell growth rate) if increasing the number of Bayes
iterations would identify different optima. A number of 20 Bayes iterations turned out
to be sufficient, because running 20 or 30 Bayes iterations showed similar results, which
underlines the efficiency of the Bayes optimization approach.

In the present case study, the volumes are considered as fixed after optimization. If
the production process allows for more flexibility in terms of adapting the volume within a
specific range in the case that cells grow slower than the expected mean, then a reduction
in the deviation rate can be achieved because varying the volumes allows for regulation
of the inoculum viable cell density. However, this flexibility is not always given due to
regulatory requirements and therefore not considered in the present study.

4. Conclusions

A concept has been developed to use process models in combination with algorithms
for Bayes optimization using Gaussian processes to solve multi-objective optimization
problems in the context of biopharmaceutical production processes. To illustrate this
approach, a relevant exemplary optimization problem was chosen and solved using the
proposed method.

The goal was to find optimal combinations of filling volumes for the shake flask
scales of a seed train leading to a minimum deviation rate regarding viable cell densities
and a minimum process duration. Compared to a non-optimized reference seed train,
the optimized process showed much lower deviation rates regarding viable cell densities
(<10% instead of 41.7%) using five or four shake flask scales and seed train duration could
be reduced by 56 h from 576 h to 520 h.
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Overall, it is shown that applying Bayes optimization to a multi-objective optimization
function with several optimizable input variables and under a considerable amount of con-
straints, lead to revealing results with a low computational effort. This approach provides
the potential to be used in form of a decision tool, e.g., for the choice of an optimal and ro-
bust seed train design but also to further optimization tasks within process development.

It should be noted that Bayes optimization and the corresponding computational
modules could also be applied, even if no mechanistic process model is available, following
a slightly different workflow. Instead of performing model-based in silico experiments
(process simulations), real lab experiments would be performed and fed back to update the
black box model (here the Gaussian process). This adaptive procedure (also called Bayesian
experimental design or experimental design with Bayesian optimization [41]) or further
related optimization methods might be promising tools to support experimental planning,
process characterization, process transfer or optimization of cell culture processes but they
still require further research and being embedded in software solutions that are easy to use
for operators.
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Abbreviations
The following abbreviations are used in this manuscript:

CHO Chinese hamster ovary
EI Expected improvement
FDA Food and Drug Administration
GP Gaussian process
LHS Latin hypercube sampling
ode Ordinary differential equations
SE Squared exponential
VCD Viable cell density
List of symbols
α Risk aversion parameter (-)
µ Cell-specific growth rate (h−1)
µd Cell-specific death rate (h−1)
µd,max Maximum cell-specific death rate (h−1)
µd,min Minimum cell-specific death rate (h−1)
µmax Maximum cell-specific growth rate (h−1)
µref Reference maximum cell-specific growth rate (h−1)
σ2 Variance
cAmm (cAmm,0) (Initial) ammonia concentration (mmol L−1)
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cGlc (cGlc,0) (Initial) glucose concentration (mmol L−1)
cGln (cGln,0) (Initial) glutamine concentration (mmol L−1)
cLac (cLac,0) (Initial) lactate concentration (mmol L−1)
ctiter (ctiter,0) (Initial) volumetric titer (product concentration) (mg L−1)
d Dimension of the input space, number of optimizable variables

= seed train duration (h)
D Data, Deviation rate
E(·) Expectation value
f Objective function (-)
fi Component i of a multidimensional objective function (-)
Fsample Change of volume due to sampling (L h−1)
i Running index (-)
k Covariance function
KAmm Correction factor for ammonia uptake (-)
KLys Cell lysis constant (h−1)
KS,Glc Monod kinetic constant for glucose (mmol L−1)
KS,Gln Monod kinetic constant for glutamine (mmol L−1)
kGlc Monod kinetic constant for glucose uptake (mmol L−1)
kGln Monod kinetic constant for glutamine uptake (mmol L−1)
m (m(·)) Mean (mean function)
n Number of shake flasks (-)
N Number of iterations (-)
N Normal distribution (-)
nlhs Number of latin hypercube points (-)
qAmm (qAmm,uptake,max) (Maximum) cell-specific ammonia uptake rate (mmol cell−1 h−1)
qGlc (qGlc,max) (Maximum) cell-specific glucose uptake rate (mmol cell −1 h−1)
qGln (qGln,max) (Maximum) cell-specific glutamine uptake rate (mmol cell −1 h−1)
qLac (qLac,uptake,max) (Maximum) cell-specific lactate uptake rate (mmol cell−1 h−1)
qtiter (qtiter,max) (Maximum) cell-specific product production rate (mg cell−1 h−1)
R Set of real number
t Time (h)
Tp Set of feasible points in time for passaging
U(·) Utility function
V Volume (L)
Vi Volume in shake flask scale i
Var(·) Variance
xc Candidate point
x, x′ Multidimensional points (vectors) of the input space
x∗ Argument that maximizes f (s)
Xt Total cell density (cells L−1)
Xv Viable cell density (cells L−1)
Xv,i Viable cell density at point in time with index i (cells L−1)
X Input space
y Arbitrary function (-)
Y Arbitrary random variable (-)
YAmm/Gln Kinetic production constant for ammonia (mmol mmol−1)
YLac/Glc Kinetic production constant for lactate (mmol mmol−1)
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Appendix A

Table A1. Mechanistic model [27,42–45] for description of cell growth, cell death, substrate uptake,
metabolite production and antibody production applicable to batch and fed-batch mode.

Balance Equations Kinetic Equations

Biomass
dXv
dt = Xv · (µ− µd)− FGlc+FGln+FMedium

V · Xv µ = µmax · cGlc
cGlc+KS,Glc

· cGln
cGln+KS,Gln

, if t > tLag

µ = µmax · cGlc
cGlc+KS,Glc

· cGln
cGln+KS,Gln

− (1− t
tLag

) · aLag · µmax,
if t ≤ tLag

dXt
dt = Xv · µ− KLys · (Xt − Xv) µd = µd,min + µd,max · KS,Glc

KS,Glc+cGlc
· KS,Gln

KS,Gln+cGln

− FGlc+FGln+FMedium
V · Xt

Substrates
dcGlc

dt = −Xv · qGlc +
FGlc
V · cGlc,F +

FMedium
V · cGlc,Medium qGlc = qGlc,max · cGlc

cGlc+kGlc

− FGlc+FGln+FMedium
V · cGlc

dcGln
dt = −Xv · qGln + FGln

V · cGln,F +
FMedium

V · cGln,Medium qGln = qGln,max · cGln
cGln+kGln

− FGlc+FGln+FMedium
V · cGln

Metabolites
dcLac

dt = Xv · qLac − FGlc+FGln+FMedium
V · cLac qLac = YLac/Glc · qGlc · cGlc

cLac
− qLac,uptake · µmax−µ

µmax

with qLac,uptake = 0, if cGlc > 0.5 mmol L−1

with qLac,uptake = qLac,uptake,max, if cGlc ≤ 0.5 mmol L−1

dcAmm
dt = Xv · qAmm − FGlc+FGln+FMedium

V · cAmm qAmm = YAmm/Gln · qGln · cGln
cAmm

−KAmm · qAmm,uptake,max · µmax−µ
µmax

with KAmm = 0, if (cGln > cAmm)
with KAmm = 1, if (cGln ≤ cAmm) and (µ > µd)
with KAmm = −kAmm (constant), if (µ ≤ µd)

Product titer and volume
dctiter

dt = Xv · qtiter − FGlc+FGln+FMedium
V · ctiter qtiter = qtiter,max

dV
dt = −FSample + FGlc + FGln + FMedium

Appendix B

Application to Other Cell Lines with Potentially Higher and Lower Maximum Growth Rates

(a)(b)

Figure A1. Cont.

(c)(d)(e)(f)

(g)(h)

Figure A1. Cont.
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(i)

Figure A1. Pareto solutions for 3, 4 and 5 shake flask scales and for three different growth rates,
reference maximum growth rate (left column), a 5% lower (middle column) and a 5% higher growth
rates (right column) showing the objective criterion seed train duration over objective criterion
deviation rate, using 20 optimization iterations; Blue dots: based on the initial Latin hypercube
(LHC) design; Yellow crosses: based on the proposed points (by the algorithm); Green circles: Pareto
optimal solutions. (a) 5 sf, µ,max,ref. (b) 5 sf, µ,max,95%. (c) 5 sf, µ,max,105%. (d) 4 sf, µ,max,ref. (e) 4 sf,
µ,max,95%. (f) 4 sf, µ,max,105%. (g) 3 sf, µ,max,ref. (h) 3 sf, µ,max,95%. (i) 3 sf, µ,max,105%.
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Abstract: For the manufacturing of complex biopharmaceuticals using bioreactors with cultivated
mammalian cells, high product concentration is an important objective. The phenotype of the cells
in a reactor plays an important role. Are clonal cell populations showing high cell-specific growth
rates more favorable than cell lines with higher cell-specific productivities or vice versa? Five clonal
Chinese hamster ovary cell populations were analyzed based on the data of a 3-month-stability study.
We adapted a mechanistic cell culture model to the experimental data of one such clonally derived cell
population. Uncertainties and prior knowledge concerning model parameters were considered using
Bayesian parameter estimations. This model was used then to define an inoculum train protocol.
Based on this, we subsequently simulated the impacts of differences in growth rates (±10%) and
production rates (±10% and ±50%) on the overall cultivation time, including making the inoculum
train cultures; the final production phase, the volumetric titer in that bioreactor and the ratio of both,
defined as overall process productivity. We showed thus unequivocally that growth rates have a
higher impact (up to three times) on overall process productivity and for product output per year,
whereas cells with higher productivity can potentially generate higher product concentrations in the
production vessel.

Keywords: clonal cell population; phenotypic diversity; inoculum train; uncertainty-based; cell
culture model; biopharmaceutical manufacturing

1. Introduction

For the production of certain biopharmaceuticals, animal cells have to be expanded
from a frozen vial. Today, Chinese hamster ovary (CHO) cells are by far the most popular
system in use [1] because they are known to be easy to grow; safe as far as not carrying
any infectious agents; and last but not least, highly productive with yields in the multiple
grams per liter range [2,3]. Nevertheless, questions and issues remain to be solved to
maximize their utility, particularly since CHO cells have a very wide range of genotypic
diversity and thus corresponding phenotypic differences [4–6]. This is quite obvious when
clonally derived cell populations from a single transfection are compared against each
other. These phenotypic differences have impacts on growth-related characteristics, cell-
specific productivity and the quality of the final product (e.g., glycosylation patterns) [6,7].
Screening and profiling methods have been introduced (amongst others by [5,7]) to assess
cell growth rate, cell-specific productivity and glycosylation patterns, along with further
quality attributes of the produced recombinant proteins. In addition, the phenotypic
stability of cell populations is another important parameter. A factor to maintaining
stability over a reasonable time frame is the use of environmental conditions of cells within
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narrow and favorable ranges [2,3]. For the testing of the genetic and production stability,
clonally derived cell lines, also in the following referred to as “clones” or “clonally derived
cell populations”, undergo typically stability studies which can last up to six months.

Desired phenotypic parameters to be maintained in such generated cell lines (besides
properties characterizing the quality of the produced recombinant protein) are high cell-
specific productivity [3,4,8,9] and high growth rates in order to reduce overall cultivation
times (including the duration of the cell expansion process). However, growth rates and
specific productivity of recombinant cells are often inversely related to each other [3]. Thus,
a frequent trade-off has to be weighed between clonal populations, with one showing faster
growth but a lower cell-specific production rate and vice versa (see Figure 1a), assuming
little or no quality differences in the product obtained.

Mathematical process models appear to be suitable tools for analysis, for the gener-
ation of process understanding and for simulation and prediction. Several examples of
using such process models addressing biopharmaceutical manufacturing can be found
in the literature [10–16]. Within this field, uncertainty-based methods gained attention
because model uncertainty, uncertainty in measurements and batch-to-batch variability
can be taken into consideration in this way.

This study aims to present a model-based investigation of the impacts of clonal
differences concerning cell-specific growth rates and cell-specific production rates on the
duration of an inoculum train; the volumetric titer in production; and the overall process
productivity, defined by the ratio of volumetric titer in production to the overall cultivation
time, including the duration of the cell expansion process (inoculum train). In this study, a
batch process (for simulation of the inoculum train and also for the production bioreactor)
has been used for simulation and evaluation because it is a good first step to obtain results
regarding the impacts of phenotypic differences on the above-described response values.
This can be further expanded—once a smaller number of clonally derived cell lines have
been chosen—to also involve fed-batch processes and/or perfusion mode.

The investigation is divided into four main blocks (see also Figure 1b(I–IV) for orientation).
I: Growth rate and production rate were analyzed for five clonal populations based

on the data of a stability study (Section 3.1).
II: A reference cell line was taken from one of these and a mechanistic cell culture

model was adapted to the data obtained in the laboratory (Section 3.2). Uncertainties were
considered and prior knowledge from previous studies concerning model parameters was
integrated into the model using Bayesian parameter estimation.

III: Upstream simulations were performed for three different clonal cell lines under
consideration of the variabilities observed in Section 3.1. For each clonal cell line a suitable
inoculum train protocol is defined. Furthermore, these inoculum train protocols are
compared to each other with respect to inoculum train duration and volumetric titer in
production (see Section 3.3).

IV: Several combinations of maximum growth rate (±10%) and maximum production
rate (±10% and ±50%) within realistic ranges were considered (Section 3.4). First, pro-
duction rate was varied ±10% for a multiple regression. Second, a variation of ±50% was
applied to cover all three investigated clones with their growth and production rates and
to illustrate them in a response surface plot. Based on the results, a decision criterion is
provided which is expected to help in evaluating different clonal cell lines.
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Figure 1. (a) Problem definition: Find the clone with a higher potential regarding inoculum train
creation and final quantities of interest (volumetric titer in production and overall process productivity
(=Space-Time-Yield; volumetric titer in production/overall cultivation time including inoculum
train)). (b) Structure of the presented studies.

2. Materials and Methods
2.1. Data from a Stability Study

Experimental data from a stability study for analysis of cell-specific growth rates (in
the following growth rates) and cell-specific production rates (in the following production
rates) for five different clonal CHO populations (named clone 1, ..., clone 5) have been used
for statistical analysis. The CHOExpress cells have been used as a host system, which are
known to be moderate producers of ammonia. This is also based on the media formulations
used in the work. Cells were cultivated with and without puromycin in duplicate runs in
50 mL OrbShake tubes (TubeSpin bioreactor 50™, TPP, Trasadingen, Switzerland, 30 mm
diameter) with culture volumes of 5 mL. Each subcultivation was started with a viable
cell density of 5 ·105 cells mL−1. The cultures were shaken at 180 rpm in a Kühner SFX-1
incubator (Kühner AG, Birsfelden, Switzerland), set at a temperature of 37 ◦C and a CO2
set-point of 5%. For each clonal population, cells have been cultivated and passaged
(subcultivated) every 3 or 4 days during a time period of 13 weeks (25 subultivations in
total). Measurements of volumetric product titer were taken 4 days after starting a new
subcultivation for every second subcultivation. Viable cell densities were determined at
the end of every subcultivation. The seeding density of 5 ·105 cells mL−1 was based on
calculated dilutions into fresh medium. These data have been used for approximations of
empirical growth rates and production rates according to Section 2.4.

2.2. Experimental Data and Set Up for Modeling Purposes

Batch culture experiments were performed by ExcellGene SA for clonal cell popu-
lation 1 (clone 1) for modeling purposes. Cell expansion was carried out in volumes of
10 mL (TubeSpin bioreactor 50™, TPP, Trasadingen, Switzerland, 30 mm diameter), 50 mL
(Erlenmeyer bottle—250 mL, 85 mm diameter) and 500 mL (TubeSpin bioreactor 600™,
TPP, Trasadingen, Switzerland, 100 mm diameter) while shaking at 37 ◦C temperature,
180 rpm shaking speed, 80% humidity and 5% CO2. Viable cell density and viability
were determined using Guava easyCyte™ 5HT cytometry (Luminex Corporation, Austin,
TX, USA) and glucose, glutamine, lactate and ammonia were measured using a NOVA
Bioanalyzer (Nova Biomedical Corporation, Waltham, MA, US). At 10 mL and 50 mL
scale, measurements of viable cell density and viability were performed on days 0, 1, 2,
3 and 4, and volumetric titer was measured on day 8. At the 500 mL scale of operation,
measurements of viable cell density, viability, glutamine and ammonia were performed on
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days 0, 1, 2, 3, 4 and 8. Glucose and lactate were determined at days 0, 1, 2, 3 and 4 and by
volumetric titer on days 4 and 8.

For clarity, in the following and throughout this paper, data presentation and discus-
sions on cell cultures refer to experimental work with clonal cell lines by identifying these
in numbers, i.e., clonal cell line # 1, 2, 3, or equivalent. In contrast, modelled cell lines are
referred to as Clone A, B, etc.

2.3. Cultivation Systems for Inoculum Train Simulations

For inoculum train simulation, only vessel-types applicable for orbital shaking have
been considered, with the expectation that the cultivation conditions were highly similar
during cell expansion. These have been taken from the list reported in [17]. Based on the
given working volumes, an inoculum train has been designed to include 5 scales from
10 mL to 100 L target volume and a production scale of 1000 L target volume (see Table 1).

Table 1. Cultivation systems, including working volumes per vessel.

Scale Cylindrical Vessel Working Volume per Scale [L]

1 TubeSpin bioreactor 50 0.001–0.035
2 Schott glass bottle (2 L) 0.4–1.8
3 Schott glass bottle (5 L) 0.5–4.5
4 OrbShake bioreactor prototype (50 L) 15
5 OrbShake bioreactor prototype (200 L) 100
6 OrbShake bioreactor prototype (2500 L) 1000

2.4. Approximations of Empirical Growth Rates and Production Rates

Based on data of viable cell densities of a clonal population, empirical (averaged)
growth rates and empirical (averaged) production rates have been determined. The em-
pirical growth rate µemp between two points in time ti and ti+1 was calculated using the
corresponding viable cell density values Xv,i and Xv,i+1 according to

µemp(ti, ti+1) =
ln Xv,i+1 − ln Xv,i

ti+1 − ti
. (1)

The empirical production rate qtiter,emp between two points in time ti and ti+1 was
calculated using the corresponding volumetric titer values ctiter,i and ctiter,i+1 according to

qtiter,emp(ti, ti+1) =
ctiter,i+1 − ctiter,i

(ti+1 − ti) · 0.5 · (Xv,i + Xv,i+1)
. (2)

2.5. Statistical Testing of the Differences in Means between Clonal Cell Populations

Clonal populations have been analyzed regarding their growth rates and production
rates by applying statistical tests to determine the differences between population means
using the statistical software R [18]. Variance homogeneity was tested using the Bartlett
test [19]. A global test on differences between population means was performed using
the Brown and Forsythe F-test [20] (similar to the classical ANOVA but adapted for het-
erogeneous variances). To identify where the differences come from and to determine the
differences between individual groups, post hoc tests have to be performed. When com-
paring more than two populations, a method for multiple testing containing an adjustment
of the significance level is additionally required. Multiple testing methods exist for groups
showing heterogeneous variances. In this work, a pairwise comparison was performed
using the adjustment method by Benjamini and Yekutieli [21]. The applied statistical tests
and R-commands are given in Figure 2.
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Figure 2. Summary of mathematical, statistical and computational methods applied in the presented
study including the applied R-commands for statistical tests.

2.6. Mechanistic Model

The applied kinetic model is a modification of previous model variations published
in [12,13,22,23]. Differential equations (see Table 2), consisting of nine mostly Monod-type
algebraic equations (description of growth rate, death rate, substrate uptake, metabolite
production kinetics and production rate) and 18 model parameters, describe the cell culture
dynamics of total and viable cell density, Xt and Xv and concentrations of glucose cGlc,
glutamine cGln, limiting substrate cLS, lactate cLac, ammonia cAmm and volumetric titer
ctiter. All these variables and model parameters are listed in Table A1, including units and
descriptions.

Table 2. Mechanistic model (for batch and fed-batch mode) [12,13,22,23] for descriptions of cell growth, cell death, substrate
uptake, metabolite production and antibody production.

Balance Equations Kinetic Equations

Biomass
dXv
dt = Xv · (µ− µd)− FGlc+FGln+FMedium

V µ = µmax · cGlc
cGlc+KS,Glc

· cGln
cGln+KS,Gln

· cLS
cLS+KS,LS

dXt
dt = Xv · µ− KLys · (Xt − Xv)− FGlc+FGln+FMedium

V µd = µd,min + µd,max · KS,Glc
KS,Glc+cGlc

Substrates and metabolites
dcGlc

dt = −Xv · qGlc+
FGlc·cGlc,F

V +
FMedium·cGlc,Medium

V − FGlc+FGln+FMedium
V qGln = qGlc,max · cGlc

cGlc+kGlc
· ( µ

µ+µmax
+ 0.5)

dcGln
dt =

−Xv · qGln+
FGln·cGln,F

V +
FMedium·cGln,Medium

V − FGlc+FGln+FMedium
V

qGln = qGln,max · cGln
cGln+kGln

dcLS
dt = −Xv · qLS− FGlc+FGln+FMedium

V qLS = qLS,max · cLS
cLS+kLS

dcLac
dt = Xv · qLac− FGlc+FGln+FMedium

V qLac = YLac/Glc · qGlc · cGlc
cLac
− qLac,uptake,max

dcAmm
dt = Xv · qAmm− FGlc+FGln+FMedium

V qAmm = YAmm/Gln · qGln · cGln
cAmm

−KAmm · qAmm,uptake,max · µmax−µ
µmax

dctiter
dt = Xv · qtiter− FGlc+FGln+FMedium

V qtiter = qtiter,max
dV
dt = −FSample+FGlc + FGln + FMedium

The model can be applied for batch-mode and fed-batch mode. The presented model
example contains extended fed-batch terms for a glucose feed, a glutamine feed and a
medium feed containing specific glucose and glutamine concentrations. Therefore, the
differential equations are extended by the terms (at the end of each differential equation)
including feeding rates for glucose (FGlc) and glutamine (FGln) and for the medium feed

51



Processes 2021, 9, 964

(FMedium). The specific glucose and glutamine concentrations are denoted by cGlc,F, cGln,F,
cGlc,Medium and cGln,Medium. When applying fed-batch mode, all considered concentra-
tions (viable and total cells, substrates and metabolites) are diluted during addition of
the feed. This is represented by the dilution term − FGlc+FGln+FMedium

V . At the same time,
glucose or glutamine concentrations increase during the glucose or glutamine feeding
and during the medium feeding. This is represented by the terms + FGlc·cGlc,F

V , + FGln·cGln,F
V

and +
FMedium·cGlc,Medium

V or +
FMedium·cGln,Medium

V , respectively. When applying this model to
batch-mode, all these feeding terms are omitted.

2.7. Bayesian Parameter Estimation

One of the main differences between Bayesian statistics and frequentist statistical
methods (“classical statistics” based on frequencies) is that Bayesian statistics provides a
framework to integrate prior process knowledge (knowledge available before applying new
data for analysis), including input uncertainty, and to calculate probabilities based on both,
prior knowledge and new collected data. Applying this principle within the context of
parameter estimation is called Bayesian parameter estimation. A very brief description of
this procedure is given through the following steps: Step 1 quantifies the prior knowledge,
including input uncertainties (e.g., measurement uncertainties of initial concentrations and
uncertainties concerning model parameters). In this contribution a gamma distribution has
been chosen to describe the probability distribution of model parameters (further details
can be found in the Appendix A.1).

The second step is to determine the posterior parameter distributions using an ap-
propriate algorithm. A Markov chain Monte Carlo method was applied based on a
single-component metropolis algorithm, resulting in posterior distributions, including
the maximum a posteriori (MAP) estimate and variance.

Step 3 is to evaluate the parameter estimation results, for example, based on the Monte
Carlo error and the posterior parameter distributions. This method was implemented in
the self-developed seed train-software tool developed at Ostwestfalen-Lippe University of
Applied Sciences and Arts. For a more detailed description of this approach, refer to [13].

2.8. Upstream Simulation—Software Tool

The upstream process has been simulated and digitally displayed using the seed
train-software tool [12–14] implemented in MATLAB [24]. To digitally display an upstream
process, several inputs are required: The estimated model parameters, initial concentrations
of cells of the first scale of operation, a passaging or subcultivation strategy for the cells
(e.g., concerning the point in time for cell passaging), the inoculum train vessels and
operating conditions and medium concentrations. For further details, see [12–14].

2.9. Uncertainty-Based Prediction

For simulation of the production scale, uncertainty in measurements of initial concen-
trations and in parameters was considered and propagated onto the output. Therefore,
Monte Carlo samples were generated sampling initial values of state variables for scale 1
from a gamma distribution described above. The corresponding histograms can be found
in the appendix; see Figure A1.

The obtained 90% prediction bands (credible bands) were used for comparisons of
different clonal cell populations, and were calculated using the 5% and 95% quantiles of
the obtained Monte Carlo sample at a specific point in time.

2.10. Response Surface Modeling

Response surface models (RSM) describe the relationships between individual ex-
planatory variables (here µmax and qtiter,max) on one or more process variables of interest. In
this contribution, the first response variable was the volumetric titer in production. The sec-
ond response variable was the overall process productivity (=Space-Time-Yield: volumetric
titer in production/overall cultivation time, including inoculum train). To explain: This
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is very important when a given manufacturing plant can be used for production during
one year—how much product can this facility deliver for the market? This methodology
mostly consists of solving a multiple regression model, meaning to estimate the corre-
sponding regression coefficients. First order and second order polynomials have been
adapted (through estimation of regression coefficients) using MATLAB [24]. To evaluate
the obtained model, the coefficient of determination was calculated. It is a measure used to
explain how well differences in the response variable can be explained by its relationship
to the considered independent factors.

The β-coefficients (here β = (β1, β2)) indicate how much the response value changes
per each unit variation of the independent variable (or factor, here µmax, or qtiter,max). Thus,
a higher β-coefficient stands for a higher correlation between the factor and the response
value (here volumetric titer or overall process productivity).

3. Results and Discussion

The following results provide insights into the roles of cell-specific growth rate (in
the following growth rate) and cell-specific production rate (in the following production
rate) in the cell expansion process (inoculum train) and the final production scale of opera-
tion using a model-based simulation approach. The following variables are considered:
duration of the inoculum train; the volumetric titer in production; and the overall process
productivity, defined by the ratio of volumetric titer in production to the overall cultivation
time, including inoculum train.

In the first step (compare to Figure 2), data of a stability study of five clonal CHO
cell lines were analyzed concerning growth rates and production rates. Can statistically
significant differences can be observed between these five cell populations?

An implemented and tested mechanistic cell culture model was adapted to further
exploit the experimental data of one of these populations. Modeling and parameter
estimations based on new experiments at 10, 50 and 500 mL were performed. This model
was then used for further theoretical considerations.

Uncertainty-based simulations of inoculum train and production scale were performed
for three clonal cell lines with established differences of growth and production rates.

Finally, a study was performed for several combinations of growth rate and pro-
duction rate, showing the impacts of these differences on cultivation time and overall
process productivity.

3.1. Analysis of Variabilities in Growth Rate and Production Rate for Five Clonal Cell Lines

Experimental data from a 3-month stability study were used to calculate growth and
production rates for each clonal population. The clonal populations were subcultivated
every 3 or 4 days during a time period of 13 weeks (see Section 2.1). The averaged empirical
growth rates for two measurements of viable cell density Xv,i and Xv,i+1 (at the beginning
and at the end of a subcultivation) have been calculated according to Equation (1). The
averaged empirical production rate between the beginning of a subcultivation and 4 days
later was calculated according to Equation (2) for every second subcultivation (volumetric
titer were only determined for the 4-day subcultivations).

The obtained average growth and production rates are illustrated in Figure 3 over
every second subcultivation. The corresponding distributions can be found in the appendix
(see Figures A2 and A3).
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Figure 3. Growth rates µemp (a) and production rates qtiter,emp (b) for clonal populations “clone 1” to
“clone 5” for every second subcultivation in 50 mL OrbShake tubes.

Mean, standard deviation (sd), coefficient of variation (cv) and maximum (max) are
listed for both quantities, growth rate and production rate, for all five populations in Table 3.

Table 3. Mean, standard deviation (sd), coefficient of variation (cv) and maximum of empirical
growth rate µemp and mean, standard deviation, coefficient of variation and maximum of empirical
production rate qtiter,emp for ‘clone 1’ to ‘clone 5’ based on data from a 13 weeks-stability study.

µemp qtiter,emp
Clone Mean sd Max cv Mean sd Max cv

[ h−1] [%] [1 · 10−10 mg cell−1 h−1] [%]

1 0.028 0.0014 0.030 5 11.1 1.16 10.5 14.2
2 0.027 0.0019 0.030 7 17.4 1.01 19.6 5.8
3 0.026 0.0028 0.033 10 8.09 0.99 9.2 12.2
4 0.029 0.0018 0.033 6 9.92 0.76 10.8 7.6
5 0.030 0.0022 0.035 7 10.0 0.40 10.7 4.0

Clone 5 showed the highest growth rate (a mean of 0.030 h−1, a cv of 7% and
a maximum value of 0.035 h−1) and clone 2 the highest production rate (a mean of
17.4 ·10−10 mg cell−1 h−1, a cv of 5.8% and a maximum value of 19.6 ·10−10 mg cell−1 h−1)
(see also Figure 3).

Overall, the growth rates (mean values) varied between 0.62 d−1 (=0.026 h−1) and
0.72 d−1 (=0.030 h−1), and production rates varied between 19 pg cell−1 d−1

(=8.09 ·10−10 mg cell−1 h−1) and 42 pg cell−1 d−1 (=17.4 ·10−10 mg cell−1 h−1). These
growth rates are in the range of those reported recently in [6] (0.48–0.76 d−1), where
different CHO host cell lines were compared. The production rates found in the present
study exceeded the production rates presented in [6], where production rates between
1.6 and 16.2 pg cell−1 d−1 were found, and [25], where averaged production rates ranged
between 8 and 22 pg cell−1 d−1, though the cultivation set ups in those studies may have
differed in some aspects from ours, e.g., concerning cultivation vessels and volumes.

However, to identify which clones differ from each other in terms of averaged growth
rates and production rates, the variations of the calculated rates have to be considered
as well. To decide if several clonal populations have significant differences in terms of
their means, an analysis of variance adapted for heterogeneous variances and post hoc
tests (multiple comparison) has been performed according to the statistical procedure
described in Section 2.5. To test on variance homogeneity, the Bartlett test was applied,
and the result (p-value = 0.019 for µemp,max, p-value = 0.021 for qtiter,emp,max) indicates
heterogeneous variances. Hence, the Brown and Forsythe F-test [20] was applied. The
results (p-value = 2.9 · 10−11 for µemp,max and p-value = 5.0 · 10−27 for qtiter,emp,max) show
that statistically significant differences (on a 5%-level) exist in both cases. The results of the
post hoc tests, to identify differences between individual groups, are listed in Table 4.
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Table 4. Results of the test regarding differences in means: differences concerning growth rate (dµemp,diff and corresponding
p-value) and concerning production rate (dqtiter,emp,diff and corresponding p-value).

dµemp,diff p-Value dqtiter,emp,diff p-Value
Clones [h−1 ] [-] Clones [1 ·10−10 mg

cell−1 h−1]
[-]

5 vs. 3 0.0041 8 · 10−6 2 vs. 3 9.3 2 · 10−15

5 vs. 2 0.0039 1 · 10−6 2 vs. 4 7.5 5 · 10−14

4 vs. 3 0.0030 3 · 10−4 2 vs. 5 7.4 6 · 10−12

4 vs. 2 0.0028 3 · 10−5 2 vs. 1 6.4 1 · 10−11

5 vs. 1 0.0023 5 · 10−4 1 vs. 3 3.0 7 · 10−6

1 vs. 3 0.0018 3 · 10−2 5 vs. 3 1.9 10 · 10−5

1 vs. 2 0.0015 1 · 10−2 4 vs. 3 1.8 2 · 10−4

4 vs. 1 0.0012 3 · 10−2 1 vs. 4 1.1 4 · 10−2

5 vs. 4 0.0011 0.19 1 vs. 5 1.0 4 · 10−2

2 vs. 3 0.0003 1 5 vs. 4 0.1 1

It can be seen that most populations show statistically significant differences between
each other (p-values� 0.05), except clone 2 and clone 3 concerning growth rate (p-value = 1),
and clone 4 candompared to clone 5 concerning both, growth rate (p-value = 0.19) and pro-
duction rate (p-value = 1). The biggest difference in terms of growth rate has been found
between clone 5 and clone 3, with a difference of 0.0041 h−1 (see Table 4, row 1, columns 1–3).
A positive value in column 2 means that the left clone in column 1 has a higher µemp,max than
the right clone in column 1.

Clone 2 has a significantly higher specific productivity than any of the other clones
(see Table 4, rows 1 to 4, columns 4–6). All differences between clone 2 and the compared
clone are positive and statistically significant (p-values < 0.05). The following is cell line 1
with significantly higher production rates than clones 3, 4 and 5 (see Table 4, rows 5, 8 and
9 in columns 4–6).

To investigate whether a theoretical clonal cell population showing high growth rates
is more favorable than cell lines with higher production rates, clonal populations (here
referred to in a generalist way as clone A and clone B) are considered which are inversely
related to each other. This means that the following criteria are fulfilled:

• The averaged empirical growth rate of clone A, µemp,A, is statistically significantly
higher than the averaged empirical growth rate of clone B, µemp,B, i.e.,
µemp,A > µemp,B.

• The averaged empirical production rate of clone A, qtiter,emp,A, is statistically sig-
nificantly lower than averaged empirical production rate of clone B, qtiter,emp,B, i.e.,
qtiter,emp,A < qtiter,emp,B.

This holds for the comparisons “clone 1 vs. clone 5” and “clone 2 vs. clone 5” of
Section 3.1. Therefore, the differences between these clones in terms of growth rate and
production rate (highlighted in bold font in Table 4) are considered in the following.

It should be noted that the averaged growth and production rates differ from the model
parameters maximum growth rate µmax and maximum production rate qtiter,max, used
within a cell culture model. For this reason, the presented findings regarding differences
between clonal populations have also been calculated on a percentage basis, to keep the
same ratios within the simulation-based investigations. The empirical growth rate of
clone 1 was approximately 7.6% higher than that of clone 5 and 10% higher than that of
clone 2. The empirical production rate was 10.5% lower than that of clone 5 and 74% higher
than that of clone 2.

In order to know how these clones would behave in a typical cell expansion process
(from vial to production vessel) and at the final production phase, a representation was
created which is explained in the following section. Growth rates and production rates are
assumed to remain the same at the larger scales of operation.
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3.2. Model Adaption of a Mechanistic Cell Culture Model for Prediction Using Bayesian
Parameter Estimation

To display the cell growth behavior of a cell line, a growth model has to be applied
and adapted based on experimental data. Since only clone 5 was available for further
experiments, cell expansion processes from 5 mL and 10 mL in parallel to 500 mL have
been performed at ExcellGene SA for this clone. At 5 and 10 mL scales, viable cell density,
viability and volumetric titer have been measured. Calculated growth rates and production
rates have been used to define the prior distributions of µmax and qtiter,max in the following.

At 500 mL scale, cells have been cultivated over a period of 8 days and substrates
(glucose and glutamine) and metabolites (lactate and ammonia) were measured in addition
to viable cell density, viability and volumetric titer (to also adapt parameters characterizing
substrate uptake and death rate). Based on these experiments, a growth model (see
Section 2.2), which had been already applied to other CHO cell lines, was used here while
applying Bayesian parameter estimations. This approach consists of the following steps:

In a first step, the prior knowledge about model parameters had to be quantified.
In the second step, experimental data were added, and a Markov chain Monte Carlo
algorithm is used to find the posterior probability distributions of the model parameters
to be estimated. The obtained posterior distributions contained information from prior
knowledge and new experimental data.

3.2.1. Prior Knowledge

To quantify the prior probability distributions of model parameters, data from the
stability study and data from additional experiments at 5 mL and 10 mL with the same
clone, clone 5, have been used in the following way:

The maximum growth rate of clone 5 over all subcultivations of the stability study was
µemp,max = 0.035 h−1. Additional experiments at 5 and 10 mL-scales revealed growth rates
of 0.046 and µemp,max = 0.048 h−1, respectively. The additional experiments provide one
measurement per day, allowing the computation of the growth rate per day. The stability
study provides data at the beginning and at the end of each subcultivation (with a duration
of 3 or 4 days each). Consequently, the maximum growth rate cannot be approximated as
precisely as using daily measurements. Nevertheless, it is considered for determination
of the prior distribution but with less weight (1/3) than the approximations of further
experiments (2/3).

The maximum production rate of clone 5 over all subcultivations of the stabil-
ity study revealed qtiter,emp,max = 10.7 · 10−10 mg cell−1 h−1. The maximum produc-
tion rates of clone 5, based on additional experiments at 5 and 10 mL-scales, were
qtiter,emp,max = 5.9 · 10−10 mg cell−1 h−1 and qtiter,emp,max = 6.8 · 10−10 mg cell−1 h−1,
respectively. The reason for the variation of these values is unknown, but the vari-
ation (uncertainty) itself is information also included in the prior probability study.
(A higher uncertainty signifies less weight for the prior mean within the parameter
estimation process).

Based on this information, mean and variance have been calculated to characterize the
prior probability distribution of maximum growth rate µmax and maximum production rate
qtiter,max according to Equation (A1). These are listed in Table 5, including the corresponding
coefficient of variation (cv).

Table 5. Prior parameter values for maximum growth rate µmax (mean, variance and coefficient
of variation (cv)) and empirical production rate qtiter,max (mean, variance and coefficient of varia-
tion (cv)).

Parameter Mean Variance cv

µmax 0.0428 h−1 5.36 ·10−5 h−1 17%
qtiter,max 7.8 · 10−10 mg cell−1 h−1 6.56 · 10−20 mg cell−1 h−1 33%
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3.2.2. Posterior Distributions

Bayesian parameter estimation has been performed using a Markov chain Monte Carlo
(MCMC) algorithm considering cultivation data (at 500 mL over 8 days) and prior distribu-
tions as described in Section 2.7. Measured and simulated time course data are presented in
Figure 4. It can be seen that reasonable agreement between measured and simulated data can
be achieved by the set of model parameters used, although more experimental data between
day 4 and day 8 could have helped to define more precisely when the cells entered into the
stationary phase. Prior (before parameter estimation) and posterior (after parameter estima-
tion) distributions are shown in Figure 5. Posterior means of estimated model parameters and
values of the fixed model parameters are presented in Table A1. It can be concluded from
Figure 4 together with Figure 5 that parameters µmax and qtiter,max represent rather well the
measured data: Posterior distributions (red solid lines) are much narrower than the prior
distributions (blue dashed lines), thereby reducing uncertainty for these model parameters.
This means that uncertainty has been reduced for these model parameters. Furthermore, the
means moved slightly to the right in the case of maximum growth rate µmax and strongly to
the left in case of qtiter,max. Posterior distributions of the remaining model parameters do not
differ much from their prior distributions.
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Bayesian parameter estimation has been performed using a Markov Chain Monte
Carlo (MCMC) algorithm considering cultivation data (at 500 mL over 8 days) and prior
distributions as described in Section 2.7. Measured and simulated time course data are
presented in Figure 4. It can be seen that a reasonable good agreement between measured
and simulated data can be achieved by the set of model parameters used although more
experimental data between day 4 and day 8 could have helped to define more precisely
when the cells enter into the stationary phase. Prior (before parameter estimation) and
posterior (after parameter estimation) distributions are shown in Figure 5. Posterior means
of estimated model parameters and values of the fixed model parameters are presented in
Table A1. It can be concluded from Figure 4 together with Figure 5 that parameters µmax and
qtiter,max represent rather well the measured data: Posterior distributions (red solid lines) are
much narrower than the prior distributions (blue dashed lines), thus reducing uncertainty
for these model parameters. This means, that uncertainty has been reduced for these model
parameters. Furthermore, the means moved slightly to the right in case of maximum
growth rate µmax and strongly to the left in case of qtiter,max. Posterior distributions of the
remaining model parameters do not differ much from their prior distributions.

Figure 4. Measurements (red dots) and simulated time profiles (blue solid lines) of viable and total cell density, glucose
concentration, glutamine concentration, lactate concentration, ammonia concentration, volumetric titer and viability
after Bayesian parameter estimation (based on the maximum a posteriori estimate (MAP)) at 500 mL scale (TubeSpin
bioreactor 600TM).

3.3. Uncertainty-Based Upstream Process Simulation - Comparison of Three Clonal Populations
with Different Growth and Production Rates

In this section, the adapted model is applied to perform upstream simulations for three
different theoretical cell lines, named A, B and C, under consideration of variabilities observed
in Section 3.1. The reference clone A is defined, characterized by the model parameter
distributions obtained in the previous section (parameter estimation for clone 5). The two
other clones B and C are defined showing a lower growth rate than clone A, but a higher
production rate than clone A as listed in Table 6. In order to choose realistic values concerning
the differences between clones A, B and C, the differences obtained in Section 3.1 concerning
growth rate and production rate have been applied. Empirical growth rates for experimentally
analyzed cell lines 5 and 1 showed an averaged difference of 7.6% and for 5 and 2 an averaged

Figure 4. Measurements (red dots) and simulated time profiles (blue solid lines) of viable and total cell density, glucose
concentration, glutamine concentration, lactate concentration, ammonia concentration, volumetric titer and viability
after Bayesian parameter estimation (based on the maximum a posteriori estimate (MAP)) at 500 mL scale (TubeSpin
bioreactor 600™).

3.3. Uncertainty-Based Upstream Process Simulation—Comparison of Three Clonal Populations
with Different Growth and Production Rates

In this section, we describe the application of the adapted model perform upstream
simulations for three different theoretical cell lines, named A, B and C, under consideration
of variabilities observed in Section 3.1. The reference clone A is characterized by the model
parameter distributions obtained in the previous section (parameter estimation for clone 5).
The two other clones B and C are defined as showing lower growth rates than clone A, but
higher production rates than clone A, as listed in Table 6. In order to choose realistic values
concerning the differences between clones A, B and C, the differences obtained in Section 3.1
concerning growth rate and production rate have been applied. Empirical growth rates for
experimentally analyzed cell lines 5 and 1 showed an averaged difference of 7.6% and for 5
and 2 an averaged difference of 10%.Therefore, model parameter µmax of clone B was chosen
to be 7.6% lower than µmax of clone A and µmax of clone C was chosen to be 10% lower than
µmax of clone A.
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Empirical production rates qtiter,max for cell lines 5 and 1 showed averaged differences
of 10.5% and 74%, respectively. Therefore, model parameter qtiter,max of clone B was chosen
to be 10.5% higher than qtiter,max of clone A, and qtiter,max of clone C was chosen to be
74% higher than qtiter,max of clone A. A suitable inoculum train protocol was defined
for each clonal cell line. Furthermore, these simulations were used to investigate and
illustrate the impact of differences in growth and production rates between all three clones
regarding duration of the inoculum train, volumetric titer in production and overall process
productivity for a batch process.
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difference of 10%. Therefore, model parameter µmax of clone B is chosen to be 7.6% lower
than µmax of clone A and µmax of clone C is chosen to be 10% lower than µmax of clone A.

Empirical production rates qtiter,max for cell line 5 and 1 showed an averaged difference
of 10.5% and for 5 and 2 a difference of 74%. Therefore, model parameter qtiter,max of clone B
is chosen to be 10.5% higher than qtiter,max of clone A and qtiter,max of clone C is chosen to be
74% higher than qtiter,max of clone A. A suitable inoculum train protocol is defined for each
clonal cell line. Furthermore, these simulations are used to investigate and illustrate the
impact of differences in growth and production rates between all three clones on duration
of the inoculum train, volumetric titer in production and overall process productivity for a
batch process.

Figure 5. Prior parameter distributions (before parameter estimation; blue dashed lines) and posterior
parameter distributions (after parameter estimation; red solid lines) of estimated model parameters
of the process model presented in Table 2 based on experimental data from cultivation in 500 mL
(TubeSpin 600TM bioreactor) with a cultivation time of 8 days.

Figure 5. Earlier derived (a priori) parameter distributions (before parameter estimation, blue dashed
lines) and posterior parameter distributions (after parameter estimation, red solid lines) of estimated
model parameters of the process model presented in Table 2 based on experimental data from
cultivation in 500 mL (TubeSpin 600™ bioreactor) with a cultivation time of 8 days.
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Table 6. Model parameters maximum growth rate µmax and maximum production rate qtiter,max of
the three clones used for the simulation.

Clone Remark
µmax qtiter,max
[h−1] [1 · 10−10 mg cell−1h−1]

A reference clone 0.042 3.90
B 7.6% lower µmax, 0.039 4.31

10.5% higher qtiter,max
C 10% lower µmax, 0.038 6.90

74% higher qtiter,max

To digitally display an upstream process, the following inputs have been defined:
Volumes: The simulated upstream process consisted of six scales of operation with

the following volumes: 10 mL→ 120 mL→ 1.5 L→ 15 L→ 100 L→ 1000 L (production).
This setup enabled the use of a highly similar type of cultivation approach (orbital

shaking) at all scales. Note: ExcellGene has considerable experience with scale-up cultures
in both orbital shaken and standard stirred systems to have sufficient confidence in the
matching impacts of critical parameters in both approaches (not published). Passaging
strategy: Cells were passaged, i.e., subcultivated, as soon as a required cell density for
transfer was reached, using the predicted viable cell density. The required cell biomass
was based on the optimal cell density for inoculation at 5 · 105 cells mL−1. Initial con-
centrations: viable cell density, Xv,0 = 5.3 · 105 cells mL−1; viability= 100%; glucose,
cGlc,0 = 32.6 mmol L−1; glutamine cGln,0 = 3.3 mmol L−1; lactate, cLac,0 = 0.001 mmol L−1;
ammonia, cAmm,0 = 2.6 mmol L−1, titer, ctiter,0 = 0 mg L−1; and volume, V = 0.01 L.
Furthermore, a limiting substrate was assumed to have initial value cLS,0 = 2 mmol L−1.

The corresponding simulated time profiles for trends in viable cell density and titer
are presented in Figure 6.

It turned out that the designed inoculum trains seemed suitable for cell expansion of
all three clonal populations. When the inoculum cell densities were fulfilled, cells did not
enter into the stationary phase during the inoculum train, and transfer cell densities were
within an acceptable range (maximum cell density below 1 · 107 cells mL−1).

The durations of the inoculum train cultures ranged from 298 to 333 h. Obviously,
lower growth rates cause longer cultivation times. Clone B needed 24 h and clone C 35 h
more than clone A. Clone A and clone B, concerning the predicted volumetric titers in the
production vessel, differed by a 10.5% higher production rate of clone B, resulting in a
13% higher volumetric titer during the first hours of the production phase. However this
difference shrunk over time: After 25 h clone A reached 13 mg L−1 and clone B 15 mg L−1.
Between 50 and 100 h in the production vessel, clone A compensated for the disadvantage
through a 7.6% higher growth rate. After 100 h, clone A presentd a titer of 222 mg L−1, 7%
more than clone B with 207.0 mg L−1. Nevertheless, after 168 h (7 days) clone B reached a
higher volumetric titer (558 mg L−1) than clone A (539 mg L−1). This was due to the fact
that the higher growth rate of clone A led to an earlier beginning of the death phase (here
in batch mode) compared to clone B. Putting the volumetric titer in relation to the overall
cultivation time and accepting an overall error of about 10%, both clones led to a similar
overall process productivity (1.16 mg L−1 h−1 for clone A and 1.14 mg L−1 h−1 for clone B).

A clearer impact was observed for clone C, having a 10% lower maximum growth rate
combined with a 74% higher production rate as compared to clone A. Already, after the
first 25 h in the production vessel, clone C reached 25 mg L−1 on average (clone A and B
only 13 and 15 mg L−1, respectively), and after 7 days (168 h) clone C reached 876 mg L−1

(clone A and B only 539 and 558 mg L−1, respectively). This is an increase of 337 mg L−1

(63.5% of the volumetric titer generated with clone A).
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Figure 6. Simulated viable cell density (VCD) and volumetric titer over inoculum train cultures (5 scales) and production
scale (1000 L) for clones A (above), B (middle) and C (below). The maximum growth rate of clone B was 7.6% lower than that
of clone A, and the maximum cell-specific production rate of clone B was 10.5% higher than that of clone A. The maximum
growth rate of clone C was 10.5% lower than that of clone A and the maximum cell-specific production rate of clone C was
74% higher than that of clone A.

It should be noted that the presented model-based method can be further extended to
fed-batch processes which are most frequently applied in industrial large scale manufactur-
ing or to perfusion mode. However, the batch process has been considered in this study
because the focus was not to find an optimal operating mode for the production bioreactor,
but rather to consider how phenotypic differences effect cell growth in the inoculum train,
which contributes significantly to the manufacturing time and overall process productivity,
yet is rarely considered in literature [26].

A comparison of different CHO host cell lines for batch, fed-batch and perfusion modes
was recently reported in [6]. They found that differences in phenotypic properties affect
cell growth and productivity regardless of process mode (batch, fed-batch or perfusion) or
cell culture media.

For a better illustration, Figure 7 shows how variabilities in model parameters µmax
and qtiter,max propagate onto the output uncertainty in form of probability distributions
(histograms) at each interesting point in time.
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Figure 7. Histograms of inputs and outputs for clone A in the background (red), clone B in the
middle (turquoise) and clone C in the front (orange). Inputs: Probability distributions of maximum
growth rate (a) and maximum production rate (b) for three different clones. Probabilities are defined
by the given means µmax and qtiter,max and the corresponding coefficients of variation (cv). Outputs:
Probability distributions of volumetric titer after 25 (c), 100 (d) and 168 (e) hours for the three clones.

It thus becomes visible how the output distribution changes over time. In accordance
with the results presented in Figure 6, there is not a huge difference concerning volumetric
titer between the distributions of clone A and clone B: not after 25 h (Figure 7c), 100 h
(Figure 7d) or 168 h (Figure 7e) of production. The distributions are almost overlapping,
although after 100 h clone A shows a higher mean than clone B, as described above. The
distribution of clone C instead differs clearly from those of clone A and clone B (small
overlap) after 25 h in production. After 100 h of production there are larger overlapping
areas between all three clones, indicating a decline in differences between them. However,
after 168 h (7 days) of production, a clear difference (smaller overlap) is visible between
clone C and clones A and B, whereas clone A and B are almost totally overlapping. In
this case and under the assumptions of equal stability and quality, clone C would be the
recommended clone for moving forward.

Nevertheless, it may be the case that two or more clonal populations differ in a
different proportion to each other in terms of phenotypic characteristics than the here
discussed three. The following section tries to address such.

3.4. Impacts of Differences in Growth and Production Rates on Inoculum Train and Titer at
Production Scale—General Considerations and a Decision Criterion

To judge the effects of growth rate and specific productivity in numerous clonal cell
populations, one needs to know the resulting overall process productivities (=Space-Time-
Yield: volumetric titer in production/overall cultivation time, including inoculum train).

We determined these effects for a realistic cell expansion setup and based on model pa-
rameter ranges derived from the previous sections (µmax = 0.397 h−1 ± 10%,
qtiter,max = 5 · 10−10 mg cell−1h−1 ± 10%). For each parameter combination, the two
response numbers (volumetric titer in production and overall process productivity) were
obtained by upstream simulations as before. These results were then adapted to corre-
sponding response surfaces (see Figures A4–A6), which visualize the effects of maximum
growth rate and maximum production rate on each response quantity.

Multiple linear regression has been performed for the responses after 50, 100 and 168 h
in the production vessel. Due to their different orders of magnitude, all variables have
been scaled (transformed) to the range of [0, 1]. The results are presented in Table 7.
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Table 7. Results of a multiple linear regression (R2, β-coefficients, standard error (SE) and p-value) in two variables,
maximum growth rate µmax (coefficient β1) and maximum production rate qtiter,max (coefficient β2) at 50, 100 and 168 h
of production. Response values are volumetric titer in production and overall process productivity (=Space-Time-Yield:
volumetric titer in production/overall cultivation time, including inoculum train).

Response Variable Factor R2 β−Coefficients
(β1, β2)

Standard Error
(SE) p-Value

Volumetric titer (50 h) 0.989
µmax 0.42 0.016 < 1 · 10−20

qtiter,max 0.57 0.012 < 1 · 10−20

Overall process productivity (50 h) 0.991
µmax 0.61 0.013 < 1 · 10−20

qtiter,max 0.38 0.010 < 1 · 10−20

Volumetric titer (100 h) 0.992
µmax 0.69 0.013 < 1 · 10−20

qtiter,max 0.31 0.010 < 1 · 10−20

Overall process productivity (100 h) 0.991
µmax 0.75 0.014 < 1 · 10−20

qtiter,max 0.25 0.011 < 1 · 10−20

Volumetric titer (168 h) 0.998
µmax 0.33 0.008 < 1 · 10−20

qtiter,max 0.67 0.006 < 1 · 10−20

Overall process productivity (168 h) 0.996
µmax 0.54 0.009 < 1 · 10−30

qtiter,max 0.46 0.007 < 1 · 10−30

All regressions have an R2-value very close to one, meaning that the applied model is
suitable to present the correlation between factors and response variables. All determined
β-coefficients, which describe the correlation of µmax (β1) and qtiter,max (β2) for the investi-
gated response variable, show p-values less than 0.05 (meaning that they are statistically
significant to a 5%-level). Due to the scaling of both factors, the β-coefficients stayed within
the range of 0 and 1. It is interesting to see that the impact and the relation between
both factors, µmax and qtiter,max, varies depending on which point in time in production
is considered.

Regarding volumetric titer as a response variable, it can be observed that after 50 h
in the production vessel, the impact of qtiter,max (β2 = 0.57) was 1.4 times higher than the
impact of µmax (β1 = 0.42). After 100 h in production, this changed. Then, the impact of
µmax (β1 = 0.69) was 2.2 times higher than the impact of qtiter,max (β2 = 0.31). However,
after 168 h (7 days) in production, qtiter,max (β2 = 0.67) was again higher than µmax (two
times β1 = 0.33). The decreasing impact of µmax after 168 h can be explained because cells
probably entered in the stationary/death phase (here batch-mode is assumed) while cells
were still producing titer.

Considering overall process productivity, µmax has a higher impact than qtiter,max,
regardless of the considered point in time (see β-coefficients for the overall process pro-
ductivity in Table 7). It was 1.6 times higher after 50 h, three times higher after 100 h and
1.17 times higher after 168 h cultivation time in the production vessel compared to qtiter,max.
Obviously, therefore, growth rates have a higher impact on the output per year.

This regression analysis was performed within a range of 0.397 h−1 ± 10% for µmax
and 5 ·10−10 mg cell−1h−1 ± 10% for qtiter,max); it should be noted, however, that the results
of the stability study showed a higher variation of the production rate than that of the
growth rate. Therefore, qtiter,max has been varied ± 50%, and response surfaces for both
response variables, volumetric titer and overall process productivity, have been estimated
as shown in Figure 8.
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Figure 8. Response surface for volumetric titer after 168 h (7 days) of production over maximum
production rate and maximum growth rate (a). Overall process productivity (=Space-Time-Yield:
volumetric titer after 168 h (7 days) in production/overall cultivation time, including inoculum train)
over maximum production rate and maximum growth rate (b). The reference clone A (red solid line)
and two compared clones, clone B (green dashed line, 7.6% lower µmax and 10.5% higher qtiter,max)
and clone C (orange dotted line, 10% lower µmax and 74% higher qtiter,max) are placed in the graphs.

Table 8. Results, volumetric titer and overall process productivity (=Space-Time-Yield: volumetric titer after 168 h (7 days)
in production/overall cultivation time, including inoculum train) for reference clone A, and two clones to be compared,
clone B and clone C. These clones differ in terms of maximum growth rates and maximum production rates, as listed in the
corresponding rows.

Clone Remark µmax qtiter,max Volumetric Titer Overall Process Productivity
[h−1] [1 · 10−10 mg cell−1h−1] [mg L−1] [mg L−1 h−1]

A reference clone 0.042 3.9 539 1.16
B 7.6% lower µmax, 0.039 4.31 558 1.14

10.5% higher qtiter,max
C 10% lower µmax, 0.0378 6.9 876 1.75

74% higher qtiter,max

Choosing a clonal population showing a lower growth rate but a higher production
rate will only be favorable if the productivity is high enough. As stated before, and
summarized in Table 8, clones A and B delivered very similar process productivities
(1.16 mg L−1 h−1 for clone A and 1.14 mg L−1 h−1 for clone B). The final titers for clone A
and B were 539 and 558 mg L −1, respectively—a negligible difference. When taking 74%
higher productivity for C, then a more significant difference is obtained with 876 mg L −1

after 168 h, and an 1.75 mg L−1 h−1 overall process productivity enhancement over A and
B is seen.

The response surface models can be used, therefore, to approximate volumetric titer
and overall process productivity for a realistic combination of growth rate and production
rate, and help with the decision processes. These simulations can be used to determine to
what extent growth rate or production rate must differ to cause a difference of at least 5%
in the response variables.
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4. Conclusions

A model-based approach in combination with statistical methods was applied to study
the impacts of the cell-specific growth rate ("growth rate") and cell-specific production rate
("production rate" or "specific productivity") on overall product yield using parameters
such as time needed for the inoculum train cultures, the volumetric titer during final pro-
duction phase and the overall process productivity (=Space-Time-Yield: volumetric titer in
production/overall cultivation time, including inoculum train). For three theoretical clonal
populations an inoculum train protocol was defined, suitable for all of them: Cell line A
showed a 7.6% higher maximum growth rate, cell line B a 10.5% higher production rate than
cell line A and cell line C a 10% lower maximum growth rate and a 74% higher production
rate than cell line A. For all three cell lines, a prediction model of an inoculum train, including
predictive uncertainty arising from model parametric uncertainty (due to biological variabili-
ties), has been utilized. For cell line A (higher µmax) the inoculum train would take 298 h
until inoculation of cells into the production bioreactor (1000 L), for B (higher qtiter,max) it
would take 322 h and for C (higher qtiter,max) 333 h. Cell line A would generate a volumetric
titer of approximately 539 mg L−1 after 168 h in the final production vessel, B would result
in 558 mg L−1 and C would result in 876 mg L−1, assuming a batch process.

Moreover, response surface modeling was applied to quantify the effects of both
parameters on volumetric titer and overall process productivity at specific points in time
in production. Based on the results of a simulation using mathematical process models
in combination with statistical methods, decision criteria can be provided that can help
to evaluate different clonal cell lines for future manufacturing purposes. This can be
seen as a support tool in addition to the characterization of biochemical, biophysical and
functionality properties to asses the quality of the final product. Assuming little or no
quality differences in the products obtained in cell culture, the growth rate of a clonal cell
population has the higher impact (up to three times) on the overall process productivity,
and thus, on the output per year, and clones with higher production rates have the potential
to generate significantly more volumetric titer in production.

It has not escaped our attention that modern processes in large scale manufacturing
are most frequently fed-batch processes with production run times exceeding the herein-
discussed 7-day batch processes. These fed-batch processes can increase volumetric titers
quite dramatically. Nevertheless, the batch process evaluation is a good first step to
obtain quick results. They can be further expanded once a smaller number of clonally
derived cell lines have been chosen to also involve fed-batch processes. Moreover, shorter
batch processes have certain advantages for some products—for example, reducing the
negative impacts of certain losses in production campaigns, such as contaminations or
disruptions from instrument failures. Thus, the preferred mode for most efficient use of a
given manufacturing facility would be to shorten overall production time phases (in the
largest bioreactor) while maximizing growth in inoculum train cultures and to achieve
the highest maximal density in the so-called N-1 cultures (i.e., the culture preceding the
production vessel). In spite of this, the authors of this article hope to having provided a
useful discussion on the complex relationships between different phenotypes of CHO cells,
particularly those that have major impacts on overall productivity in manufacturing.
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Abbreviations
The following abbreviations and symbols are used in this manuscript:
α Shape parameter of a gamma distribution (-)
β = (β1, β2) Regression coefficients (impact)
λ Scale parameter of a gamma distribution (-)
µ Growth rate (h−1)
µd Death rate (h−1)
µd,max Maximum death rate (h−1)
µd,min Minimum death rate (h−1)
µemp (µemp,max ) (Maximum) empirical cell-specific growth rate (h−1)
µmax Maximum cell-specific growth rate (h−1)
µemp,A (µemp,B) Averaged empirical growth rate of clone A (B) (h−1)
cAmm (cAmm,0) (Initial) ammonia concentration (mmol L−1)
cGlc (cGlc,0) (Initial) glucose concentration (mmol L−1)
cGln (cGln,0) (Initial) glutamine concentration (mmol L−1)
cLac (cLac,0) (Initial) lactate concentration (mmol L−1)
cLS (cLS,0) (Initial) limiting substrate concentration (mmol L−1)
ctiter (ctiter,0) (Initial) volumetric titer (product concentration) (mg L−1)
ctiter,i Volumetric titer (product concentration) at point in time ti (mg L−1)
CHO Chinese Hamster Ovary
CI Confidence interval
cv coefficient of variation
dµemp,diff Difference in terms of growth rate µ (h−1)
dqtiter,emp,diff Difference in terms of production rate qtiter (mg cell−1 h−1)
Fsample Change of volume due to sampling [L h−1]
i Running index (-)
j Running index (-)
KAmm Correction factor for ammonia uptake (-)
KLys Cell lysis constant (h−1)
KS,Glc Monod kinetic constant for glucose (mmol L−1)
KS,Gln Monod kinetic constant for glutamine (mmol L−1)
KS,LS Monod kinetic constant for limiting substrate (mmol L−1)
kGlc Monod kinetic constant for glucose uptake (mmol L−1)
kGln Monod kinetic constant for glutamine uptake (mmol L−1)
kLS Monod kinetic constant for uptake of limiting substrate (mmol L−1)
MAP Maximum a posteriori
max Maximum value
MCMC Markov Chain Monte Carlo
qAmm (qAmm,uptake,max) (Maximum) cell-specific ammonia uptake rate (mmol cell−1 h−1)
qGlc (qGlc,max) (Maximum) cell-specific glucose uptake rate (mmol cell −1 h−1)
qGln (qGln,max) (Maximum) cell-specific glutamine uptake rate (mmol cell −1 h−1)
qLac (qLac,uptake,max) (Maximum) cell-specific lactate uptake rate (mmol cell−1 h−1)
qLS (qLS,max) (Max.) cell-specific uptake rate of limiting substrate

(mmol cell−1 h−1)
qtiter (qtiter,max) (Maximum) cell-specific production rate (mg cell−1 h−1)
qtiter,emp (qtiter,emp,max) (Maximum) empirical cell-specific production rate (mg cell−1 h−1)
qtiter,clone,ref, qtiter,clone,compared Average empirical production rate of reference or compared clone
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R2 Coefficient of determination
RSM Response surface models
sd Standard deviation
SE Standard error
t Time (h)
ti Point in time with index i (h)
V Volume (L)
Via Viability (%)
Xt Total cell density (cells L−1)
Xv Viable cell density (cells L−1)
Xv,i Viable cell density at point in time with index i (cells L−1)
Y Arbitrary random variable (-)
YAmm/Gln Kinetic production constant for ammonia (mmol mmol−1)
YLac/Glc Kinetic production constant for lactate (mmol mmol−1)

Appendix A

Appendix A.1. Choice of the Prior Distribution

To perform Bayesian parameter estimation, prior distributions have to be quantified
to form probability distributions. An appropriate type of distribution has to be chosen in
accordance with the available knowledge. In this contribution, a gamma distribution has
been chosen to describe the probability distribution of model parameters. This assumption
is based on the fact that the considered random variables can only adopt positive values,
and furthermore, the gamma distribution is well suited for representing the realistic
range based on the available prior knowledge. It is defined by the parameters α(shape)
and λ(rate).

To characterize the individual distribution of a variable Y (here µmax or qtiter,max), the
corresponding mean (E(Y)) and variance (V(Y)) are used to compute the distribution
parameters rate (α) and shape (λ), according to:

α =
E(Y)2

Var(Y)
and λ =

Var(Y)
E(Y)

. (A1)

Appendix B

Appendix B.1. Supplementary Figures

Figure A1. Cont.
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Figure A1. Histograms of sampled initial concentrations of viable cells Xv0, glucose cGlc, glutamine cGln, lactate cLac and
ammonia cAmm in the first cultivation vessel for upstream simulations.

Figure A2. Cont.
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Figure A2. Histograms of empirical growth rates for clonal populations clone 1–clone 5 calculated over several subcultiva-
tion steps with culture volumes of 5 mL (during a period of 13 weeks).

Figure A3. Cont.
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Figure A3. Histograms of empirical production rates for clonal populations clone 1–clone 5 calculated over several
subcultivation steps with culture volumes of 5 mL (during a period of 13 weeks).
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Figure A4. Response surfaces showing the impact of maximum growth rate and maximum production
rate on volumetric titer and overall process productivity after 50 hours in production.

Figure A5. Response surfaces showing the impact of maximum growth rate and maximum production
rate on volumetric titer and overall process productivity after 100 hours in production.

Figure A4. Response surfaces showing the impacts of maximum growth rate and maximum produc-
tion rate on volumetric titer and overall process productivity after 50 h of production.
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Figure A4. Response surfaces showing the impact of maximum growth rate and maximum production
rate on volumetric titer and overall process productivity after 50 hours in production.

Figure A5. Response surfaces showing the impact of maximum growth rate and maximum production
rate on volumetric titer and overall process productivity after 100 hours in production.
Figure A5. Response surfaces showing the impacts of maximum growth rate and maximum produc-
tion rate on volumetric titer and overall process productivity after 100 h of production.
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Figure A6. Response surfaces showing the impact of maximum growth rate and maximum production
rate on volumetric titer and overall process productivity after 168 hours (7 days) in production.

Table A1. Modeled variables and model parameters included in the underlying model (symbols, units
and descriptions)

Variable/ Unit Initial Description
Parameter value
Xt cells L−1 5.3 ·105 Total cell density
Xv cells L−1 5.3 ·105 Viable cell density
cGlc mmol L−1 5.9 Glucose concentration
cGln mmol L−1 3.3 Glutamine concentration
cLac mmol L−1 0.01 Lactate concentration
cAmm mmol L−1 2.6 Ammonia concentration
ctiter mg L−1 0 Volumetric product (antibody) titer
V L 0.01 Volume

Model Unit Posterior Description
Parameter estimate /

fixed value
µmax h−1 0.042 Maximum cell-specific growth rate
KS,Glc mmol L−1 0.03 Monod kinetic constant for glucose
KS,Gln mmol L−1 0.03 Monod kinetic constant for glutamine
KS,LS mmol L−1 0.16 (fixed) Monod kinetic constant for limiting substrate
µd,min h−1 1.0 ·10−5 Minimum cell-specific death rate
µd,max h−1 0.08 Maximum cell-specific death rate
KLys h−1 1.2 ·10−4 Cell lysis constant
qGlc,max mmol cell −1 h−1 9.7 ·10−11 Maximum cell-specific glucose uptake rate
kGlc mmol L−1 6.2 Monod kinetic constant for glucose uptake
qGln,max mmol cell−1 h−1 1.1 ·10−11 Maximum cell-specific glutamine uptake rate
kGln mmol L−1 0.5 Monod kinetic constant for glutamine uptake
qLS,max mmol cell−1 h−1 1.1 ·10−11 (fixed) Max. cell-specific uptake rate of limiting substrate
kLS mmol L−1 8.15 (fixed) Monod kinetic constant for uptake of limiting substrate
YLac/Glc mmol mmol−1 0.35 Kinetic production constant for lactate
qLac,uptake,max mmol cell−1 h−1 1.0 ·10−11 (fixed) Cell-specific maximum lactate uptake rate
YAmm/Gln mmol mmol−1 1.67 Kinetic production constant for ammonia
qAmm,uptake,max mmol cell−1 h−1 4.5 ·10−10 (fixed) Cell-specific maximum ammonia uptake rate
KAmm - 1.9 (fixed) Correction factor for ammonia uptake
qtiter,max mg cell−1 h−1 3.9 ·10−10 Cell-specific maximum production rate

Figure A6. Response surfaces showing the impacts of maximum growth rate and maximum produc-
tion rate on volumetric titer and overall process productivity after 168 h (7 days) of production.

Appendix B.2. Supplementary Tables

Table A1. Modeled variables and model parameters included in the underlying model (symbols, units and descriptions).

Variable/Parameter Unit Initial Value Description

Xt cells L−1 5.3 ·105 Total cell density
Xv cells L−1 5.3 ·105 Viable cell density
cGlc mmol L−1 5.9 Glucose concentration
cGln mmol L−1 3.3 Glutamine concentration
cLac mmol L−1 0.01 Lactate concentration
cAmm mmol L−1 2.6 Ammonia concentration
ctiter mg L−1 0 Volumetric product (antibody) titer
V L 0.01 Volume
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Table A1. Cont.

Model Parameter Unit Posterior
Estimate/Fixed Value Description

µmax h−1 0.042 Maximum cell-specific growth rate
KS,Glc mmol L−1 0.03 Monod kinetic constant for glucose
KS,Gln mmol L−1 0.03 Monod kinetic constant for glutamine
KS,LS mmol L−1 0.16 (fixed) Monod kinetic constant for limiting substrate
µd,min h−1 1.0 ·10−5 Minimum cell-specific death rate
µd,max h−1 0.08 Maximum cell-specific death rate
KLys h−1 1.2 ·10−4 Cell lysis constant
qGlc,max mmol cell −1 h−1 9.7 ·10−11 Maximum cell-specific glucose uptake rate
kGlc mmol L−1 6.2 Monod kinetic constant for glucose uptake
qGln,max mmol cell−1 h−1 1.1 ·10−11 Maximum cell-specific glutamine uptake rate
kGln mmol L−1 0.5 Monod kinetic constant for glutamine uptake
qLS,max mmol cell−1 h−1 1.1 ·10−11 (fixed) Max. cell-specific uptake rate of limiting substrate

kLS mmol L−1 8.15 (fixed) Monod kinetic constant for uptake of limiting
substrate

YLac/Glc mmol mmol−1 0.35 Kinetic production constant for lactate
qLac,uptake,max mmol cell−1 h−1 1.0 ·10−11 (fixed) Cell-specific maximum lactate uptake rate
YAmm/Gln mmol mmol−1 1.67 Kinetic production constant for ammonia
qAmm,uptake,max mmol cell−1 h−1 4.5 ·10−10 (fixed) Cell-specific maximum ammonia uptake rate
KAmm - 1.9 (fixed) Correction factor for ammonia uptake
qtiter,max mg cell−1 h−1 3.9 ·10−10 Cell-specific maximum production rate
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Abstract: The link between hydrodynamics and biological process behavior of antibody-producing
mammalian cell cultures is still not fully understood. Common methods to describe dependencies
refer mostly to averaged hydrodynamic parameters obtained for individual cultivation systems.
In this study, cellular effects and locally resolved hydrodynamics were investigated for impellers
with different spatial hydrodynamics. Therefore, the hydrodynamics, mainly flow velocity, shear
rate and power input, in a single- and a three-impeller bioreactor setup were analyzed by means
of CFD simulations, and cultivation experiments with antibody-producing Chinese hamster ovary
(CHO) cells were performed at various agitation rates in both reactor setups. Within the three-
impeller bioreactor setup, cells could be cultivated successfully at much higher agitation rates as
in the single-impeller bioreactor, probably due to a more uniform flow pattern. It could be shown
that this different behavior cannot be linked to parameters commonly used to describe shear effects
on cells such as the mean energy dissipation rate or the Kolmogorov length scale, even if this
concept is extended by locally resolved hydrodynamic parameters. Alternatively, the hydrodynamic
heterogeneity was statistically quantified by means of variance coefficients of the hydrodynamic
parameters fluid velocity, shear rate, and energy dissipation rate. The calculated variance coefficients
of all hydrodynamic parameters were higher in the setup with three impellers than in the single
impeller setup, which might explain the rather stable process behavior in multiple impeller systems
due to the reduced hydrodynamic heterogeneity. Such comprehensive insights lead to a deeper
understanding of the bioprocess.

Keywords: CHO DP-12; computational fluid dynamics; bioreactor characterization; hydrodynamic
gradients; process development; critical shear stress; Kolmogorov length scale; operational space

1. Introduction

Mammalian cell culture processes are state-of-the-art for the production of therapeutic
antibodies. However, the influence of the bioreactor hydrodynamics on the cell culture
process are still not fully understood [1–6]. Therefore, bioreactor design and scale-up
in today’s biopharma industry rely mostly on empirical correlations, experience, and
engineering heuristics. Common methods for scaling-up mammalian cell-based production
processes aim to keep the reactor geometry and certain process parameters such as the
average volumetric power input constant [7–11].

These “rules of thumb” methods are limited as they can hardly be used to describe or
estimate an appropriate operation range with respect to shear effects on cellular behavior.
Platas et al. [12] observed an approx. constant cell specific growth rate, µmax, over a
broader stirrer operation range in reactor systems with multiple impellers compared to
reactor systems with only one impeller. The cell growth rate in reactors with multiple
impellers decreased much slower with increasing agitation rates and corresponding mean
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power inputs than in reactors with less impellers. Therefore, shear effects seem to be less
pronounced in the case of multiple impellers.

An approach frequently discussed in the literature to predict critical conditions with
respect to shear effects to be expected in stirred tank bioreactors is the Kolmogorov eddy
length scale [12,13], for which cell harm is predicted if the eddies are in the order of magni-
tude as the cell diameter. This approach should predict an acceptable power input—and
thus an adequate agitation rate—to be estimated without extensive experiments. Conven-
tionally, the system averaged energy dissipation rate is used to calculate the Kolmogorov
length scale, which does not consider local gradients, even if the local power input can differ
by several orders of magnitude within the reactor. Furthermore, this length scale is usually
compared considering an average cell diameter, even though the cell diameter is widely
distributed. However, while this hypothesis seems to be proven for microcarrier cultures,
it is still under discussion for suspension cells [14–19]. A broad variety of studies on lethal
and sub-lethal responses of mammalian cell cultures to shear stress has been published
where a detailed overview can be found in Chalmers et al. The investigated magnitude of
the average volumetric power input ranges from 101 to almost 109 W m−3 [3]. However, the
vast majority of these studies only considered the estimated or averaged hydrodynamics.

Taken together, more insights into locally resolved hydrodynamics are needed. Since
local maxima can reach much higher values than the averaged, locally resolved hydro-
dynamics could provide more detailed information on the hydrodynamics. These can
be identified and quantified by the use of computational fluid dynamics (CFD) methods,
which have become an established tool for cell culture process development [5,10,20–22].
CFD can be used to predict the locally resolved hydrodynamic behavior of cell cultivation
systems and has already been successfully applied for the design of stem cell expansion
processes in stirred tank reactors and wave bags with microcarriers [23–25].

In this study, we investigated to what extent the cellular and hydrodynamic effects
change with different spatial hydrodynamics of different stirrers. Furthermore, it was
discussed whether locally resolved hydrodynamics could help to explain the cellular
effects. Therefore, the hydrodynamics, mainly flow velocity, shear rate, and power input, in
a single- and a three-impeller bioreactor setup were analyzed by means of CFD simulations.
Then, cultivation experiments with antibody-producing Chinese hamster ovary (CHO)
cells were performed at various agitation rates in both reactor setups. Finally, conventional
process design parameters such as the average volumetric power input and the Kolmogorov
length scale were evaluated by means of the obtained data. As the model system, a reactor
setup was chosen that could be equipped with various numbers of impellers and operated
without baffles at constant culture volumes. Because surface aeration is sufficient for
a wide range of operation conditions, the impact of bubble aeration was neglected in
these investigations.

2. Materials and Methods
2.1. Cultivation Procedures

The cell line used in all cultivation experiments was CHO DP-12, which was kindly
provided by Prof. Dr. Thomas Noll (University of Bielefeld, Bielefeld, Germany). All
cultivation experiments were performed in TC-42 medium (Xell AG, Bielefeld, Germany),
supplemented with 8 mmol L−1 L-glutamine and 200 nmol L−1 methotrexate.

2.1.1. Pre-Culture

Pre-cultivations were carried out in 125 mL shake flasks with 40 mL culture volume
for the first culture after thawing and 250 mL shake flasks with 80 mL culture volume
for expanding the cells [26]. Culture conditions were adjusted to 37 ◦C, 5% CO2, 85%
relative humidity, and 200 rpm. From pre-cultures, 15 × 107 cells in total were harvested,
centrifuged for 10 min at 300× g, and resuspended in 10 mL fresh medium for inoculating
the stirred tank bioreactor with an initial cell concentration of 1 × 106 cells mL−1.
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2.1.2. Main Culture

For bioreactor cultivations, the stirred tank bioreactor Vario 1000 (MDX Biotech GmbH,
Nörten-Hardenberg, Germany) was used with 150 mL culture volume and headspace
aeration by gas mixtures of air and CO2. Only at the end of the cultivations at cell densities
of around 10 × 106 cells mL−1, the reactor was additionally bubble-aerated with pure
oxygen. Thus, effects of gas bubbles and additional turbulences, caused by baffles could be
neglected and observed effects could be referred to the impellers. The dissolved oxygen
tension (DO) was controlled at 40% of air saturation in all cultivations. pH was controlled
at 7.1 by the addition of CO2 via headspace or by adding 0.5 M Na2CO3. The temperature
was set to 37 ◦C. To investigate the effect of hydrodynamics caused by stirring on the cell
culture process, cultivation experiments were performed at different agitation rates for a
reactor setup with one pitched blade impeller (MDX Biotech GmbH, Nörten-Hardenberg,
Germany) (single impeller system, SIS) and a setup with two additional six blade impellers
(self-made at Hamburg University of Technology, Nörten-Hardenberg, Germany) (triple
impeller system, TIS) (see Appendix A Figure A1). The agitation rates chosen for the SIS
were 200 to 1400 rpm in 200 rpm steps, while TIS cultivations at agitation rates of 770,
930, 1080, 1200 and 1400 rpm were run. In all experiments, the pitched blade impeller
was operated in the down flow direction. Agitation rates for the TIS were chosen while
following a discarded working hypothesis.

2.2. Analytical Methods

Cell densities were determined with the Z2 Particle Counter (Beckman Coulter, Brea,
CA, USA). All particle distributions were recorded in triplicate. The cell viability was
measured using the flow cytometer CytoFLEX (Beckman Coulter, Brea, CA, USA) after
staining the cells with 1 µg mL−1 DAPI. Samples above 2 × 106 cells mL−1 were diluted
ten-fold before staining. Antibody concentrations were determined with Protein-A binding
sensors in the OCTET according to the manufacturer’s protocol (Pall Corporation, Port
Washington, NY, USA). For a comparison of the processes, in addition to growth curves, the
space time yield (STY) related to the antibody concentration was calculated as the quotient
of the maximum antibody concentration and the cultivation time until the maximum
concentration was reached.

2.3. CFD Simulations

All CFD models were developed in COMSOL Multiphysics 5.3 to 5.5 (COMSOL AB,
Stockholm, Sweden). The reactor geometry was fully implemented in COMSOL, except for
the six blade impeller, which was imported from a CAD file. Reactor vessel and impellers
were modeled as accurately as possible and necessary. Additionally, all reactor inserts,
namely the impeller shaft, temperature, pH and DO probes as well as sampling tubes and
aeration tubes were implemented. As the physics module, the mixture module was chosen
with turbulent flow conditions. The module contains the Reynolds Averaged Navier–Stokes
equation and continuity equation as governing equations. Standard parameters were used
to model the turbulence with the k-ε-model. The geometry was meshed to 1.69 million
mesh elements for the SIS and 1.78 million mesh elements for the TIS. To solve the stationary
studies, the PARDISO solver was set up as a direct block structured solver. For further,
detailed information about the CFD models, see the model reports attached as Supplemen-
tary Materials (Files S1 and S2). Due to numerical reasons, agitation rates of up to 800 rpm
for the reactor setup with a single impeller and 600 rpm for the reactor setup with three
impellers were simulated. Velocities and shear rates above the given agitation rates were
extrapolated linearly while the energy dissipation rates were extrapolated quadratically,
according to the simplified dependency given by Hu et al. [1]. The computed values from
the CFD simulations and extrapolations can be found in Appendix A (Tables A1 and A2). A
mesh refinement study was performed for all shown models (not shown). No dependencies
on the degree of meshing were observed.
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To highlight local distributions of hydrodynamic parameters, the computed velocities,
shear rates, and energy dissipation rates were averaged over horizontal cut planes along
the reactor height in steps of one millimeter. The obtained mean values were then plotted
in comparison to the reactor height.

2.4. Calculation of the Critical Energy Dissipation Rate

The Kolmogorov length scale represents the size of the smallest turbulence eddies in a
fluid flow and can be calculated from the energy dissipation rate ε, the kinematic viscosity
ν, and the density ρ of the fluid.

λ =

(
ν3ρ

ε

) 1
4

(1)

According to the hypothesis, significant cell damage occurs when the smallest tur-
bulence eddies are within the same order of magnitude as the cell diameter dc. Thus, the
equation for the Kolmogorov length was solved for the critical energy dissipation rate εkrit
where the cell diameter dc is the cell diameter, which is in the same order as the Kolmogorov
length λ, ν is the kinematic viscosity, and ρ is the density of the fluid.

εkrit =
ν3ρ

d4
c

(2)

Distributions of the cell diameter dc were determined alongside the cell number in
the Z2 Particle Counter. More details on the relation of turbulence eddies and cell damage
according to the Kolmogorov length scale hypothesis can be found in Section 3.3.

3. Results

In the following, the results from the CFD study as well as from the cell cultivation
experiments are shown for the single-impeller setup (SIS) and the three-impeller setup
(TIS). Cultivation results are presented for both reactor setups to demonstrate the biological
responses to different hydrodynamic conditions in the different setups. Finally, it was exam-
ined to what extent the observed effects can be explained on the basis of the hydrodynamic
parameters determined via CFD simulations, where mainly the fluid velocity, power input,
or energy dissipation rate were considered. It was investigated whether locally resolved
parameters and parameter distributions had an advantage in this respect compared to the
averaged values. This is further discussed in Section 4.

3.1. Characterization of Hydrodynamics of Single- and Multiple-Impeller Setups with
CFD Methods

For both bioreactor setups (SIS and TIS, respectively), the hydrodynamic parameters
fluid velocity u, shear rate γ, and energy dissipation rate εwere evaluated in the CFD study.
Locally resolved values of these parameters were determined along the reactor height.

For example, the hydrodynamic parameters u and ε for 400 rpm are shown in
Figures 1 and 2a (SIS) and Figure 2b (TIS), plotted in longitudinal section (for shear rate γ,
see Figure A2). To gain a deeper numerical insight into locally resolved values, the CFD
computed values for velocity, shear rate, and energy dissipation rate were averaged for
horizontal slices along the reactor height. The mean values were then plotted over these
slices to quantitatively visualize locally resolved values for all simulated agitation rates
(slice plots in Figures 1 and 2c,d).

76



Processes 2022, 10, 107

Figure 1. Fluid velocity u in the SIS and TIS. (a) Fluid velocity in the SIS; (b) Fluid velocity in the TIS.
The shown data correspond to an agitation rate of 400 rpm. (c) Mean fluid velocity along the reactor
height (slice plot) in the SIS for different agitation rates; (d) mean fluid velocity along the reactor
height (slice plot) in the TIS for different agitation rates. In (c,d), the flow velocity was averaged
across the diameter in steps of one millimeter along the reactor height.

From the plots of the fluid velocity u (see Figure 1a,b), the flow pattern in the respective
reactor setups can be derived. Both setups were simulated and operated in down flow
mode. In the SIS (Figure 1a), the fluid is pressed downward and sideways by the impeller
at an approximately 2.5 cm reactor height. Then, it rises to the surface at the vessel walls
and comes down again close to the stirrer shaft, yielding a typical axial flow pattern. The
fluid velocity u reaches maximal values near the impeller blades up to 0.55 m s−1. With
increasing distance from the impeller, the fluid velocity u decreases to approx. 0.05 m s−1.
In the TIS (Figure 1b), the fluid in the upper parts of the reactor is pushed to the side by the
six blade impellers, known as radial flow pattern at approx. 5.5 cm and 7 cm reactor height.
At the vessel walls, it flows upward and back downward to the impeller close to the stirrer
shaft, resulting in a typical radial flow pattern. The system averaged fluid velocity uav was
about twice as high as in the SIS with averaged 0.11 m s−1.

The plots in Figure 1c,d show general high local values as well as high maxima in
narrow areas close to the impeller at about a 2.5 cm reactor height, while large parts of
the reactor stayed at values up to five-fold lower. In the TIS, additional peaks could be
observed at 5.5 cm and 7 cm reactor height due to the added impellers. It can be seen that
the velocity in both setups reached the highest values in regions close to the impellers.
Nevertheless, due to the additional impellers, the velocity profile in the TIS was more
homogenized than in the SIS.
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Figure 2. Energy dissipation rate ε in the SIS and TIS: (a) energy dissipation rate in the SIS; (b) energy
dissipation rate in the TIS. The shown data correspond to an agitation rate of 400 rpm. (d) Mean
energy dissipation rate along the reactor height (slice plot) in the SIS for different agitation rates;
(d) mean energy dissipation rate along the reactor height (slice plot) in the TIS for different agitation
rates. In (c,d), the energy dissipation rate was averaged across the diameter in steps of one millimeter
along the reactor height.

The local energy dissipation rates are shown in Figure 2. In the SIS, the energy dissipa-
tion rate εmax reached values up to 139 kW m−3 directly at the impeller (see Figure 2a). The
slice plots (see Figure 2c,d) revealed that locally resolved values for the energy dissipation
rate showed quite sharp and narrow peaks (also compare Figure A2 for the shear rate γ).
At 800 rpm, the peaks of the energy dissipation rate close to the impeller in 2 cm to 3 cm
reactor height are up to 280 times higher compared to the rest of the cultivation system.
In this area, the mean energy dissipation rate ε across the diameter showed a maximum
εmax,SP, with extent values of over 14 kW m−3, despite it staying between 50 and 100 W
m−3 in the largest parts of the reactor. The system average volumetric energy dissipation
rate εav, which corresponds to the averaged volumetric power input P/V, did not exceed
110 W m−3 for 800 rpm. In the TIS, additional peaks could again be found in the height
of the six blade impellers at 5.5 cm and 7.0 cm reactor height. At 600 rpm, the slice plot
maximum εmax,SP of the pitched blade impeller at 3 cm reactor height was over 6 kW m−3,
and the maximum of the six blade impellers was only slightly over 3 kW m−3.

The slice plots (averaged values across the diameter) were obtained for different agita-
tion rates to evaluate the spatial distribution of the investigated hydrodynamic parameters
within both reactor systems (see Figures 1 and 2c,d). They all showed peaks for all parame-
ters in the area of the impellers, which were magnitudes higher than in the remaining parts
of the system. From the plots, it can be concluded that the characteristic profiles of the six
blade impellers were added to the profile of the pitched blade impeller. Pre-investigations
to this study showed that these profiles were moved but not altered with a change in
the impeller position. In the TIS, maxima from slice plots εmax,SP for the pitched blade
impeller tended to have the same magnitudes as in the SIS for corresponding agitation
rates. However, the characteristic peaks of the six blade impellers were added to the peak
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of the pitched blade impeller, which led to a higher energy dissipation rate εav averaged
for the whole system, but lower peaks for the same system averaged energy dissipation
rate εav. Hence, setups with multiple impellers yielded flatter energy dissipation rate ε
distributions for the same averaged power inputs P/V in the same reactor vessels. Further
values for agitation rates, averaged dissipation rates εav, and maximum energy dissipation
rates εmax for both systems can be found in Tables A1 and A2 in Appendix A.

3.2. Cultivation Results

Cultivation experiments with CHO DP-12 cells were run in both reactor systems at
different agitation rates. For all samples of the cultivation experiments, cell densities and
antibody concentrations were quantified. Mean exemplary data containing viable cell
densities and viabilities for cultivations at 400, 800, and 1200 rpm in the SIS are shown in
Figure 3.

Figure 3. Mean growth curves (viable cell density X and viability) for the cultivations in the SIS
at different agitation rates and respective averaged power inputs: 400 rpm (16 W m−3); 800 rpm
(110 W m−3); 1200 rpm (356 W m−3). Data were averaged from three cultivations each.

Figures 4 and 5 show the results of the cultivation experiments performed in the TIS.
Surprisingly, the effect of the agitation rate on maximum cell density, viability, or growth
rate seemed to be less pronounced as that for the SIS, even at 1400 rpm. Obviously, the
stable operational range was broader when using multiple impellers.

From Figures 3 and 5 (The maximum cell densities are summarized in Figure 5), it can
be concluded that the maximal cell density and the cell specific growth rate (not shown)
were more or less unaffected by the agitation rate up to 800 rpm. For 1000 rpm and higher
agitation rates, a decrease in maximum cell densities and cell specific growth rate was
observed. Furthermore, the viability had already started to decrease in processes at high
agitation rates above 1000 rpm before reaching the maximum cell density.

With respect to the antibody production behavior of CHO DP-12 cells, the space time
yield (STY) was calculated for all performed processes (Figure 6). For the SIS experiments,
the highest STYs with up to 2.9 mg L−1 h−1 are observed between agitation rates of 400 rpm
and 800 rpm; for higher agitation rates, the STY declined and at 1400 rpm, the SIS of the
antibody concentration in all samples was even below the detection limit of 0.15 g L−1.
For the TIS, the STYs were approx. constant at around 1.5 mg L−1 h−1 for agitation rates
between 770 rpm and 1400 rpm. These results also support the idea of a broader stable
operational range when using multiple impellers.
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Figure 4. Growth curves (viable cell density X and viability) for the cultivations in the TIS at different
agitation rates and respective averaged power inputs. The agitation rate settings range from 770 rpm
or 454 W m−3 to 1400 rpm or 4742 W m−3. One experiment was performed at each agitation rate.

Figure 5. Maximum viable cell densities (VCD) compared for experiments in both reactor setups:
cultivation results from the SIS (grey bars); cultivation results from the TIS (blue bars). Data for 400,
800, and 1200 rpm in the SIS were averaged from three cultivations each. Dashed arrows indicate
qualitative trends for each reactor setup.
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Figure 6. Antibody space time yields (STY) compared for experiments in both reactor setups:
cultivation results from the SIS (grey bars); cultivation results from the TIS (blue bars). Data for 400,
800, and 1200 rpm in the SIS were averaged from three cultivations each. Dashed arrows indicate
expected trends for each reactor setup.

3.3. Comparison of Cellular Behavior and Hydrodynamic Parameters

In the following, the presented experimental findings from cell cultures and hydro-
dynamic parameters are compared. In particular, it must be noted that the cells in the
multi-stage reactors can be cultivated stably over a much broader operation range. This
comparison will be made on the basis of various definitions for the energy dissipation rate
including averaged and locally resolved ones. On one hand, parameters frequently used for
process design, average power input P/V, and Kolmogorov length scale λ based on average
cell diameters dc,av are discussed. On the other hand, locally resolved parameters such as
energy dissipation rate ε distributions from CFD simulations, critical energy dissipation
rate εkrit distributions calculated from cell size dc distributions, maximum energy dissipa-
tion rates εmax, maximum energy dissipation rates from slice plots εmax,SP and variance
coefficients of hydrodynamic parameters u, γ, and εwill be considered.

The Kolmogorov length scale λ [12,13] is a commonly used tool to evaluate the impact
of hydrodynamics on mammalian cell cultures. With respect to flow induced cell damage,
it is assumed that significant cell damage has to be expected when the size of the smallest
turbulence eddy length is in the order of magnitude of the cell size. Therefore, for a
known cell diameter dc, the respective critical energy dissipation rate εkrit and hence,
an appropriate agitation rate, can be estimated. Usually, the system averaged energy
dissipation rate εav is used to calculate the Kolmogorov length scale λ and compared to a
mean cell diameter dc. The concept seems to work for microcarrier cultures, but is under
discussion for suspension cells [14–19]

As an example, the average cell size dc of CHO DP-12 cells with about 10 µm would
result in a critical energy dissipation rate εkrit of about 32 kW m−3, which would be far
above the calculated average energy dissipation rates εav even at 1400 rpm, where a strong
decrease in maximum viable cell density and antibody productivity were observed. Vice
versa, an agitation rate calculated for process design with this approach would be way
too high and might lead to undesired process behavior. Therefore, in order to evaluate a
possible relationship between the cell size dc distribution and the Kolmogorov length scale
λ, critical energy dissipation rate εkrit distributions (see Figures 7 and 8) were calculated
from actual cell size dc distributions. Exemplary cell size dc distributions obtained from
cultivation data are shown in the Appendix A (Figure A3). It was observed that cell
size distributions neither expressively differed with changing agitation rates nor were
dependent on the cultivation system.
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Figure 7. Critical energy dissipation rate εkrit distributions (black circles) calculated from the cell size
distributions in the SIS compared to the energy dissipation rate distribution in the reactor system
(grey squares) obtained from CFD data. The averaged energy dissipation rates from CFD simulations
are indicated in blue, their maxima in red, maximum energy dissipation rates calculated from slice
plots are indicated in purple.

Figure 8. Critical energy dissipation rate distributions (black circles) in the TIS compared to the energy
dissipation rate distribution in the reactor system (grey squares). The averaged energy dissipation
rates from CFD simulations are indicated in blue, their maxima in red, maximum energy dissipation
rates calculated from slice plots are indicated in purple.
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The distribution of the normalized frequency of the energy dissipation rate ε from CFD
data for different agitation rates is shown in Figures 7 and 8. Furthermore, the averaged
and maximum energy dissipation rates εav and εmax from CFD simulations as well as the
maxima of the slice plots are indicated in the diagrams.

In the cultivation experiments (see Section 3.2) with the SIS, no decrease in cell growth
or antibody productivity was observed up to 800 rpm. The averaged energy dissipation
rate ε stayed a magnitude below the critical energy dissipation rate εkrit distribution curve,
calculated from the cell size distributions. The maximum energy dissipation rates εmax
from the CFD simulations were already above the main cell peak of the critical energy
dissipation rate εkrit distribution at the lowest agitation rate. At 800 rpm, the maximum
value was right below the peak that represents the main cell population. With increasing
agitation rates, the maximum energy dissipation rate εmax also increases and, according
to the Kolmogorov length scale hypothesis, for half of the cell population, shear related
effects would have to be expected.

With CFD tools, it is possible to obtain normalized volumetric distributions of hy-
drodynamic parameters for the simulated systems [21,27]. Since the so far compared
parameters might not provide satisfying information on the impact of shear forces, the ac-
tual normalized energy dissipation rate ε distribution in the bioreactor was compared to the
critical energy dissipation rate εkrit distribution, calculated from the cell size distributions
(see Figures 7 and 8).

It was found that the energy dissipation rate in the largest part of the vessel volume
stayed below the critical energy dissipation rate distribution curve. Only in a very small
fraction did the energy dissipation rate in the reactor reach the area of the critical energy
dissipation rate distribution. Although agitation rates above 800 rpm cannot be simulated,
it can be concluded that the energy dissipation rate distribution curve of the reactor will
move further into the critical energy dissipation rate distribution curve, according to
extrapolations of the average and maximum values.

Additionally, for the TIS, the critical energy dissipation rate distributions were cal-
culated and compared to the actual energy dissipation rate distribution in the cultivation
system as well as the maximum energy dissipation rate from the slice plots. The results are
shown in Figure 8.

For comparison of the different reactor systems, the plots for 600 rpm and 800 rpm
in the SIS and 450 rpm in the TIS are shown in Figure 9. Their average volumetric power
inputs were within the same order of magnitude (47 W m−3 to 107 W m−3) and clear
differences are recognized.

In all cultivations in the TIS at 770 rpm to 1400 rpm, no noteworthy changes in
cell growth or antibody productivity were present. From extrapolations of the slice plot
maxima, which resulted in 64 kW m−3 at 1400 rpm, which was just at the end of the main
cell population peak (modal value at 10 kW m−3 to 20 kW m−3), it can be derived that
the maximum from slice plots might not be a suitable parameter to make a connection
between hydrodynamics and biology. Additionally, for this setup, the energy dissipation
rate stayed below the critical energy dissipation rate distribution curve in the vast majority
of the reactor volume. To have an optical impression of critical volume fractions, the areas
in the cultivation system with energy dissipation rates above 1000 W m−3 were identified.
Detailed pictures can be found in the Appendix A (Figure A4).

For further analysis of both reactor systems, the hydrodynamic homogeneity was
evaluated. Therefore, variance coefficients were calculated as the standard deviation from
slice plot data divided by their mean value, which are shown in Figure 10.
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Figure 9. Critical energy dissipation rate distributions (black circles) compared to the energy dissipa-
tion rate distribution in the SIS (600 rpm and 800 rpm) and in the TIS (450 rpm) (grey squares). The
averaged energy dissipation rates from CFD simulations are indicated in blue, their maxima in red.
Maximum energy dissipation rates calculated from slice plots are indicated in purple.

Figure 10. Variance coefficients for hydrodynamic parameters: (a) fluid velocity u, (b) shear rate γ,
and (c) energy dissipation rate ε in both cultivation systems. The coefficients were calculated from
standard deviations from slice plot data divided by their mean value. They represent a measure of
hydrodynamic homogeneity of the respective reactor system.
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It can be seen that the variance coefficient of all three hydrodynamic parameters (fluid
velocity u, shear rate γ, and energy dissipation rate ε) was higher in the SIS. This means that
the SIS is a more heterogeneous system than the TIS. This might possibly be an explanation
for the more stable process behavior of the TIS with respect to a changing agitation rate.

4. Discussion

The previously shown results from this study are discussed in the following under
different aspects. The process stability that depends on hydrodynamics is debated and
the application of the Kolmogorov length scale hypothesis with modern CFD methods
is highlighted. Finally, consequences for the scale-up and scale-down of the bioreactors
are drawn.

4.1. Hydrodynamic Differences for Single and Multi-Stage Impellers

Certain differences in flow pattern, velocity, and other hydrodynamic parameters have
been observed for multiple impellers in the same stirred reactor system. It was found from
CFD studies that the system averaged fluid velocity, shear rate, and energy dissipation
increased with the addition of multiple impellers. The maximum shear rate and energy
dissipation rate also increased in the reactor setup with multiple impellers. Only the
maximum fluid velocity remained almost constant as it depends on the agitation rate solely.
Overall, it can be concluded that the use of multiple impellers leads to a more uniform
fluid flow and therefore to a lower variance coefficient of the hydrodynamic parameters.

4.2. Stability of Cell Culture Processes Related to Locally Resolved Hydrodynamics

Cultivation results for both reactor setups showed clear differences in the process be-
havior with respect to changing agitation rates. While the maximum cell density decreased
up to 60% in the SIS, and antibody productivity decreased up to 100% above 1000 rpm (av-
eraged 203 W m−3), no changes were recorded for agitation rates up to 1400 rpm (averaged
4742 W m−3) in the TIS. Platas et al. [28] reported a rather stable process behavior at higher
agitation rates when using a bioreactor with multiple impellers instead of a single impeller.
We identified that local hydrodynamic maxima and hydrodynamic heterogeneities, repre-
sented by variant coefficients were less pronounced in the TIS at the same averaged energy
dissipation rate, resulting in a more homogeneous fluid flow. From the cultivation data, it
could be concluded that this leads to a more robust process behavior.

4.3. Evaluation of Concepts for Estimation of Shear Related Parameters

From the results of the cultivation experiments, it can be concluded that the average
volumetric power input or energy dissipation rate is clearly not suitable as a universal
shear-related parameter for bioprocess design. The two examined reactor systems showed
a different process behavior for the same averaged energy dissipation rates. Even if the
average dissipation rate increases way faster in the TIS with increasing agitation rate, the
process is still more stable with respect to the agitation rate in the TIS. Maximum energy
dissipation rates are also not suitable.

None of the parameters calculated from CFD data corresponded to the cultivation
process behavior with changing agitation rate for both cultivation systems. Hence, it
can be assumed that these parameters are not sufficient as indicators for the impact of
hydrodynamics on the cells. However, solely, the maximum energy dissipation rates from
the slice plots εmax,SP could possibly show a connection to the cellular effects.

The Kolmogorov length scale is commonly used to describe the size of smallest
eddies that might lead to cell damage [14–19]. In this study, it was calculated in the
form of distributions instead of one fixed length for the whole bioreactor due to strong
hydrodynamic heterogeneities in the cultivation systems. In addition, cell size distributions
instead of a mean cell size were considered. The resulting critical energy dissipation rate
distribution, calculated from cell size distributions, was compared to the averaged and

85



Processes 2022, 10, 107

maximum energy dissipation rate as well as to the maxima from slice plots and volumetric
distributions of the energy dissipation rate, all from CFD simulations.

It was found that the Kolmogorov length scale is not suitable to describe a link
between hydrodynamics and cell damage, if the averaged or maximum energy dissipation
rate is used since they do not correlate with any biological observations (Figures 3–6).
Furthermore, critical volume fractions of the cultivation vessels do not deliver the desired
insights, despite the fact that the energy dissipation rate distribution curve moves into the
critical region with increasing agitation rate. Nevertheless, extrapolations of the maximum
energy dissipation rates from slice plots showed a slightly faster increase for the TIS. Since
cells grew with roughly the same growth rate up to the highest agitation rate in this setup,
this parameter does not seem to be suitable to describe a link between cell growth and
hydrodynamics, but still seems to be a closer estimation than the other parameters.

The hydrodynamic heterogeneity of a bioreactor, which was quantified in this study
with variance coefficients of the hydrodynamic parameters fluid velocity, shear rate, and
energy dissipation rate, might be a useful parameter to estimate the suitability of a culti-
vation system. The calculated variance coefficients of all hydrodynamic parameters were
higher in the TIS than in the SIS, which might explain the rather stable process behavior in
multiple impeller systems due to the improved hydrodynamic homogeneity.

4.4. Learning for Reactor Scale-Up and Scale-Down

When performing scale-up of bioreactors, common criteria that are kept constant are
the impeller tip speed or the averaged power input [7–10]. In this study, the averaged
power input increased much faster with increasing agitation rate in the TIS than in the
SIS. However, no prominent differences in process behavior were found in cultivations
at different agitation rates in the TIS, while in the SIS, the maximum cell densities and
antibody productivities were reduced at high agitation rates. Consequently, the cultivation
data showed that the biological process behavior does not solely depend on single process
parameters such as the averaged power input, which are commonly used in process design,
but rather on their homogeneity. Since maxima of hydrodynamic parameters also increased
faster in the TIS and no relevant changes in process behavior were recorded, it is likely
that the whole reactor system and locally resolved hydrodynamics need to be considered.
Therefore, locally resolved hydrodynamic parameters were carved out of the CFD data as
slice-plots and as volume fraction specific distributions. It was observed that strong hydro-
dynamic heterogeneities were present in stirred tank reactor systems, which became steeper
with increasing agitation rate. A multi-parametrical approach considering locally resolved
hydrodynamics resulting from geometrical characteristics could be the consequence for
process scale-up. In turn, the investigation of local hydrodynamic effects has been the focus
of late. Local distributions of the shear stress and the Kolmogorov length scale have been
evaluated for spinner flasks, but have not been compared to cell size distributions thus
far [27]. Furthermore, the calculation of cellular residence times in differently mixed reactor
areas could provide deeper insights on the actual impact of hydrodynamic phenomena
on cellular behavior [22,29]. Another recent study showed that it is worth considering the
local distributions of conventional process design parameters such as kLa [10]. In addition,
the local determination of the power input shows promising results for the design of culti-
vation processes for human mesenchymal stem cells. These approaches could be combined
with novel uncertainty-based model evaluation methods [6,30]. It is noteworthy that the
six blade impellers, specifically designed for the TIS in this study, worked immediately for
the cultivation of CHO DP-12 cells.

5. Conclusions

In this study, parameters obtained from CFD simulations were linked to cell culture
cultivation experiments to investigate the influence of hydrodynamic indifferent reactor
setups on cell growth and antibody productivity. It was shown that hydrodynamically
more uniform conditions and the resulting flatter hydrodynamic profiles might be the
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reason for the broader stable operational space regarding the agitation rate of a stirred tank
with multiple impellers, which was previously observed by Platas et al. [28]. The evaluation
of the CFD results clearly showed stronger pronounced hydrodynamic heterogeneities for
the same power input in single impeller setups. Hence, the use of conventional, mostly
averaged process design parameters, needs to be questioned and rather, local gradients
should be considered, especially for scale-up [22,29]. Furthermore, it was found that the
Kolmogorov length scale hypothesis might not be appropriate to describe the influence
of hydrodynamics on mammalian cell culture processes without a hydrodynamic charac-
terization of the full cultivation system including all hydrodynamic gradients. Overall,
a deeper insight into local hydrodynamic gradients in cell culture reactors was obtained,
but the reliable prediction of design parameters prior to an experimental evaluation still
remains difficult.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/pr10010107/s1, File S1: Supplementary File SIS Model Report.pdf,
File S2: Supplementary File TIS Model Report.pdf.

Author Contributions: Conceptualization, F.F., J.M., R.P. and M.S.; Methodology, F.F.; Software, F.F.
and J.B.; Validation, F.F. and J.M.; Formal analysis, F.F. and E.A.; Investigation, F.F., E.A. and J.B.;
Resources, R.P.; Data curation, F.F., E.A. and J.B.; Writing—original draft preparation, F.F., J.M., and
R.P.; Writing—review and editing, M.S.; Project administration, J.M. and R.P. All authors have read
and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Figure A1. Pitched blade impeller (above) and six blade impeller (below) with corresponding CAD
models. For the pitched blade impeller, a Newton number Ne of 0.35 was determined with an empiric
correlation [7], while for the six blade impeller, 3.95 was considered, following another empiric
correlation [31].
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Figure A2. Shear rate γ in the SIS and TIS: (a) shear rate in the SIS; (b) shear rate in the TIS. The
shown data correspond to an agitation rate of 400 rpm. (d) Mean shear rate along the reactor height
(slice plot) in the SIS for different agitation rates; (d) mean shear rate along the reactor height (slice
plot) in the TIS for different agitation rates. In (c,d), the shear rate was averaged across the diameter
in steps of one millimeter along the reactor height.

In both cases, for most parts of the reactor systems, a quite uniform distribution of
the shear rate could be observed. The mean shear rate did not exceed 100 s−1, but reached
almost 600 s−1 at the height of the stirrer in the SIS, and the shear rate showed values of
up to 9167 s−1 at 400 rpm. Only small parts of the reactor reached values above 1000 s−1,
namely at the stirrer. In the largest part along the reactor height, the mean shear rate did
not exceed 100 s−1, but reached almost 600 s−1 at the height of the stirrer. The maximum
values in the TIS were similar for equal agitation rates with 9383 s−1 at 400 rpm, but again,
two additional peaks could be found in the slice plots, representing the added impellers.
However, the values between the stirrers were still comparably low, below 100 s−1.

Figure A3. Exemplary cell size distributions from cultivation data in the SIS (800 rpm and 1200 rpm)
and in the TIS (770 rpm and 1400 rpm). Distributions for all cultivations were taken from samples at
72 h cultivation time.
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Figure A4. Areas in the TIS with energy dissipation rates above 1000 W m−3.

The regions above 1000 W m−3 are all located in thin layers on the pitched blade
impellers, small areas around the six blade impellers, and very small parts at the edges of
probes and other inserts.

With a defined threshold for the critical energy dissipation rate, the critical volume
fractions of the cultivation system can be calculated from CFD data. They are linearly
dependent on the power input or energy dissipation rate. Due to the respective number of
impellers, the different reactor setups result in different critical reactor volume fractions
for the same power input. The critical areas were smaller for equal averaged power inputs
in the TIS due to flatter gradients. Cultivation experiments in the SIS showed a decrease
in cell growth and antibody productivity above 1000 rpm. In the TIS, no changes were
recorded. Since the critical reactor volume for 1400 rpm was about five-fold higher in the
TIS (0.45% at 4.7 kW m−3) than in the SIS (0.07% at 465 W m−3), it can be concluded that
the critical volume fraction might not be a suitable parameter to also evaluate the influence
of hydrodynamics on the process.

Figure A5. Critical reactor volume fractions with energy dissipation rates above 20 kW m−3 plotted
over the corresponding averaged power input. Black circles represent values for the SIS, grey squares
those of the TIS.
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Table A1. Hydrodynamic parameters in the SIS based on CFD simulations. All values above 800 rpm
were extrapolated linear (velocity and shear rate) or quadratic, respectively (energy dissipation rate).

N (rpm) uav (m s−1) γav (s−1) εav (W m−3) εmax (W m−3) εmax,SP (W m−3)

200 0.032 10.06 2.39 22,169 214
400 0.068 21.23 15.35 146,510 1575
600 0.103 32.22 47.35 491,767 4959
800 0.138 43.15 107.12 1,159,628 11,001

1000 0.171 53.56 203.56 2,265,066 20,239
1200 0.205 64.27 345.05 3,932,425 33,194
1400 0.240 74.99 540.50 6,286,050 50,385

Table A2. Hydrodynamic parameters in the TIS based on CFD simulations. All values above
600 rpm were extrapolated linearly (velocity and shear rate) or quadratically, respectively (energy
dissipation rate).

N (rpm) uav (m s−1) γav (s−1) εav (W m−3) εmax (W m−3) εmax,SP (W m−3)

150 0.039 13.24 3.63 45,738 221
300 0.081 28.62 23.86 194,000 1118
450 0.125 43.93 72.90 479,000 3014
600 0.159 55.53 176.93 1,010,000 6247
770 0.208 72.98 454.35 2,007,732 12,103
930 0.252 88.15 964.25 3,401,191 20,258

1080 0.292 102.36 1744.79 5,172,104 30,686
1200 0.325 113.74 2633.29 6,952,684 41,252
1400 0.379 132.69 4742.49 10,725,752 63,867
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Abstract: A current focus of biopharmaceutical research and production is seed train process in-
tensification. This allows for intermediate cultivation steps to be avoided or even for the direct
inoculation of a production bioreactor with cells from cryovials or cryobags. Based on preliminary
investigations regarding the suitability of high cell densities for cryopreservation and the suitability
of cells from perfusion cultivations as inoculum for further cultivations, an ultra-high cell density
working cell bank (UHCD-WCB) was established for an immunoglobulin G (IgG)-producing Chinese
hamster ovary (CHO) cell line. The cells were previously expanded in a wave-mixed bioreactor
with internal filter-based perfusion and a 1 L working volume. This procedure allows for cryovial
freezing at 260 × 106 cells mL−1 for the first time. The cryovials are suitable for the direct inoculation
of N−1 bioreactors in the perfusion mode. These in turn can be used to inoculate subsequent IgG
productions in the fed-batch mode (low-seed fed-batch or high-seed fed-batch) or the continuous
mode. A comparison with the standard approach shows that cell growth and antibody production
are comparable, but time savings of greater than 35% are possible for inoculum production.

Keywords: Chinese hamster ovary cells; cryopreservation; monoclonal antibodies; N−1 perfusion;
process intensification; upstream processing

1. Introduction

The prevalence of biopharmaceuticals in the pharmaceutical market has been steadily
increasing in terms of approvals and sales, reaching USD 270 billion in global sales in
2020 [1]. Biopharmaceuticals include, among others, enzymes, hormones, blood-clotting
factors, and vaccines. The largest and best-selling group, mAbs, is mainly produced in
CHO cells [2]. As a result of continuous improvements to production cell lines and cell
culture media in recent decades, product titers of up to 5 g L−1 in standard fed-batch
processes have become state of the art in biopharmaceutical production, and maximum
titers in the range of 10 g L−1 have already been achieved [3–5].

The focus of biopharmaceutical research and production has now shifted from im-
proving cell lines and media to intensifying production processes to achieve time and
cost savings. A frequently used approach is seed train intensification, especially through
N−1 perfusion, in which perfusion cultivation is done as the final step of inoculum pro-
duction to generate UHCDs exceeding 100 × 106 cells mL−1. These cells can subsequently
be used to inoculate a production bioreactor. On the one hand, the inoculum produc-
tion steps can be reduced, and on the other hand a continuous process or a high-seed
fed-batch process can be directly implemented with these cells instead of the otherwise
usual low-seed fed-batch (standard fed-batch) process. High-seed fed-batch is defined
as fed-batch processes, in which the inoculation cell density of the production process
is increased to 4–10 × 106 cells mL−1, compared to a maximum of 0.5 × 106 cells mL−1

in standard processes, thus avoiding unproductive phases [6]. Successful N−1 perfu-
sions have already been achieved. Schulze et al. demonstrated that cell densities of up
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to 100 × 106 cells mL−1 can be achieved in a wave-mixed perfusion bioreactor bag with
an internal filter for an IgG-producing CHO DG44 cell line and that these cells are suit-
able as inoculum for batch experiments in stirred tank bioreactors (STRs) with a 15 mL
working volume. Comparable maximum viable cell densities (VCDs) and slightly in-
creased productivities were observed for cells from N−1 perfusion [7]. Stepper et al.
used tangential flow filtration (TFF) in the cultivation of IgG-producing CHO DG44
cells in STRs with a cell density of up to 45 × 106 cells mL−1 (3.1 L and 16 L working
volume), with the aim of subsequently starting a high-seed fed-batch experiment [8].
In addition, Xu et al. used STRs with alternating TFF (ATF) up to a volume of 200 L
and reached about 10 × 106 cells mL−1 (mAb-producing CHO K1 cell lines) before in-
oculating the production bioreactor (STR, up to 1000 L) [9]. Wright et al. tested the
growth performance of enzyme-producing CHO cells by inoculating their spin tube biore-
actors from an N−1 perfusion STR (10 L working volume) with ATF at cell densities up to
100 × 106 cells mL−1 [10]. The fact that cell densities >200 × 106 cells mL−1 are also possible
in the perfusion mode has already been shown by Clincke et al. (IgG-producing CHO cell
line) in a wave-mixed bag with TFF [11] and by Müller et al. (IgG-producing CHO DP-12
cell line) in a wave-mixed perfusion bag with an internal filter [12]. In these two studies,
however, no further bioreactors were inoculated with the cells from the perfusion process.

Besides N−1 perfusion, another starting point for the seed train intensification is the
cell banking process. There are two approaches, both based on increasing the number of
frozen cells compared to the standard cell bank, and both with a much longer tradition
than N−1 perfusion: (1) the freezing of high volumes (large volume cell banks) and (2)
the freezing of high cell densities (high cell density cell banks). More than thirty years
ago, Ninomiya et al. first described an approach to freezing human–human and mouse–
mouse hybridomas with cell densities of up to 150 × 106 cells mL−1 [13]. However,
a serum-containing medium was used; now chemically defined media are state of the
art, and dimethyl sulphoxide (DMSO) is almost exclusively used as the cryoprotective
additive. In 2002, Heidemann et al. published an approach to freezing 50–100 mL cell
suspension with 20–40 × 106 cells mL−1 in cryobags to directly inoculate 2 L stirred
bioreactors [14]. Subsequently, further approaches were developed, in which bioreactors in
the perfusion mode were used for cell bank production. Here, cryovials or cryobags with
up to 110 × 106 cells mL−1 were frozen [10,15–17]. Similar approaches are also currently
outlined by bioreactor and media manufacturers [18,19]. Both variants, high cell density
as well as high volume, have the advantage of avoiding cell propagation in shake flasks
and directly inoculating a larger bioreactor instead. Besides the resulting time and labor
savings, another advantage is that fewer manual operations and fewer culture vessels are
required, which reduces the risk of contamination. Furthermore, process steps in which
pH and dissolved oxygen are not actively controlled are eliminated, and the cells are
provided with more consistent conditions. When using cryobags, it must be noted that they
have disadvantages compared to cryovials. The flexible material is less robust and special
equipment is required for controlled freezing [20]. In fact, not every cryobag available on
the market is suitable for freezing cells at −196 ◦C [21,22], and cryobags are much more
expensive than cryovials.

Robust production cell lines and progressive improvements in commercially available
media have helped to simplify process development in recent years. However, further
intensification of cell banking by freezing higher cell densities as well as inoculation at
densities above 100 × 106 cells mL−1 as a result of perfusion have not yet been published.
In fact, most processes continue to be based on standard cell banks and upstream processing
through several passages in shake flasks. Therefore, this work aimed to determine the
suitability of cells, which were produced through perfusion with a wave-mixed bioreactor,
achieving cell densities of over 150 × 106 cells mL−1, as inoculum for subsequent batch
experiments. In addition, an approach in which CHO cells were frozen in the UHCD range
over 200 × 106 cells mL−1 was investigated for the first time.
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2. Materials and Methods
2.1. Cell Line and Medium

For all experiments, an IgG-producing ExpiCHO-S cell line (Gibco, Waltham, MA,
USA) was used. As a basal medium, 0.66× concentrated High-Intensity Perfusion CHO
medium (Gibco) was used for inoculum production, batch experiments in the shake flasks,
and as a starting medium in the perfusion processes. With the switch to the perfusion
mode, High-Intensity Perfusion CHO Medium 1× concentrated was used. The basal
and perfusion medium were supplemented with 4 mmol L−1 L-glutamine and 0.1% Anti-
Clumping Agent (Gibco). To maintain selection pressure, 400 nmol L−1 methotrexate
(Sigma-Aldrich, St. Louis, MO, USA) was added to all passages of inoculum production
except the first passage after thawing and the last passage before production trials.

2.2. Experimental Design

Figure 1 outlines the experimental design of the study. In the first stage of the study,
a comparison between batch experiments with standard inoculum production and direct
inoculation from cryovials was performed. In addition, cryovials with cell densities be-
tween 90 and 250 × 106 cells mL−1 were frozen, and the growth and production behavior
of these frozen cells was compared to standard cryovials with 15–40 × 106 cells mL−1.
The second stage consisted of establishing perfusion experiments, checking cell growth
and production performance by inoculating batch experiments over the course of a per-
fusion process, and finally freezing the UHCD-WCB. Lastly, the growth and production
behavior of the UHCD-WCB was tested by directly inoculating batch experiments and a
perfusion bioreactor.

2.3. Standard Inoculum Production in Shake Flasks

Standard inoculum production took place over a period of 7 d in disposable shake
flasks (Corning, Corning, NY, USA). Cryovials (2 mL, Brand, Wertheim, Deutschland)
with a VCD of 15 × 106 cells mL−1 were thawed and transferred to a 125 mL shake flask
with a 40 mL working volume. The cells were passaged every second or third day with
a VCD of 0.3–0.5 × 106 cells mL−1, and 250 mL and 500 mL shake flasks were used with
80 mL and 160 mL working volumes, respectively. Shake flasks were incubated in a
shaking incubator with a 120 rpm shaking speed at an amplitude of 25 mm, 37 ◦C, 8% CO2,
and 80% relative humidity.

2.4. Direct Inoculation with Cells from Cryovials

For direct inoculation of batch experiments (B-CV-15, B-90–B-250, B-UHCD) in shake
flasks and the perfusion experiment P05 with cells from cryovials, either vials from WCBs
with standard freezing cell densities of ≤40 × 106 cells mL−1 or cryovials from the freezing
experiments and the UHCD-WCB with ≥90 × 106 cells mL−1 were used. For this purpose,
the vials were removed from the cryotank and thawed for 1–2 min at 37 ◦C in a water bath,
and then the cell suspension was transferred directly into the shake flask (2 mL cryovial)
or the wave-mixed bioreactor (5 mL cryovial). B-CV-15 and B-UHCD were performed as
triplicates, with batches B-90–B-250 as duplicates.
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2.10) were taken daily. Batch experiments were terminated when viability fell below 40%. 

Figure 1. Schematic representation of the experiment design: (1a) Direct inoculation out of cryovials
(B-CV-15) vs. standard inoculum production, freezing of different VCDs; (1b) Direct inoculation from
standard cryovials vs. cryovials with higher cell densities (B-90–B250; 90–250 × 106 cells mL−1);
(2) Perfusion processes (P01–P04) with standard inoculum production, daily inoculation of batch
experiments (B-P03-d3–B-P03-d9), and freezing of the UHCD-WCB; (3) Performance test of the
UHCD-WCB in batch (B-UHCD) and perfusion (P05) experiments.

2.5. Batch Cultivation in Shake Flasks

All batch experiments were performed in 125 mL disposable shake flasks (Corning)
with a 40 mL working volume. Shake flasks were incubated in a shaking incubator at a
120 rpm shaking speed, an amplitude of 25 mm, 37 ◦C, 8% CO2, and 80% relative humidity.
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A starting VCD of 1 × 106 cells mL−1 was targeted. Samples for atline analyses (Section 2.10)
were taken daily. Batch experiments were terminated when viability fell below 40%.

2.6. Perfusion Cultivations in Wave-Mixed Bioreactors

All cultivations were carried out with the Ready to Process Wave 25 control unit from
GE Healthcare (now Cytiva, Marlborough, MA, USA). 2 L wave-mixed bioreactors with
integrated filter membrane (Flexsafe RM 2 L perfusion pro 1.2 µm; for P01–P04) from
Sartorius (Göttingen, Germany) and Cytiva (Cellbag, 2 L, BC10, pHOPT, DOOPT II and
Perfusion; for P05) were used. The inoculum was produced with the standard method
(Section 2.3) for P01–P04; P05 was inoculated directly from a 5 mL UHCD cryovial. The
processes were inoculated with a VCD of 0.6–1.2 × 106 cells mL−1. Cultivations were
performed at 1 L working volume, 37 ◦C, with overlay aeration of 0.2 vvm, pH ≤ 7.2
by addition of CO2, and dissolved oxygen (DO) controlled to ≥40% by addition of O2.
The rocking rate (20–40 rpm) and rocking angle (6–12◦) were manually adjusted with the
growth of the cells and the accompanying oxygen demand. Samples were taken daily
during the batch phase and twice daily during the perfusion phase. Perfusion was started
on day two of the cultivation, between 3 and 6 × 106 cells mL−1. Depending on the current
VCD, the specific growth rate, and the time until the next sampling, the perfusion rate D
was adjusted to ensure a minimum cell-specific perfusion rate (CSPR) of 55 pL cell−1 d−1

(Equation (1)).
D = CSPRmin × VCDnext sample (1)

For P01 and P02, 10 L perfusion medium was prepared, and D was limited to maximal
3.1 vvd, for P05 to 7 vvd with 15 L perfusion medium. P03 (15 L perfusion medium) and
P04 (10 L perfusion medium) had no perfusion rate limit since the cells were used for
further experiments. In the bioreactors, a constant glucose concentration of 3 g L−1 was
targeted by the continuous addition of a 200 g L−1 glucose solution. Perfusion experiments
P01–P03 and P05 were terminated when the perfusion medium was depleted, and P04
ended with the freezing of the UHCD-WCB.

2.7. Cell Growth and Production Performance after N−1 Perfusion

In order to characterize the growth and production behavior of the cells grown in
perfusion mode, a sterile cell suspension was taken daily from perfusion experiment P03
between day 3, at 7 × 106 cells mL−1, and day 9, at 170 × 106 cells mL−1. Batch experiments
(B-P02-d3–B-P03-d9) in shake flasks were performed as duplicates according to Section 2.5.

2.8. Freezing Cells from Shake Flask Cultivations

To determine the maximum possible freezing cell density, the cells were expanded
according to the standard inoculum production described in Section 2.3. Afterward, the
cell suspension was concentrated by centrifugation at 500 g for 5 min and resuspended
in ice-cold 0.66× concentrated supplemented High-Intensity Perfusion CHO medium
with 10% DMSO. The following freezing cell densities were chosen: 90 × 106 cells mL−1,
115 × 106 cells mL−1, 150 × 106 cells mL−1, 180 × 106 cells mL−1, and 250 × 106 cells mL−1.
Immediately after resuspension and aliquotation in 2 mL cryovials (Brand), the cells were
stored in freezing containers (Mr. Frosty, Nalgene, Waltham, MA, USA) for 24 h in a −80 ◦C
freezer and subsequently transferred to the liquid nitrogen cryotank.

2.9. Freezing Cells from Perfusion Cultivation

The inoculum for the perfusion experiment (P04) was produced with the standard
method (Section 2.3) with MTX addition in passages 2 and 3 as well as in the wave-mixed
bag. The perfusion cultivation was performed as described in Section 2.6. The cells were
grown for 6 d. At the start of the freezing process, the cell suspension in the wave-mixed bag
was cooled to 10 ◦C on a water-cooled rocking platform (Sartorius), and the cell suspension
was transferred to centrifuge tubes (175 mL, Falcon, Corning, NY, USA) afterward. From
here on out, the cell suspension was kept on ice if possible. The entire freezing procedure is
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shown in Figure 2. The suspension was centrifuged at 500 g for 5 min. The largest part of
supernatant (75% of the centrifugation volume) was discarded; 25% of the centrifugation
volume of ice-cold fresh medium containing 14% DMSO was added; and the cell pellet was
resuspended. The cell suspension was centrifuged again; the complete supernatant was
removed; and the cell pellet was resuspended with a volume of 1:1 of ice-cold medium
containing 14% DMSO. The resulting DMSO concentration was 10.5% DMSO (v/v), and
the VCD was 260 × 106 cells mL−1.
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Figure 2. Scheme of the preparation of the cell suspension for freezing of the UHCD-WCB.

The cell suspension was transferred to 2 mL and 5 mL cryovials (Brand) containing
1.5 mL and 4.5 mL cell suspensions and stored in the freezing container (Mr. Frosty,
Nalgene) for 24 h at −80 ◦C. The UHCD-WCB was transferred to the cryotank at −196 ◦C
for long-term storage.

2.10. Analytical Methods

During cultivation, VCD, total cell density, viability, cell diameter, compactness, and
the aggregation rate were determined using a Cedex HiRes analyzer (Roche Diagnostics,
Basel, Switzerland). For the determination of the concentration of glucose, glutamine,
ammonium, lactate, and IgG, the Cedex Bio analyzer (Roche Diagnostics) was used.

2.11. Statistical Evaluation of Experiments

In diagrams showing a positive control in multiple determination, the arithmetic mean
value is shown with a tolerance interval with a coverage p of 90% and a confidence α of
90%, calculated according to Howe [23] and Guenther [24].

3. Results
3.1. Direct Inoculation of Batch Experiments with Cells from Cryovials

A preliminary study was performed to compare the growth and production perfor-
mance of ExpiCHO-S cells in shake flasks inoculated from both a standard inoculum
production and directly from cryovials with 15 × 106 cells mL−1. The courses of VCD,
viability, and glucose and IgG concentration are shown in Figure 3. As expected, there was
a lag phase after thawing, so the growth rate of 0.0344 ± 0.0028 h−1 in the experiments inoc-
ulated from cryovials (B-CV-15_1, B-CV-15_2, B-CV-15_3) was 16.0% lower on the first day
than that of experiments inoculated from shake flasks using standard inoculum production,
therefore being inoculated in the exponential growth phase (0.0409 ± 0.0013 h−1, control).
On day 2, the growth rate was still 8.4% lower. Due to the higher growth rates on days 3 and
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4, an almost identical peak VCD was achieved after 4 d with 14.2 ± 0.2 × 106 cells mL−1

compared to 14.6 ± 0.4 × 106 cells mL−1 for the control group. Due to the initial lag phase,
however, the growth curve is slightly offset in time, so the death phase also occurred later.
The viability was still 35–88% on day 5, whereas it was already ≤12% for classical inoculum
production. Along with the later death phase, glucose as the main carbon source was
depleted later.
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Figure 3. Course of (a) VCD, (b) viability, (c) glucose (Glc), and (d) IgG concentration during the
batch experiments inoculated directly from cryovials (nomenclature: B = Batch, CV = inoculated
out of cryovial, 15 = VCD in cryovial (×106 cells mL−1)). Control: batch experiments with standard
inoculum production (n = 3).

IgG production was similar. The titers on day 5 were comparable for both approaches,
with 220 ± 3 mg L−1 for direct inoculation from cryovials and 215 ± 2 mg L−1 for standard
inoculum production. The courses of the glucose consumption rate and the IgG production
rate are shown in the Appendix A (Figure A1).
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Since comparable VCDs and IgG titers were achieved for batch experiments with
direct inoculation from cryovials compared to standard inoculum production after five
days of batch cultivation, cryovials with different VCDs were frozen (Section 2.8) and used
again for directly inoculating shake flasks. The growth curves and viability courses as well
as the concentration courses of glucose and IgG are shown in Figure 4.
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Figure 4. Course of (a) VCD, (b) viability, (c) glucose (Glc), and (d) IgG concentration
during the batch experiments inoculated directly from cryovials containing high VCDs from
90 to 250 × 106 cells mL−1 (nomenclature: B = Batch, 90/115/150/180/250 = VCD in cryovial
(×106 cells mL−1)). Control: batch experiments inoculated directly from cryovials containing lower
VCDs (15–40 × 106 cells mL−1, n = 3).

Growth was independent of the freezing VCD until day 4. Growth rates from day 0 to
day 3 ranged from 0.0310 ± 0.0027 h−1 for the batch experiments inoculated from cryovials
containing 180 × 106 cells mL−1 to 0.0325 ± 0.0023 h−1 for the batch experiments inoculated
from cryovials containing 90 × 106 cells mL−1. Viability remained >98% in all shake flasks
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until day 4. Maximum VCDs were comparable and ranged from 10.7 × 106 cells mL−1 (B-
180_2) to 11.8 × 106 cells mL−1 (B-115_1). Differences could be seen based on the differently
progressed death phases on day 5. The shake flasks with the highest freezing VCD were the
most viable (92% and 95% for the duplicate), and the control group had the lowest viability
(35 ± 31%). No change was detected in glucose consumption and IgG production. On day
4, glucose was depleted in all experiments. On day 5, when the first batch experiments
were stopped due to low viability, IgG concentrations in all shake flasks were between
250 mg L−1 and 269 mg L−1. The courses of the glucose consumption rate and the IgG
production rate can be found in the Appendix A (Figure A2).

Although these results show that a higher freezing cell density minimally delays
growth and the death phase occurs a few hours later, high viability is obtained after
thawing regardless of the freezing cell density. The peak VCDs are comparable, and IgG
production also shows no differences. Since it could be shown that the establishment of a
UHCD-WCB with >200 × 106 cells mL−1 is possible with regard to cell growth and IgG
production, the expansion of a sufficiently large number of cells was considered in the next
step. Therefore, perfusion experiments were performed.

3.2. UHCD Perfusion Cultivations and Inoculation of Batch Experiments out of a
Perfusion Process

The second part of the study aimed to check whether the growth and production
behavior of the cell suspension changes with increasing VCD during a perfusion process
with complete cell retention. For this purpose, a perfusion process was established, whereby
the first two cultivations P01 and P02 were not used for further experiments, whereas
daily batch experiments were inoculated from P03. The growth and viability curve as
well as the course of the perfusion rate and the CSPR of the perfusion experiment are
shown in Figure 5.
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Figure 5. (a) Course of the VCD and viability of P01, P02, and P03, and (b) course of perfusion rate D
and the CSPR of P01, P02, and P03.

The wave-mixed bioreactors were inoculated with 1.0 (P01), 1.2 (P02), and
0.6 × 106 cells mL−1 (P03). Perfusion was started after 1.6–1.8 d, and the perfusion rate
was gradually increased. For the first two perfusion processes P01 and P02, the maximum
perfusion rate was limited to 3.1 vvd, causing the CSPR and thus the growth rate µ to
decrease after about 6 d. For P03, D was increased to a maximum of 9.4 vvd between 8.2 d
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and 8.8 d to provide the cells with the best possible conditions, as P03 was used for daily
inoculation of batch experiments. The maximum cell density of P01 was 158 × 106 cells
mL−1 with 98.6% viability after 8.6 d, of P02 224 × 106 cells mL−1 with 95.7% viability
after 9.8 d, and of P08 170 × 106 cells mL−1 with 99.4% viability after 8.8 d. The growth
rate from the start of cultivation to the limit of the perfusion rate was comparable for all
three cultivations: 0.0267 ± 0.0100 h−1 for P01 (until 6.0 d), 0.0295 ± 0.0089 h−1 for P02
(until 5.8 d), and 0.0259 ± 0.0096 h−1 for P03 (until 8.8 d).

The cell growth and product formation of batch experiments inoculated from the
perfusion cultivation P03 were characterized. The growth and viability curves as well as
the courses of the glucose and IgG concentration of the experiments are shown in Figure 6.
The experiments that were started on days 3 and 4 were considered as the positive control.
It was found that the growth rate on the first day of the batch experiments increased during
the perfusion cultivation until day 7, at 62 × 106 cells mL−1. The growth rate on the first
day was 0.0301 h−1 and 0.0289 h−1 for the shake flask duplicate inoculated on day 7. The
control group, on the other hand, had a growth rate of 0.0254 ± 0.0034 h−1, which was
14% lower.

However, viability remained >99% for all experiments until day 4. Glucose con-
sumption and product formation also showed a slight increase for the above-mentioned
experiments. For example, glucose concentration in B-P03_d7 on day 2 was already 17%
lower than the control, and the IgG titer was 17% higher. The specific consumption and
production rates can be seen in Appendix A (Figure A3). Nevertheless, comparable peak
VCDs were achieved, from 11.5 × 106 cells mL−1 (B-P03-d6_2) to 12.4 × 106 cells mL−1

(B-P03-d7_2). The final IgG titers also showed only minor differences. The lowest value
was measured for B-P03-d3_2 (included in the control group) with 254 mg L−1, and the
highest value for B-P03-d6_1 with 284 mg L−1. Although high viability can be assumed
even with higher VCDs, since higher VCDs are not necessary for freezing a sufficiently
large WCB, a cell density of about 100 × 106 cells mL−1 at the time of freezing was aimed
for to establish the UHCD-WCB. Perfusion cultivation P04 was run for 6 d and afterward
used to freeze the UHCD-WCB at 260 × 106 cells mL−1 (Section 2.9).

3.3. Evaluation of a Perfusion-Based UHCD-WCB
3.3.1. Batch Experiments in Shake Flasks

As described in Section 2.4, cryovials from the UHCD-WCB were also thawed and
used to directly inoculate shake flasks. Here, a triplicate with three cryovials was per-
formed. Batch experiments inoculated directly from cryovials frozen with low VCD
(15 × 106 cells mL−1) served as the positive control, which were also performed in tripli-
cate. The growth and viability curves as well as the courses of glucose and IgG concen-
tration of the experiments are shown in Figure 7. The shake flasks inoculated directly
from the UHCD-WCB had a slightly prolonged lag phase. On day 1, the growth rate
was 0.0266 ± 0.0022 h−1 and therefore 23% lower compared to 0.0344 ± 0.0028 h−1 in the
positive control. A viability drop on day 1 was also observed, but the viability remained
high at 97.8 ± 1.0% and increased again to >99% in all experiments during the cultivation.
The maximum VCD achieved in the batch experiments inoculated with the UHCD-WCB
was 13.0 ± 0.3 × 106 cells mL−1, which was slightly lower (−9%) than in the control group
(14.2 ± 0.2 × 106 cells mL−1). According to the shorter lag phase in the positive control, the
death phase had already begun on day 5 (55 ± 23% viability), while at this time the viability
of the batches from the UHCD-WCB was still 96 ± 1%. Although product formation was
also delayed in accordance with the delayed growth, the final product titers achieved were
comparable: 225 ± 3 mg L−1 in the positive control and 222 ± 0 mg L−1 for the cells
from the UHCD-WCB. On days 1 and 2, in contrast to the experiments from Parts 1 and
2 of the study, the glucose concentration was lower than in the control in all three shake
flasks, although the VCDs were lower. The specific glucose consumption rates were 53%
higher than for the control group on day 1 and 34% higher on day 2. The course of the
glucose consumption rate can be seen in Appendix A (Figure A4). To check the morphol-
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ogy of the cells, microscopic images of the cells were taken after thawing a cryovial with
15 × 106 cells mL−1, a cryovial with 260 × 106 cells mL−1, and after one week of standard
inoculum production. No abnormalities in cell morphology were observed (Figure A5).
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Figure 6. Course of (a) VCD, (b) viability, (c) glucose (Glc), and (d) IgG concentration during the
batch experiments inoculated from perfusion cultivation (nomenclature: B = Batch, P03 = Source of
inoculum, d5–d9 = day of cell harvest from P03). Control: batch experiments inoculated from P03 on
days 3 and 4 (n = 4).
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banks has so far been limited to high volumes through the use of cryobags and maximum 
freezing VCDs of up to 150 × 106 cells mL−1 [10,13–19]. Regarding N−1 perfusion processes, 
the production of cells in the perfusion mode has already been achieved up to >200 × 106 
cells mL−1 [11,12], but the cells have so far only been used with cell densities of up to 100 

Figure 7. Course of (a) VCD, (b) viability (c) glucose (Glc), and (d) IgG concentration during the batch
experiments inoculated directly from the UHCD-WCB (nomenclature: B = Batch, UHCD = inoculated
from UHCD-WCB). Control: batch experiments inoculated directly from cryovials containing lower
VCDs (15 × 106 cells mL−1, n = 3).

3.3.2. Perfusion Experiment

After successfully confirming the suitability of the UHCD-WCB as the inoculum for
batch experiments, a wave-mixed perfusion bioreactor with a 1 L working volume was
inoculated with a starting VCD of 1.2 × 106 cells mL−1 from a 5 mL cryovial. The growth
and viability curve as well as the course of the perfusion rate and CSPR are shown in
Figure 8. As expected, the growth rate was only 0.0185 h−1 on the first day of cultivation
due to the lag phase but subsequently increased to values >0.0300 h−1. The viability drop,
which was determined in the previous shake flask experiments, was only slight at 97.9%
viability on day 2, and subsequently, the viability was >98% until the end of cultivation.
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inoculated directly from the UHCD-WCB.

In contrast to P03, in which the perfusion rate was increased until the end of cultiva-
tion, a maximum perfusion rate of 7 vvd was set for this cultivation, in order to achieve
higher final VCDs with the same amount of medium. As a result, the CSPR dropped to
29 pL cell−1 d−1 towards the end, but a maximum VCD of 238 × 106 cells mL−1 with a
viability of 98.8% was achieved after 8.2 d. Despite the limitation of the perfusion rate
on the last day of cultivation, the cells continued to grow exponentially until the end of
cultivation; over the whole period, the growth rate was 0.0265 ± 0.0065 h−1, comparable to
0.0259 ± 0.0096 h−1 in perfusion cultivation P03 (Section 3.2).

4. Discussion

The intensification of production processes with regard to the cryopreserved cell
banks has so far been limited to high volumes through the use of cryobags and maximum
freezing VCDs of up to 150 × 106 cells mL−1 [10,13–19]. Regarding N−1 perfusion pro-
cesses, the production of cells in the perfusion mode has already been achieved up to
>200 × 106 cells mL−1 [11,12], but the cells have so far only been used with cell densities of
up to 100 × 106 cells mL−1 for inoculation in subsequent experiments [7–10]. In this work,
both approaches, the intensification of the seed train by freezing UHCD and the use of
perfusion processes for cell production, were pursued. In the first stage of the study, the use
of direct inoculation from cryovials was investigated. If cryovials with 15 × 106 cells mL−1

and 10% DMSO are used for inoculation with a VCD of 1 × 106 cells mL−1, it must be
noted that almost 0.7% DMSO remain in the medium. Direct inoculation from cryovials
with 15 × 106 cells mL−1 was found to have a lag phase compared to a seven-day inoculum
production, but, nevertheless, comparable maximum VCDs and product titers were found.
Kleman et al. described that up to 1% DMSO did not affect the growth of a HEK cell line,
but greater than 0.3% did for a CHO-S cell line [25]. In this work, no growth inhibition was
observed for the ExpiCHO-S cell line used. At higher freezing VCDs, the consideration of
the remaining DMSO is negligible due to the large dilution effect. When using cryovials
containing up to 250 × 106 cells mL−1 for direct inoculation, higher freezing VCDs resulted
in an increased lag phase. However, this growth shift by a few hours had no influence on
the maximum VCDs and IgG titers. The viability remained >99% until the beginning of the
death phase. In previous publications, a viability drop often was reported in addition to a
lag phase in the first days after inoculation [14,16,17].
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A robust perfusion process was established, and it was shown that
VCDs >200 × 106 cells mL−1, as well as very high perfusion rates (9.4 vvd), are real-
izable with the wave-mixed perfusion bags with an internal filter. When using cells from a
perfusion process for subsequent batch experiments, it was found that growth and product
formation in the batch experiments were fastest between VCDs of 36 × 106 cells mL−1 (d6
of the perfusion process) and 102 × 106 cells mL−1 (d8) in the perfusion process, with a
peak on day 7 (62 × 106 cells mL−1). At lower as well as higher VCDs, the growth rates
were slightly lower; nevertheless, the batch experiment inoculated at the highest VCD of
170 × 106 cells mL−1 also achieved a comparable IgG titer and peak VCD.

Another perfusion cultivation was performed, harvested at 90 × 106 cells mL−1 and
frozen as UHCD-WCB with 260 × 106 cells mL−1. Concentration of the cell density and
media exchange with fresh medium containing DMSO was carried out in two centrifugation
steps, as the viscosity also increases with increasing freezing cell density, making handling
and centrifugation more difficult. Due to the pre-cooling of the bag, the transfer of the cell
suspension to the centrifugation tubes, and the two-step medium exchange, the freezing
process from a wave-mixed bag with 1 L working volume was more time-consuming than
freezing from shake flasks, but Heidemann et al. described a time window of up to 2.5 h
for the preparation of cryovials [26]. For the process described in this study, cells were
transferred to the −80 ◦C freezer within 30 min of being removed from the controlled
conditions of the wave-mixed bioreactor, compared to 15 min for freezing of cells grown in
shake flasks.

The established UHCD-WCB was used for direct inoculation of batch experiments
as well as a wave-mixed perfusion bioreactor. A low viability drop after inoculation was
observed, as well as a 9% lower peak VCD in the batch experiments compared to the control
group, with a comparable IgG titer. The perfusion process was comparable to previous
experiments. Cells grew exponentially after a short lag phase on the first day to a maximum
VCD of 238 × 106 cells mL−1 and a viability of 98.8% reached after 8.2 d.

This study demonstrates that high freezing cell densities of up to 260 × 106 cells mL−1

with cells taken from perfusion processes are suitable for establishing a UHCD-WCB with
high viability and that only short lag phases occur after thawing. The UHCD-WCB is
intended to be used to inoculate either the final inoculum production step (step N−1)
as perfusion or even the production bioreactor (step N) directly from the cryovial. The
successful perfusion cultivation with inoculation from a UHCD cryovial lays the foundation
for further experiments. Direct inoculation of a 1 L bioreactor bag as N−1 perfusion would
produce a sufficient number of cells within one week to inoculate a high-seed fed-batch
at a 50 L scale with a starting VCD of 5 × 106 cells mL−1. This would shorten inoculum
production by more than 35% compared to the standard process (7 d shake flasks + 4 d
wave-mixed bag, low-seed fed-batch process). In addition, the high-seed approach can
shorten the production process for the ExpiCHO-S cell line and achieve more than 25%
higher IgG titers within the same time (research article in preparation). Since a cryovial with
4.5 mL cell suspension is sufficient to inoculate the largest available wave-mixed perfusion
bioreactor with an internal filter (max. working volume 25 L, available from Cytiva and
Sartorius) at a minimum working volume of 5 L with about 0.25 × 106 cells mL−1, even
one-step inoculum production for bioreactors at production scale can be achieved. Here, a
cubic meter scale bioreactor could be inoculated from the wave-mixed perfusion bag.

During the experiments of this study, the growth behavior, viability, and production
performance of the cells were investigated as quality parameters of the cell suspensions.
In further experiments for the development of IgG production processes based on the
established UHCD-WCB, additional investigations, for example, of the IgG quality, can be
carried out.
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Appendix A

The glucose and IgG concentration courses of the batch experiments are shown and
described in the results section. The influences of the different experimental approaches
on the course of the glucose consumption rate and IgG production rate can be seen in the
following Figures A1–A4.
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Figure A1. Course of (a) glucose consumption rate, and (b) IgG production rate during the batch
experiments inoculated directly from cryovials (nomenclature: B = Batch, CV = inoculated out
of cryovial, 15 = VCD in cryovial (×106 cells mL−1)). Control: batch experiments with standard
inoculum production (n = 3).
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Figure A2. Course of (a) glucose consumption rate, and (b) IgG production rate during the batch
experiments inoculated directly from cryovials containing high VCDs from 90 to 250 × 106 cells
mL−1 (nomenclature: B = Batch, 90/115/150/180/250 = VCD in cryovial (×106 cells mL−1)). Control:
batch experiments inoculated directly from cryovials containing lower VCDs (15–40 × 106 cells mL−1,
n = 3).
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oculum, d5–d9 = day of cell harvest from P03). Control: batch experiments inoculated from P03
on days 3 and 4 (n = 4).
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Figure A4. Course of (a) glucose consumption rate, and (b) IgG production rate during the batch
experiments inoculated directly from the UHCD-WCB (nomenclature: B = Batch, UHCD = inoculated
from UHCD-WCB). Control: batch experiments inoculated directly from cryovials containing lower
VCDs (15 × 106 cells mL−1, n = 3).
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Figure A5. Microscopic images (200×) of (a,b) cells after one-week standard inoculum production, 
(c,d) cells from a cryovial containing 15 × 106 cells mL−1, 1 d after thawing, and (e,f) cells from a 
cryovial containing 260 × 106 cells mL−1, 1 d after thawing. (a,c,e) phase contrast images, (b,d,f) phase 
contrast and fluorescence images (fluorescein diacetate staining for cells with intact cell membrane). 
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Abstract: Adeno-associated virus vectors (AAV) are reported to have a great potential for gene
therapy, however, a major bottleneck for this kind of therapy is the limitation of production capacity.
Higher specific AAV vector yield is often reported for adherent cell systems compared to cells in
suspension, and a microcarrier-based culture is well established for the culture of anchored cells
on a larger scale. The purpose of the present study was to explore how microcarrier cultures could
provide a solution for the production of AAV vectors based on the triple plasmid transfection of
HEK293T cells in a stirred tank bioreactor. In the present study, cells were grown and expanded in
suspension, offering the ease of this type of operation, and were then anchored on microcarriers
in order to proceed with transfection of the plasmids for transient AAV vector production. This
process was developed in view of a bioreactor application in a 200 mL stirred-tank vessel where shear
stress aspects were studied. Furthermore, amenability to a continuous process was studied. The
present investigation provided a proof-of-concept of a continuous process based on microcarriers in a
stirred-tank bioreactor.

Keywords: Adeno-associated virus; transfection; PEI; continuous; gene therapy; microcarriers;
bioreactor; transient expression

1. Introduction

Gene therapy has the potential to be one of the next great revolutions in medicine.
It allows for not only treatment but also potential cures for many debilitating diseases.
Through the choice of vector, different tissues can be targeted making the treatment highly
specific with few off-target effects. Interest in gene therapy has intensified with more than
1680 new drug trials being conducted from 2004 to 2017 [1].

One of the most promising vectors for the targeted delivery of therapeutic genes is the
Adeno-associated virus (AAV) due to its highly specific targeting and lack of an immune
response [2]. Most of the current AAV based therapies, are for rare diseases with low patient
populations or have targets that require low doses. The current roadblock for the application
of AAV based therapies for more prevalent diseases, or ones that require a high dose, is
the limited manufacturing capacity [3]. An efficient scalable manufacturing platform for
AAV vectors would allow for larger trials which would accelerate drug development and
provide treatment options for diseases that affect larger populations.

Production methods of AAV based on transient transfection require plasmids encoding
the viral proteins and DNA, which are required for vector assembly. Typically, the two
open reading frames encoding the Rep proteins and the capsid proteins are placed on
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the same plasmid (pRepCap) and the adenoviral genes necessary for AAV replication is
placed on a second plasmid (pHelper); the gene of interest (GOI), flanked by the inverted
terminal repeat sequences, is placed on a third (pGOI). However, there are designs that can
reduce the number of plasmids [1–4]. The producer cells are grown either adherently or
in suspension. Adherent cells are often able to provide a higher cell-specific production
of AAV [2]. The popularity of the transient transfection method is due to the versatile
production and rapid process development that it facilitates. The plasmids are transfected
at the time of production and the specific serotype and GOI can be readily changed with
only minor alterations to the process. This versatility allows for a quick transition between
the production of different serotypes and GOIs.

The transfection agent that is most widely used is the cationic polymer, polyethylen-
imine (PEI). The positively charged PEI facilitates transfection by forming a complex with
the negatively charged plasmid DNA; this complex is called the polyplex. When added
to the cells, the polyplex is taken up and, through endosomal escape due to the proton
sponge effect of the PEI, the PEI-DNA complex is released within the cytosol where it can
be transported into the nucleus. It has been shown that the size and properties of these
complexes have a large influence on transfection efficiency [5–7], with smaller complexes
being more readily taken up by the cell but having a lower chance of reaching into the
nucleus and larger particles being taken up more slowly but are more effective in delivering
their DNA payload.

Depending on the specific cell line and transfection conditions, a larger or smaller
polyplex will lead to a more effective transfection. Therefore, it is necessary to reoptimize
the transient transfection conditions when the mode of production changes or if a new cell
line is used. In addition to the size of the polyplex, shear forces acting on the cells play an
important role in the effectiveness of the transfection [8,9].

It has been shown that shear forces influence the uptake of nanoparticles including
PEI-DNA complexes [8–10]. During transfection, the integrity of the cell membrane is
compromised, increasing their susceptibility to damage by shear, meaning that conditions
that previously did not affect cells could become damaging after transfection [9].

The cell-specific yields and vector quality are up to 15-fold higher in adherent systems
compared to single-cell suspension systems [11]. While it has been shown that AAV vectors
can be produced by cells in suspension with volumetric yields similar to processes with
adherent cells, this is however, only achieved after a long and labor-intensive optimiza-
tion [12,13]. Two-dimensional production systems, such as roller bottles or T-flasks, provide
high specific productivity of AAV but suffer from scalability, making large scale produc-
tion not economical [3]. The solution is to use a three-dimensional system that maintains
the high cell-specific productivity of adherent cells but allows the process to scale with
the volume rather than the surface area. If an adherent system could have the same cell
density as a suspension platform, around 2 × 106 cells mL−1, the volumetric yields would
be significantly higher. Potentially, a microcarrier-based transient transfection process
would combine the scalability of suspension cultures with the high specific productivity of
adherent production, which could result in an extremely efficient process [14].

Microcarriers have been used since the 1960s for the cultivation of anchorage-dependent
cells in a suspension system. Cultivations using microcarriers have been successfully used
at scales in excess of 2000 L for the production of vaccines [15]. Microcarriers thus provide
a possible solution to scale up the bottleneck of anchorage-dependent AAV production.

While being able to provide a close to suspension-like scalability, microcarriers have
their own set of limitations. Among them is the increased sensitivity of the cells to shear
due to the increase in effective size of the cell to the hydrodynamic environment [16].
Vortices, also called eddies, are formed in a turbulent fluid with the size of these eddies
being proportional to the power transferred to the fluid. The smallest of these eddies and
power input to the fluid are related by the Kolmogorov eddy length equation (1). When the
eddy size decreases in a turbulent flow, the size between a particle and an eddy becomes
comparable and the shear acting on the surface of the particle increases. If the Kolmogorov
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eddy length is of comparable size to the microcarrier, high shear is experienced on the
surface, damaging the attached cells [16].

The generation of a large volume culture with microcarriers is an issue for manufactur-
ing. To enable an increase in the number of adherent cells, cells anchored on microcarriers
need to be detached and reinoculated to a larger amount of microcarriers in a larger vol-
ume. This detaching and reattaching procedure presents a loss in efficiency compared to
suspension cell culture.

Depending on the cell line, the anchorage dependency of the cells can be modified
based on the culture medium used. If the anchorage dependency would be only required at
a certain stage in the culture, during transfection and AAV production, for example, it could
be more efficient and economically attractive to keep the cells in suspension during the
previous stages, i.e., cell expansion, and then shift the culture to anchorage dependency on
microcarriers at the production stage. Such a system lends itself very well to the production
of AAV at scale because it can make use of the increased product quality and yield of
adherent cells while maintaining the efficiency and economics of suspension culture to
build the cell mass.

In the present study, it was hypothesized that HEK293T cells could be grown in sus-
pension, offering the easiness of this type of operation and that the cells would then be
anchored on microcarriers in order to proceed with the triple plasmid transient transfection
in adherent cells for AAV expression. This latter process to benefit from a higher specific
AAV yield, is often reported higher for adherent cell systems than cells in suspension.
Bearing in mind that this process was developed in view of scaled-up commercial ap-
plication in a bioreactor, the culture on microcarriers was studied in terms of limitations
brought by shear forces in stirred tank vessels and the feasibility of continuous transfection.
Finally, the present investigation aimed at providing a proof-of-concept of a process based
on microcarriers in view of a readily scalable solution for the production of AAV at a
commercial scale.

2. Materials and Methods
2.1. Culture Medium for Cell Expansion and Passaging

HEK293T cells (Cobra Biologics, Charles Rivers, ST55SP Keele, UK) were cultured as
single cells in suspension and routinely passaged twice a week in Hyclone CDM4HEK293
medium, cat. No. SH30858.02 (Cytiva, 75323, Uppsala, Sweden). This medium was selected
among four culture media for its ability to support the growth of cells in suspension. Using
this medium, the specific growth rate, calculated using nonlinear least squares fitting of the
total cell density, was 0.80 day−1 against 0.61 to 0.70 day−1 for the other tested media.

2.2. Medium for Transfection

A selection of the medium used for the triple transfection (presented in Section 2.3)
among five media, A, . . . , E, was carried out in static tissue culture T-25 flasks with a total
end volume of 7 mL and a total DNA mass of 80 µg. The relative AAV titer was measured
via CHO cell transduction (presented in Section 2.7). Supplementary Figure S1 shows the
average transduction results normalized to the maximal observed expression obtained in
medium D. From the transduction, the relative GFP expression indicated that the HEK293T
cells transfected in medium D generated a greater production of the active vector than in
the other media. Based on this result, it was decided that medium D would be used for all
the transfection experiments. Medium D is a proprietary serum-free medium.

2.3. Adeno-Associated Virus Triple Transfection

The three plasmids for AAV production; pHelper, pRepCap, and pGOI (Cobra Biolog-
ics, Charles Rivers, ST55SP Keele, UK), were at a DNA concentration of 1 mg mL−1 in TE
buffer. The pGOI encoded green fluorescent protein (GFP) and the pRepCap were derived
from AAV serotype 9. The transfection reagent was polyethyleneimine PEIpro (Polyplus),
at a stock concentration of 1 mg mL−1. The three plasmids, pHelper, pGOI encoding GFP,
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and pRepCap, were mixed at a volume ratio of 2:1:1 with an end DNA concentration of
80 µg mL−1 in the cell culture medium. The PEIPro was also diluted to a concentration of
80 µg mL− 1 in the cell culture medium. The DNA mix was then added to the PEIpro at a
volume ratio of 1:1 (DNA: PEIpro ratio 1:1), briefly vortexed, and then left to incubate for
5 min before transfection in HEK293T cells. The number of passages before transfection
did not exceed 30 passages. Prior to transfection, a 70% medium exchange was performed
by stopping the agitation and allowing the microcarriers to sediment; after which, the
appropriate amount of supernatant was removed and fresh medium was added. In the
spinner flask transfections, the volume was reduced by 50%, from 50 mL to 25 mL. The
volume was increased back to 100% 2 h post-transfection.

2.4. Cell Count and Viability Measurements

For all the transfection experiments and cell passaging/back-up maintenance, the
density and viability of HEK293T and CHO cells were measured by BioProfile FLEX
Analyzer (Nova Biomedical, Waltham, MA, USA) which uses the trypan blue exclusion
method. For all the transduction experiments, the cell density and viability were measured
by Norma XS (Iprasense, Clapiers, France), which is based on holographic imaging. All
cell counts were made from samples taken directly from the culture without dilution.

2.5. Flow Cytometry

A Gallios flow cytometer (Beckman Coulter, Brea, CA, USA) was used for the quantifi-
cation of the fraction of cells expressing GFP. The 488 nm excitation laser was used along
with a 525 nm detector, channel 1, and a 575 nm detector, channel 2. An initial forward and
side scatter gate was used to isolate the cell population. The fluorescence channels 1 and 2
were used to gate the cells expressing GFP by the constant ratio observed between these
channels. All gating was done in the software Kaluza (Beckman Coulter, Brea, CA, USA);
the data were exported to MATLAB (MathWorks, Natick, MA, USA) for further analysis.

2.6. Bioreactor and Spinner Flask Cultures

A DASBox system (Eppendorf, Hamburg, Germany) was used for the bioreactor
experiment with 150 mL working volume, under feedback controls of pH, dissolved
oxygen concentration, impeller speed, and temperature. The bioreactor was equipped
with two marine impellers with a diameter of 3 cm [17]. The control software regulated
the dissolved oxygen by varying the flow rate and proportion of air or pure oxygen at
atmospheric pressure into the head space of the vessel. The pH was controlled by varying
the flow rate of CO2 into the head space (no upregulation of the pH was required). The
agitation rate was controlled via an onboard tachometer. In the perfusion operation, a
sedimentation tube with a diameter of 1 cm was used to retain the microcarriers.

Cultures in spinner flasks were performed using Bellco spinner flasks (Bellco Glass,
Vineland, New Jersey USA), magnetically agitated at speeds specified in the text, in an
incubator (37 ◦C, 5% pCO2). The spinner flasks were equipped with a dual blade impeller,
diameter 5.1 cm, height 2.27 cm.

The microcarriers Cytodex 3 (Cat. No. 17-5487-01) and Cytodex 1 (Cat. No. 17-5488-01)
(Cytiva, 75323, Uppsala, Sweden) were prepared according to the manufacturer instructions.
The spinner flask cultivations used gamma sterilized Cytodex 3 and for the bioreactor
cultivations. Cytodex 1 or 3 microcarriers were prepared and then autoclaved for 20 min at
121 ◦C. Cytodex 1 and 3 microcarriers have a dry mass specific surface area of 4400 cm2 g−1

and 2700 cm2 g−1, respectively. A concentration of 3 g L−1 was targeted, corresponding
to a volume specific surface area of 13.2 cm2 mL−1 and 8.1 cm2 mL−1 for Cytodex 1 and 3.
A target inoculation density of 50 cells per microcarrier, or 7.9 × 104 cells cm−2 and
4.5 × 104 cells cm−2 for Cytodex 1 and 3, was used unless otherwise specified.
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2.7. Transduction Assay

For the determination of the amount of AAV produced, CHO cells were used for
transduction. In a Corning 24 well deep well plate or tissue culture treated Corning 96 well
plate, CHO cells were seeded to a final density of 0.1 × 106 cells mL−1 in 1.5 mL or 150 µL
of Ex-cell 302 medium from Sigma-Aldrich. 1 mL or 0.1 mL of AAV containing the sample
was added to this culture and the plate was sealed with an adhesive filter and placed in
a 37 ◦C, 5% pCO2 incubator and shaken at 300 RPM with an orbital diameter of 2.5 cm
or was statically incubated. After 48 h, the cells were analyzed by flow cytometry or by
a fluorescence plate reader with an excitation wavelength of 500 nm, a dichroic filter of
520 nm, and an emission wavelength of 540 nm.

3. Results
3.1. Microcarrier Cultivation of HEK293T Cells

Medium D was selected among five media for its potential to support transfection and
AAV production. This medium was also able to support the cell attachment and growth of
microcarriers. A major benefit was that the medium used for growth on the microcarriers
did not need to be changed to a different medium before transfection, which gave a great
benefit to reduce the operations, a factor important for the scale-up of this process.

A preliminary study was dedicated to the characterization of the culture of the cells
on microcarriers. Cells were inoculated in a Bellco 125 mL spinner flask with 3 mg mL−1

Cytodex 3 microcarriers, at a cell density of 0.64 × 106 cells mL−1 in a final culture volume of
50 mL at two different agitation rates. It was observed that a non-homogeneous distribution
of cells on the microcarriers occurred for certain agitation rates. In Figure 1, the distribution
of cells on the microcarriers is shown for two different agitation rates, the minimum speed
allowing suspension, 50 RPM, and a higher rate, 70 RPM.
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The cell distribution on the microcarriers was more homogenous when using 50 RPM
agitation than 70 RPM. This was likely due to the fact that while a higher agitation rate led to
greater mixing, it also brought more shear, which could detach cells from the microcarriers.
Confluent microcarriers are better able to withstand this shear and are therefore preferen-
tially sustaining cell growth compared to more sparsely populated carriers, accentuating
the inhomogeneity. To minimize the effect of shear while maintaining the homogenization,
the lowest agitation rate able to maintain adequate mixing should be used.

The agitation rate can greatly affect the attachment and growth of the cells on micro-
carriers [18]. The minimum rate able to homogenously suspend the microcarriers is known
as the just suspended agitation rate or Njs [19]. The minimum agitation rate to maintain
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the microcarriers in suspension is affected by the reactor and impeller geometries as well
as the medium properties and can be calculated with the Zwietering correlation [19].

Njs = S × ν0.1 × dp
0.2 ×

(
g × (ρs − ρl)

ρl

)0.45
× X0.13

D0.85 (1)

with Njs: Just suspended stirring speed (s−1), S: Zwietering coefficient (–), ν: kinematic
viscosity (m2 s−1), X: solid loading fraction (kg solid kg−1 fluid), dp: microcarrier diam-
eter (m), D: impeller diameter (m), g: gravitational constant (m s−2), ρs: density of the
microcarrier (kg m−3), ρl : density of the fluid (kg m−3).

In the present study, the minimum agitation rate for a 3 mg mL−3 suspension of
Cytodex 3 microcarriers was measured in both a 125 mL Bellco spinner flask and a DASBox
reactor with dual marine impellers. The just suspended stirring speed in the spinner flask
was measured to be 50 RPM and the Zwietering coefficient was calculated to 4.8, a value in
line with the literature [20]. In the DASBox, the just suspended stirring speed was measured
to be 150 RPM generating a Zwietering coefficient of 9.2. This larger Zwietering coefficient
indicated that the DASBox system was less efficient in suspending microcarriers than the
spinner flask for the present configurations of these vessels.

3.2. Hydrodynamic Comparison between Spinner Flasks and the DASBox Bioreactor

To determine the maximum shear limit acceptable for the cells on microcarriers for
the bioreactor system, the agitation was slowly increased after the cells had attached to the
microcarriers. This was applied from 150 RPM to 400 RPM by steps of 50 RPM in duplicate.
Figure 2 shows photographs taken from both reactors, where the rows correspond to the
reactor number, and columns a and b show samples taken from the 250 RPM and 300 RPM
conditions. The attached cells were sheared off the microcarriers when the agitation rate
increased from 250 RPM, column a, to 300 RPM, column b. This is most clearly seen by
observing aggregated microcarriers; at 250 RPM cells were seen on the perimeter of the
aggregates but at 300 RPM, column b, these perimeter cells had been sheared off.
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Figure 2. Determination of the maximum shear limit for HEK293T cells attached to Cytodex
3 microcarriers for the bioreactor system DASBox with dual marine impellers—experiment performed
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in duplicate: reactor 1 (row 1) and reactor 2 (row 2); the scale bar represents 200 µm. The microcarriers
were inoculated at 150 RPM; 24 h after inoculation, the impeller speed was slowly increased from
150 RPM to 400 RPM in steps of 50 RPM intervals. Images of the microcarriers are shown for ((a)—left
column) 250 RPM where the cells were attached to the microcarriers, and ((b)—right column) 300 RPM
where cell detachment from the microcarriers was observed. The unlabeled arrows represent cells
well attached to microcarriers and the arrows labeled with A represent microcarriers where the cells
have been sheared off by the hydrodynamic forces.

To make a detailed comparison between the spinner flasks and the DASBox; key
hydrodynamic parameters were calculated for each vessel. The most important of these
parameters is the Kolmogorov eddy length shown in Equation (2).

σ =

(
ε ×

(
η

ρ

)3
) 1

4

(2)

with σ: eddy size (m), ε: energy dissipation per mass (W kg−1), η: dynamic viscosity of the
fluid (Pa s), ρ: density of the fluid (kg m−3).

Equation (2) requires the energy dissipation per mass, which can be calculated
by Equation (3).

ε =
Ne × N3 × D5

V
(3)

with Ne: dimensionless Newton number for the impeller (–), N: rotational frequency ( s−1),
D: impeller diameter (m), V: reactor volume (m3).

The Newton number, Ne, was calculated for the spinner flask at agitation rates 50
RPM and 70 RPM using the Nagata correlation [21], see Table 1. The Newton number for
the DASBox bioreactor was assumed to be identical to the value for a marine impeller as
given in [22], also listed in Table 1.

Table 1. Newton numbers for the Bellco spinner flask and the DASBox bioreactor.

Spinner Flask 50 RPM Spinner Flask 70 RPM DASBox

Ne 0.52 0.46 0.36 [20]

Using Equations (2) and (3) and the values in Table 1, the Kolmogorov eddy lengths
were calculated for the spinner flask and the DASBox bioreactor and graphically repre-
sented as shown in Figure 3. Note that the power input for the DASBox was doubled to
account for the dual marine impellers.

Croughan et al. determined that the area of cell damage begins when the eddy length
decreases below 2/3 of the microcarrier diameter and an eddy length below 100 µm leads to
rapid cell death [16]. These regions are marked in orange and red, respectively, in Figure 3.
The DasBox was inoculated using an agitation rate of 150 RPM, allowing for even coverage
and providing a low shear environment for them to develop a more robust attachment.
In contrast, inoculation at 70 RPM in the spinner flask, an agitation point located within
the cell damage region, leads to an inhomogeneous distribution of cells because of the
increased shear. While the eddy length for 250 RPM in the DASBox bioreactor lies within
the damage zone, the cells were able to withstand the shear. However, these conditions
would most likely lead to negative effects if maintained for prolonged periods of time. The
300 RPM condition in the DASBox, another agitation point within the cell death region,
leads to rapid cell loss. This is not surprising because at this agitation rate the eddy length
is below 100 µm which is associated with cell death on microcarriers [16].

These values provided the limiting operating configurations for the spinner flasks and
the bioreactor systems. Namely, inoculation should be at an agitation rate below the cell
damage zone, 70 RPM for the spinner flask, and 233 RPM for the DASBox. Increases in
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agitation up to 250 RPM in the DASBox can be tolerated, but prolonged exposure would
most likely be detrimental. Finally, an agitation rate of 300 RPM and greater in the DASBox
would shear cells off the microcarriers and result in cell death.
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3.3. Triple Transfection of Cells Adherent on Microcarriers for AAV Production
3.3.1. Mass Transfer Considerations for Microcarrier Based Transfections

Mixing during transfection improves the mass transfer between the bulk culture
medium and the cells in comparison with static transfection. Thanks to the agitation, the
PEI-DNA polyplexes only need to diffuse through a small film layer surrounding a particle
instead of the liquid height to reach the cell surface. This causes a local increase in the
concentration of PEI and DNA on the cell surface and could be a possible explanation of
the improved nanoparticle uptake by cells under shear [10]. This local concentration can be
calculated using the results from the shear studies performed in Section 3.

The Sherwood number represents the ratio of the convective mass transfer to the
diffusive mass transfer and can be used to compare the relative effects of the different
transport phenomena. Using the correlation in Equation (4), the Sherwood number, Sh, can
be calculated for the case of microcarriers [23].

Sh = 2 + 0.4

(
ε ×

d4
p

ν3

) 1
4

× Sc
1
3 where Sc =

ν

D f
(4)

ε: energy dissipation per mass (W kg−1), ν: kinematic viscosity of the fluid (m2 s−1),
dp: microcarrier diameter (m), D f : diffusion coefficient of the PEI-DNA complex (m2 s−1),
Sc: Schmidt number (–).

Using the Sherwood number from Equation (4), the normalized concentration of a
chemical species on the surface of a microcarrier can be estimated for different cellular
uptake rates [24] as follows;

XN =
Xb − Xc

Xb
=

ψ × Rc × dp

D f × Xb × Sh
(5)

XN : normalized surface concentration (–), Xb: concentration in the bulk (mol L−1),
Xc: concentration on the surface (complexes m−3), ψ: surface coverage of cells per unit area
(cells m−2), Rc: cell-specific reaction rate (complexes cell−1 s−1).
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The concentration of PEI-DNA complexes was estimated by assuming a polyplex
density similar to that of a protein, as studied in [25], and a polyplex radius of 300 nm,
which was the average radius for a 5 min incubation reported in [26]. Equation (5) shows
the normalized polyplex concentration as a function of the cell-specific complex uptake rate
for a spinner flask operating at 50 RPM. Here, the cell-specific uptake rate was an estimate
based on observations in several reports that the PEI-based transfection is complete after a
maximum of 4 h, corresponding to an uptake rate of 0.01 complexes cell−1 s−1 [26–29].

The normalized concentration, see Equation (4), indicates the percentage decrease
from the bulk concentration, where a normalized concentration of 5% means that the
surface concentration is 95% of the bulk (100% − 5% = 95%). The normalized concentration
gives an indication of where the majority of the mass transfer resistance lies. This is best
illustrated by looking at the extreme case where the normalized concentration is either 1
or 0. When the normalized concentration is 1, this means that the surface concentration is
0, which can only be the case when the uptake rate of the cell greatly exceeds the transfer
rate, i.e., the cell instantly takes up any polyplex that reaches the cell surface. Conversely,
when the normalized concentration is 0, the concentration at the cell surface is equal to the
bulk concentration, i.e., the transfer to the cell surface greatly exceeds the cells’ ability to
take up the polyplex Figure 4 shows that at the relevant uptake rates of between 0.01 and
0.05 complexes cell−1 s−1, the surface concentration (100%—normalized concentration) of
the PEI-DNA complexes is between 75% to 95% of the bulk concentration. This means that
the transport rate to the surface exceeds the uptake rate.
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Figure 4. Theoretical normalized concentration of PEI-DNA complexes, calculated by Equation (5),
as a function of the cell-specific polyplex uptake rate for a polyplex radius of 300 nm in a spinner flask
stirred at 50 RPM. The cell-specific uptake rate was estimated based on PEI transfection completion
obtained after a maximum of 4 h, corresponding to an uptake rate of 0.01 complexes cell−1 s−1. The
PEI-DNA complexes concentration was estimated by assuming a polyplex density similar to that of a
protein, and a polyplex radius of 300 nm, which was the average radius for a 5 min incubation.

The internalization mechanism mediated by heparin sulfate proteoglycans (HSPG)
has been shown to affect the transfection efficiency of CHO cells, with lower numbers of
HSPG binding sites resulting in lower transfection efficiency [30]. In addition, Mozley et al.
showed that the rate of polyplex internalization was linked with the regeneration rate of
HSPGs [30]. Therefore, if the rate of polyplex delivery to the cell exceeds the rate of this
uptake mechanism, the polyplexes could either be internalized through another mechanism
or be altered by the conditions in the culture; both will affect the transfection. It is then
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important to consider not only the overall amount of DNA that is added but also the
concentration of DNA at transfection.

3.3.2. Transfection in Spinner Flasks

HEK293T cells immobilized on Cytodex 3 microcarriers were transfected at two differ-
ent DNA concentrations. Both DNA concentrations were chosen based on the preliminary
transfection experiments in a static T-flask. The first condition was a final DNA concentra-
tion of 5.72 µg mL−1 and the second concentration was taken identical to the static experi-
ment, 11.44 µg mL−1. The cell density at the time of transfection was 1.4 × 106 cells mL−1

two hours post-transfection (2 hpt) the volume was increased from 25 mL to 50 mL, diluting
the cell density down to 0.7 × 106 cells mL−1. Both vessels were sampled daily, and the
supernatant was used to transduce CHO cells to evaluate the production of biologically
active AAV vectors. Figure 5a shows the fraction of transduced CHO cells as a function of
the hours post-transfection (hpt).
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Figure 5. Effect of DNA concentration on the transfection of HEK293T cells immobilized on Cytodex
3 microcarriers in 125 mL Bellco spinner flasks, measured by transduction assays of CHO cells
using supernatant samples harvested at various times from the spinner flasks with a cell density at
transfection of 1.4 × 106 cells mL−1; spinner flask 1 and 2 had final DNA concentrations of 5.72 µg
DNA mL−1 and 11.44 µg DNA mL−1, respectively. (a) Fraction of transduced CHO cells from
supernatant samples at selected points post-transfection and (b) Total number transduction units
produced in both spinner flasks, calculated from Equation (6).

It can be seen in Figure 5a that twice as many CHO cells were transduced when
using the supernatant from the highest DNA concentration, indicating that doubling the
DNA concentration generated production of twice the amount of active AAV vectors. This
suggests that at a concentration of 11.44 µg DNA mL−1 the polyplex uptake mechanisms
were not saturated. As a matter of fact, in case the uptake mechanisms had been saturated,
the increase in the transduced fraction would have been smaller than the increase in DNA.
It also indicates that the other mechanisms for AAV production were not saturated for
this same reason. The latter condition, providing a superior outcome, was selected for
further studies.

To quantify the number of active virus particles obtained at 114 h post-transfection
the supernatants from both spinner flasks 1 and 2 were used to perform a Tissue Culture
Infectious Dose 50 assay, TCID50 assay, in which the supernatant samples were serially
diluted and used to transduce CHO cells. Figure 6a,b represent, for transfected DNA
concentrations of 5.72 µg mL−1 and 11.44 µg mL−1, the number of transduced CHO cells as
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a function of supernatant volume used in the serial dilution. When volumes up to 0.25 mL
of supernatant i.e., high dilutions, were used in the transduction assay, the amount of
transduced cells increased linearly with the supernatant volume. In Figure 6a,b, lines fitted
for this range of volume supernatant were drawn. The slopes of the values in the linear
range of Figure 6a,b represent the change in the number of transduced CHO cells given the
corresponding increase in the volume of supernatant added, in other words, it is a direct
quantification of the concentration of active AAV in the supernatant. These slopes can be
expressed in transduction units per milliliter [TU mL−1], where one transduction unit is able
to infect and cause one CHO cell to become GFP positive, and are 1.358 × 105 [TU mL−1]
and 2.143 × 105 [TU mL−1] for spinner flasks 1 and 2 respectively.
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Figure 6. TCID50 assay of supernatant samples harvested 114 h post-transfection from HEK293T cells
immobilized on Cytodex 3 microcarriers transfected in 125 mL Bellco spinner flasks at a final concen-
tration of (a) 5.72 µg DNA mL−1 or (b) 11.44 µg DNA mL−1 and a cell density of 1.4 × 106 cells mL−1,
corresponding to spinner flasks 1 or 2 of Figure 5a; supernatant samples were serially diluted and
used to transduce CHO cells. The number of transduced cells increased with the supernatant volume
until the number of cells used for the transduction was reached, leading to asymptotic behavior.

As can be seen in Figure 6a,b, the total amount of transduction units, measured by the
TCID50 assay, increased with the total number of transduced cells. This increase was linear
for the lower values but approached an asymptote when the total number of transduced
cells (y-axis) approaches the number of cells used for the assay. This behavior is expected as
it would be impossible to transduce more than the number of cells in the assay. In Figure 7,
the titers calculated in the TCID50 assay were used to plot the total amount of transduced
CHO cells vs. the total number of transduction units given in the transduction assay for
both DNA conditions.

The data in Figure 7 fits a model with the function

y =
b × x
(a − x)

(6)

where x is the total number of transduced cells and y is the total number of transduction
units with the parameters a = 128,900 and b = 107,100 determined by linear regression.

This relationship can be used to evaluate the number of transduction units from a
CHO transduction assay culture, providing the titer of active AAV’s. Figure 5b shows the
total amount produced for both DNA conditions. The trend is very similar to the fraction
of transduced cells, which is expected given that the same assay protocol was used for
both assays.

123



Processes 2022, 10, 515

This equation is specific for the transduction protocol used in this work and will most
likely need to be recalibrated if parameters such as the medium containing the AAV, the cell
number for the transduction, or the cell type are changed. It remains, however, extremely
useful to monitor the titer of AAV during process changes.
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3.3.3. Transfection in Bioreactor

The successful transfection of cells on microcarriers in spinner flasks showed that
microcarrier cultures can be an effective tool to scale up AAV vector production for adherent
cells. However, it was observed that shear could play a critical role in this process and
therefore had to be taken into account in the up-scaling. To evaluate the importance of
this factor on AAV production, a set-up mimicking a large-scale reactor was used. In the
present study, a 150 mL DASbox bioreactor was operated with a perfusion system based on
a sedimentation tube from which supernatant was pumped to the harvest tank while the
microcarriers were retained in the bioreactor.

To limit the damage caused by shear, a rate of 175 RPM was used to closely mimic
the conditions in the spinner flask at 50 RPM. While the DASBox operated slightly above
the Njs, according to Figure 3, the Kolmogorov eddy length for the DASBox at 175 RPM
was well below the cell damage zone and was similar to the shear environment in the
spinner flask at 50 RPM. In these conditions, the Sherwood numbers (Equation (4)), or the
ratio of convective mass transfer to diffusive mass transfer, were 35.71 for the DASBox
(150 mL) and 33.00 for the spinner flask (50 mL). These values are similar, indicating that
the mass transfer of the polyplexes to the surface of the cells was similar in these systems.
In addition to the Sherwood numbers, the other variables of Equation (5) used to determine
the normalized concentration gradient of the PEI-DNA complex were also similar in both
systems. It was thus expected that the normalized surface concentrations of polyplex were
similar between the spinner flask and DASBox.

Cells at a density of 1.5 × 106 cells mL−1 were transfected in the DASbox bioreactor
with a final DNA concentration of 11.44 µg mL−1. Before transfection, the agitation was
stopped, allowing the microcarriers to sediment; after which, 113 mL of supernatant was
removed and 43 mL of polyplex mixture was added under agitation. Two hours post-
transfection, 75 mL of fresh medium were added to restore the volume in the reactor to
150 mL. After transfection, samples were taken daily and the supernatant was used to
evaluate the AAV production by transducing CHO cells, see Figure 8.
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ever, the productivity of the bioreactor was consistent with the spinner flasks. The total 
number of transduction units produced in the bioreactor was four times larger than the 

Figure 8. Transduction assay results of CHO cells using supernatant samples harvested at various
time points from HEK293T cells immobilized on Cytodex 3 microcarriers after transfection at a final
DNA concentration of 11.44 µg DNA mL−1 in a 150 mL DASBox bioreactor operated in perfusion
with a cell density at the time of transfection of 1.5 × 106 cells mL−1; results indicated a stable AAV
titer until day 4 followed by a decrease due to an increase of the perfusion rate.

It was observed that about 15% to 20% of the cells produced GFP when transduced
with supernatant taken at days 2, 3, or 4 post-transfection, after which, the titer decreased
steeply. The decrease in AAV titer on day 5 of the experiment was due to the perfusion rate
being increased in the experiment and thus diluting the AAV.

Using the correlation of Equation (6) between the total number of CHO cells trans-
duced and the total amount of transduction units, it is possible to calculate the accumulated
volumetric productivity of the reactor, shown in Figure 9.
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Figure 9. Total accumulated transduction units produced in the DASBox bioreactor operated in
perfusion with a working volume of 150 mL and transfected with 11.44 µg DNA mL−1, indicating
that AAV was produced until the last day, day 5.

The total accumulated AAV production in the reactor was continuously increasing
until day 5, after which the culture was terminated. The spinner flasks started at a low level
of expression that increased exponentially over time, Figure 5b; whereas in the DASBox,
the production increased linearly. The different production behaviors could be due to
the differing environments in the DASBox compared to the spinner flasks, however, the
productivity of the bioreactor was consistent with the spinner flasks. The total number
of transduction units produced in the bioreactor was four times larger than the amount
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produced in the spinner flask at the same DNA load, and used four times the volume of
media, resulting in equal volumetric productivity.

3.4. Proof of Concept Continuous Transfection

On a large scale, the transient transfection process based on PEI requires transferring
large volumes of mixed PEI and DNA which cannot be achieved in the same time frames
that small- or micro-scale operations allow. The PEI and DNA mixture must incubate for a
fixed amount of time to achieve the desired polyplex size. The time required to transfer large
volumes of liquid will affect the delivered polyplex size; as such, this critical parameter will
not be the same between the start and end of transfection in a batch reactor. Additionally,
the use of a larger tank to prepare the polyplexes will take longer to homogenously mix
and a larger distribution of polyplex sizes could occur because of the rapid condensation
reaction. To counteract this, a continuous mode was adopted in the present work for the
transfection, where a defined incubation time independent of the volume of the PEI and
DNA was set.

A plug flow reactor is suited for a continuous transfection due to its narrow residence
time distribution. To explore this concept, a continuous mixture of PEI and DNA followed
by continuous transfection is proposed as follows. At the inlet of the reactor, the PEI and
DNA are mixed, if the proper flow parameters are met, this can be achieved with a static
mixer. This mixture then flows through the reactor while the PEI:DNA complexes form.
At the outlet, the complexes exit after having incubated for a given time. This leads to a
fixed complex formation time which is equal to the residence time of the reactor and is
independent of the volume.

Furthermore, the continuous system needs to take into account the fact that the cells
are adhering to microcarriers which requires two systems.

1. One system that can continually generate microcarriers with cells with a specific cell
to bead ratio.

2. Another system to continuously transfect the cells on the inoculated microcarriers
with the PEI:DNA complex.

System (1) was achieved with a combination of a static mixer and an intermediate
stirred tank. Figure 10 shows a block flow diagram of this process.
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Figure 10. Process flow diagram of the continuous microcarrier inoculation system; D-001 and D-002
are 10 mL vessels; HV-001 to HV-004 are pinch valves; P-001 and P-002 are air pumps; S-001 to S-004
are 0.2 µm sterile air filters; ATM denotes atmosphere; DASBox bioreactor vessels are connected to
labels “Microcarriers“, “HEK293T cells“ and “Inoculated microcarriers“.
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The microcarriers and cell suspension enter the diagram at the corresponding labels
and were drawn by suction into vessels D-001 and D-002, respectively, and then the pinch
valves HV-001 and HV-003 were closed. After the vessels D-001 and D-002 were filled,
pinch valves HV-002 and HV-004 were opened and air pumped by pumps P-001 and P-002
was used to push the fluids through the static mixer into the intermediate reactor, denoted
by the label “Inoculated microcarriers”. The vessels D-001 and D-002 could hold up to
10 mL of liquid each and dispense it at a constant rate.

The static mixer shown in Figure 10 was built in-house with nine inserts made from
curved stainless-steel inserts placed in a 5 mm ID silicon tube, similar in design to a Kenics
type static mixer.

The static mixer was connected to three DASBox reactors, one contained sterile hy-
drated Cytodex 1 microcarriers at a concentration of 10 mg mL−1 in medium (labeled
“Microcarriers” in Figure 10), the second reactor had a suspension culture of HEK293T cells
at 8 × 106 cells mL−1 (labeled “HEK293T cells”), and the third reactor was the intermediate
reactor connected to the outflow of the static mixer (labeled “Inoculated microcarriers”). A
cell to microcarrier ratio of 100 was chosen which resulted in a microcarrier to cell volu-
metric flow ratio of 1:1. In two cycles, a total of 20 mL of both cells and microcarriers, for a
total volume of 40 mL, was mixed at a total flow rate of 10 mL mL−1. This flow rate was
chosen to match the maximum power input for the DASBox using a marine impeller at
250 RPM, the highest agitation rate the cells were able to withstand on microcarriers. While
this power input exceeded the limit for inoculation, the cells only experienced this stress
for a brief amount of time. The maximum power input per unit mass for the DASBox was
calculated using Equation (7) and the power input from a pipe flow was calculated using
Equation (8), derived from the Darcy-Weisbach equation.

εmax,impeller =
20 × Ne × ρ × N3 × D5

V
(7)

εtube f low =
512 ×

.
V

2 × η

π2 × d6 × ρ (8)

With εmax,impeller: Maximum energy dissipation per mass for an impeller (W kg−1),
εtube f low: energy dissipation per mass for pipe flow (W kg−1), Ne: Newton number,
0.36 for a marine impeller (–), N: rotational frequency ( s−1), D: impeller diameter (m),
V: Fluid volume (m3),

.
V: fluid flow rate (m3 s−1), η: dynamic viscosity of the fluid (Pa s−1),

d: diameter of the tube (m), and ρ: Density of the fluid (kg m−3).
Figure 11 shows a sample from the outlet of the static mixer directly after the first

cycle of 10 mL microcarriers and cells.

Processes 2022, 10, x FOR PEER REVIEW 16 of 21 
 

 

The microcarriers and cell suspension enter the diagram at the corresponding labels 
and were drawn by suction into vessels D-001 and D-002, respectively, and then the pinch 
valves HV-001 and HV-003 were closed. After the vessels D-001 and D-002 were filled, 
pinch valves HV-002 and HV-004 were opened and air pumped by pumps P-001 and P-
002 was used to push the fluids through the static mixer into the intermediate reactor, 
denoted by the label “Inoculated microcarriers”. The vessels D-001 and D-002 could hold 
up to 10 mL of liquid each and dispense it at a constant rate. 

The static mixer shown in Figure 10 was built in-house with nine inserts made from 
curved stainless-steel inserts placed in a 5 mm ID silicon tube, similar in design to a Kenics 
type static mixer. 

The static mixer was connected to three DASBox reactors, one contained sterile hy-
drated Cytodex 1 microcarriers at a concentration of 10 mg mL−1 in medium (labeled “Mi-
crocarriers” in Figure 10), the second reactor had a suspension culture of HEK293T cells 
at 8 × 106 cells mL−1 (labeled “HEK293T cells”), and the third reactor was the intermediate 
reactor connected to the outflow of the static mixer (labeled “Inoculated microcarriers”). 
A cell to microcarrier ratio of 100 was chosen which resulted in a microcarrier to cell vol-
umetric flow ratio of 1:1. In two cycles, a total of 20 mL of both cells and microcarriers, for 
a total volume of 40 mL, was mixed at a total flow rate of 10 mL mL−1. This flow rate was 
chosen to match the maximum power input for the DASBox using a marine impeller at 
250 RPM, the highest agitation rate the cells were able to withstand on microcarriers. 
While this power input exceeded the limit for inoculation, the cells only experienced this 
stress for a brief amount of time. The maximum power input per unit mass for the DASBox 
was calculated using Equation (7) and the power input from a pipe flow was calculated 
using Equation (8), derived from the Darcy-Weisbach equation. 𝜀௠௔௫,௜௠௣௘௟௟௘௥ = 20 × 𝑁𝑒 × ρ × 𝑁ଷ ×  𝐷ହ𝑉  (7)

𝜀௧௨௕௘ ௙௟௢௪ = 512 × 𝑉ሶ ଶ × 𝜂𝜋ଶ × 𝑑଺ × ρ  (8)

With 𝜀௠௔௫,௜௠௣௘௟௟௘௥: Maximum energy dissipation per mass for an impeller (W kg−1), 𝜀௧௨௕௘ ௙௟௢௪: energy dissipation per mass for pipe flow (W kg−1), 𝑁𝑒: Newton number, 0.36 
for a marine impeller (–), 𝑁: rotational frequency ( s−1), 𝐷: impeller diameter (m), 𝑉: Fluid 
volume (m3), 𝑉ሶ : fluid flow rate (m3 s−1), 𝜂: dynamic viscosity of the fluid (Pa s−1), 𝑑: diam-
eter of the tube (m), and ρ: Density of the fluid (kg m−3). 

Figure 11 shows a sample from the outlet of the static mixer directly after the first 
cycle of 10 mL microcarriers and cells. 

 
Figure 11. Image of the cell-loaded microcarriers taken at the exit of the static mixer of the continu-
ous microcarrier inoculation process as depicted in Figure 10; the scale bar represents 200 µm. 
Figure 11. Image of the cell-loaded microcarriers taken at the exit of the static mixer of the continuous
microcarrier inoculation process as depicted in Figure 10; the scale bar represents 200 µm.

127



Processes 2022, 10, 515

It can be seen that the cells have attached well and demonstrate that a continuous
stream of inoculated microcarriers can be obtained with a highly uniform distribution of
cells on microcarriers.

At the small scales used here, a fully continuous transfection would require extremely
low flow rates, on the order of µL min−1, and would thus require a specialty microfluidic
static mixer and very small diameter tubing. To alleviate this, a semi-continuous process
can be implemented; Figure 12 shows a block flow diagram of the semi-continuous process
that was developed.
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Figure 12. Block flow diagram of a semi-continuous transfection process. Microcarriers and HEK293T
cells enter the process at the corresponding labels, where they are mixed in the static mixer; after
which, the cells attach to the microcarriers. The inoculated microcarriers flow into the intermediate
reactor which has a residence time of one day. The DNA mix and PEI enter the process at the
corresponding labels where they are mixed at the given ratio in the complex formation step. The
HEK293T cells attached to the microcarriers are then transfected with the formed complex, after
which they are pumped into the production reactor.

In this process, the transfection reagents were mixed in a 100 mL Duran flask and
allowed to incubate for 5 min; then, 50 mL of inoculated microcarriers were added and
allowed to incubate for a further 5 min under gentle mixing. After this incubation, the
transfected microcarriers were pumped into the production reactor using positive pressure
from an air pump. The volume in the production reactor was kept below 200 mL. Prior
to the addition of the transfected microcarriers, 50 mL was harvested from the reactor to
maintain the volume. This process was repeated seven times over 20 days.

The long running time of this experiment would generate a large number of samples;
to cope with this increased analytical demand, an adaptation was done to the transduction
protocol presented above. The previous transduction protocol used suspension CHO
cells and analyzed the GFP expression through flow cytometry; in the modified version,
the same CHO cell type was used, but in a statically incubated 96 well plate measuring
GFP expression through a plate reader. This modified protocol benefits over the previous
transduction assay in two aspects; (i) the 96 well plate format is more conducive to the use
of conventional multichannel pipettes, increasing the throughput; (ii) using a plate reader
over a flow cytometer saves on sample preparation and running time, reducing the time
needed to analyze many samples from hours to minutes. For these reasons, most of the
samples of the semi-continuous transfection experiment were analyzed with the modified
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transduction protocol, however, at selected time points the transduction protocol used in
previous experiments was performed to harmonize the results.

The AAV production in the supernatant as measured by the previously used transduc-
tion protocol and the modified protocol can be seen in Figure 13a,b, respectively.
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Figure 13. (a) Transduction assay results of CHO cells using supernatant samples harvested at
various times during the continuous transfection, Figure 12, of HEK293T cells immobilized on
Cytodex 1 microcarriers. (b) Modified transduction assay results of CHO cells using supernatant
samples harvested at various times during the continuous transfection, Figure 12, of HEK293T cells
immobilized on Cytodex 1 microcarriers.

The results of both transduction assays in Figure 13 show that the production of
the active virus was maintained in the reactor for at least 16 days. When compared to
the previous bioreactor transfection, the fraction of transduced cells is higher, indicating
a higher titer. A drop in production was seen in the modified transduction assay after
day 6 followed by a further decrease after day 16. This latter decrease could be due to
a reduction of the transfection efficiency as the same mixing flask was used during the
whole process, possibly subjecting the transfections to an accumulation of interfering
components as some medium remained in the transfection flask after transferring the cells
to the production reactor, influencing the composition of the complexation medium and
leading to a less efficient transfection. The earlier decrease in production could be due to
medium limitations in the production reactor. Fresh medium was added to the reactor
after each transfection, but it is possible that in the altered state of virus production the
50 mL or 0.25 reactor volumes medium exchange was not sufficient. The presence of virus
production until day 16 would suggest the latter decrease in AAV production was due to a
change in transfection efficiency rather than medium limitation because medium limitation
should have caused a decrease in production at an earlier time. This experiment shows
that continuous transfection can be used to extend the production of AAV over a longer
time than a traditional batch process.

4. Discussion

Gene therapy is set to revolutionize medicine. At the forefront of viral vectors, AAV
is a leading candidate. The current roadblock for AAV is the production capacity needed
for more extensive clinical trials and, later, supplying the commercial demand. A flexible
production process is needed that can produce AAV vectors at different scales, depending
on the demand. An ideal process would need to be easily scalable from vector screening all
the way to large scale production. Adherent transfections, in addition to being a widely
used AAV production strategy at the discovery phase, provide cell-specific titers up to
15 times that of suspension cells [11,31]. Current methods based on 2D cultures suffer from
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the scalability needed to take an AAV therapy from discovery to commercial approval.
Microcarriers provide the solution to this problem. A process using microcarriers can be
readily implemented to existing transfection protocols without modification and thus does
not need extensive optimization [14]. The work presented here shows that a 2D transfection
process using T-flasks can be successfully scaled up to a 200 mL bioreactor with an effective
surface area of over 1600 cm2. A proof-of-concept continuous transfection is shown to be
possible which will be able to increase the production capacity of a microcarrier-based
system without increasing the footprint of the reactor.

The present system is a proof-of-concept showing that it is possible to continuously
transfect cells adhering to microcarriers, themselves generated by continuous microcarrier
inoculation. A fully automated transfection process could reduce the variability seen
with manual transfections. Through a greater process control, the concentration of DNA,
PEI, and perhaps even the size of the complex, could be dynamically changed to yield
the most efficient transfection. A continuous transfection system could also be used to
better understand the effect that certain medium components have on the production
of AAV, e.g., by comparing the production rates in steady states of two different media
compositions, allowing a direct comparison between both media. On the contrary, in batch
mode, the dynamic nature can convolute the effects of certain components. In addition, and
probably the most important issue for scale-up, at large-scale, a truly homogenous batch
transfection is impossible since the homogenization cannot be instantaneous. The only way
to generate a narrow distribution of PEI—DNA mixing time and therefore polyplex size, is
to use a continuous transfection.

Looking at a scaled-up process of a 2000 L reactor scale performed in batch mode, the
volume of PEI-DNA complex liquid needed to be transferred using the present transfection
protocol is at least 500 L. To transfer the entire polyplex volume under a minute requires
a pump flow of 30 m3 h−1 from a mixing tank of at least 500 L placed in close proximity
to the culture bioreactor. Importantly, mixing in a 500 L size tank is potentially not evenly
distributed, with areas of low mixing, e.g., near the impeller shaft, bioreactor wall, and
bottom and liquid surface. DNA and PEI are large molecules, with a very low diffusion
coefficient, which implies that mixing would mainly happen in the intense mixing zone,
near the impeller. In batch mixing and operation, this localized mixing adds a great deal
of heterogeneity into the amount of time the polyplexes have to react with each other and
new PEI or DNA molecules, thus leading to a wide distribution in polyplex size.

As demonstrated here, the process can instead be carried out in continuous mode.
When the involved liquid volume flow rates are larger than µL min−1, the process can
be transitioned to be fully continuous which provides easier operation and most likely
more controlled transfection conditions for the cells. At a large scale, a homogenous
single batch transfection leads to very large uncertainty, and the only way to have a
narrow distribution of PEI:DNA complexation time is to use a continuous transfection.
Furthermore, the continuous stream of inoculated microcarriers obtained here can also be
scaled-up regardless of the amount needed, achieving a highly uniform distribution of cells
on microcarriers.
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Abstract: For β-cell replacement therapies, one challenge is the manufacturing of enough β-cells
(Edmonton protocol for islet transplantation requires 0.5–1 × 106 islet equivalents). To maintain
their functionality, β-cells should be manufactured as 3D constructs, known as spheroids. In this
study, we investigated whether β-cell spheroid manufacturing can be addressed by a stirred-tank
bioreactor (STR) process. STRs are fully controlled bioreactor systems, which allow the establishment
of robust, larger-scale manufacturing processes. Using the INS-1 β-cell line as a model for process
development, we investigated the dynamic agglomeration of β-cells to determine minimal seeding
densities, spheroid strength, and the influence of turbulent shear stress. We established a correlation
to exploit shear forces within the turbulent flow regime, in order to generate spheroids of a defined
size, and to predict the spheroid size in an STR by using the determined spheroid strength. Finally,
we transferred the dynamic agglomeration process from shaking flasks to a fully controlled and
monitored STR, and tested the influence of three different stirrer types on spheroid formation. We
achieved the shear stress-guided production of up to 22 × 106 ± 2 × 106 viable and functional β-cell
spheroids per liter of culture medium, which is sufficient for β-cell therapy applications.

Keywords: spheroid strength; β-cells; diabetes; shear stress-guided production; hydrodynamic stress

1. Introduction

Diabetes involves the selective autoimmune destruction or dysfunction of insulin-
producing β-cells, located within the islets of Langerhans in the pancreas. The large
and growing number of patients living with diabetes [1] has generated interest in the
promise of β-cell therapy to restore lost β-cell mass [2]. However, β-cells have unique
characteristics and must be transplanted as spheroids to be able to exert their full biological
activity in the recipient. The β-cell spheroids are living drugs, and proper manufacturing
is an important step to bring these therapeutics into clinics. It is difficult to manufacture
sufficient β-cell numbers. The total estimated number of β-cells in the human pancreas is
~109 [3], which is the benchmark for the manufacturing process. Islets of Langerhans from
deceased donors show a high functionality, but there is a shortage of donor material, the
adult β-cells lose their functionality over time, and they cannot be expanded in vitro [4,5].
Induced pluripotent stem cells (iPSCs) can help to address the material shortage, but
iPSCs lack functionality compared with native islets and require a complex and laborious
differentiation protocol [4–6]. Various mouse and rat models have been used for diabetes
research, which led to the development of rodent β-cell lines such as RIN (rat), INS-1 (rat)
and MIN6 (mouse) [4]. However, the development of humanβ-cell lines has been hampered
by their insufficient functionality and xenotropic viral contamination [5,7–9]. Even so, β-cell
lines can be expanded in vitro over multiple passages without decreasing in functionality,
therefore, β-cell lines serve as good models for diabetes research, and the development
of manufacturing protocols for cell therapy [10,11]. The 3D cultivation of β-cell lines as
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spheroids or agglomerates (these terms are used synonymously) can enhance glucose-
dependent insulin secretion, and β-cells cultured as re-aggregated 3D structures (pseudo-
islets) show a greater viability, proliferation and functionality than individual cells [12,13].
Such agglomerates facilitate the reconstitution of the native pancreatic microenvironment,
including cell–cell interactions, the extracellular matrix (ECM), cell coupling and tight
junctions, cell polarization, and changes in gene expression triggered by bioactive molecules
and forces acting on the cytoskeleton [14–16].

A manufacturing process for cell therapy must produce uniform spheroids in suffi-
cient numbers. As mentioned above, the benchmark for β-cell therapy is to manufacture
~109 cells [3] or 1–3.2 × 106 spheroids, following the cell and islet amount within the human
pancreas [15,17]. Although the mean islet size is 140 µm [3], a major portion of islets ranges
between 20 and 50 µm (37%) [18], or 10 and 50 µm (60%) [19]. Even though the contribution
of the smaller islets to the total islet mass is small, they might be crucial for the outcome of
the transplants, as smaller islets are more robust against hypoxic conditions [20]. Ultimately,
this results in an increased functionality, as shown for islets < 100 µm in comparison with
islets > 250 µm [21–23], therefore, we aim to manufacture spheroids between 20 and 100 µm.
Small-scale systems, such as microtiter plates, can generate enough spheroids for research
purposes, but they are labor-intensive and vulnerable to contamination, they lack process
control, and they are difficult to scale up to produce sufficient cell quantities for clinical
applications. Some groups address the scale-up issue by using spinner flasks [24–27] or
rotating wall vessel reactors (RWVRs) [22,28], which enable a limited degree of process
control and increase the manufacturing scale up to 500 mL. However, these systems achieve
improper mixing and have limited possibilities to adjust the spheroid size. Our literature
search did not reveal any reports regarding the large-scale (1 L or more) or stirred-tank
bioreactor (STR) related expansion of β-cell spheroids, but STR results were found for
other cell types (mainly iPSCs). Table 1 summarizes the critical aspects of the dynamic
production of spheroids with different cell types in relation to our presented theoretical
background (see Supplementary). STRs are fully controlled bioreactor systems, which
allow the establishment of robust, larger-scale manufacturing processes. STRs also facilitate
the online monitoring and control of process parameters such as O2, pH, temperature, and
biomass (the latter by dielectric spectroscopy). STR processes can also be automated and
are scalable up to 6000 L (single-use and multi-use systems). Particularly, the scale-up
of β-cell manufacturing is a crucial step. When transferring bioprocesses to larger scales,
mass transport problems often occur and become process-limiting, which could not be
observed or were negligible on a small scale. To avoid process limitations, a correct scale-up
strategy is needed, for which the similarity theory provides good service. This theory
uses dimensionless numbers (such as the stirrer power number, NP, or the Reynolds num-
ber, Re) for the description of a physical–technical behavior of the manufacturing system
(e.g., the STR), which is to be maintained constant during the transition to another scale, so
that the physical similarity remains [29]. In the context of β-cell spheroid manufacturing,
we see STRs as a potent choice of scalable bioreactor systems, as STRs provide geometric
similarity (ds/DT, HL/DT, dS/dH,) at different scales, and the development of a turbulent
flow, which enables a constant NP and the admissible application of Kolmogorov’s theory
of isotropic turbulence (see theoretical background or [30]).

Although we consider the STR as a proper system for β-cell spheroid manufacturing,
we must be aware of the fact that the formation of cell agglomerates differs from the
formation in static culture systems. Agglomeration in static cultures involves the self-
assembly of cells in hanging drops or parabolic wells with cell-repellent surfaces [31]. In
contrast, in an STR, the cell agglomeration requires collisions between cells to establish
cell–cell connections, facilitated by protein-mediated adhesion forces on the cell surface.
Cell agglomeration progresses, until the hydrodynamic forces become too high to support
further cell attachments to the spheroid. A steady state is reached when the spheroid
strength (the total of all cell adhesion forces within the spheroid) equals the hydrodynamic
forces in the culture medium.
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We aim to develop a large-scale STR-based production process for viable and func-
tional β-cell spheroids, allowing the production of large numbers of spheroids within
a defined size range of 20 to 100 µm. The term “large-scale” has no precise definition,
but we aimed to scale up our process to a working volume of 1 L, which is 100-times
higher than the volume of RWVRs, and repeatedly higher than comparable processes with
iPSCs (Table 1). We used the INS-1 as our model β-cell line to develop this process. We
used shaking flasks as a screening platform to characterize the behavior of INS-1 β-cells
in a turbulent flow regime, and to determine the minimal seeding density and spheroid
strength. We then used the spheroid strength (equaling the sum of the bonding forces
between adjacent cells mediated by membrane proteins [30]) to predict the spheroid size in
the STR. Furthermore, we investigated the influence of the stirrer design by testing three
stirrer types with different pumping directions (axial, axial/radial and radial), stirrer-swept
volumes, and maximum energy dissipation to mean energy dissipation ratios. Finally, we
scaled up from the shaking flasks to the STR by keeping the energy dissipation constant.

2. Materials and Methods
2.1. Cells and Culture Medium

We used the rodent β-cell line INS-1 (kindly provided by Sebastian Hauke from
European Molecular Biology Laboratory, Heidelberg, Germany), which originated from
a Simian virus-induced rat insulinoma. Pre-cultures, prepared in RPMI 1640 medium
(Biochrom, Berlin, Germany) and supplemented with 10% (v/v) fetal bovine serum (FBS)
and 0.05 M 2-mercaptoethanol (Carl Roth, Karlsruhe, Germany), were incubated at 37 ◦C
in a 5% CO2 atmosphere. The cells were seeded with 5 × 104 cells cm−2 into 25–175 cm2

T-flasks (Sarstedt, Nuembrecht, Germany) and cultured to a confluence of 80–90%. Before
passaging, the cells were observed by microscopy to ensure the absence of morphological
defects and contamination. The cells were washed once with 0.3 mL cm−2 phosphate-
buffered saline (PBS, Biochrom) before detachment with 0.012 mL cm−2 trypsin (Biochrom)
for 5–7 min at 37 ◦C. After detachment, premature agglomeration was avoided by omitting
centrifugation. Although the INS-1 cell line was robust, we did not exceed a passage
number of 35.

2.2. Static Spheroid Formation

Static 3D cultures as spheroids were generated in 96-well plates (U-bottom) with
a cell-repellent surface (Greiner, Kremsmünster, Austria). The INS-1 were seeded at
103 cells per well, where the cells were forced into agglomeration by the parabolic shape.
The working volume was 200 µL, and a 50% medium exchange was performed every other
day. Daily imaging of the spheroids was used to determine the diameter and circularity,
while staining with calcein/ethidium was used to determine the viability. Each experiment
was performed in 12-fold biological replicates.

2.3. Shaking Flask Cultivation

Preliminary experiments were carried out in shaking flasks at 37 ◦C in a 5% CO2
atmosphere. We used 100-mL shaking flasks with a working volume of 20 mL. The shaking
flasks had an inner diameter of 0.064 m, and four baffles. For all experiments, we used the
same Celltron shaking plate (Infors HT, Bottmingen, Switzerland) with an eccentricity of
2.5 cm and varying rotational frequencies. The cells were inoculated with a seeding density
of 5 × 105 cells mL−1. Daily samples were stained with calcein/ethidium to test viability,
and an image-based analysis of the particle distribution was carried out as described below.

2.4. Production of Spheroids in a STR

For the large-scale production of β-cell spheroids, we used the Labfors 5 Bioreactor
system (Infors HT). The bioreactor tank had an inner diameter of 0.115 m and a dished bot-
tom. The working volume VL was 1 L, resulting in a ratio of liquid height to tank diameter
of HL/DT = 1. We used three different stirrer types: a 30◦ three-segment pitched-blade
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stirrer (30◦-3-SPB), a 45◦ three-segment pitched-blade stirrer (45◦-3-SPB), and a Rushton
turbine (Table S1). To achieve a constant mean energy dissipation of ε = 35 kW kg−1 in each
STR run, the stirrer speed for the 30◦-3-SPB was 183 rpm, for the 45◦-3-SPB it was 141 rpm,
and for the Rushton turbine it was 162 rpm. The STR was equipped with process analytical
technology, including a temperature probe, a pH probe, a dissolved oxygen (DO) probe,
and a dielectric spectroscopy probe (all from Hamilton Germany). During cultivation, the
temperature was maintained at 37 ◦C, the pH was regulated by gassing with CO2 or the
addition of 1 M NaOH, and the DO concentration was kept above 40% by discontinuous
submersed gassing (sparger). A DO of 100% represents oxygen-saturated culture medium
(without cells) at 37 ◦C, the corresponding stirrer speed, and 100 mL min−1 continuous
submersed gassing with air. Every 12 min, the permittivity (correlating with viable biomass)
was measured inline at 1000 kHz, combined with a frequency scan of 300–10,000 kHz. The
four installed probes, the shaft guide, the sparger, and the pipes for sampling and harvest
were used as baffles, and this was sufficient to achieve complete baffling [35]. After the
sterilization of the bioreactor, pre-cultured cells in multiple T-175 flasks were harvested,
using trypsin. The cells were in the exponential growth phase and not overgrown. As
above, we avoided centrifugation to prevent a premature agglomeration. The seeding
density in the STR was 5 × 105 cells mL−1. The cells were stained with calcein/ethidium to
test their viability, and an image-based analysis of the particle distribution was carried out
as described below.

2.5. Calcein/Ethidium Staining to Analyze Particle Count, Size, Circularity, and Areas of Green
and Red Particles

We used the LIVE/DEAD Viability/Cytotoxicity Kit (Invitrogen (Waltham, MA, USA),
Thermo Fisher Scientific (Waltham, MA, USA)) containing calcein AM and ethidium
homodimer 1. Calcein AM is a true live stain that detects intracellular esterase activ-
ity, and ethidium homodimer 1 intercalates into DNA to detect dead cells. The cells were
stained without washing steps to prevent cell/spheroid loss. After sampling, five technical
replicate (100-µL) samples were transferred to flat-bottom 96-well plates. The staining solu-
tion was added directly to the sample (final concentration = 2 µM calcein/ethidium) and
incubated for 30 min at 37 ◦C. No washing steps were applied to prevent cell/spheroid loss.
The samples were analyzed using a Cytation3 (BioTek Instruments, Winooski, VT, USA).
The fluorescent cells and spheroids in entire wells were captured by acquiring multiple
images at 10× magnification. The particle count, size, circularity, and areas of green and
red particles were determined, using Gen5 v2.07.17 to assess cell viability.

2.6. Particle Size Distribution

Image analysis was restricted to the size range 0–300 µm. To distinguish between
single cells and spheroids, we set the threshold to 20 µm. All counts <20 µm were defined
as single cells, whereas all counts >20 µm were evaluated as spheroids. The size of the
particle distribution was expressed using the Sauter diameter d32 as shown in Equation (1):

d32 = 6·∑
VSph

∑ SSph
(1)

where SSph represents the surface of the spheroids. We found that the Sauter diameter
d32 described the size distribution of the spheroids very well compared with the mean
diameter, median and modus.

We compared the progression of the single cell and spheroid counts of the culture
period in addition to the spheroid distribution (20–300 µm) by constructing box plots,
showing the median, mean, minimum (1%) and maximum values (99%). The span width
of the spheroid distribution within the margin of 1 to 99% was used to compare the width
of the particle distributions from different cultures.
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2.7. Assessment of Viability

The viability of the whole sample was determined from the respective green Agreen and
red Ared areas. Hereby, we discriminated between the areas according to our determined
size ranges to determine the viability of the single cells (areas of the size range: 0–20 µm),
the spheroids (areas of the size range: 20–300 µm) or the total viability (areas of the size
range: 0–300 µm) using the following Equation (2):

Via =
Agreen

Agreen + Ared
∗ 100 (2)

2.8. Determination of Growth Rate and Expansion Factor

The size of the viable spheroids was used to determine the volume growth rate µVol
of the spheroids. We assumed that the spherical volume of the spheroids increases due to
the exponential cell growth within the spheroids, and that the cells are constant in volume.
This leads to the correlation shown in Equation (3):

µVol =
ln
(

VSph,2

)
− ln

(
VSph,1

)

t2 − t1
(3)

where VSph corresponds to the spheroid volume at time point t.
The resulting volume doubling time tD,Vol can be calculated as shown in Equation (4):

tD,Vol =
ln(2)
µVol

(4)

The volume expansion factor VEx can be expressed as shown in Equation (5):

VEx =
VSph,2

VSph,1
=

d3
Sph,2

d3
Sph,1

(5)

2.9. Assessment of β-Cell Functionality

The glucose-dependent insulin secretion of the β-cell spheroids was measured by
exposing the cells to varying glucose concentrations, and measuring the secreted insulin.
After sampling, three technical replicates of 500 µL were washed twice with PBS to remove
the culture medium and possible insulin residues present in FBS. The cells were then
incubated in 500 µL medium lacking FBS, but containing 1.1 mM glucose for 40 min at
37 ◦C. The supernatant was removed, centrifuged, and stored at −20 ◦C for analysis
(sample for basal insulin secretion). We then added 500 µL of medium lacking FBS, but
containing 16.7 mM glucose for 20 min at 37 ◦C. The supernatant was removed, centrifuged,
and stored at −20 ◦C for analysis (sample for acute insulin secretion). The insulin in the
supernatants was analyzed, using a rat insulin ELISA kit (DRG Instruments, Marburg,
Germany). The samples were measured in duplicate and evaluated within the ELISA
working range, using a four-parameter logistic curve.

2.10. Statistical Analysis

If not stated otherwise, all experiments were performed as three independent runs,
and presented as mean value ± standard deviations (STDV). For statistical analysis, the
following were applied: (1) two groups: Student’s t-test, (2) for more than two groups: a
one-way ANOVA followed by a post-hoc analysis using Bonferroni correction. Intervals of
significance were indicated as follows: * p < 0.05, ** p < 0.01, and *** p < 0.001.
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3. Results and Discussion
3.1. Differences in Static and Dynamic Formation of INS-1 Spheroids

To gain an initial insight into the differences of the static and the dynamic forma-
tion of spheroids, we used cell-repellent 96-well plates as a static system, and baffled
shaking flasks as a simple dynamic system, compatible with established models of power
consumption [36,37]. Under static conditions, we determined INS-1 agglomerates after 24 h,
having 181 ± 3 µm in diameter with a circularity of 0.92 ± 0.05. Under dynamic conditions,
we determined the agglomeration of INS-1 cells within 24 h, producing spheroids with a
Sauter diameter d32 = 94 ± 12 µm and a circularity of 0.65 ± 0.02 (Figure 1). Dynamic and
static spheroid formation occurred at similar rates, but the circularity of the static spheroids
was significantly (*** p < 0.001) higher. The volume growth rate µVol of 0.14 ± 0.04 d−1 and
tD,Vol = 5.0 ± 1.4 d for dynamic spheroid formation was significantly (** p < 0.01) lower than
the corresponding values for static cultures (µVol = 0.327 ± 0.013 d−1, tD,Vol = 2.12 ± 0.08 d).
The dynamic growth of spheroids is likely to be restricted by surface erosion, as growing
cells in the outer layer are sheared off and/or collide with/adhere to suspended single
cells or smaller agglomerates. Spheroids in the size range of 59–269 µm were reported
to form after 7 d in shaking cultures of the β-cell line RIN-5F, while maintaining β-cell
functionality [38]. The method was not characterized in detail. Based on the information
provided, we assume that the cells were not limited by hydrodynamic forces, thus allow-
ing a continuous spheroid growth. Our static spheroids developed a necrotic core and
dropped to ~50% viability after 24 h due to mass transfer limitations, whereas the viability
of spheroids formed in a dynamic culture was always close to 100% (except some single
cells within the spheroids) regardless of their size (up to 200 µm). Similarly, agglomerates
of the rodent β-cell line MIN6 were produced after 2 d in static culture dishes and spinner
flasks. Although the spheroid concentration remained constant while they grew from 100 to
400 µm, a dense necrotic core formed in the static spheroids (viability ~65%), whereas those
in the spinner flasks maintained ~85% viability [26]. The spheroids in the dynamic culture
were also characterized by a lower lactate dehydrogenase and caspase activity, and lower
detected levels of fragmented DNA, using the TUNEL assay [26].
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Figure 1. Comparison of spheroid structures. Left panels show INS-1 spheroids produced in static
96-well plates with cell-repellent surfaces. These spheroids developed a necrotic core, seen as a denser
area in the bright field image (upper), and the corresponding red area by live/dead staining (lower).
Right panels show highly viable spheroids produced in dynamic shaking flask cultures.
Scale bar = 100 µm.
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3.2. Influence of Seeding Density on INS-1 Spheroid Formation in Shaking Flasks

Next, we investigated relevant process parameters such as seeding density, turbulence
working range, and spheroid strength in shaking flasks. We tested seeding densities from
1 × 104 to 1 × 106 cells mL−1. At values between 1 × 105 and 6 × 105 cells mL−1, we
observed a plateau of a spheroid size with a narrow size distribution (d32 = 63 ± 5 µm) and a
rapid spheroid formation (within 24 h) and, therefore, defined 1 × 105 to 6 × 105 cells mL−1

as our working range. At values below 1 × 105 cells mL−1, agglomeration was inhibited
(d32 = 29 ± 7 µm, ** p < 0.01), whereas values above 6 × 105 cells mL−1 generated larger
spheroids (d32 = 82 ± 3 µm, ** p < 0.01) due to further visible agglomeration of the spheroids
themselves. The seeding density is not only important for a dynamic spheroid formation,
but also affects the functionality of the β-cells, which is dependent on the cell number
in each spheroid. For example, when spinner flasks were used to form spheroids from
primary neonatal porcine pancreatic islet cells at different seeding densities, low values
(6.3 × 103 and 5 × 104 cells mL−1) reduced the number of aggregates, whereas the highest
value (1.3 × 105 cells mL−1) increased the number of islet-like aggregates containing
insulin-positive cells [25]. The positive effect reflected the increase in cell–cell interactions
at higher seeding densities. Our chosen working range also matches the values reported
for other cell types that grow as spheroids (Table 1), including iPSCs [39,40]. We therefore
carried out all subsequent experiments with a seeding density of 5 × 105 cells mL−1.

3.3. Influence of Power Input on INS-1 Spheroid Formation in Shaking Flasks

The development of a turbulent flow regime is necessary for the scale-up of the
INS-1 spheroid formation process in a STR. Based on earlier models [36,37], we calculated
a Reynolds number of Re = 104 (fully developed turbulence) in the shaking flasks at a
frequency of 100 rpm. We investigated the spheroid formation at shaking frequencies in
the range between 90–130 rpm, and correlated the spheroid size to the power input. We
observed a linear decrease in the spheroid size between 100–120 rpm (corresponding to
35–60 W m−3), combined with a narrow span width of the spheroid distribution of 85 ± 28 µm,
where we anticipated the turbulent flow regime. Spheroids produced with an increased
power input (and thereby increasing hydrodynamic forces) showed the anticipated and
significant (** p < 0.01) decrease in size from d32 = 86 ± 6 µm at 100 rpm to d32 = 44 ± 5 µm at
120 rpm (Figure 2). An increasing stirrer speed also reduced the size of hPSCs spheroids [34]
and, similar to our results, the viability of the spheroids remained high, although increasing
shear forces led to a surface erosion and the loss of cells from the spheroid surface. Therefore,
we determined an increasing amount of dead single cells with an increasing power input
(35–60 W m−3). In relation to 100 rpm, spheroids produced under non-turbulent conditions
(90 rpm, 28 W m−3) were twice as large on average (d32 = 168 ± 4 µm, ** p < 0.01) and were
distributed over a broader size range (span width: 232 ± 24 µm), whereas no spheroids were
formed at 130 rpm (=74 W m−3) and the size distribution represented the profile of a single-
cell suspension (d32 = 10 ± 3 µm, ** p < 0.01). Moreover, the efficiency of spheroid formation,
represented as the number of formed spheroids in relation to the total cell number (Figure 2),
fell to low values of 6% and 5% at 90 and 130 rpm, respectively. Within the turbulent range
(100–120 rpm), the spheroid formation efficiency increased to 27% (110 rpm). These data
agreed with the spheroid formation theory discussed in the supplementary, which we
adapted from particle systems such as clay, latex, and glass [41–46]. Based on the ratio
dSph/λ, we concluded that the INS-1 spheroid formation process reached a steady-state
diameter that reflected the shear forces of the corresponding eddies acting on the spheroid
surface. This assumption is supported by the decreasing spheroid size as the power input
increases. The spheroid size is, therefore, limited by the Kolmogorov eddy size, which can
also be described as the equilibrium between kinetic energy in the culture medium and the
bonding energy of the spheroids.
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(the number of formed spheroids in relation to the total cell number; red dots) supported the turbu-
lent range from 100 to 120 rpm with an increased efficiency above 20%. 
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Figure 2. Spheroid size (d32, black squares) from dynamic cultivation in shaking flasks (n = 3, error
bars represent STDV). Spheroids produced with a power input lower than the gray highlighted
working range (35–60 W m−3; 100–120 rpm) were twice as large, whereas increasing shear forces
reduced the steady-state size until agglomeration was prevented at a P/V of ≈75 W m−3 (130 rpm).
An increase in power input displaced cells from the spheroid surface, leading to greater numbers of
suspended dead singe-cells (blue triangles) in the supernatant. The spheroid formation efficiency (the
number of formed spheroids in relation to the total cell number; red dots) supported the turbulent
range from 100 to 120 rpm with an increased efficiency above 20%.

3.4. Determination of INS-1 Spheroid Strength in Shaking Flasks

The spheroid strength is an essential parameter in our process, so we estimated the
value in shaking flask experiments. The spheroid strength is influenced by the strength and
number of bonds (Fad) between cells, the size and shape of the cells, and the compaction of
the spheroid. The particle analysis and wastewater treatment literature provide multiple
approaches to determine spheroid strength [41,44,47,48], which we adapted for the INS-1
spheroids. These methods are based on the relationship between the power input/energy
dissipation and the corresponding floc/spheroid diameter, thus distinguishing between
agglomerate splitting by tensile forces, and surface erosion due to shear forces. However,
we are aware that the agglomeration of non-biological particle systems is enabled by
polymers or electrostatic interactions, whereas the agglomeration of cells is also based on the
interaction between surface proteins (such as integrins and cadherins) on adjacent cells [49].
This is a highly variable precondition for different cell types and even for the same cell type,
because the expression of surface proteins on cells can change during growth, senescence,
and differentiation, and can be influenced by cultivation and harvesting methods.

Because there is no standardized procedure to evaluate spheroid strength, we pro-
duced spheroids within the turbulent working range under increasing power input, and cor-
related the steady-state spheroid size (after 24 h) with energy dissipation (Figure 2). We ap-
plied the following method [41,50] to describe the steady-state diameter d using Equation (6):

d = CAgg·G−γ (6)
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where CAgg is the strength of the agglomerate (here, spheroid strength), γ is the stable
agglomerate size exponent, and the shear rate G is defined using Equation (7):

G =

√
ε

ϑL
(7)

We calculated for the exponent γ a value of 2.8 (R2 = 0.99) over the linear region of
the equation. The exponent γ provides insight into the agglomeration behavior of the
INS-1 spheroids: γ values of ~0.5 indicate fragmentation by tensile forces, whereas γ > 2
suggests surface erosion [50]. This fits to our data shown above that the increasing amount
of dead single cells with increasing power input (35–60 W m−3) is the result of surface
erosion and the loss of cells from the spheroid surface.

We finally calculated a strength of 325 ± 5 N m2 for the INS-1 spheroids. Our spheroid
strength was similar in magnitude to monolayer cells interacting with planar surfaces.
Here, the cells also attached to the surface via surface proteins such as integrins, and
the sum of Fad corresponded to the attachment strength. A single fibroblast displaying
~2 × 105 integrins on its surface, required a force of 400 N m2 to detach the cell from the
surface [51]. Notably, the spheroid strength we calculated was only valid for the first 24 h,
and probably increased during cultivation due to the buildup of ECM components, and the
rearrangement of cells led to spheroid compaction. The spheroid strength we determined
was also only valid for the INS-1 under our specific experimental set-up, as the spheroid
strength is highly dependent on the cell type and culture conditions. For example, we
observed completely different spheroid strengths when comparing β-cells cultivated in a
serum-free and in a serum-supplemented medium.

3.5. INS-1 Spheroid Formation in a Stirred-Tank Bioreactor Using Different Stirrer Types

Our investigations in shaking flasks served as a basis for the 1 L scale production of
INS-1 spheroids in a fully controlled and monitored STR. We therefore chose the power
input/mean energy dissipation from the shaking flask experiments (35 W m−3), where
we achieved a good INS-1 spheroid formation and kept that value constant in the STR
process. We then investigated the influence of three different stirrer types. Each stirrer has
a specific power number NP that reflects the momentum of resistance, and, therefore, the
reinforcement of the power input into the culture medium. Although higher NP values
are often associated with greater particle stress, several investigations have shown that
the same power input for an axial flow stirrer with a lower NP can cause more particle
disintegration [52–55]. This may reflect the so-called energy dissipation circulation function
(EDCF), which describes the particle stress in relation to the particle residence time and
frequency within the stirrer-swept volume VS, where the greatest particle stress occurs.
Logically, axial pumping stirrers with low NP values must increase the stirrer frequency to
achieve the same power input, and this increases particle stress. Furthermore, the trailing
vortex behind the stirrer blade is the region with εmax, and is thus responsible for the
destructive effects [54]. To investigate these effects, we selected three different stirrer types,
varying in NP and VS, based on axial, axial/radial and radial pumping orders (Table S1).

We ran each stirrer type with the same power input/mean energy dissipation. After
24 h, we recorded values of d32 = 94 ± 12 µm for the shaking flask (reference) cultures,
d32 = 51.5 ± 1.2 µm for the 30◦-3-SPB stirrer, d32 = 40 ± 3 µm for the 45◦-3-SPB stirrer, and
d32 = 50.6 ± 1.6 µm for the Rushton turbine (Table 2). The spheroid size was significantly
(*** p < 0.001) decreased in the STR, while the 30◦-3-SPB and Rushton turbine produced a
similar spheroid size. Spheroids generated with the 45◦-3-SPB were significantly (* p < 0.05)
smaller. Although shaking flasks achieve a homogenous energy dissipation, whereas energy
dissipation in the STR is heterogeneous due to the power input of the centrally-installed
stirrer, the higher value for d32 and the larger span width of the size distribution (Table 2)
may reflect the manual manufacturing process and variations in shaking flask geometry.
Although we aimed to transfer the energy dissipation from the shaking flasks to the STR to
reproduce the results of the shaking flask experiments, we anticipated differences in the
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steady-state size of the spheroids after 24 h. It was challenging to measure the power input
in baffled shaking flasks due to variations in shape, size, and number of baffles, hence the
corresponding models may overestimate the energy dissipation. The overestimation of
hydrodynamic forces was supported by the significantly (*** p < 0.001) larger d32 and a
lower and decreasing single-cell count, given there is less stress on the spheroid surface.
Furthermore, there were substantial differences in power input between the shaking flasks
and STR. The power input in shaking flasks was reinforced by friction between the culture
medium and the vessel wall, and the redirection of the tangential flow into radial flow by
the baffles, whereas the power input in STRs was generated by the stirrer. Even so, we found
that shaking flasks were suitable for preliminary experiments to guide the manufacture of
spheroids, if turbulent conditions were used to generate homogenous stress.

Table 2. Overview of relevant stirrer properties such as the power number NP, energy dissipation
circulation function (EDCF), stirrer tip speed, and the ratio of maximum energy dissipation to the
mean εmax/ε (calculated by [56]). Further, we summarized important particle parameters such as the
Sauter diameter d32, the spheroid formation efficiency, and the span width of the spheroid distribution
from 1 to 99% after 24 h.

Stirrer Type Np [−] d32 [µm] Spheroid Formation
Efficiency [%]

Span Width of
Distribution [µm]

EDCF
[kW m−3 s−1]

Stirrer Tip
Speed [m s−1] εmax/ε [−]

Shaking flask - 94 ± 12 7.7 ± 1.4 134 ± 11 - - -
30◦-3-SPB 1.1 51.5 ± 1.2 60 ± 3 66 ± 7 0.9 0.62 5
45◦-3-SPB 2.4 40 ± 3 8.7 ± 1.4 51 ± 6 0.6 0.49 6
Rushton 4.0 50.6 ± 1.6 33 ± 2 61 ± 3 1.6 0.46 13

The three stirrer types are compared in Figure 3, which shows the counts for single
cells (0–20 µm) and spheroids, in addition to the spheroid size distribution as box plots.
The desirable outcome would be low single-cell counts and a high spheroid count, while
maintaining a narrow spheroid size distribution. The 30◦-3-SPB stirrer achieved a con-
tinuous low single-cell count (maximum 60,000 cells mL−1), indicating that most of the
cells formed spheroids, which is also reflected by the high spheroid formation efficiency of
60 ± 3% after 1 d (Table 2). The increasing d32, while maintaining a narrow span width of
the distribution of 66 ± 7 µm on day 1 to 100 ± 6 µm on day 4, confirmed efficient spheroid
growth with low surface erosion, and therefore, few single cells in suspension. In contrast,
the 45◦-3-SPB stirrer was associated with a high single-cell count (up to 150,000 cells mL−1)
throughout the cultivation period, while maintaining a similar span width from 51 ± 5 µm
on day 1 to 79 ± 21 µm on day 4. The low spheroid formation efficiency of ~10% and the
high single-cell count indicated destructive hydrodynamic forces. The Rushton turbine
performance was midway between the other stirrers. The highest d32 was achieved after
24 h, and the hydrodynamic forces prevented further spheroid growth and even reduced
the spheroid size while increasing the single-cell count. The span width of the spheroid
distribution ranged from 61 ± 2 µm on day 1 to 88 ± 3 µm on day 4. The spheroid forma-
tion efficiency was ~35%. Although the increased single-cell count suggested a negative
effect, it was a consequence of the surface erosion, and this confirmed our adapted model
showing that spheroid formation and size are restricted by surface erosion, as reported
for other particles [41]. Although we observed increasing single-cell counts for all three
stirrers over time, spheroid growth was not limited in the STR with the 30◦-3-SPB stirrer.
The overall low single-cell count and high agglomeration efficiency of 60% indicate that the
stress caused by hydrodynamic forces was acceptable with this device, in contrast to the
size-limiting surface erosion resulting in higher single-cell counts with the 45◦-3-SPB stirrer
and Rushton turbine.
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error bars = STDV) and spheroid count (red circles, size range: 20–300 µm, error bars = STDV). Right 
column: box plots of the spheroid size distribution showing the median (straight line), mean 
(square), minimum value 1% (due to our threshold at 20 µm), and maximum value 99%, each as 
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Given the power numbers NP of the three stirrers, our results support the statement 
that low NP values (30°-3-SPB) cause less particle stress and encourage spheroid growth, 
whereas high NP values (Rushton) produce smaller spheroids. This was also confirmed 
by the higher EDCF of the Rushton turbine (1.6 kW m−3 s−1), compared with the lower 

Figure 3. Particle counts for the shaking flask cultures (n = 3) and the three different stirrer types
(n = 2) during cultivation for 4 d. Left column: single-cell count (blue triangles, size range: 0–20 µm,
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column: box plots of the spheroid size distribution showing the median (straight line), mean (square),
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Given the power numbers NP of the three stirrers, our results support the statement
that low NP values (30◦-3-SPB) cause less particle stress and encourage spheroid growth,
whereas high NP values (Rushton) produce smaller spheroids. This was also confirmed by
the higher EDCF of the Rushton turbine (1.6 kW m−3 s−1), compared with the lower value
for the 30◦-3-SPB stirrer (0.9 kW m−3 s−1). The 45◦-3-SPB stirrer had the lowest EDCF
(0.6 kW m−3 s−1), reflecting the 33% increase in vs. and, thus, the lowest stirrer frequency
(Table S1). Although the stirrer tip speed is often used to describe the hydrodynamic forces
during cell cultivation, in our case the stirrer tip speed provided an insufficient correlation.
Whereas the Rushton turbine tip speed was 0.46 m s−1, that of the 30◦-3-SPB stirrer was
26% higher (0.62 m s−1) and should have generated higher shear forces, which disagrees
with our observations (Table 2). The 30◦-3-SPB stirrer showed a slightly lower εmax/ε ratio
of 5 (assuming a more homogenous energy dissipation in the STR) than the 45◦-3-SPB
stirrer with a value of 6 (Table 2), which may help to explain the latter’s poor performance,
although this was nevertheless unexpected. An evaluation of multiple axial flowing stirrers,
used to suspend microcarriers for the expansion of anchorage-dependent cells under low
shear-stress conditions, resulted in the selection of an elephant ear impeller with a similar
design to our 45◦-3-SPB device [57]. The large vs. was found to facilitate the establishment
of a microcarrier suspension while maintaining low shear rates and collisions between
microcarriers (expressed as the turbulent collision severity) compared with axial stirrers
with lower vs. and smaller blades to reinforce the power input (such as pitched-blade
turbines). The reduced collision rate of this stirrer type could explain the poor performance
of the 45◦-3-SPB. Further, the angle of the stirrer blades, which affects the suspension
efficiency, may also have contributed to our observed results. The 45◦-3-SPB stirrer uses
different mechanisms to suspend large and fine particles [58] and this could affect the
agglomeration process, hence the high single-cell count associated with this stirrer from
the start of the process.

3.6. Correlation between Predicted and Measured INS-1 Spheroid Size in STR

To correlate our experimental data with our theoretical background of the spheroid
formation, we calculated the spheroid size in the STR after 24 h using our determined
spheroid strength CAgg (from the shaking flasks experiments) in Equation (8) [43]:

d = Cl
Agg·dm

cell ·ε−n (8)

where dcell is the single-cell diameter, ε is the mean energy dissipation, and the exponents
are l = 0.5, m = 0 (in the case of surface erosion) and n = 0.25.

Figure 4 shows the calculated spheroid size for each stirrer type in relation to the power
input. For the calculations, we assumed that the spheroid strength is constant during the
initial 24-h agglomeration phase. Our calculation of the spheroid size in the STR under
different power inputs resulted in a good fit for the 45◦-3-SPB stirrer, but for the 30◦-3-SPB
stirrer and Rushton turbine our calculation was off by ~10 µm. This deviation may reflect
the different stirrer designs, because the 30◦-3-SPB and the Rushton devices showed a
similar behavior in terms of particle distribution (reduced single-cell count and higher
spheroid formation efficiency) in contrast to the 45◦-3-SPB stirrer. Although macroscale
eddies are directly affected by the stirrer design and setup (e.g., dS/DT and baffling), eddies
in the dissipation range are dependent on the fluid viscosity. However, the design and
setup of the stirrer influence the magnitude of the energy level of λ, thus the sensitivity of
our model is dependent on the precise characterization and perhaps adaption of the power
consumption of the STR/stirrer combination. The same applies for the determination
of CAgg. Furthermore, the initial agglomeration process may differ for each stirrer type,
and the 45◦-3-SPB device could promote the formation of smaller, denser spheroids and,
consequently, a different CAgg. Our model, therefore, requires further empirical verification
and assessment for robustness. We must still verify that spheroids are really affected by
surface erosion (and not by tensile forces) and that similar conditions are found in the STR,
to allow precise measurement of the effect.
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cell growth or an increase in spheroid strength due to compaction and stronger adhesion, 
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Figure 4. The relationship between spheroid size and power input. We determined the spheroid
strength (CAgg) in shaking flasks to predict the spheroid size in the STR at different power inputs
(P/V) after 24 h. The relationship for each stirrer type shows the anticipated characteristic of a
declining spheroid size with increasing P/V. With a constant P/V of 35 W m−3 (vertical dashed line),
the measured spheroid size (horizontal dashed lines) for the 45◦-3-SPB stirrer (blue triangle) fit the
predicted spheroid size, whereas the 30◦-3-SPB stirrer (black square) and the Rushton turbine (red
circle) were offset by ~10 µm from the predicted value.

3.7. Growth and Viability of the INS-1 Spheroids Produced in the STR

The three different stirrer types resulted in the production of INS-1 spheroids, but the
key objective was to produce viable and functional β-cell spheroids. We therefore evaluated
the influence of each stirrer type on spheroid growth and viability for a further insight into
INS-1 behavior under dynamic conditions. As described for the shaking flasks, we observed
volume expansion either due to the attachment of single cells to the spheroids or cell growth
within them. We calculated similar volume-based growth rates µVol and volume doubling
times tD,Vol for each stirrer type: 30◦-3-SPB µVol = 0.38 ± 0.018 d−1 (tD,Vol = 1.81 ± 0.09 d);
45◦-3-SPB µVol= 0.4 ± 0.2 d−1 (tD,Vol = 1.9 ± 1.0 d); and Rushton µVol = 0.27 ± 0.072 d−1

(tD,Vol = 2.7 ± 0.7 d) (Table 3). The volume expansion of the spheroids depends on the
culture system and the connected hydrodynamic conditions, as [59] could show that the
fold expansion of hPSCs spheroids was highest in spinner flasks, compared with well plates
and a ring-shaped culture vessel. Interestingly, the low fold expansion of the ring-shaped
culture vessel was associated with a higher cell injury, which is attributed to increased shear
forces. We hypothesize that this spheroid growth mainly reflected internal cell growth
or an increase in spheroid strength due to compaction and stronger adhesion, thus, the
extended buildup of an ECM. If we consider cell division within the spheroids, there should
be no increase in size when one cell divides into two daughter cells, but if both daughter
cells increase their volume or/and become surrounded by an extended ECM, the spheroid
should expand. Other studies conclude an increase in spheroid size by cell divisions within
the spheroids [26,34]. If the cells in the spheroid are protected by the ECM, the shear forces
acting on the surface would need to be stronger than the force required to dislodge single

146



Processes 2022, 10, 861

cells that have adhered to the surface. Therefore, the viability and the count of single cells
in the supernatant gives additional information about the performance of each stirrer type
(Figure 5). The viability of the spheroids remained close to 100%, whereas we determined
an accumulation of dead single cells over the cultivation period. Here, using the 30◦-3-SPB
stirrer, the continuous low single-cell count during the culture period was also connected
to a high total viability (equaling single-cell viability and spheroid viability combined) of
90%. In contrast, high single-cell counts produced by the 45◦-3-SPB were connected to low
total viabilities down to 58%. In coherence with increasing single-cell counts, the Rushton
turbine started with a high total viability of 91%, but revealed a reduction in total viability
to 62% after day 2. In agreement with most of the dynamic cultivations, the increased mass
transfer prevented the development of a necrotic spheroid core and resulted in an overall
high viability of cells within the spheroids [26,33,34,59,60].

Table 3. Overview of relevant biological properties of the spheroids produced with each stirrer
type, such as the volume-based growth rate µVol, and the corresponding minimal time for doubling
the volume tD,Vol, the acute insulin secretion, and the insulin stimulation index SI (except for the
45◦-3-SPB, due to poor performance). Further, we added the yield of spheroids YSpheroids, IEQs YIEQs,
and cells Ycells for each 1-L process.

Stirrer Type µVol
[d−1]

tD,Vol
[d]

Acute Insulin
Secretion

[µg h−1 L−1]
SI [−] YSpheroids

[Spheroids L−1]
YIEQs

[IEQs L−1]
Ycells

[Cells L−1]

30◦-3-SPB 0.38 ± 0.018 1.81 ± 0.09 32 ± 3 3.2 ± 1.2 18 × 106 ± 2 × 106 1.4 × 106 ± 0.6 × 106 2 × 108 ± 0.1 × 108

45◦-3-SPB 0.4 ± 0.2 1.9 ± 1.0 - - 14 × 106 ± 4 × 106 0.3 × 106 ± 0.2 × 106 0.8 × 108 ± 0.4 × 108

Rushton 0.27 ± 0.07 2.7 ± 0.7 17 ± 4 2.7 ± 1.0 22 × 106 ± 0.6 × 106 1.1 × 106 ± 0.4 × 106 2.2 × 108 ± 0.2 × 108
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Figure 5. Analysis of the total viability of the STR process with each stirrer type over the culture 
period of 4 d (n = 2). Live/dead staining revealed high viabilities for the spheroids, whereas increas-
ing amounts of dead single cells decreased the total viability, shown as mean ± STDV. The scale bar 
represents 500 µm. 

We used the STR and stirrer-associated forces to regulate the size of the INS-1 sphe-
roids, whereas others perform the contrary by using a rotational microgravity cell culture 
system to minimize any mechanical forces, thereby prolonging the shelf-life of primary β-
cells [28]. As we conducted our proof-of concept with a β-cell line, we must consider that 
islet-derived β-cells are more sensitive to environmental changes and the process condi-
tions. Islets cultivated with simulated microgravity maintained their structural integrity, 

Figure 5. Analysis of the total viability of the STR process with each stirrer type over the culture
period of 4 d (n = 2). Live/dead staining revealed high viabilities for the spheroids, whereas increasing
amounts of dead single cells decreased the total viability, shown as mean ± STDV. The scale bar
represents 500 µm.

We used the STR and stirrer-associated forces to regulate the size of the INS-1 spheroids,
whereas others perform the contrary by using a rotational microgravity cell culture system
to minimize any mechanical forces, thereby prolonging the shelf-life of primary β-cells [28].
As we conducted our proof-of concept with a β-cell line, we must consider that islet-derived
β-cells are more sensitive to environmental changes and the process conditions. Islets culti-
vated with simulated microgravity maintained their structural integrity, were more potent,
and functional for a longer time, whereas islets under static conditions developed necrotic
cores, lost their exocrine mantle, and started to disintegrate. This reflected the dependence
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of β-cells on a sufficient diffusive supply of nutrients to maintain their complex microen-
vironment and functionality. The total viability of the STR process could be maintained
(30◦-3-SPB) or decreased (45◦-3-SPB and Rushton turbine) over time due to surface erosion,
but effective mixing in the STR increased the mass transfer, maintaining the viability of the
spheroids close to 100%, despite the major impact of hydrodynamic forces (Figure 5).

3.8. Online Monitoring of Spheroid Growth and Destruction

The fact that with increasing power input, the spheroids were attacked by surface
erosion, was supported by our inline dielectric spectroscopy data (Figure 6). The dielectric
spectroscopy probe only detects the viable biomass (dead cells cannot be polarized) and
does not distinguish between single cells and cells incorporated into spheroids, which was
why we also measured spheroid size offline. Figure 6 shows the biomass signal relative
to the offline data. We cultured the INS-1 cells with a low volumetric power input of
5.5 W m−3 (75 rpm) for 4 d, and then increased the P/V stepwise to up to 104 W m−3

(200 rpm) to induce spheroid destruction. Until day 4, we observed the exponential growth
of INS-1 cells, which was demonstrated by the rapidly increasing spheroid size (up to
d32 = 182 ± 9 µm) and the increasing biomass signal. More importantly, increasing the
stirrer speed to 200 rpm reduced the spheroid size and inline biomass signal, and increased
the single-cell counts, while maintaining high spheroid viability. This indicated that shear
stress, acting on the spheroid surface due to surface erosion (dSph/λ < 3), and causing
the disruption of ECM-embedded cells, leads to permanent cell damage, as evidenced by
the declining biomass signal. The dielectric spectroscopy was also implemented for the
expansion and hepatic differentiation of hiPSC spheroids, and showed a good correlation
between offline data and online biomass [61].
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Figure 6. Representative spheroid production in an STR with the 45◦-3-SPB stirrer. Dielectric
spectroscopy showed an increase in biomass (red line) during the first 4 d of cultivation with a
constant power input per volume (P/V). As dielectric spectroscopy only measures the volume of
viable cells and does not distinguish between suspended individual cells and cells within spheroids,
we also plotted the spheroid growth measured offline (black squares and dashed line; mean of
5 technical replicates, error bars = STDV). Upper lane: live/dead images of progressing spheroid
growth and destruction. Increasing the P/V led to the disruption of the spheroids, resulting in single
cells and smaller agglomerates, which were permanently affected by the hydrodynamic forces, clearly
indicated by the decreasing biomass signal and the offline measurement.
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3.9. Glucose-Stimulated Insulin Secretion

For the direct analysis of functionality, we tested the glucose-stimulated insulin se-
cretion of the INS-1 spheroids. The responsiveness of β-cells to varying glucose levels
provides more insight into the health of the cells, than the testing of the basal insulin
secretion only. Although we observed wide deviations within the samples, reflecting the
manual sample preparation method and variation among the spheroids in each sample,
the INS-1 spheroids from all STR runs achieved a higher insulin secretion during the
acute phase compared with basal secretion (Figure 7). These results supported the particle
analysis and viability data. The 30◦-3-SPB stirrer and the Rushton turbine promoted an
efficient insulin secretion: 17 ± 4 µg h−1 L−1 with a stimulation index (SI) of 2.7 ± 1.0,
and 32 ± 3 µg h−1 L−1 with a SI of 3.2 ± 1.2, respectively. The 45◦-3-SPB stirrer promoted
low levels of insulin secretion: 0.8 ± 0.3 µg h−1 L−1 (SI = 13 ± 7, solely for completeness,
not significant). The poor performance of the 45◦-3-SPB stirrer aligned with the accu-
mulation of dead single cells (Figure 3), providing evidence of excessive stress. For the
insulin secretion rate per spheroid, the 30◦-3-SPB stirrer and the Rushton turbine achieved
similar rates of 12 ± 6 and 12 ± 2 pg h−1 spheroid−1, respectively, compared with the
low value of 0.4 ± 0.5 pg h−1 spheroid−1 for the 45◦-3-SPB device. We used an empirically
determined conversion factor to approximate the number of cells contained in a spheroid
and, thus, compensated for differences in spheroid size for each stirrer type, as previ-
ously recommended (Table 3) [21,62]. The Rushton turbine achieved the highest level of
insulin secretion per 106 cells (97 ± 46 ng (h 106 cells)−1), followed by the 30◦-3-SPB stirrer
(69 ± 43 ng (h 106 cells)−1), and finally the 45◦-3-SPB stirrer (2 ± 2 ng (h 106 cells)−1). The
insulin profiles of the dynamic cultured INS-1 as spheroids using the 30◦-3-SPB and the
Rushton stirrer were similar to the insulin secretion of the INS-1 as a monolayer. INS-1,
challenged as a monolayer, secreted 47 (basal) and 95 (acute) ng (h 106 cells)−1, which
corresponded to SI = 2.1. In contrast, static produced spheroids (in cell-repellent 96-well
plates) secreted 0.5 ng (h 106 cells)−1 within the acute phase and thereby secreted much
lower insulin amounts.
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Figure 7. The functionality of β-cell spheroids determined using a glucose tolerance test. Left
panel: the significant (*** <0.001, Student’s t-test) increased secretion of insulin during the acute
phase, compared with basal secretion, showed that β-cells produced with a 30◦-3-SPB stirrer and
a Rushton turbine responded to varying glucose concentrations. The insulin profiles of the β-cell
spheroids generated with a 45◦-3-SPB are only presented for completeness, but were not considered
for discussion. Middle panel: the insulin secretion rate per spheroid. Right panel: we used a
conversion factor to approximate the number of β-cells contained in a spheroid, to compensate
for spheroid size differences. For each stirrer type (n = 2), three technical replicates of the glucose
tolerance test were performed (error bars = STDV).
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The reduced functionality of the static cultured spheroids was attributed to a limited
mass transport within the spheroids and, consequently, low viabilities. Thereby, the STR-
based production of β-cell spheroids restored the insulin secretion of the INS-1 from 2D
cultures, while providing highly viable spheroids. The insulin profiles in static cultures
only serve as a trend, which also applies to the insulin profiles of INS-1 cells in the literature,
where static INS-1 spheroids showed a basal secretion of 20 µg L−1, and an acute secretion of
40 µg L−1, SI = 2 [10]. Static and dynamic spheroid formation vary widely, which may result
in the differential compaction of the spheroids (cells per volume), and static spheroids
often show necrotic cores, whereas those from dynamic cultures are often completely
viable due to a better mass transfer and, thus, a more efficient transport of insulin and
glucose. The handling of spheroids also differs: whereas the glucose-stimulated insulin
secretion assay can be applied to static cultures with spheroids alone and maybe only to
one spheroid per well, the preparation of samples from dynamic cultures incorporates
multiple spheroids, varying in size, along with single cells. This indicates the complexity of
testing, and highlights the need for further investigation to determine the functionality of
β-cells cultured under dynamic conditions.

Our STR-based process produced functional INS-1-cell spheroids with yields of
18 × 106 ± 2 × 106 spheroids L−1 for the 30◦-3-SPB stirrer, 14 × 106 ± 4 × 106 spheroids L−1

for the 45◦-3-SPB stirrer, and 22 × 106 ± 0.6 × 106 spheroids L−1 for the Rushton turbine
(Table 3). By converting the spheroid mass to islet equivalents (IEQ), based on a standard
islet of Langerhans’ diameter of 150 µm and standard procedures for the transplantation
of whole pancreatic islets [20], we calculated the IEQ counts for the complete STR vol-
ume (1 L) of 1.4 × 106 ± 0.6 × 106 for the 30◦-3-SPB stirrer, 0.3 × 106 ± 0.2 × 106 for the
45◦-3-SPB stirrer, and 1.1 × 106 ± 0.4 × 106 for the Rushton turbine (Table 3). Accordingly,
one STR can produce sufficient spheroids for β-cell replacement therapies, given that the
Edmonton protocol for islet transplantation requires 0.5–1 × 106 IEQs from up to three
donors to achieve a post-transplantation insulin independence [22,63], and exceeds the
yield of other culture systems (compare Table 1). Based on the high spheroid formation
efficiency, the narrow spheroid distribution in combination with low single-cell counts,
high viability and insulin secretion, and sufficient spheroid/IEQ yield, we recommend
the 30◦-3-SPB for the production of β-cell spheroids on a larger scale. In an earlier study,
more than 1000 spheroids in the size range of 100–250 µm were produced from the β-cell
line MIN6 [22]. The authors used a clinostat to simulate microgravity, and induced the
self-assembly of spheroids, whose size was semi-regulated by adapting the seeding density
(higher cell concentrations produced smaller spheroids). The MIN6-derived spheroids
secreted more insulin than monolayers, and expressed functionally relevant genes, such
as insulin-2, glucokinase, SETD1A, and Kir6.2 at higher levels. The spheroids were also
much more therapeutically effective than single cells, following a transplantation in a
streptozotocin-induced diabetic mouse model. It is likely that spheroids perform better
than single cells, not only because they are functionally superior, but also because single
cells injected into the portal vein are too small for retention in the liver and most cells are
lost, with their ultimate fate unclear. In contrast, spheroids larger than ~40 µm are more
likely to be retained in the liver vessels. Islets < 100 µm in diameter performed better [21]
than large spheroids (>250 µm), which showed lower functionality [22], probably reflecting
the limited diffusive supply of nutrients, leading to the formation of necrotic cells. This
shows the importance of the manufacturing of β-cell spheroids within a defined size range,
which can be achieved using our STR setup.

4. Conclusions

We successfully used shaking flasks as a screening platform to determine the key
process parameters (e.g., seeding density, spheroid strength) for the spheroid formation,
using the β-cell line INS-1 as model. We then transferred the dynamic spheroid formation
to a fully-controlled and monitored STR. We determined the mean energy dissipation as a
transfer criterion to regulate the size of the spheroids formed under dynamic conditions,
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and investigated three different stirrer types to evaluate the effect of the stirrer design (and
the associated forces). Using the same mean energy dissipation, the 30◦-3-SPB stirrer was
slightly better than the Rushton turbine in terms of spheroid size distribution, also reducing
the dead single-cell count and increasing spheroid formation efficiency and biological per-
formance (higher µVol and viability), while maintaining similar insulin secretion properties.
In contrast, the 45◦-3-SPB stirrer achieved poor results in all these aspects. We developed an
image-based protocol to determine spheroid size and viability, and implemented the inline
monitoring of biomass. The resulting spheroids achieved a similar glucose-dependent
insulin secretion as standard 2D cultures of INS-1 cells. The large-scale cultivation of
INS-1-cells achieved spheroid counts of up to 22 × 106 ± 0.6 × 106, and the corresponding
IEQ counts were sufficient for β-cell replacement therapy. Although primary β-cells do not
proliferate in culture, the development of human β-cell lines and β-cell-like cells derived
from iPSCs is progressing, and robust large-scale production processes are needed for both.
Other cell types, such as human mesenchymal stem cells (MSCs), can also benefit from
shear-guided spheroid formation in an STR-based manufacturing process. Our STR-based
spheroid formation process offers the scalability, process monitoring, and full control re-
quired for manufacturing, and allows the regulation of spheroid size while maintaining
β-cell functionality.
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by the two spheroid stress concepts involving (B) tensile forces, (C) surface erosion, and finally (D)
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Table S1: Summary of stirrer properties and the resulting bioreactor geometry including the ratios for
swept volume VS and working volume VL, stirrer height hS and stirrer diameter dS or tank diameter
DT, as well as the bottom clearance CB=hS,bottom/dS (hs,bottom = installation height of stirrer from the
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Abstract: The growing biopharmaceutical industry has reached a level of maturity that allows for the
monitoring of numerous key variables for both process characterization and outcome predictions.
Sensors were historically used in order to maintain an optimal environment within the reactor to
optimize process performance. However, technological innovation has pushed towards on-line
in situ continuous monitoring of quality attributes that could previously only be estimated off-
line. These new sensing technologies when coupled with software models have shown promise
for unique fingerprinting, smart process control, outcome improvement, and prediction. All this
can be done without requiring invasive sampling or intervention on the system. In this paper, the
state-of-the-art sensing technologies and their applications in the context of cell culture monitoring
are reviewed with emphasis on the coming push towards industry 4.0 and smart manufacturing
within the biopharmaceutical sector. Additionally, perspectives as to how this can be leveraged to
improve both understanding and outcomes of cell culture processes are discussed.

Keywords: sensors; cell culture; spectroscopy; PAT; smart biomanufacturing; bioprocess;
monitoring; soft-sensor

1. Introduction

The global biotechnology market was valued at 752 million USD in 2020 with a sig-
nificant portion of the market size belonging to the biopharmaceutical industry [1,2]. This
key sector is expected to be valued at 526 million USD by 2025 [3], with a compounded
annual growth rate of 13.8% [3]. The relevant value-added products include monoclonal
antibodies, interferons, hormones, growth and coagulation factors, vaccines, and others.
Monoclonal antibodies have dominated the global biopharmaceuticals market, due to
their use in the treatment of chronic diseases, such as cancer [3]. An increase in R&D
with respect to oncology drug development is also expected to increase the growth of
monoclonal antibody production and market size [3]. It is important to note that as the
biopharmaceutical industry matures, older patents of approved biologics expire. Thus,
non-brand companies can begin to manufacture generic versions of the biotherapeutic.
Within the biopharmaceutical industry, these non-brand drugs are called biosimilars and
are analogous to generic drugs in the pharmaceutical industry [4,5]. This market is expected
to grow at high compounded annual growth rates (24–34%) by 2025 [4,5]. Importantly,
the COVID-19 pandemic has acted as a catalyst for biopharmaceutical growth given that
numerous biological compounds have been produced with the purpose of tackling the
virus and reducing its strain on healthcare systems. This includes the development of
monoclonal antibody treatments and novel vaccine platforms [6,7]. Biopharmaceutical
production needs large manufacturing capacities that must be designed with cost and time
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efficiency in mind because antibody therapies require long periods of time to be effec-
tive [6]. Mammalian cells, which are employed in the manufacturing of antibodies, have
historically been associated with low yield and manufacturing complexity since the cells
are shear sensitive and require specialized media additives to be able to grow properly [6].
However, recent advances in process optimization and cell line engineering have allowed
antibody production to generate high yields of up to 10–20 g/L in fed-batch mode [6].
As a consequence of increased manufacturing capability, 570 therapeutic monoclonal an-
tibodies (mAbs) have been approved for clinical trials by biopharma companies [7]. Of
those tested, 79 mAbs have been approved by the Food and Drug Administration (FDA)
for commercial use. A substantial majority of the approved mAbs are used in treatments
of cancer and autoimmune disorders [7]. Considering that between 2008 and 2021, 48 of
the currently approved 79 antibodies have been developed, it is possible to assert that
increased understanding in mammalian cell platforms have allowed for such increase in
antibody manufacturing capability. This is especially true bearing in mind that the first
antibody approved for commercial use was murine IgG2a CD3 in 1986 [7].

To guide the biomanufacturing sector towards better production efficiencies while
still ensuring maximum process safety within a timely manner, the Quality by Design
(QbD) and Process Analytical Technologies (PAT) initiatives were established. Lot-to-lot
variation indicated that the established processes were not as robust as imagined [8–12].
Since these inefficiencies also caused fewer products to be commercialized, drug manufac-
turing became more costly. Additionally, due to globalization, quality control guidelines
became fragmented, making it difficult for pharmaceutical companies to meet all regu-
latory requirements [11]. Due to this regulatory difficulty, the FDA created an initiative,
denominated current Good Manufacturing Practices (cGMP) for the 21st century [11]. This
placed emphasis in a Quality by Design approach rather than relying on post quality
control batch testing. QbD is a scientific, risk-based holistic approach that relies on defining
and identifying the Critical Quality Attributes (CQA) of a product as well as defining an
appropriate design space [11]. By designing and formulating production processes and
product formulations around these CQA, the pharmaceutical company can continually
monitor and update its manufacturing platform to assure consistent product quality [12].
These CQAs are generally defined thanks to in vitro and animal studies that help char-
acterize the pharmaceutical compound. Once the CQA have been defined, developing a
manufacturing process that will yield the desired product with the appropriate attributes is
needed [12]. Because of this, the design space is developed early during each study. For
example, during cell culture development, study ranges for temperature, pH, and feed
timing are characterized [12]. With the help of design of experiments, characterization is
done to evaluate the impact of multiple variables (Critical Process Parameters, CPPs) and
how changes in these variables can affect the product quality or lack thereof. This allows the
manufacturer to define the acceptable operating conditions in which the product maintains
regulatory-approved quality [12]. However, it must be stated that a biopharmaceutical
production platform deploys multiple steps that may be serial or parallel in nature. Because
of this, the development of the design space must be evaluated in a big picture manner that
takes into account various possible process conditions [8–12].

Since characterizing the design space and controlling the CQA are the fundamental
pillars of QbD, Process Analytical Technologies have become important tools [12]. PAT
analyze the CQA during various stages of biomanufacturing. These analyses are often
conducted on-line to yield large amounts of data that can then be analyzed in order to make
real-time adjustments to the process parameters [10–12]. Ideally, this would be employed
at every stage of the manufacturing process, from the cell culture to the final purification
and formulation steps [11,12]. Once the design space is established, the regulatory filing
includes the acceptable ranges for the CQA. These parameters are then monitored to ensure
that the process is performing within the specified design space [11,12]. This entails that
an appropriately defined, expanded design space allows for a more flexible approach
by regulatory agencies. Thus, process changes within the design space do not require
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additional regulatory filing and approval. This is in stark contrast to operating outside
the design space where changes in the process or raw materials require formal filings
and approval from regulatory agencies [12]. This flexibility is incredibly advantageous
since process improvements can take place during the production cycle and, as such, the
operating space can be revised within the design space without needing approval from
regulators. In this way, a historically conservative industry is encouraged to innovate and
improve its production platforms by adopting new technologies as they emerge to enhance
process monitoring without additional regulatory burden. This concept can be visualized
by Figure 1. Here, the knowledge space is a non-design space that requires regulatory
approval before being ready for human use. The design space is the approval process
by the FDA while the control space is the process configuration of the biomanufacturing
process. Approval of a design space is key since it gives the manufacturer the flexibility of
changing certain process parameters without additional regulatory requirements.

In this review, we first present an overview of biotherapeutic production modes. We
then discuss why key metabolite accumulation and substrate consumption need to be
routinely monitored to generate the appropriate environment within the bioreactors to
maximize protein yield. The main technological tools used for bioprocess monitoring are
then presented and we also describe recent advances on how data driven, mechanistic,
or hybrid models can be used in tandem with technological tools to indirectly estimate
additional parameters.
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Figure 1. Knowledge, design, and control spaces. The knowledge space is a non-design space that
requires regulatory approval. The design space is the pre-approved process by the regulatory body,
while the control space is the process configuration of the biomanufacturing process.

2. Bioreactor Modes of Operation

In the production of biologics, there are several types of cell culture modes such as
batch, fed-batch, concentrated fed-batch, and continuous (perfusion or chemostat). Batch
production refers to the culturing of cells within a vessel that are grown with an initial
known concentration of feed source and medium [13,14]. No further nutrition addition or
removal is performed on the system. As the biomass within the vessel grows, the initial
feed source begins to be depleted while metabolic waste and product are accumulated in
the medium [13]. Even though this form of cultivation has drawbacks, such as limiting the
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maximum cellular density that can be achieved and limiting the culture run time due to
accumulation of metabolic waste, it is a relatively simple arrangement that does not require
complex control loops in order to manage subsequent feeding or removal of waste [15]. In
a fed-batch operation, nutrients are fed continuously or periodically (bolus) to the system
to supplement reactor contents and control overall substrate concentrations [13,15–19].
Constant measurement of relevant metabolic products and feed source concentrations is
needed to have knowledge of the relevant feed additives that are critical for the cell culture.
This mode is widely used in the industry since it is excellent for the production of non-
growth-associated products as well as providing a strong alternative to complex continuous
feeding regimens [13,15–19]. Additionally, it is used to control substrate concentrations
since high levels can be inhibitory or can cause shifts in the metabolic pathways [14]. It
is important that space is allowed in the system to permit medium addition. Two main
methods exist for fed-batch: the constant feeding strategy and the constant substrate
concentration strategy [14]. With the constant substrate concentration strategy, a constant
growth rate can be initially maintained and the number of cells in the bioreactor will,
thus, increase exponentially as a function of time. However, it also means that the system
must be supplied exponentially with substrates. Even with concentrated feed, this can
cause significant volume changes in the systems. Because of this, maintaining the feed
rate constant is used as a viable alternative even though the system rapidly may become
substrate limited [14]. Practically, industry often uses periodic feeding (bolus) due to its
simplicity and high efficiency [14–17]. The batch and fed-batch modes are depicted in
Figure 2.
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Figure 2. Batch and fed-batch bioreactor operations. During fed-batch operation, nutrients are
fed continuously or periodically (bolus) to the system to control overall substrate concentration.
Conversely, during a batch cultivation, no feed is added to the system nor is any medium extracted.

Given that the culture environment changes throughout the bioreactor run, because of
cellular growth, substrate consumption and metabolite and product formation, continu-
ous processes that replenish fresh nutrient medium while at the same time withdrawing
the spent media from the system have been developed [14,15,18]. With these continuous
processes, cell growth and product formation may be prolonged for longer periods, when
compared to batch and fed-batch modes. For example, in a chemostat, the balance of feed
addition and removal can be controlled so as to attain a steady state where nutrient, prod-
uct, and cell concentrations are held constant [13,14,18]. An important characteristic of the
chemostat is that a time-invariant growth environment is created and, thus, the net growth
rate is equal to the dilution rate, which is determined by the flow rate into the vessel [14,18].
Consequently, the growth rate can be directly manipulated, making this a valuable tool to
conduct kinetic studies. However, product dilution, resulting in large purification volumes,
makes it generally unattractive for industrial biomanufacturing. In order to limit biomass
loss in the outflow, cell recycling mechanisms can be employed [13,14,18]. The retention
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of cells can be achieved through the use of membranes, screens, or centrifuges. Perfusion
systems have the advantage of removing toxic or inhibitory metabolic by-products that can
be detrimental to either cellular growth or product formation [13,14,18]. Additionally, the
protein of interest has a hydraulic residence time much shorter than the cells, reducing its
exposition to varying culture conditions such as pH fluctuations or proteolytic enzymes.
Cell concentrations in the range of 50–100 million cells/mL, which are comparatively much
higher than batch or fed-batch modes, can be achieved [18]. Thus, high per unit volumetric
productivity can be attained [14]. Importantly, given the continuous addition of nutrients
and removal of toxic metabolic waste, perfusion cultures can maintain biomanufacturing
operations for longer periods of time [13,14,18]. However, given the additional complex-
ity of cell retention and recycling, as well as the constant addition of fresh medium, the
increase in volumetric productivity may not be enough to merit the increase in opera-
tional costs and its implementation is largely dependent on the economic feasibility of the
process [13,14]. It must also be noted that this mode of operation also adds burden on
downstream processing given the large volumes of continuous fluids that must be handled.
Recently, the concentrated fed-batch mode was developed; it is a hybrid system between
perfusion and fed-batch [20]. Here, cell recycling is also used. However, an ultrafiltration
module is employed and, thus, the protein product and the cells are recycled back into
the reactor while still removing the spent media and waste by-products. Concentrated
fed-batch systems can achieve high densities, above 100+ million cells/mL, and product
yields of 25–30 g/L [20]. An important characteristic of this system is that the active protein
of interest is retained within the reactor and, consequently, harvest day signifies the end of
the fed-batch culture [20]. Because of this simplicity in harvesting and increases in both
product yield and cell concentration, the concentrated fed-batch is being increasingly used
within the biopharmaceutical industry, especially in companies that have well-established
fed-batch facilities as it serves as a good nexus point to be able to begin implementing
perfusion style manufacturing [20]. In Figure 3, a schematic of concentrated fed-batch
and perfusion systems can be visualized. Such arrangements are the most prominent
continuous systems in biomanufacturing.
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Figure 3. Concentrated fed-batch and perfusion modes of operation. Perfusion systems continuously
replenish medium into the reactor while spent media are continually extracted. Cells are separated
from the extracted media and recycled back into the stirred tank reactor. In a concentrated fed-
batch system, concentrated feed formulations are added while extracting spent media. However, an
ultrafiltration module is used to recycle back both cells and product into the system.

3. Mammalian Cell Metabolism in Culture

The metabolism of mammalian cells during biomanufacturing runs is known to vary
depending on nutrient availability. Mammalian cells use substrates as carbon and nitrogen
sources and their metabolism can be either mostly glycolytic or oxidative [21–23]. Through
the glycolytic pathway, glucose is consumed at a high rate and only two adenosine triphos-
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phate (ATP) are produced with lactate being generated as a by-product (Figure 4). Lactate
is a key metabolite resulting from the conversion of pyruvate by the lactate dehydrogenase
(LDH) enzyme even in the presence of oxygen. The conversion of pyruvate to lactate limits
the full oxidation of glucose to carbon dioxide and water in aerobic conditions [21–23] and
causes a carbon flux away from the tricarboxylic acid (TCA) cycle. The corresponding flux
lessens energy production and instead allows the carbon backbones to be used for biomass
formation. This is a phenomenon commonly observed in cancer cells and it is denominated
the Warburg effect, aerobic glycolysis, or overflow metabolism [22,24,25]. In cancerous cells,
the rate of glucose uptake in rapidly growing cells is generally many orders of magnitude
larger when compared to cells that make up non-growing differentiated tissue [24]. Given
that mammalian cells used in bioprocess are derived from immortalized cell lines, it is
logical to see metabolic similitudes with cancerous cells.

The two ATPs formed by this glycolytic pathway are in stark contrast to the 36 ATPs
that are generated through the oxidative pathway [21–23]. Given the low energy efficiency
of the glycolytic pathway, mammalian cells in bioprocesses are also known to use oxidative
phosphorylation for the production of ATP and, thus, for their energy requirements. In the
TCA cycle, pyruvate, which is generated at the end of the glycolytic pathway, is used as the
primary substrate. Amino acid catabolism is another substrate source for the TCA cycle,
for example, glutamine is readily catabolized as a source of energy to form glutamate and
ammonia [21–23]. Changes from the glycolytic pathway to oxidative pathway can vary
throughout culture run and can even be controlled through mediating process conditions.
For instance, cells grown in low-glucose environments are able to upregulate the oxidative
pathway and, thus, maximize ATP synthesis [22].

The metabolism of cells during the production process is regarded as inefficient and
suboptimal because the nutrients supplied in the media and/or feeds at given concentra-
tions can lead to accumulation of toxic by-products, intermediates, and metabolites [21–23].
Substrates are not fully used for production of recombinant proteins or biomass. For
instance, 35 to 70 % of the glucose consumed can be diverted into the formation of by-
products [22]. This hints at the existence of metabolic bottlenecks in relevant pathways as
well as inefficient flux distribution. These metabolic inefficiencies that lead to compound
accumulation can cause decreases in cell growth and product titer, as well as alter the
product glycosylation profile [21–23]. Lactate is one of the main toxic metabolites that
is accumulated in cell culture processes [21,22,26,27]. It has been reported to inhibit cell
growth and to induce apoptosis, as well as to reduce the productivity of recombinant
protein production because of osmolality increase and changes in the pH [21]. Interestingly,
within a Chinese Hamster Ovary (CHO) cell culture process, two distinct phases regarding
lactate metabolism have been described: (1) lactate production at the start of the culture
as a consequence of glucose uptake through the glycolytic pathway and (2) lactate con-
sumption following rapid cell growth [21,22,26,27]. It is worth noting that concomitant
consumption of glucose and lactate has also been observed [22]. There are two important
LDH genes: LDHA and LDHB. The LDHB gene encodes the LDH-H protein while the
LDHA gene encodes the LDH-M protein; together they make the important subunits of
the LDH enzyme [21]. Given that the LDH enzyme is tetrameric, it can be found in five
different isoforms, which differ in the ratio of the subunits (LDH-H and LDH-M). The
LDH-M has a higher affinity for pyruvate; thus, isoenzymes with a majority of this subunit
will catalyze the reaction of pyruvate to lactate [21]. Conversely, the LDH-H protein has a
higher affinity for lactate and isoenzymes with the majority of this subunit catalyzing the
reaction of lactate to pyruvate. A link has been established between lactate consumption
and increased recombinant protein productivity [22,28]. The lactate consumption phase is
observed in cells that are in a stationary phase of their growth. In this way, the consump-
tion of lactate reduces its own accumulation and thus limits the negative effects on cell
behavior [21,22,26,27]. It is thought that the lactate shift is originated by an upregulation,
which causes lactate to be converted into pyruvate; the latter is then incorporated into
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either the TCA cycle or to monocarboxylate transporters (MCT) through which lactate can
enter and exit the cell in co-transport with H+ ions [21].
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Important metabolic intermediates that accumulate during the bioprocess include
citrate, succinate, fumarate, and malate [22]. This particularly happens during oxidative
metabolism and has been observed to occur after the addition of feed, which indicates the
existences of bottlenecks [21–23]. Amino acids also play an important role in mammalian
cell culture and are either supplied in the medium and feed or some can be produced
through biosynthetic pathways by the cells. The amino acids support cell growth and are
used for the synthesis of protein. Through the catabolism of amino acids, the formation of
TCA cycle intermediates can be used to support energy production [21–23]. However, if the
amino acids are supplied in excess, accumulation of the TCA cycle intermediates can lead
to the formation of ammonium thanks to a series of transamination and deamination reac-
tions that terminate in the release of an ammonium ion [22]. Ammonia is mainly formed
as a result of glutamine breakdown, but other amino acids such as serine and threonine
can also produce ammonia through direct deamination [22]. Accumulation of ammonia
can negatively impact cell growth and recombinant protein productivity [27,29,30]. One
hypothesis for this is that, as the ammonia concentration increases, it alters the electro-
chemical gradient and acidifies the intracellular compartments. Thus, normal enzymatic
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activity is impaired and apoptosis is induced [22,27,31]. Defined amino acid concentra-
tions at different phases of the bioprocess have been correlated to cellular inhibition and
apoptosis. Asparagine depletion has been determined to have a negative effect on cell
growth while the production of alanine has been determined to inhibit the TCA cycle as
well as contributing towards ammonium accumulation [32]. Alanine has been shown to
accumulate during the first days of culture and then will either continue to build up or be
consumed in a similar way as observed with lactate (our internal data not shown). Excess
lysine has been observed to be associated with cell death. The catabolism of phenylalanine,
tyrosine, tryptophan, methionine, leucine, serine, threonine, and glycine has been deter-
mined to produce intermediates that inhibit cellular growth [22,33,34]. The accumulation
of intermediates is a direct consequence of non-optimally regulated pathways and, as a
result, formulation of defined amino acid concentrations in the media and feed can improve
cell growth and recombinant protein yields [22,34]. During the production phase, the
metabolism is shifted towards the TCA cycle and, thus, the cells are subjected to higher
levels of oxidative stress [22]. To counteract this, glutathione is biosynthesized de novo and
interacts with reactive oxygen species, which in turn limits the toxic effect of the oxidative
stress [22]. Glutathione has also been determined to function as a marker for productivity
given that its presence indicates adequate recombinant protein production [35]. Recently, it
has been determined that the accumulation of phenylalanine-tyrosine by-products, which
are caused by secondary branching pathways when the key enzymes in the main catabolic
pathway are under expressed, can also lead to growth inhibition [36].

Cellular respiration is another important component of metabolism given that oxygen
requirements and carbon dioxide production are closely linked to cell growth. Thus, oxygen
in the culture can be understood as a substrate while carbon dioxide can be conceptualized
as a metabolic by-product. Oxygen must be monitored and routinely controlled as it is a
crucial nutrient for aerobic mammalian cell survival. Additionally, it has been observed
that dissolved oxygen can impact glycosylation profiles, which are key in determining
the protein pharmacodynamics [37]. Very high dissolved oxygen (DO) levels can cause
the formation of superoxides or peroxides, which have a detrimental effect on the cell
membrane; thus, finding the optimal operating range for dissolved oxygen (DO) is instru-
mental [37]. Conversely, dissolved CO2 is also quickly becoming recognized as a critical
process parameter (CPP) [38,39]. This is partially because high CO2 concentrations have
been found to impact glycosylation profiles. Cell growth and protein productivity can also
be significantly reduced if dissolved CO2 values exceed a certain threshold (68 mmHg at
bench scale to 179 mmHg at pilot scale) [38]. This is thought to be due to detrimental effects
on internal pH and cellular metabolism [38,39]. This effect can be counteracted with the
addition of base into the medium to maintain a constant pH. However, this can generate its
own set of problems as progressive increases in osmolality can also negatively impact cell
culture performance [38,39]. It has been observed that at higher dissolved carbon dioxide
concentrations, in insect cells cultures, reduced glutamine consumption occurs [40]. This
is interesting because even though low glutamine consumption was observed, glucose
consumption remained unchanged [40]. This could suggest that ammonia and lactate were
probably produced from the metabolism of non-glutamine amino acids because the TCA
cycle was not efficient [40]. Thus, dissolved carbon dioxide measurement can be used
to directly correlate with other metabolic fluxes and consequently we can gain a deeper
understanding of the cell culture process. Given that low pH by itself does not have the
same impact on cell metabolism, CO2 is an important parameter to control on its own and
not only in conjunction with pH. The latter is generally accomplished through double-sided
pH control loops [40].

4. Sensor Types and Characteristics

Sensors are commonly used to control and measure the aforementioned relevant
metabolic parameters as well as to control pertinent process variables (Table 1). They can be
used to directly measure the main metabolites (e.g., lactate and ammonia), detect changes
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in substrate (e.g., glucose), or measure metabolism indirectly through cellular respiration
by detecting changes in gas composition (e.g., oxygen and carbon dioxide). Through the
continuous measurement of these parameters, feeding strategies, process conditions, and
scale-up procedures can be rationally established. This is important for maintaining an
optimal environment in which the cells can grow, and it can also be used as a way to
construct dynamic feeding strategies (feed on-demand), which are automatically triggered
after it is determined through the sensor measurements that important nutrients are be-
coming limiting. Broadly speaking, sensors in the upstream monitoring of the bioprocess
require the measurement of three different types of variables: (1) Physical variables such as
temperature, stir speed, and foam level; (2) Biological variables such as cell count, prod-
uct concentration, and cell metabolism [41]; and (3) Chemical variables such as nutrient
concentration, pH, dissolved oxygen, and dissolved carbon dioxide concentrations [41].

Table 1. Measured process variables.

Variable Type Bioprocess Parameter Sensor Type

Physical

Temperature Thermostat, thermistor

Foam Conductance

Viscosity Viscometer

Pressure Capacitance

Stirring Torque

Chemical

Oxygen Optical, electrochemical

pH Electrochemical, optical

Lactate Spectroscopic, biochemical

Glucose Spectroscopic, biochemical

Carbon Dioxide Optical, electrochemical

Biological

Cell count (viable cell density,
total cell density, viability, cell
size, aggregation)

Microscopy, spectroscopic

Protein Spectroscopy

Cellular morphology Flow cytometry, spectroscopic

Intermediate metabolites Spectroscopy

These sensors vary in application depending on how they are connected to the bio-
process (Figure 5). If they share a direct interface with the culture, they are denominated
in-line sensors [41–44]. These sensors are also referred to as in situ sensors and do not
require any type of manual or autonomous sampling. If the sensor module lies in close
proximity to the production process and manual or automatic sampling is required to
analyze the predetermined variables, then the sensors are denominated at-line [41–44]. If
the data are analyzed in a continuous fashion, the sensors are determined to be on-line
sensors [41]. The continuity of the measurement depends on the response time of the signal
and the flow rate of the sampling procedures, which must be small when compared to
the dynamics of the process. Thus, if the data points generated from the sensor occur at
spaced-out time intervals, the sensor is determined to be quasi on-line [41]. Alternatively, if
a sample is required to be taken off the system and analyzed in the laboratory after proper
pre-treatments (e.g., dilution, filtration, or digestion), the employed sensor is determined
to be off-line [44]. These sampling events, whether at-line or off-line, need to maintain
rigorous sterility standards to prevent contamination and protect the cell culture [44]. Given
that the isolated sterile bioreactor compartment has to be opened and a sample has to be
withdrawn, cell-free sampling is usually assured by sterile barriers, such as microporous
filters [44]. For the purpose of process control, on-line measurements are desirable given
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the fact that the data can be readily used in feedback control loops that regulate the pro-
cess [41,42]. For the sensor to be considered on-line, the sensed variable must be measured
more frequently than it can change in the process. In the case of mammalian cell culture,
metabolic rates are slower when compared to microbial cultures. Thus, it is expected that
substrate concentrations or metabolic by-products are subjected to low variations within a
1-h period. Consequently, a sensor capable of detecting metabolite concentrations every
30 min can be considered to be on-line because enough time is given to the system to gather
and act on the received data through the established control loop [42].
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Figure 5. Different sensor types used in cell culture monitoring. In-line sensors are also referred to as
in situ sensors because they are sterilized and placed within the reactor. At-line sensors require an
alternative flow loop to realize measurements; this alternate flow is closed off from the environment
to ensure sterility. Off-line sensors require sampling from the reactor and specialized lab equipment
to analyze. Within this definition, both in-line and at-line sensors can be considered to be on-line.

These distinctions are important because, depending on the proximity of the sensor to
the culture, varying degrees of sterility must be taken to protect the bioprocess as well as
considerations as to the true representation of the data with respect to the bioprocess. For
example, in-line sensors that are in direct contact with the bioprocess must be subjected
to varying sterilization techniques. If steam heat sterilization is used, as in the case of
glass or stainless steel vessels, the sensor must be resistant to high temperatures and
varying pressures. Conversely, in the case of single-use reactors, gamma radiation is used
and, thus, the sensor must remain in working condition after prolonged exposure [41–44].
Therefore, the sensor must be manufactured with the fore knowledge of the sterilization
procedures that will be employed. Additionally, since the sensor forms an interface with
the bioprocess, the sensor must be resistant to fouling and it should not interfere in any
way with the medium components, the cells, or the product. Off-line or at-line sensors run
the risk of not being completely representative of the process, given that a small volume
is sampled [41–44]. Table 2 provides a list of critical characteristics that should guide
sensor selection.
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Table 2. Important sensor characteristics [41,45–47].

Characteristic Definition Remarks

Selectivity Ability to detect analyte of
interest or a group of analytes.

One example of selectivity in a biosensor
is the interaction of an antigen with the
antibody.

Reproducibility
Capacity of the sensor to
generate identical responses
in separate experimental runs.

This is usually characterized by
measuring variance, standard deviation,
or coefficient of variation. This is
important in bioprocess, given that
manufacturing runs depend on specific
sensors that are reused as in the case of
stainless-steel or glass bioreactors.

Accuracy

Ability of the sensor to
determine a mean value
similar to the true value when
the analyte is measured more
than once.

It is generally expressed as a percentage
of full-range output. If the accuracy of
the sensor is high, the difference between
the measured analyte value and the real
analyte value is small.

Stability

Capacity of the sensor to
produce an identical output
for a constant input over a
certain period of time.

It represents the degree of susceptibility
that the sensor has to environmental
disturbances. Over compounded time,
such disturbances can generate a drift in
output signals.

Sensitivity

Magnitude of output signal
per unit change in the variable
of interest. It is the
relationship between the
input physical signal and the
output electrical signal.

The sensitivity can also be described as
the Limit Of Detection (LOD) of the
sensor, which is the concentration at
which the mean output signal value is
equal to two standard deviations. If a
sensor possesses both high selectivity
and high sensitivity, it is able to detect
and quantify small concentrations of the
analyte of interest in the presence of
various substances.

Resolution
Smallest change in variable
that is sufficient to elicit a
response from the sensor.

This is key in metabolite monitoring
where concentrations within the cell
culture broth can be very low and, thus,
differentiating slight changes of small
concentrations is critical.

Linearity
Accuracy of the output
response with respect to a
straight line.

Non-linearity is an indication of
deviation of the measurements from the
curve of ideal measurement.

Response time
Speed of change in an output
signal relative to a stepwise
change of the input variable.

Response time should be small relative to
the measured process dynamics given
that long response times complicate
efficient control of the process.

Robustness
Durability of the sensor when
subjected to varying
environmental conditions.

This is key in sensors that undergo
sterilization and sensors that will be used
on-line for long periods.

Figure 6 summarizes different sensor techniques available on the market together with
various process parameters monitored online and offline.
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text shows the desirable online measurements that are currently estimated offline.

Table 3 provides a summary of selected studies demonstrating the use of the various
sensing techniques that can provide direct or indirect assessment of culture performance.
Single-use sensors have seen strong use with the surge of single-use bioreactors (SUB).
These sensors are sterilized together with the SUB by γ-radiation [48,49]. These single-use
sensors can be of a wide variety, such as electrochemical pH sensors, ion selective field effect
transistors (ISFETs), optical CO2, optical O2, optical pH, and chemo/biosensors [48,49]. The
last type of single-use sensors are of interest given that they can be used for the detection
of metabolite concentrations [48,49].

Another interesting development is that of free floating wireless sensors, which can
measure temperature, conductivity, pH, pressure, and turbidity [49]. Since the sensor is
floating in the cultivation broth, its movement follows the fluid flow, thus giving a true
representation of the concentration within the bioreactor [49].
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Table 3. Overview of available sensors and techniques for process monitoring and control.

Technique Sensing Attributes References Developer

NIR spectroscopy Glucose, lactate,
glutamine, and ammonia [50–53]

Matrix F FT-NIR, Bruker, Billerica, MA, USA
Fossanalytics, Hillerød, Denmark
FossNIRSystems Inc., Silver Spring,
MD, USA
ABB Bomem FT-NIR spectrophotometer,
Quebec City, QC, Canada
Antaris II MX, Thermo Fisher Scientific,
Madison, WI, USA
Sartorius Stedim Biotech GmbH,
Göttingen, Germany

MIR spectroscopy

Cell density, cell viability,
lactate dehydrogenase (LDH),
secreted antibody, glutamate,
lactate, glucose,
glutamine, ammonia.

[54,55]

Merck Millipore, Danvers, MA, USA
MATRIX-MF, Bruker Optik GmbH,
Ettlingen, Germany
Mettler Toledo AutoChem, Inc., Columbia,
SC, USA

UV-Vis spectroscopy
Cell density, viability,
glutamine, glutamate,
glucose, lactate.

[56–60] J&M Analytik AG, Esslingen, Germany
Thermo Fisher Scientific, Waltham, MA, USA

Fluorescence spectroscopy
Cell density, cell viability,
recombinant protein, glucose,
and ammonia concentrations.

[61–64]

J&M Analytik AG, Essingen, Germany
LabX, Midland, ON, Canada
Cary Eclipse CA, USA
BioView, Delta Light and Optics, Denmark
Horiba Jobin Yvon Fluoromax-4,
Kyoto, Japan

Raman spectroscopy

Glycoprotein yield,
Glucose, glutamine, lactate,
ammonia, glutamate, cell
density and viability

[65–74]

VALON Instruments Ltd., Belfast,
United Kingdom
Kaiser Optical Instruments, Ann Arbor,
MI, USA.
Perkin-Elmer, Waltham, MA, USA

Dielectric spectroscopy Cell density and viability,
viable cell volume [75–82]

Aber instruments, Aberystwyth,
United Kingdom
Hamilton, NV, USA

* Optical sensors: O2 Dissolved oxygen (DO) [83–86]

Ocean Insight, Orlando, FL, USA
Presens, Regensburg, Germany
Mettler Toledo, Greifensee, Switzerland.
Hamilton, NV, USA

* Optical sensors: pH pH [41,87]

Pyroscience, Aachen, Germany
Presens, Regensburg, Germany
Mettler Toledo, Greifensee, Switzerland
Hamilton, NV, USA

* Optical sensors: CO2 Dissolved CO2 [38,88–90]
Presens, Regensburg, Germany
Mettler Toledo, Greifensee, Switzerland
Hamilton, NV, USA

Mass spectrometry

CO2, O2
Volatile organic compounds
Aglycosylation, glycosylation,
and glycation profiles

[91–103]

Q Exactive, Thermo Fisher Scientific,
Winsford, UK
Ionimed Analytik, Innsbruck, Austria
Xevo G2-XS Q-TOF, Waters, Milford,
CT, USA

Free-floating wireless sensors Temperature, conductivity,
pH, pressure, and turbidity [49] smartCAPS, smartINST, Lyon, France

Biosensors Glucose, lactate, glutamate [104,105] C-CIT Sensors AG, Switzerland

* These technologies are available as single-use sensors.
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Because the on-line monitoring technologies can generate a data point every few
seconds, a systematic methodology for storing and handling the large quantity of generated
data is key. While developing custom-made IT infrastructure that can handle and store
the data is feasible, plug-and-play platforms already exist. For example, SynTQ® from
Optimal Industrial Automation, SIPAT® from Siemens, BioPAT SIMCA® from Sartorius,
and Unscrambler Process Pulse II® from Camo are some of the most popular platforms in
the market [106]. These platforms do not only allow for the handling of data from analytical
instruments, they can also realize aspects of data preprocessing, multivariate data analysis,
and visualization [106].

5. Spectroscopy-Based Techniques

Sensing devices that are not in direct contact with the bioprocess interface are regarded
as non-invasive sensors. One important example is spectroscopic sensors. Such sensors
rely on the interaction of electromagnetic waves and the analyte of interest [107,108]. The
electromagnetic waves interact through absorption, emission, or scattering. The wavelength
that can be employed exists within a wide range such as ultraviolet–visible (UV/Vis),
near-infrared (NIR), mid-infrared (MIR), far-infrared (FIR), Raman, terahertz, and nuclear
magnetic resonance (NMR) [107,108].

5.1. Applications of Near-Infrared (NIR) and Mid-Infrared (MIR) Spectroscopy Techniques

The two types of infrared spectroscopy are often used differently. MIR is more sensitive
when compared to NIR and can detect functional groups of molecules. However, NIR
devices are known to be more stable against interference and are cheaper to implement.
The IR light is able to incite specific vibrational modes in different molecules [41,107–110].
As such, each organic or inorganic compound has its own unique spectral signal. Most
excitation of unique molecular vibrations exists within the MIR range while vibration
combinations and overtones exist within the NIR region [41,107–110]. Because of the higher
energy of the near-infrared region, the spectra are less defined and, thus, spectrometers
with high signal-to-noise ratios are required. Conversely, MIR spectroscopy has high
absorption capacity and well-defined peaks. The greater resolution of MIR spectroscopy
allows it to be employed in the detection of components in aqueous solutions at low
concentrations and, thus, has been applied to measure glucose, lactate, fructose, ammonia,
acetic acid, and antibodies in bioprocess [41,107–110]. Given the large complexity of
data gathered through NIR and MIR spectroscopy, multivariate analysis (MVA) is often
used. For qualitative variance analysis, principal component analysis (PCA) is commonly
employed [109,111]. Alternatively, quantitative analysis requires a reference dataset to
calibrate a model that can be used to correlate signals with relevant process variables.
For this purpose, artificial neural networks (ANN), partial least squares regression (PLS),
and multiple least squares regression (MLS) are often used to correlate the absorption of
NIR/MIR data to the analytical data [109,111].

NIR spectroscopy can be used for in situ measurement of bioprocess with an optical
probe; the ex situ approach can also be realized by using a flow-through cell, by employing
a reflectance probe on the glass wall of the reactor or by utilizing fiber-optic cables that
allow the sensor to be used within the reactor. Given the much less defined spectra in NIR
spectroscopy, it is more used as a qualitative monitoring of the bioprocess [41,107–110].
Importantly, it has been applied in the monitoring of glucose, lactate, ammonium, and
biomass [109]. NIR has been found to be able to monitor seven different parameters in
parallel and on-line, including osmolality, glucose concentration, product titer, packed cell
volume (PCV), integrated viable packed cell volume (ivPCV), viable cell density (VCD),
and integrated viable cell density (iVCD), by using PCA and PLS in order to relate off-line
measurements with the spectral data that were acquired on-line [50]. When comparing
NIR to MIR, it has additionally been determined that, although MIR has a higher accu-
racy regarding the prediction of single analytes, NIR is better at predicting concentration
of multiple analytes [51]. This is because absorption coefficients and absorption bands
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are much lower and wider (respectively) in NIRs than they are in MIRs. Thus, analyte
concentrations for glucose and lactate can be detected with higher accuracy and in lower
concentrations with MIRs. However, due to the low penetration depth in MIR spectroscopy,
total cell concentration cannot be measured directly while NIR can employ light-scattering
effects to measure cell density and cellular viability. It was also determined that ammonia,
glutamate, and glutamine could not be adequately detected by NIR or MIR techniques. It
was concluded that NIR spectrometers are inherently more robust and better suited for
production processes when compared to MIR spectrometers because they have the added
benefit of predicting cellular viability parameters as well as the concentration of single
analytes [51]. Low-cost MIR probes have been applied in the monitoring of cell viability,
lactate dehydrogenase, secreted antibodies, and lactate and glutamate concentrations in an
at-line arrangement [54]. Glutamate could be predicted with high accuracy, but antibody
concentration could only be achieved with good results at concentrations above 0.4 mg/L.
Additionally, lactate dehydrogenase (LDH) activity could not be accurately predicted in
low-activity regimes. Lactate prediction was determined to be deficient while viability
could be determined with an error of 8.8% at ranges between 20 and 95% [54]. Another
application where MIR is gaining increased interest relates to the monitoring of product
quality and impurity. This is commonly done with spectral acquisition (Bruker Matrix
MF®, Mettler Toledo ReactIR®) [106]. Furthermore, NIR has been applied in raw material
characterization so as to generate a qualitative analysis of cell culture media components
through spectral fingerprinting. This is particularly useful in terms of diminishing lot-to-lot
variability [106].

5.2. Applications of Ultraviolet-Visible (UV/Vis) Spectroscopy

Ultraviolet-Visible spectroscopy is a sensitive method that employs ultraviolet and
visible light with wavelengths in the range of 200–780 nm [107,111,112]. The absorbance of
UV/Vis light is restricted to molecular function groups, known as chromophores, whose
electrons are excited. Thus, unique absorption spectra can be obtained for molecules with
chromophore groups and the correlation between light absorption, light path of the sample,
and concentration of the absorbing molecules can be realized through the Beer–Lambert
law. With the absorption measurement, the concentration of the analyte of interest can be
determined. Differentiation of proteins through UV spectra is difficult and quantification is
realized after purification procedures [107,111,112]. However, a method has been reported
that is capable of selective protein quantification in protein mixtures, which would bypass
the need for chromatography or electrophoresis as purification steps, by using PCA for
cluster analysis and based on spectral similarity [56]. Mid-UV (200–300 nm) absorption
spectroscopy is used for protein quantification. This range offers an advantage given that
there is low impact of water vibration at these wavelengths. Within this range, peptide
bonds and a few amino acid residues are responsible for the absorption. The aromatic
structures of phenylalanine, tyrosine, and tryptophan contribute to the mid-UV absorp-
tion [107,111,112]. Cysteine residues and peptide bonds also absorb mid-UV light, mainly
below 260 nm. However, high-energy molecules such as saturated hydrocarbons and sugars
cannot be detected through UV-Vis spectroscopy. UV spectroscopy is also used for biomass
concentration estimation as a function of turbidity in the sample [113]. These applications
correlate linearly at the start of cell culture where cell density is low. Correlation is poor
in later stages of cell culture when optical density cannot be used to differentiate between
viable and dead cells [112,114]. ANN have been used along with UV spectroscopy to
develop off-line monitoring of glutamine, glutamate, and viable cell concentrations on the
basis of spectra monitoring [57].

Fluorescence spectroscopy exists within the UV-Vis range and it is another relevant
tool for bioprocess monitoring, given that a lot of biological components within the culture
media have fluorescence properties including amino acids, enzymes, cofactors, and vita-
mins [115]. When a fluorescent compound absorbs a photon, it is transferred to a higher
energy state. As the energy of the molecule drops to a lower energy state, it emits a photon
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at a different frequency than the one that was used for excitation. Thus, by analyzing the
range of frequencies of emitted photons from the original excitation frequency, an emission
spectrum can be developed. Historically, in situ fluorescence sensors were based on a
single wavelength pair, thus limiting analysis to a single fluorophore [107,108]. Nicoti-
namide adenine dinucleotide (NAD) and nicotinamide adenine dinucleotide phosphate
(NADP) are the most used fluorophores given that they are cofactors involved in several
metabolic pathways. For instance, they can be employed as indirect measurements for
biomass estimation [116]. However, several secondary effects disturb fluorescence analyses
such as inner filter effects that occur when non-fluorescent compounds absorb the exciting
radiation, cascade effects that occur when the emission of a fluorophore excites another,
and quenching effects that cause a decrease in fluorescence intensity [115]. Recently, 2D
fluorescence spectroscopy was developed, whereby several excitation and emission wave-
lengths are employed. More elements can be analyzed at the same time over the course
of the bioprocess [116]. These spectrometers can be used in situ and non-invasively with
fiber-optical probes just as NIR/MIR spectroscopic sensors [116]. When compared to MIR
or NIR, fluorescence spectroscopy is better suited for monitoring bioprocesses that require
the measurement of species at low concentrations [108].

In mammalian cells, none of the fluorescent amino acids (tryptophane, tyrosine,
phenylalanine) is synthesized by the cells and must be added to the medium. During the
cell culture, these amino acids are taken up by the cells and incorporated into proteins.
Once this happens, a quenching effect is observed where the fluorescence is diminished
by neighboring protonated acid groups such as aspartate and glutamate [117]. When a
direct linear correlation is not possible, multivariate techniques may be employed. For
example, 2D fluorometry has been applied in a Baby Hamster Kidney (BHK) cell culture
for determination of viable cell count and recombinant protein production by using PCA
and PLS regression [61]. A similar method was developed for CHO cell lines expressing
glutamine synthetase (GS) where the authors captured data on multiple fluorophores
present in animal cell culture bulks in a single scan [62,63]. Modelling of viable cell density
and antibody titers was realized through PCA and PLS regression. The 2-D fluorescence
spectrometry has been used along with multivariate data analysis to differentiate between
viable, dead, and lysed cell populations in mammalian cell culture. This is of value
given that, with standard methodologies, it can be problematic to differentiate between
populations with high resolution and accuracy [64].

5.3. Applications of Raman Spectroscopy

Raman spectroscopy is centered on the detection of inelastic scattering of monochro-
matic light that occurs when incident light interacts with the molecules of a sam-
ple [65,107,111,112,118]. When the light interacts with the vibrational frequencies of the
molecules, most of it scattered without a change in frequency. This is known as Rayleigh
scattering. However, a small fraction of the scattered electromagnetic energy is shifted
from its original wavelength, and this is known as Raman scattering. The wavelength shift
between the original monochromatic light and the scattered light is linearly dependent
on the chemical bonds that caused the Raman scattering in the first place [65,112]. Thus,
the detected light can give information regarding vibrational and rotational characteristics
of the molecule. Importantly, this can give both qualitative and quantitative information
about the sample composition. Raman spectroscopy has been applied for in situ bioprocess
monitoring through the use of fiber optics as the delivery and collection system. Raman
spectra are not sensitive to water, which is advantageous in cell culture monitoring. One of
the drawbacks for its implementation is that biological molecules fluoresce in the Raman
spectra region, generating interference. Thus, the selection of an appropriate laser wave-
length that can maximize Raman signal and minimize fluorescence is a critical parameter
when implementing Raman spectroscopy for bioprocess monitoring [65,107,111,112,118].

This technology has been applied to real-time in-line monitoring of glucose, glu-
tamine, glutamate, lactate, ammonia, and viable cell density by coupling the technique
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with PLS modelling [66]. This is a promising move towards process monitoring and
control as, previously, Raman spectroscopy had been applied to off-line monitoring of
nutrients/metabolites in supernatants [67]. Raman spectroscopy along with PLS was also
used as an in situ monitoring technique of glucose, glutamine, lactate, ammonia, glutamate,
and total cell density in a CHO cell fed-batch process [68]. This technique was proven to be
transferable across scales as it was tested at 3-L and 15-L scales with similar results.

Raman spectra analysis has also been used in a study to test changes in developmental
scales (3-L, 200-L) and clinical manufacturing scale (2000-L) [69]. It was determined that
glucose, lactate, and osmolality could be adequately modelled regardless of scale, while
viable cell density and total cell density could achieve accurate predictive models but some
scale-dependent variations limited across-scale predictions. Raman spectroscopy has also
been applied in the prediction of glycoprotein yield at every stage, from small scale up
to the final 5000-L bioreactor of a CHO cell process, demonstrating accurate predictions
with relative errors between 2.1% and 3.3% [70]. In a similar research endeavor, Raman
spectroscopy spectra were employed to build generic PLS models capable of predicting
glucose, lactate, glutamate, ammonia, viable cell concentration, and total cell concentration
values in a CHO cell culture process at 5-L and 10-L scales [71]. These models were
in accordance with the off-line measurement error. The built models were found to be
independent of cell line, given that model calibration and model validation were done
with different cell lines [71]. However, glutamate and product yield could not be properly
monitored in the process and it is thought that more sensitive off-line methods and the
inclusion of more data could improve the estimation [71]. Similar problems have also been
found in other CHO cell lines where adequate glucose and lactate models are readily built
but issues arise in the development of glutamine and product titer models that fail to be
specific and accurate enough in validation tests [72]. Automated feeding strategies that
automatically maintain glucose at a low set point in order to limit lactate accumulation have
seen difficulties when developed with Raman spectroscopy given that the measurement
error is generally around 0.3–0.5 g/L [73]. However, to get around this problem, closed
loop control schemes that measured both lactate and glucose concentrations have been
developed. With this strategy, when lactate concentrations in the culture exceeded a
predetermined set point, glucose addition was stopped [73]. Conversely, glucose was
automatically fed (up to a maximum desired set point) when lactate levels were beneath
a predetermined set point. By successfully limiting lactate accumulation, this approach
increased cell counts and viability when compared to historical fed-batch cultures with the
same cell line. This led to an 84% increase in final titer, thus demonstrating that real-time
monitoring of cultures with spectroscopic techniques, along with feedback control loops,
can be utilized to improve the production process [73]. Given that some critical parameters,
such as glucose concentration, do not need high-precision and accuracy measurements,
maintaining glucose levels within a predefined range has been determined to be a good
strategy. Consequently, applying Raman spectroscopy in the domain of feedback control in
order to maintain the glucose concentration autonomously has been explored [74]. This
strategy allowed for the production of a target protein in a glucose concentration range that
was not possible to achieve under daily bolus feeding strategies. Interestingly, glycation
profiles were observed to be diminished from 9% to 4%, demonstrating that product quality
attributes could be controlled with appropriate feedback controls [74].

From the aforementioned studies, it is clear that spectroscopic techniques are not so
much in competition with one another but must be viewed as complementary in nature.
However, it is important to highlight that Raman spectroscopy has seen more applicability
when compared to NIR, MIR, and UV-VIS, given its unique ability to measure various
types of compounds of interest by analyzing its spectral signal.

5.4. Applications of Dielectric Spectroscopy

Dielectric spectroscopy is another widely used method to monitor relevant variables
in bioprocesses. The technique centers around the measurement of the passive dielectric
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properties of cells within a conductive medium. This is done by detecting the permittivity,
which is the measurement of polarization, and the conductance. The method can be used
on-line with a sterilizable permittivity probe [75,119–121]. This is possible because the cell
is encapsulated by a lipid layer that is not conductive, while the cytoplasm is a complex,
highly conductive medium containing water, salts, proteins, nucleic acids, and organelles.
When an electric field is applied to cells in a suspension medium, cellular polarization
occurs because the intracellular and extracellular ions move towards the electrode with the
opposite charge but are stopped by the lipid layer [75,119–121]. Consequently, cells that
have an intact membrane exhibit capacitance behavior and, thus, permittivity values, while
cells with compromised membrane structure are unable to polarize. Because of this, the
technique can be employed to measure cell density in a culture. However, since not all cells
have the same diameter, in reality, permittivity is a measurement of biovolume (or biomass).
When this measurement is used to get an estimate of cell concentration, it is under the
assumption that all cells have the same diameter. Alternatively, solids or fragments, which
are not part of the biomass, are unable to polarize given that they lack a nonconductive
lipid layer.

Interestingly, it was determined that changes in capacitance relative to frequency
could be related to cellular morphology. Indeed, a PLS regression allowed estimating the
median cell diameter with a measurement error of only 2% [76]. It was also found that
nutrient availability can be monitored by the permittivity signal because, immediately
after a feeding event, signal values were observed to suddenly increase, while declines
in permittivity values were correlated to states of nutrient depletion [76]. When the cell
radius remained constant, as is mostly the case in the exponential phase, good correlations
between oxygen uptake rate (OUR) and permittivity values were obtained, indicating
that metabolic activity could be at least partly assessed via dielectric spectroscopy [76].
It should be noted that linear models used in conjunction with dielectric spectroscopy
data were only accurate in the early phase of cell culture, while they failed to predict
viable cell density during the decline phase [75]. In contrast, multivariate approaches
such as PLS or alternative modelling techniques like Cole–Cole models were shown to
predict viable cell density with high accuracy throughout the whole culture process [75].
In insect cell cultures using the baculovirus expression system, dielectric spectroscopy
was able to estimate cellular growth and determine an appropriate time of infection (TOI)
for the production of β galactosidase [77]. Furthermore, dielectric spectroscopy allowed
for intimate process tracking of the progress of infection. Given that cell infection is
characterized by a significant increase in cell biovolume, the capacitance signal is able to
capture this phenomenon. Additionally, it has also been proposed that on-line dielectric
spectroscopy estimation of adherent cells in microcarriers was a more accurate alternative
than using off-line protein estimation as it is usually performed [121].

Given the variation in cell size distribution during cell culture, biocapacitance data
can decouple from viable cell density data towards the end of a fed-batch cycle [78].
However, by analyzing the complex scanning data with multivariate data analysis (MVA)
and constructing non-linear models with PLS or OPLS (orthogonal partial least squares),
prediction of viable cell density instead of viable cell volume can be accomplished [78]. An
on-line multivariate model resulted in viable cell density estimations that were a better
fit to the death phase of the fed-batch cycle. To test the robustness of the model for real-
time estimation of viable cell density, the fed-batch culture was subjected to dilutions
(30 vol%) of the culture broth at various stages in the process. It was determined that the
dilution steps were detectable in the on-line signal and correlated with the off-line cell
counts [78]. Work has been done towards the development of a single, universal model that
can be easily transferred across scales or clones without negatively impacting viable cell
density prediction, especially in the declining phase of the fed-batch culture [82]. This is
important because PLS models of multivariate signals generally result in low errors (when
compared to viable cell density measurements) when created off-line after the process
is finalized [82]. However, the same model quickly becomes unreliable for estimating
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the viable cell concentration of a new process with different operating parameters or cell
line [82].

On-line biocapacitance measurements can be used as a surrogate for cell growth esti-
mation in order to dynamically adjust feed rates [80]. This is of great importance given that
it simplifies its integration into feed algorithms. Thanks to cell growth estimation, constant
recalculation of growth rates was done automatically and used as a parameter to determine
bolus feeding frequency [80]. When compared to manual bolus feeding, the results demon-
strated that the dynamic feeding strategy had equal or better performance in terms of
maximum viable cell concentration and maximum titer and metabolite accumulation [80].
Dynamic feeding strategies that are coupled with feedback control can avoid overfeeding
and underfeeding throughout a fed-batch process [80]. This technology has gained great
interest within the biomanufacturing industry given that the signal is independent of scale,
as proved by Biogen when comparing biocapacitance trends of cultures of production cell
lines at 5-L, 200-L, 315-L, and 15,000-L scales [79]. Interestingly, given this consistency
across scales, it was possible to automate seeding trains within the production floor [79].
Additionally, with the generated data, it is possible to develop dynamic feeding strategies
that calculate and add a volume feed as needed, as opposed to calculating a feed volume
daily and feeding that bolus. The resulting feed strategy was responsive to actual culture
performance and this reduced the risk of process failures caused by underfeeding [79].

Additional Biogen studies found that integrated cumulative integral of cell growth can
be directly related to integrated biocapacitance (IBC) [122]. A linear correlation between
the IBC and total feed amount was found in the entire process and, thus, it was possible to
directly use biocapacitance data to control feed addition [122]. Based on the hypothesis that
biocapacitance-based auto feeding could mitigate underfeeding/overfeeding phenomena
in fed-batch culture process, bioreactors were intentionally seeded at low seeding densities.
The fixed feed strategy caused overfeeding, which consequently caused cell growth inhibi-
tion. Alternatively, the biocapacitance-based feeding strategy automatically reduced the
feed accordingly to biomass need. This led to lower ammonium and lactate levels when
compared to the fixed process that was intentionally seeded at lower cell densities. It also
led to higher titers and higher product purities given that the fixed process affected glyca-
tion and trisulfide formation [122]. Consequently, it was determined that capacitance data
can improve process robustness by providing consistency in both productivity and product
quality regardless of process variation. This simplified application is encouraging as it does
not require complex multivariate analysis models, which run the risk of being overfit for a
certain process to develop dynamic feeding strategies in the manufacturing floor.

Alternative strategies include biocapacitance data and glucose measurements to deter-
mine glucose uptake rates, which can then be used to feed the cultures as needed. Thus, by
setting up a strict, target-specific glucose consumption rate for the whole process runtime
of a fed-batch, the culture can be fed optimally [81]. It was shown that feeding based on
specific glucose consumption and not on glucose itself can improve lactic acid profiles.

6. Optical Sensing Techniques

Optical chemosensors, also known as optodes, work thanks to the interaction of an an-
alyte and a matrix-embedded indicator that is immobilized at the sensor tip [41,87,118,123].
The indicator is illuminated by a diode through optical fiber, and a change in optical prop-
erties that are detected by a photodiode is correlated with the concentration of the analyte
of interest. The change in optical properties that is directly correlated to the variable of
interest can be photoluminescence intensity, absorption, or reflection. These sensor types
can be used in situ in stainless-steel bioreactors through standard ports or in small-scale
systems such as deep well plates and shake flasks through patches. This application is
of interest in systems with low volume where in situ sensors are not possible or would
directly impact the hydrodynamics of the system in question, such as the case of systems at
the millimeter scale [118]. Optical sensors in patch form have also been applied extensively
in single-use bioreactors to monitor dissolved oxygen, carbon dioxide, and pH, given their
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ease of use and disposability and because they can be readily sterilized by using gamma
radiation [41,118]. They have several advantages over standard electrochemical sensors,
namely, that no direct electrical contact between analyte and electronics is required [87].
Moreover, contrary to amperometry sensors, no analyte is consumed, thus there is no net
change in the concentration of the variable of interest. One interesting example is the elec-
trochemical oxygen sensors, which actively consume oxygen in the process of measurement,
which may influence the measurement especially in miniaturized systems [124].

Dissolved oxygen (DO) is commonly measured using optical sensors through fluo-
rescence quenching of an immobilized fluorescence dye by molecular oxygen [41,87,118].
The oxygen-sensitive indicator is an organometallic dye that is immobilized in an oxygen-
permeable polymer matrix. These optical oxygen sensors can be readily miniaturized as
opposed to Clark electrode sensors and, thus, measurements with high spatial resolution
in small volumes are practicable [41,118]. A published study was able to compare optical
oxygen sensors with respect to their electrochemical counterparts and determined that
their Pearson correlation was of 98.7%, thus demonstrating that both sensors were in
agreement with the measure values [125]. They also highlighted that the accuracy of the
optical probes demonstrated an ability to detect parameters shifts that could impact cell
growth, production kinetics, and protein quality in a significant way [125]. It has been
postulated that the electrochemical oxygen sensors and optical oxygen sensors may be
complementary rather than competitive, given that electrochemical sensors perform best
at high oxygen concentrations, while optical sensors have an optimal sensitivity at low
concentrations (<50% of air saturation) [124,126]. By employing the same mechanism as
an optical dissolved oxygen sensor, disposable optical in-line glucose monitoring sensors
have been developed [127]. Here, a PreSens oxygen sensor is coated with a cross-linked
glucose oxidase layer. Thus, the oxygen partial pressure within the crosslinked enzyme
layer is monitored non-invasively and its signal is inversely proportional to the glucose
concentration within the sample [127]. The dynamic range of the biosensor could be tuned
for specific purposes by covering the enzyme layer with different hydrophilic perforated
membranes [127].

Optical carbon dioxide sensors work relatively like their electrochemical counterparts,
whereby a change in pH of a bicarbonate buffer system due to carbon dioxide presence
is measured [41,118,124]. In this buffer system, fluorometric or colorimetric pH sensitive
indicators are added, and the system is isolated from the bioprocess broth by a carbon
dioxide permeable membrane. From the pH bicarbonate system equilibrium, it is possible
to calculate the carbon dioxide partial pressure from a change in pH in the medium. The
response time is within the range of minutes given that it is diffusion dependent. Frequent
buffer solution change is required because the optical measurement is dependent on ionic
strength of the buffer [41,118,124]. These sensors can be used to study dissolved carbon
dioxide concentrations within the media to estimate the carbon evolution rate (CER), which
can serve as a proxy for cellular respiration estimation. Optical pH sensitive sensors
function in a very similar way to carbon dioxide sensors given that a change of pH is the
variable of interest. They can be constructed based on absorbance or on fluorescent dyes,
which are covalently immobilized on cellulose matrixes [41,87,118]. Optical pH and DO
sensors have become standard equipment for single-use vessels given that they can monitor
non-invasively the bioreactor. Importantly, these sensors are connected to a readout unit
through a reusable fiber optic [49].

7. Mass Spectrometry Techniques

Mass spectrometry can be a powerful analytical tool given its high specificity, selec-
tivity, sensitivity, dynamic range, and resolution, as well as mass accuracy [91]. Thanks to
this, on-line application of mass spectrometry can contribute to the analysis of numerous
components as well as various attributes of heterogeneous biological compounds. The
most important component in mass spectrometry is the generation of a high vacuum that
is below 10−5 mbar [91]. The samples are commonly introduced to the system through
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thermospray, electrospray, or direct liquid inlet. The samples are consequently ionized
through electron impact, chemical ionization, or desorption ionization. The data gathered
by mass spectrometers are quantitative, can be assigned to specific compounds, and, when
analyzed with multivariate statistical tools, they can be used to build models that predict
variables of interest.

On-line mass spectrometry is readily applied for the analysis of gas phase samples from
bioreactor exhaust gas. It has been used to detect oxygen uptake rate and carbon dioxide
production rates from cell culture runs in 10-L bioreactors. It was possible to correlate
oxygen uptake rate to viable cell growth throughout the course of the bioprocess [92].
Additionally, it was also determined that changes in the oxygen uptake rate during the
cell culture indicated occurrences of limitation of nutrients within the medium. Thus, an
on-line mass spectrometry gas analyzer can be useful in timing important events such as
splits or harvest time [93]. Interestingly, mass spectrometry gas analysis has been realized
for fed-batch cultivation of mammalian cell cultures in 5-L and 50-L vessels to measure its
application in scale-up systems. Correlation between viable cell concentration and oxygen
concentration of the inlet gas into the bioreactor was high, irrespective of scale for a CHO-
GS cell line that expressed chimeric IgG4 monoclonal antibodies [94]. Additionally, the
oxygen mass transfer coefficient (kLa) could also be identified throughout the culture with
the mass spectrometer, and an impact of antifoam on kLa was found [94]. The respiratory
quotient (RQ), defined as carbon dioxide evolution rate (CER)/oxygen uptake rate (OUR),
was also estimated and a distinct correlation between RQ and the metabolic state of the cell
culture was established; when a cell culture was determined to be in the lactate production
phase, the average RQ was above 1. Conversely, when the culture was determined to be in
a lactate consumption phase, the average RQ was below 1 [94,95].

Liquid chromatography mass spectrometry (LC-MS) has been used for the monitoring
of glycan profiles and charge variants as well as purity. Given its multi-attribute monitoring,
it has the potential to replace current electrophoretic and chromatographic tools that are
used in quality control [96]. Another important technique for biological mass spectrometry
is matrix-assisted laser desorption/ionization time-of-flight mass spectrometry, which
has been used to determine process consistency and suitability of the cell line used for
production [92]. When mass spectrometry is coupled with at-line liquid chromatography,
simultaneous analysis of glycosylation patterns, heavy chain/light chain dimers, and C-
terminal lysine residues is possible at the time of harvest [92]. Liquid phase measurement
can be realized through membrane-inlet mass spectrometry because it allows the analytes to
be moved from a complex aqueous solution to the ionic source thanks to a semi-permeable
membrane [91]. This is specially used for the monitoring of metabolites that are released
by the cells during the culture process, particularly volatile or semi-volatile organic com-
pounds. Volatile organic compounds, within the context of cell culture, participate in a
variety of biological functions such as growth inhibiting/promoting agents or cellular
communication between cells [97]. Proton transfer reaction mass spectrometry (PTR-MS)
was recently applied to monitor a recombinant CHO cell culture process [98]. In total, eight
volatile organic compounds that showed high relevance to cultivation conditions could be
identified: Methanol; Acetaldehyde; Methanethiol; Ethanthiol; Isoprene; Ester organic acid;
α, γ-Butyrolacton, pentanal, 2-pentanon, and 3-methyl-3-buten-1-on; and 4-Methylpentan-
2-on and 3-methylpentan-2-on. Among these, methanethiol could be directly correlated to
metabolic shifts or nutrient limitation. In conjunction with PLS modelling, this technique
was able to predict physiological cell culture parameters such as specific glutamine uptake
rate and viable cell density.

Because of its multi-utility, this tool has also gained popularity in bioprocess devel-
opment given that it can be utilized as a platform quality control method during the
establishment of a manufacturing process [99]. With LC-MS, it was possible to demonstrate
correlation between specific process parameters (pH, DO, glucose, temperature, seeding
density) and the levels of glycosylated and glycated species [100]. LC-MS could thus be in-
corporated into an automated platform capable of monitoring, in real time, quality attribute
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outcomes for feedback control [100]. A multi-attribute method using non-reduced peptide
mapping with quadrupole Dalton (QDa) detection has been reported in the literature [101].
QDa is a single quadrupole mass detector with an electrospray ionization source [101]. As
opposed to other mass spectrometers, it is cost effective and relatively easy to maintain.
The method was tested in upstream and downstream process development in order to
monitor fucosylation, deamidation, and glycosylation in the Fc region, as well as disulfide
bond-related modifications, such as trisulfide, thioether, free thiols, and cysteinylation [101].
The monitoring of glycosylation profiles of monoclonal antibody in cell culture samples
through microfluidic chips has also been reported in the literature [102]. The method
characterizes the sample through charge-based separation using microfluidic capillary
electrophoresis and high-resolution mass spectrometry. It is suggested that this method
can detect undesired shifts in product quality and, thus, has potential for at-line and in-line
cell culture monitoring [102]. Thus, even though spectroscopic techniques can determine
concentration of analytes in a cell culture process, they lack the sensitivity and specificity to
measure post-translational modifications such as deamination and oxidation [103]. Conse-
quently, mass spectrometry has shown great promise in being able to measure increasingly
important product quality attributes. This is clear when looking at therapeutic proteins’
license applications between 2000–2015. Of 80 therapeutic proteins, 79 employed mass
spectrometry in their workflows to determine protein and purity characterization [103].

8. Electrochemical Sensing Techniques

This family of sensors can detect variations in electrical properties or charged species
through chemical reactions. These sensors can be classified as potentiometric, conducto-
metric, voltametric, and amperometric. Conductometric sensors measure variations in
conductance while potentiometric sensors measure differences in electrical potential with
respect to a reference electrode. Voltametric sensors measure changes in charge trans-
port when the applied potential is varied. Importantly, amperometric sensors rely on
the same principle but measure changes in charge transport while the potential is kept
constant [118,128]. The standard electrochemical sensors routinely used in bioprocessing
are pH and dissolved oxygen probes. These parameters are important to measure and
control to ensure that cells remain in a favorable environment. The pH must be controlled
to a range that is optimal for a specific cell line while dissolved oxygen must be maintained,
usually within a range of 20–60%, to allow for cellular respiration. Process-induced shifts
such as temperature (growth arrest) or pH shifts (lactate consumption trigger) have been
explored in optimizing the productivity of a bioprocess; thus, the reliance of accurate
in-line sensors is important [21,129]. More sophisticated sensors that use electrochemical
enzymatic arrangements have been developed to monitor glucose and lactate on-line [130].
These sensors are advantageous in that they diminish the need for sampling and increase
the real-time knowledge within the reactors regarding substrate consumption and accumu-
lation of lactate. The drawback, however, is that these sensors are usable for up to 21 days,
meaning that they can only be used for the fed-batch mode and not in perfusion reactors
where the process can be maintained for longer [130]. Electrochemical single-use biosensors
for on-line measurement of glucose and glutamate are also available. These sensors employ
enzymatic oxidation processes that direct electron transfer from the measured substrate to
an electrode. Such sensors are delivered ready to use and can be integrated to shake flask
or disposable bioreactors [49].

In the case of pH sensors, potentiometric sensors are generally used while, for dis-
solved oxygen sensors, Clark electrodes are considered the standard. Of importance, Clark
electrodes are amperometric in nature [41]. However, the drawback is that oxygen is
consumed during the measurement, which means that the utility of such probes is limited
in situations where oxygen can be depleted, such as in small-scale models. Additionally,
dissolved carbon dioxide can also be measured by using Severinghaus electrodes [118,128].
Given that dissolved CO2 has been determined to have a significant impact on quantity and
quality of final product titer, tight control of dissolved CO2 has been hypothesized to benefit
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fed-batch cell culture productivity. In one investigation, two equivalent CHO fed-batch
cultures were realized [88], one with CO2 tightly controlled at 10% and one where the CO2
was let freely to accumulate up to 20%. The tightly CO2-controlled cell culture resulted in
a longer productive phase and higher protein yield. Interestingly, the pH between both
reactors was equivalent [88]. Monitoring and controlling CO2 with dedicated feedback
control loops that have optimized sparging/CO2 stripping strategies could benefit the
overall cell culture process. It has been reported that batch-to-batch reproducibility can also
be increased if pH control is managed without base addition. Because of this, strategies
towards pH regulation without base addition (only using gas sparging) has been tested
across varying scales with great success [38].

Dissolved carbon dioxide probes have also proved to be extremely useful for the scale-
up of bioreactors. For example, strategies focused around the kLa ratio of kLa (O2)/kLa
(CO2) have been proposed [90]. This scale-up criterion has the benefit that CO2 does
not tend to accumulate in larger vessels. When this ratio is kept constant, it is highly
likely that the dissolved CO2 profile during cultivation will be similar across different
bioreactor scales, hence helping to maintain product and process consistency. This strategy
has been suggested to be especially useful for technology transfer of large stainless steel
tanks or single-use reactors, where accurate knowledge regarding the geometry of the
vessel may be lacking and, thus, the standard Power/Volume (P/V) scale-up strategy may
be deficient [90]. During scale-up procedures, dissolved CO2 probes are also useful in
determining removal rates of dissolved carbon dioxide in large reactors. This can help to
assess the impact of sparging and headspace purging strategies. For example, it was found
that headspace air flow rates do not have a significant impact on carbon dioxide removal,
while sparging and varying specific power inputs were determined to be more effective for
stripping [89].

DO sensor can be employed in the estimation of oxygen uptake rate through the dy-
namic method, which is inherently discrete given that it requires the DO to fluctuate within
a range of 70–20% after turning off aeration. The decrease in DO can then be directly related
to the amount of oxygen that is being consumed by the cells. With this method, it has been
observed that the oxygen uptake rate (OUR) is directly proportional to viable cell concen-
tration during the exponential growth phase [83]. Importantly, the end of the exponential
growth phase also correlated with OUR measurements. By estimating cell concentration in
the bioreactor through the OUR, feeding of substrates could be predicted. This requires the
assumption that, during the exponential growth phase, the specific oxygen consumption
is constant [83]. This feeding control strategy resulted in cell growth maintained at the
exponential phase. It was found that the glucose concentration in the bioreactor was kept
between 0.9 and 1.2 mM, indicating that the control strategy could maintain a desired
set point. The OUR estimation was able to detect the start of the cell death phase just
before maximum cell concentration was achieved, which served as an early warning in
order to avoid glucose accumulation from this moment on [83]. Alternatively, given the
cumbersome nature of OUR estimation through the dynamic method, oxygen transfer
rate (OTR) measurements can also be utilized to indirectly measure metabolic activity [84].
With this measurement, it was possible to relate cumulative glucose consumption with
cumulative OTR. Based on this correlation, it was possible to generate an on-line prediction
of glucose that can be incorporated into a control algorithm that manipulates the glucose
feed rate [84]. It was then determined that the advanced process control strategy could
adequately maintain glucose concentration at an adjustable set point. In a similar study, a
DO control system was used to provide a measure of the culture gas phase partial pressure
of oxygen to calculate OUR from an oxygen balance in the liquid phase and relating it to the
head space with Henry’s constant [85]. It was determined that the OUR could predict viable
cell density in uninfected growing insect cell cultures. Interestingly, it was also determined
that the OUR could follow the progress of baculovirus infection and that it could pinpoint
the onset of the death phase of infected cell cultures [85]. This is key given that the best
time for product harvest occurs within a relatively narrow interval imposed by cell lysis at
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the end of the infection cycle [85]. Consequently, determining the optimal time of product
harvest could ensure better product yields [85]. Researchers have proposed adequate OUR
estimation through OTR measurements by characterizing kLa values throughout the cell
culture cycle [86]. Thanks to a two-segment linear model, it was determined that the OUR
can be directly associated with viable biomass of the system [86]. This correlation was done
directly with capacitance measurements given that capacitance data can be correlated with
biomass. The segmented model was necessary due to a metabolic transition in which the
specific consumption of oxygen changed [86]. The metabolic shifts could also be observed
in the system when OUR and capacitance measurements were analyzed together given
that changes in specific oxygen consumption could be observed [86].

It is clear that even the industry standard sensors, which are employed to control
the environment within the bioreactor, can be used to gather more in-depth information
about the metabolic activity or respiratory profile of the cells. This information can also be
applied for scale-up purposes or feedback control algorithms, which in turn will optimize
cell culture processes. Thus, sensors can be used beyond controlling the environment of
the reactor to maintain physiologically relevant conditions in the interest of maximizing
the production process.

9. Soft Sensors for Cell Culture Monitoring

A soft sensor is a term used to describe an approach that employs hardware de-
vices and software-implemented models to gather new information about the process
that would otherwise be impossible to derive exclusively with hardware sensor measure-
ments [131–134]. In essence, these novel arrangements are employed with the purpose
of using easily accessible on-line data to infer quantitative information about process
variables that are difficult to measure directly or can only be measured at low sampling
frequency [135]. Soft sensors can, thus, become useful for both monitoring and control
applications in the bioprocessing industry if they are demonstrated to be robust and easy
to implement [131–134]. In theory, a soft sensor should result in reduced need for extensive
operational surveillance and educed maintenance work and should increase the inter-
pretability of the results given the capacity of the models to relate various key variables.
Because of this, soft sensors are perfect candidates for the PAT initiative and to contribute
towards automated control [135]. Broadly speaking, soft sensors can be split into three
global categories: data-driven sensors, model-driven sensors, and hybrid models [116].

9.1. Data-Driven Soft Sensors

Data-driven soft sensors employ common chemometric techniques such as PLS, PCA,
and other complex non-linear regressions such as ANN and fuzzy logic [131–134]. ANN
can be used as multi-input, single-output systems or multi-input, multi-output systems.
Importantly, fuzzy logic sets are based on general rules that have also been shown to be
capable of describing unknown state variables from known measurements [131–134]. This
is particularly useful in mammalian cell cultures where a lot of the interactions between
metabolism and process conditions remain unknown or highly cell line specific. Another
widely used method is the PLS regression that is frequently applied in soft sensors [116].
This is notably the case with mass and optical spectral data, which are used as inputs
to PLS or ANN models linked to outputs such as media analyte concentrations, cell
count, cell viability, or expressed proteins [131–134]. Thus, it must be stressed that, when
these methods are applied separately or in combination, they can predict critical process
parameters that are not immediately available through the spectral signals or multi-sensor
data but arise from the deconvolution of the datasets. Because of this, data-driven models
do not provide further mechanistic understanding of the physical and biological processes
and they require extensive calibration within operational ranges to make the correlation
valid [116].
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9.2. Model-Driven Soft Sensors

Model-driven sensors involve mechanistic models that are based on engineering princi-
ples and biological insights, such as mass or energy balances that provide an understanding
of the transformation processes in the organism [116]. These models can incorporate culture
conditions such as media composition and/or culture performance (cell growth, production
yield) in order to build explicatory models. As such, these models exploit existing knowl-
edge with kinetic equations to capture dynamic changes of important variables [131–134].
These types of soft sensors are generally built by incorporating reaction kinetics, transport
phenomena, and thermodynamic constraints into the model [116]. Such models must be
accompanied by parameter identification, uncertainty analysis, and sensitivity analysis to
validate the model. Mechanistic models require extensive experimental data to be verified.
However, if the model is reproducible and reliable, it can provide biologically interpretable
information and simultaneously proven and increased understanding of the production
process [116]. Model-driven sensors can be split into steady-state and dynamic models.
The steady-state models are developed from mass and component balances or from mass
and heat transfer laws, while dynamic models employ dynamic balances along with kinetic
assumptions to describe rate expressions as functions of the state variables [136]. Flux
balance analysis (FBA) and metabolic flux analysis (MFA) are two stoichiometric-based
methods commonly employed to characterize cell metabolism and estimate intracellular
fluxes by using extracellular metabolite consumption or production rates as constraints.
Since quasi-steady state for intracellular metabolites is a critical assumption applied in
stoichiometric-based models, these approaches are static in nature [136]. Kinetic models
are generally expressed as a series of ordinary differential equations (ODEs) and conse-
quently describe dynamic changes in metabolite concentrations, cell density, and product
formation by describing its rate of change with respect to time during the cell culture pro-
cess [131–134]. Thus, cell growth and death can be linked to critical nutrients and metabolic
by-products, while the protein production is usually linked to cell growth and amino acid
metabolism [136]. Kinetic/dynamic models can be structured with varying levels of com-
plexity depending on the assumptions made regarding the culture system and intracellular
processes. For example, a model can add complexity by considering the heterogeneity in a
cell population or by taking into account the different cellular compartments. Models can
also be simplified by lumping reactions to rate-limiting steps [136]. These model-driven
sensors are complex to develop and, as such, in the biopharmaceutical industry, data-driven
sensors, which rely on historic data or small-scale process development runs, tend to be
more used [116].

9.3. Hybrid Models

Grey-box models are another important category of soft sensors, which can be con-
sidered as a combination of mechanistic models and data-driven models. They have the
advantage of maximizing the benefits of each method while avoiding some of the dis-
advantages inherent to each approach [131–134]. To limit the shortcomings of black box
models (lack of extrapolation capabilities within trained range) and white box models
(large uncertainty over parameters estimation and susceptibility to noise), recursive state
observers can be used to combine dynamic metabolic modelling and data-driven modelling
by updating state estimates derived from noisy measurement and gradually reducing the
estimation error covariance on the specific assumption of linear process and Gaussian
distribution for the error terms. For this purpose, a Kalman filter can be used. Importantly,
given that the process dynamics within a bioprocess are highly non-linear, the extended
Kalman filter can be applied to non-linear systems, thanks to piecewise linearization of
the process around the time trajectories of the variables through the estimation of Jacobian
matrixes [137]. Another popular version of the Kalman filter for non-linear systems is the
unscented Kalman filter, which uses a Taylor series expansion to linearize the model [138].
Since the accuracy of a hybrid soft sensor is significantly impacted by the accuracy of the
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mechanistic model, the latter must be extensively validated to ensure it can successfully
represent the process [137].

In grey box/hybrid models, the biological system is described by a mechanistic frame-
work but the cell-specific rates are defined by statistical expressions [131–134]. Thus, the
material balance constrains the solution space for the model and the statistical cell-specific
rate expressions can be automated [139]. For example, if multi-wavelength spectra are
analyzed with PLS or an ANN and the resulting predictions are used as an input in a
mechanistic model, this can be considered a grey box model. By mixing material balances
with statistical models, direct links between data and physical bioprocess systems can be
generated. This is because, within the hybrid model structure, the Kalman filter uses the
prediction from the mechanistic model and the data gained from the data-driven model to
recursively update the state estimators, thus synthesizing the information gained from both
types of models [138,140]. In such a way, it is possible to imagine numerous applications
where multivariate models generated from spectroscopic data or other on-line measure-
ments and mechanistic models are used in tandem to develop models that use historical
data while also describing the dynamics of the system. Some studies have demonstrated
improved protein yield when employing hybrid models for adaptive feeding when com-
pared to relying exclusively on data-driven models for adaptive feeding [137]. Kalman
filtering can be used with both on-line and off-line data. For example, biocapacitance
measurements used to estimate biomass on-line and infrequent sampling of ammonia and
lactate can be coupled along with process dynamic equations to continuously estimate
glucose and glutamine concentrations [141]. A similar study was realized with Raman
measurements that were combined with dynamic metabolic models through adaptive,
constrained, extended Kalman filters for the purpose of metabolite concentration tracking,
which could then be applied in setpoint tracking of glucose [142].

9.4. Applications of Soft Sensors in Bioprocessing

It is clear from the aforementioned definitions that soft sensors are dependent on both
the mathematical framework and the measurement device to be successfully merged into
a single functional entity. The state-of-the-art techniques used to generate a soft sensor
include many of the measurement devices that have been covered in the previous sections,
ranging from NIR/MIR spectroscopy, fluorescence spectroscopy, dielectric spectroscopy,
and Raman spectroscopy to mass spectrometry. Soft sensors can employ either in-line
measurements or at-line measurements. They have been applied to non-invasive on-line
spectroscopic methods such as NIR/MIR, 2D fluorescence, and Raman spectral data given
the multidimensional complexity of the signal and the need of multivariate data analysis
to relate the data to relevant process parameters [131–134]. While in situ sensors may be
more attractive than at-line sensors given the higher sampling rates, on the other hand,
precision, calibration, and stability generally often favor the at-line alternatives [131–134].
For example, a soft sensor capable of monitoring biomass subpopulations (viable cells,
dead cells, and lysed cells) in a cell culture process was developed through the use of
permittivity and turbidity sensors in conjunction with mechanistic models that describe the
dynamics of the subpopulations [143]. This is of great value given that estimating lysed cell
concentrations is difficult, generally requiring indirect methods such as the measurement
of process-related impurities like DNA and host cell proteins in the supernatant.

By combining mechanistic metabolic modelling and multi-wavelength fluorescence
spectroscopic data, it was proposed that the resulting soft sensor could filter noise in the
data and produce estimates of culture variables in between fluorescent data samples. More
precisely, a metabolic flux model capable of relating the main nutrients to by-products
was combined with a PLS regression of fluorescent data. It was concluded that the dy-
namic model was capable of improving the accuracy of the data-driven fluorescence-based
predictions [137]. Additionally, the extended Kalman filter model could generate accu-
rate predictions of the temporal evolution of the culture variables in between sampling
instances. This study is in addition to another publication by the same authors where
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a PLS model of fluorescent data was built [144]. Here, viable cell, glucose, recombinant
protein, and ammonia concentrations were predicted accurately throughout the culture
progress of CHO cells [144]. However, such soft sensor arrangements work as black box
models and, thus, are inherently limited in their capacity to predict key process variables
in discrete space or extrapolating the results for varying processes. As such, they are not
able to accommodate the dynamic evolution of the variables in between measurement
instances [144].

Recently, efforts have been made to develop data-driven models that aim to integrate
varying 2-D fluorescence datasets into calibration phase, regardless of the process strategy-
dependent diversity [145]. For this, special attention was directed towards the nutrient
rich and, consequently, fluorescent feeding solutions that are suspected to hamper the
generation of reliable chemometric models given that they alter the evolution of fluorescent
components during cell culture cultivation [145]. It was determined that calibration of
soft sensors was generally possible regardless of the process strategy. It was suggested
that calibration of soft sensors with data that adequately incorporate process variations
can facilitate the transfer of soft sensors from one production process to another [145].
This is an important improvement for data-driven applications within bioprocessing given
that most developed models tend to be over fitted for their application, making model
transferability difficult.

As mentioned previously, another spectroscopic technique that is readily applied to
data-driven soft sensors is Raman spectroscopy. It has been proven to be a reliable way to
attain in situ, real-time measurements of relevant process parameters while at the same
time being translatable across different scales without the need of model recalibration [68].
A comparison of multivariate linear regression (MLR), principal component regression
(PCR), and PLS regression (PLSR) algorithms for the creation of a data-driven model using
Raman spectroscopic data has been performed. It was determined that PLSR, the most
advanced algorithm of the three, delivered the lowest root mean square error prediction,
indicating that it was the model that most accurately represented the empirical measure-
ments [146]. This is doubly advantageous given that PLSR is the most available algorithm
in commercial, multivariate data-analyzing software. Raman spectroscopic data have also
been used to indirectly measure changes in pH [147]. This method was proposed as an in
situ, real-time method for pH estimation given that standard electrochemical pH probes
suffer from drifts that require correction by off-line measurement methods. Given that
pH in a bioprocess is influenced by controller inputs (base and carbon dioxide additions)
and cell culture metabolism (lactate, ammonia), a method capable of relating spectroscopic
(X variables) to pH (Y variable) data in fed-batch mammalian cell cultures was developed.
The model conveyed errors of 0.035 and 0.034 pH for two different CHO cell lines. This
can be explained by the fact that the Raman spectroscopy model is not being directly
correlated to pH; instead, it is correlated to bonds and molecules that influence pH within
the bioprocess [147]. The advances in soft sensor modelling for data-driven sensors have
been so vast that variables beyond routine measurements like glucose, lactate, and viable
cell density have been suggested. Chemometric models for tyrosine, tryptophan, pheny-
lalanine, and methionine have been developed with good correlation metrics. This, in turn,
suggests that real-time monitoring and control of amino acids in cell culture is feasible
and can help in the process of optimizing yields and product quality [148]. Historically,
ultraviolet-visible spectroscopy has provided poor information of bioprocesses because of
wide and unspecified bands, spectral interferences, and deficiency in detection of higher
energy electronic levels in molecules. To circumvent this, ANN have been proposed to
predict glutamine, glutamate, glucose, lactate, and viable cell concentrations [57].

In Figure 7, it is possible to observe how the different sensors covered can be used
as varying sources of data streams to feed into a soft sensor. These soft sensors bifurcate
in the methodology used (mechanistic mode, data-driven, and hybrids) but always have
the goal of generating information that cannot be measured directly and individually with
each hardware sensor. It is clear that soft sensors have an important role to play in the
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future of bioprocess monitoring. Black box-based sensors can combine information of
newly applied spectroscopy data to gather information directly from the media without
the need of repeated sampling, while mechanistic-based sensors can estimate information
regarding the process dynamics and intracellular metabolic rates. This is of great value
as well, as it can serve to develop control algorithms that take into account real-time data
regarding the metabolic profile. Alternatively, hybrid-based sensors could be considered
the best of both worlds given that they can integrate the large amount of data available
with knowledge-based models.
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9.5. Soft Sensor Implementation

To build the soft sensors, a variety of programming environments can be employed
such as Matlab and Python [149]. These programming environments are popular for
the development of soft sensors because they provide libraries and tool boxes for signal
processing, data analysis, model calibration, and model validation [149]. Alternatively, in an
industrial setting, commercial software systems for chemometrics are generally used, such
as SIMCA (Sartorius AG) or Unscrambler (Aspen Technology Inc., Bedford, MA, USA) [150].
With these software systems, the flexibility of the programming environment offered by
Python/Matlab is exchanged for streamlined platform. Vendors of on-line analytical tools
also offer software modules for soft sensor development such as the OPUS suite by Bruker
Corp., iC suite by Mettler Toledo Inc., Columbus, OH, USA, and GRAMS suite by Thermo
Fisher Scientific Inc., Waltham, MA, USA, [150]. Finally, soft sensors can also be developed
as internet of things such as Predix, MindSphere, and Sentience. Alternatively, cloud
infrastructure can be used for soft sensor integration within a manufacturing plant by using
Amazon web services, Microsoft Azure, Google cloud, or IBM’s Watson IoT [151].

9.6. Soft Sensors for Bioprocess Control

Soft sensors are of increasing interest in order to develop non-linear control strategies.
Control strategies in bioprocessing have the objective of supervising key parameters in a
dynamically changing process in order to maintain the key variables within the desired
design space. These control strategies are developed early in the process development
cycle in order to work around unforeseen consequences of alternative control strategies.
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Robust control strategies must be built on top of in-depth understandings of the process.
Thus, mechanistic models, data-driven models, or hybrid models can be used to develop
successful control strategies, which can be split up into open-loop strategies, closed-loop
(or feedback) strategies, fuzzy control, and model predictive control [152,153].

Open loop strategies, for example, are used when applying predefined feed rates into
the process, which are entirely dependent on the initial conditions and the predetermined
process conditions. Such control strategy does not require any on-line monitoring. One
large drawback of these strategies is that they require precomputed knowledge profiles
of growth kinetics, which is difficult in non-linear systems with a dynamically changing
metabolism, as in the case of mammalian cells. Additionally, open-loop control strategies
are unable to perform corrective measures when the system has deviated from the designed
space as a result of disturbances impacting the process [152,153].

Closed loop control systems were designed to overcome the largest disadvantage of
open loop systems, namely, the inability to provide feedback on the process as regulatory
control. These controllers are of standard use for pH control, temperature control, and
dissolved oxygen control [153]. Cascade control involves two feedback controllers and is
used to improve the dynamic response of the controllers by distributing the disturbance
over a secondary loop where corrective measures are taken without affecting the primary
loop. This type of controller has been successfully applied in bioprocessing, particularly to
control dissolved oxygen [154].

More sophisticated techniques involve model predictive control, where the controller
response is based on a process model, which can be mechanistic, hybrid, or data-driven in
origin. The model is capable of forecasting process events given process conditions and
measurements from various input sensors [133]. Thus, the model is key for successful
prediction and accurate response to process variations. These control methods are more
computationally expensive than standard control techniques, given that various inputs
must be analyzed within the model function to generate an output.

Another promising control technique for the bioprocessing industry is fuzzy con-
trol [152,153,155]. This technique does not require a complex mathematical description of
the process since fuzzy logic does not require initial knowledge of the system dynamics.
Fuzzy control is centered on the transformation of quantitative data into qualitative pa-
rameters. This is done by converting numerical data into a membership function, which
is a value between 0 and 1 that defines the degree to which a certain variable fits a given
fuzzy set. The values in the 0–1 scale are dependent on a predetermined knowledge of
the range of possible values. With this information, fuzzy rules can be enacted based on
experience with the process by employing conditional statements [152,153,155]. This in-
herently incorporates process experience into the controller by combining user knowledge
and trends with past data. However, this strategy differs from data-driven models given
that they can only operate within the range of the specific datasets that were used to train
the model [152,153,155].

10. Concluding Remarks

Given that bioreactor modes of operation, such as fed-batch, concentrated fed-batch,
and perfusion, are gaining more application within the biopharmaceutical industry, the
push towards sensors that are capable of monitoring the process beyond its immediate
environment (temperature, pH, DO, stirring) is gathering strength. This is because most
current research is also focused on understanding the complex metabolism of mammalian
cells in order to gauge what additional parameters should be monitored in order to assess
what is driving/hampering the protein production. Because of this, it has been understood
that amino acid concentrations in the media must be monitored as to not cause metabolic
bottlenecks. The trend for increased bioprocess monitoring applies both to small-scale and
large-scale bioreactors since most of the technologies tend to be independent of scale. This
is especially true for spectroscopic, biochemical, and optical sensors, which are now being
used at all stages of process development and biomanufacturing. Importantly, the capacity
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to monitor metabolic activity routinely at different vessel sizes makes it easier to transfer
processes across scales. Other methods such as off-gas analyzers generally work better at
higher scales given their low resolution, but work is being done in order to reduce this
limitation [156].

It has also been understood that dissolved carbon dioxide should be decoupled from
standard pH control and optimized on its own. It is noteworthy that, given the importance
of understanding the bioprocess, standard sensors have also been applied, with the help of
mechanistic models, in the development of measuring in-depth parameters such as OUR
and CER. This should allow better control of the extracellular space and, in turn, enable a
favorable intracellular environment. The latter is what really determines the quality and
quantity of the end product. Moreover, soft sensors can play an integral role in developing
process models that are able to feed back into the system dynamics to maintain culture
conditions within a desired design space. For this reason, process analytical technologies
(PAT) in conjunction with multivariate data analysis (MVA) and mechanistic models such
as the ones covered in this review can be used alone or in conjunction to gain understanding
about the system. This will help develop outcome predictions and process optimization
or support the development of new control strategies that are needed to automate certain
critical steps in biomanufacturing. Another aspect in which PAT monitoring technologies
in conjunction with soft sensors will play a key role in the future of biomanufacturing
is in the development of digital twins. These digital twins can be thought of as the
simulation of bioprocess in silico. This, in turn, means that the entire bioprocess could
be simulated at different scales (metabolic models, genome-based models, first principles
models), which can then be used to test out various predictive control techniques before
implementing changes at the bench scale and before reaching the manufacturing floor. Thus,
understanding of process variation can be obtained through digital twins, which could then
allow for prediction of productivity, product quality, and process attributes and forecasting
of costs of future physical experiments. This itself feeds into the wider push towards
industry 4.0 where advanced autonomous manufacturing systems and infrastructure can
improve product output. Within this framework, performance data can be stored and
mined into big data structures that can consequently be readily analyzed with the help of
both artificial intelligence algorithms and mechanistic models. This maximizes the use of
both historical and real-time data in order to understand what is happening in the process
and how it can be leveraged to improve the manufacturing process. Hence, given the
trend in the biopharmaceutical industry towards biologization of manufacturing and at the
same time a wider trend of digitalization of manufacturing, the canalization of monitoring
technologies should be harnessed to improve both understanding and outcomes.
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Abstract: Biomanufacturers are being incited by regulatory agencies to transition from a quality by
testing framework, where they extensively test their product after their production, to more of a
quality by design or even quality by control framework. This requires powerful analytical tools and
sensors enabling measurements of key process variables and/or product quality attributes during
production, preferably in an online manner. As such, the demand for monitoring technologies is
rapidly growing. In this context, we believe surface plasmon resonance (SPR)-based biosensors can
play a role in enabling the development of improved bioprocess monitoring and control strategies.
The SPR technique has been profusely used to probe the binding behavior of a solution species with
a sensor surface-immobilized partner in an investigative context, but its ability to detect binding
in real-time and without a label has been exploited for monitoring purposes and is promising for
the near future. In this review, we examine applications of SPR that are or could be related to
bioprocess monitoring in three spheres: biotherapeutics production monitoring, vaccine monitoring,
and bacteria and contaminant detection. These applications mainly exploit SPR’s ability to measure
solution species concentrations, but performing kinetic analyses is also possible and could prove
useful for product quality assessments. We follow with a discussion on the limitations of SPR in a
monitoring role and how recent advances in hardware and SPR response modeling could counter
them. Mainly, throughput limitations can be addressed by multi-detection spot instruments, and
nonspecific binding effects can be alleviated by new antifouling materials. A plethora of methods are
available for cell growth and metabolism monitoring, but product monitoring is performed mainly a
posteriori. SPR-based biosensors exhibit potential as product monitoring tools from early production
to the end of downstream processing, paving the way for more efficient production control. However,
more work needs to be done to facilitate or eliminate the need for sample preprocessing and to
optimize the experimental protocols.

Keywords: surface plasmon resonance (SPR); bioprocess; monitoring; biosensor; quality by design
(QbD); process analytical technology (PAT); biotherapeutics production; vaccines production

1. Introduction

Biomanufacturers are subject to strict directives imposed by regulatory agencies,
such as the Food and Drug Administration (FDA) in the United States and the European
Medicine Agency (EMA) in Europe, to ensure their products are fit to the highest standards
of quality, efficacy, and safety. The biotherapeutic market of today is rapidly growing
and evolving, with notable contributions attributed to the rise of therapeutic monoclonal
antibodies [1] and expiring patents allowing the creation of more and more biosimilars [2].

Amid increasing demands, biomanufacturers aim to increase throughputs while
retaining the quality and safety of their products. Products are typically extensively tested
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after production with fixed process parameters in what is commonly called a quality by
testing framework. During the 2000s, the FDA introduced the concept of Quality by Design
(QbD) to guide quality control [3]. QbD aims to build quality within the product at the
design stage rather than test it after its production. To accomplish that, the critical quality
attributes (CQA) of a product must be identified to construct a quality target product
profile (QTPP), which links CQAs to the critical process parameters (CPP). Such relations
can be known a priori or investigated using concepts of design of experiments and a
statistical analysis. Ensuring repeatability by aiming to maintain CQAs constant from
batch to batch, rather than the process parameters, enables more process flexibility [4,5].
Doing so requires a thorough understanding of which attributes of a biotherapeutic are
critical to its efficacy and safety and of their dependency on the process variables. Risk
assessment and continuous improvement are also key concepts of QbD [6]. Knowing the
link between CQAs and CPPs, quality by control (QbC) becomes possible by manipulating
CPPs to regulate CQAs. QbC necessitates measuring various process variables during
production that are either CQAs themselves or that allow the prediction of CQAs via
predictive modeling techniques [7,8].

Process analytical technology (PAT) is another initiative from the FDA from the
middle of the 2000s [9]. PAT encompasses the development of sensors allowing monitoring
and process control methods taking advantage of the measurements provided by these
sensors [10]. Techniques and devices aiming to measure the critical process variables linked
to CQAs in a timely manner compared to the process dynamics are very much a part of the
PAT framework [11]. As such, there is now a vast interest in techniques allowing process
variable measurements online or at-line of the production vessel. Such tools enable the
monitoring of bioprocesses either during upstream or downstream processing. Techniques
that allow the monitoring of cell growth or cell metabolism may not be sufficient to perform
QbC, introducing a need for sensors allowing measurements on the product itself. Such
sensors would not only be useful for production at the industrial scale but also during
process development, when multiple conditions need to be tested. More efficient process
development leads to a lower time to market, which is highly beneficial. To this day,
adoption of the PAT framework is much more prominent at the R&D stage than it is at the
production stage, but we believe powerful new tools and ingenious data analysis methods
could change that in the future. Figure 1 illustrates how real-time quality assessment
tools can lead to a greater production efficiency by allowing decision-making during the
production rather than a posteriori. Such process analytical technologies would enable
the implementation of a quality by control framework in which production issues may be
solved in real time by adjusting the production parameters. This would lead to a greater
efficiency by ensuring more production batches are of acceptable quality. In this mindset,
this review investigates the potential of surface plasmon resonance (SPR)-based biosensors
as a monitoring tool that will allow real-time quality assessments and/or quantitation.

The surface plasmon resonance phenomenon was established by the pioneering work
of Otto, Kretschmann and Raether in the late 1960s [12–14]. It was first commercialized in
the form of a biosensor capable of detecting interactions between an immobilized species
and its solubilized binding partner by Pharmacia (subsequently Biacore, now commercial-
ized by Cytiva, formerly GE Healthcare) in the 1990s. Advances in the liquid handling and
control systems have greatly improved the precision and sensitivity of SPR-based biosen-
sors in the last three decades [15–21]. On top of this, robust protocols [22] and data analysis
works [23–31] have helped establish SPR as a premiere technique in the field of biomolecule
interaction analyses. Its main advantage lies in its ability to detect interactions without a
label, which simplifies the assay design. As the interaction depends on a biological event
between the immobilized and solubilized species, the technique only detects bioactive
compounds rather than all compounds harboring a given label. Another significant benefit
of SPR is its ability to track the interaction in real time. This enables a kinetic analysis
of the interaction on top of affinity measurements [15]. A concentration analysis is also
possible [32–35], and as such, SPR represents an interesting alternative to enzyme-linked
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immunosorbent assays (ELISA) for quantitation purposes [36]. SPR technology has been
used in multiple fields, such as drug screening [16–18,21]; drug potency assessments [37];
vaccine quantitation [38–42]; food safety (the detection of bacteria, pathogens, and other
impurities) [43–50]; biotherapeutics characterization and quality control [51–57]; biother-
apeutic safety [58]; medical diagnostics [20,59–63]; environmental monitoring [64]; and
bioproduction monitoring [55,65–68]. Although little work has been done for the aim of
using an SPR biosensor online or at-line from a bioreactor in an automatic fashion [67,68],
a growing body of works showing accurate concentration measurements in complex me-
dia such as cell lysate [55,65,67,68] and human serum [69] on top of advancements in
antifouling technologies [70,71] pave the way for using surface plasmon resonance-based
biosensors in a bioprocess monitoring framework.
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Figure 1. Conceptual differences between a conventional a posteriori quality assessment (A) and real-time quality assessment
(B) of a cell culture-derived product. The conventional framework allows the detection of production issues only after
the cell culture is finished, which may cause significant losses if a production batch is found to be inadequate and needs
to be discarded. On the other hand, in a real-time quality assessment framework, a batch can be preemptively stopped
if production problems start being detected during the cell culture. Eventually, a quality by control framework becomes
possible, where one adjusts the production parameters to solve quality problems during the production. This can help
discard fewer batches and, thus, greatly increase the efficiency.

First, the SPR phenomenon will be presented with the main considerations for a robust
SPR assay, as well as general directions for kinetic and concentration analyses using SPR.
The applications of SPR in monitoring biotherapeutics, vaccine antigens, viral particles,
and bacteria will then be presented with some details on the assay designs found in the
literature. The limitations of SPR in a monitoring context will emerge from this literature
review, and they will be discussed next. We will then examine the recent biosensor and
modeling headways. These are mainly aimed at increasing the throughput or treating
more complex samples. Some compelling developments have not yet been applied to
monitoring but could prove powerful tools in the near future. We will conclude with some
perspectives on which key technological advancements are necessary to establish SPR as a
predominant monitoring tool in the future.
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2. Surface Plasmon Resonance: Basic Principles and Methods

Surface plasmon resonance-based biosensors rely on the excitation of an electron
cloud, called a plasmon, at the interface between a noble metal—typically gold—and a
dielectric medium following the projection of a polarized monochromatic light on the
metal. This results in the propagation of an evanescent wave. When the near-infrared
incident light projected by a laser hits the metal surface such that the component of the
incident wave light that is parallel to the surface (kx) perfectly aligns with the surface
plasmon waves (ksp), the oscillations of the surface plasmon are amplified; hence, there
is resonance. A glass prism is typically used to ensure the total internal reflection of the
light (see Figure 2A). This corresponds to the geometry suggested by Kretschmann and
Raether [12,13]. Therefore, when resonance occurs, energy that would otherwise be used in
reflecting the light instead goes to amplifying the oscillations of the electrons, resulting in a
drop in the reflected light intensity, which can be measured in real time. The light incident
angle for which resonance occurs, called the SPR angle, depends on the refractive index
of the dielectric media in the evanescent wave propagation zone. As the refractive index
depends on the concentration of material near the surface, SPR can be used to track the
accumulation of proteins at the surface in real time by rapidly changing the incident angle
of the projected light and monitoring the changes in the SPR angle.

Some SPR biosensors vary the wavelength of the incident light and use a spectropho-
tometer as a detector. It is also possible to keep the angle and wavelength constant while
monitoring the intensity shift. This technique facilitates measurements at multiple detec-
tion spots simultaneously using SPR imaging instruments (SPRi; see Section 7). However,
configurations that directly measure the SPR angle or wavelength are preferred, as the
intensity shift is only a derivative measurement of the SPR angle/wavelength, which are
linked more directly to the quantity of accumulated material near the surface [72]. Shifts
in the phase of the light when SPR occurs can also be monitored. Such setups have not
been broadly commercialized, as they require complex instrumentation, but they allow
better sensitivity as the phase shift of the light is more abrupt than the variations of its in-
tensity [73,74] (see Section 7). For more details on the SPR phenomenon and SPR biosensor
configurations, the reader is referred to various reviews on SPR biosensing [15–21,74]. A
non-exhaustive list of SPR instrument manufacturers is given in Table 1.

SPR biosensors allow real-time and label-free measurements of the interaction between
a ligand immobilized on a biosensor metallic surface and an analyte introduced near the
surface, for example, via a microfluidic channel. The biological interaction between the
analyte and the ligand results in the accumulation of analytes near the biosensor, causing a
change in the refractive index and SPR angle (see Figure 2B), which can be monitored to
obtain a SPR sensorgram (see Figure 2C).

Ligand immobilization can be performed via multiple chemical approaches by using
readily available SPR sensor chips with a tethered carboxymethylated dextran layer, as
offered by Cytiva [15]. Oriented strategies are preferred when available, as they minimize
the heterogeneity in the ligand interaction and steric hindrance, resulting in sensorgrams
that are simpler to analyze.

Following ligand immobilization, multiple SPR cycles can be performed on the same
sensor surface. A SPR cycle, or sensorgram, can be separated into three main phases
(Figure 2D): first, a buffer injection phase (to obtain a baseline signal), an analyte injection
phase during which analyte-ligand complexes are formed (association phase), and a second
buffer injection phase to dissociate analyte-ligand complexes (dissociation phase). The
association and dissociation durations, injection flow rate, and temperature can be set by
the user for most high-grade SPR biosensors. The SPR signal is measured in RU (resonance
units), with 1 RU being roughly equivalent to 1 pg/mm2 of immobilized protein [75].
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phase, (iii) equilibrium, and (iv) dissociation phase.
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Table 1. Surface plasmon resonance biosensor manufacturers. SPR instruments can either vary the
angle of the incident light or its wavelength. Some manufacturers utilize variations on the traditional
SPR technique to increase the throughput or to increase the applicability to complex samples.

Manufacturer SPR Method Detection Reference

Affinité Instruments SPR Wavelength [76]

Biacore (Cytiva) SPR Angle [77]

Bionavis Multi Parametric SPR (MP-SPR) Angle [78]

Biosensing Instrument SPR Angle [79]

Carterra SPR Imaging (SPRi) Angle [80]

Reichert Technologies SPR Angle [81]

Sierra Sensors (Bruker) SPR Imaging (SPRi) Angle [82]

To obtain repeatable signals, it is essential that the amount of available, biologically
active ligand molecules remains constant from one sensorgram to the other. In order to
ensure this, all analyte molecules should be removed from the surface by the end of the
dissociation phase. For slowly dissociating systems, a regeneration step may be neces-
sary during which a harder solution (typically in terms of pH or salt concentration) is
injected. Selecting an appropriate regeneration solution may be challenging, as regener-
ation needs to remove all analyte molecules without removing or damaging the ligand
molecules [15,83,84].

SPR sensorgrams can be biased by nonspecific interactions between the analyte or
other components of the injected sample and the SPR surface. Signal artefacts can also be
observed (caused by sharp refractive index variations when switching from one buffer to
another, by electric perturbations due to the biosensor’s moving parts, etc.). As such, a
robust experimental protocol includes a second SPR surface (mock) to perform a reference.
The mock surface is exposed to the same sequence of injections as the active surface, except
that it does not harbor any ligand molecules. Thus, subtracting the signal recorded on
the reference surface from the signal recorded on the active surface removes nonspecific
contributions. A second reference may be performed by repeating the same sequence of
injections with a null concentration of the analyte or a blank (i.e., injecting buffer instead of
the analyte). This removes signal drifts, which can occur when the temperature near the
SPR surface is not constant during the experiment, as the refractive index also depends on
the temperature. Sensorgrams obtained by subtracting the reference surface signal and the
referenced blank injection signal are said to be double-referenced [22].

The following subsections will describe the two main uses of SPR: analyzing the kinetic
and equilibrium behaviors of an analyte-ligand interaction and quantifying the solution
of an analyte. Although the latter can perhaps seem more appropriate for bioprocess
monitoring purposes, one should also strive to monitor the critical quality attributes
(CQAs) of the product, which may influence the binding kinetics to its biological partners.
As an example, monoclonal antibody (mAb) N-glycosylation (a CQA of mAbs) is known
to influence IgG-FcγR binding kinetics, as measured by SPR, and, hence, the efficacy and
safety of therapeutic mAbs [51].

2.1. SPR to Measure Kinetics and Affinity

As SPR biosensors allow real-time measurements, the kinetics of an analyte-ligand
interaction can be measured. A typical kinetic SPR assay includes multiple cycles with dis-
tinct known analyte concentrations, from which the rate constants are extracted by globally
fitting an interaction model to multiple double-referenced sensorgrams via optimization
methods [15].

The simplest and most commonly used interaction model, called a 1:1 Langmuir
model, contains an association rate ka [=] M−1s−1 and a dissociation rate kd [=] s−1, which
mediate a reversible pseudo-reaction between a free analyte molecule A and an immo-
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bilized ligand molecule L to form an analyte-ligand complex AL [15,25]. Both kinetic
constants have an impact during the association phase, whereas only kd influences the
signal during the dissociation phase. For the model to be appropriate, the predicted signal
(with fitted model parameters) should adequately describe the recorded signal. This can be
validated by observing that the residues (differences between fitted and measured signals)
are randomly distributed with a null mean [23,25]. An inadequate fit to an ideal 1:1 Lang-
muir model can typically be explained either by a poor SPR assay design or by the presence
of a more complex interaction scheme. Such complexity can hail from the presence of het-
erogeneity in the system (either in the analyte [26,28–31] or the ligand [85–88] molecules),
the stoichiometry of the analyte-ligand interaction [89–92], or a conformational change
following analyte-ligand binding [93,94]. Forest-Nault et al. [51] provided a description of
the modeling approaches that can be used to analyze such complexities in SPR data and
offered insight on the modeling of IgG-Fcγ receptor (FcγR) interactions, which has long
been studied using SPR and for which nonideal behaviors have repeatedly been observed
and confirmed.

The system may reach an equilibrium state during the association phase, for which
the binding and dissociation of the analyte-ligand complex occur at the same rate. Such an
equilibrium is detected by the appearance of a plateau in the SPR signal. In the Langmuir
model, the value of this plateau is characterized by the equilibrium constant KD = kd

ka
[=] M

or by the affinity KA = ka
kd

[=] M−1. Interestingly, many complex models behave similarly
to the ideal model at equilibrium, enabling thermodynamic measurements even if the
kinetics are not properly understood.

2.2. SPR to Measure Concentrations

Kinetic analyses, like those described in the previous section, are typically performed
in conditions for which the analyte-ligand interactions are limited by the interaction
kinetics. This is achieved by performing experiments with a relatively low density of
immobilized ligands and a high flow rate. Conversely, the conditions of mass transport
limitations enable the quantitation of bioactive analytes. Indeed, when using a SPR surface
that is highly concentrated in ligand molecules and a low flow rate, the diffusion of the
analyte molecules from the bulk solution toward the SPR surface is the limiting step in
the analyte-ligand binding process. This is characterized by a linear signal during the
association phase of the sensorgrams, with the slope of the signal being proportional to the
analyte concentration of the injected solution [34,35]. Interestingly, SPR has been used to
estimate analyte concentrations in a multitude of sample media [33], including cell culture
broths [55,65,67,68] and human serum [69]. Examples of applications of quantitation
via calibration will be discussed in the following sections for different relevant types
of analytes.

Analyte concentrations can be measured either with or without calibration, depending
on the availability of an analyte solution of a known concentration. The calibration refers to
the construction of a standard graph of the initial slope of the SPR signal with respect to the
analyte concentration. Under conditions of mass transport limitations, such a graph should
be linear, with a null initial value [32,34], although a four-parameter logistic function has
also been used [65,95], allowing a broader applicability, since the linearity range may be
limited. Rather than the slope, some authors used the SPR signal obtained at the end of
a set analyte injection time as the measurement, which may have a broader applicability
outside the linearity range [58,65,66,69].

The CFCA method (for calibration-free concentration analysis) requires estimating the
mass transport kinetic constant kM [=]m

s . Briefly, kM is a function of the dimensions of the
microfluidic channel, the diffusion coefficient of the analyte in the buffer, and the cubic root
of the injection flow rate. An estimate equation of kM has long been available [34,96,97],
but its use remains complex, mainly due to the need to estimate the diffusion coefficient.
This can be done using the Einstein-Sutherland equation, which is based on Stoke’s law,
but it requires knowledge of the relative frictional ratio and the solvent viscosity [32]. The
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molar weight of the analyte is also necessary to convert kM from units of concentration
to RU [32,34]. To determine the analyte concentration via CFCA, conditions of at least
partial mass transport limitations are necessary, and the analyte sample must be injected
at two different flow rates, meaning two different kM values [35]. For details of the CFCA
procedure, and a description of the acceptable degree of mass transport limitation, the
reader is referred to a relevant review on CFCA [33].

Uncertainties of the value of the analyte diffusion coefficient and the molar weight may
bias the computation of kM and, hence, the concentration estimated via CFCA. Comparing
two samples to obtain the ratio of their respective concentration with CFCA may prove
more efficient and accurate, as the uncertainties cancel each other when computing the
ratio [32,33,37]. A reference sample—for example, a quality control—is then compared
to a second sample on the basis of their bioactivity, as SPR only detects bioactive analyte
molecules that can interact with the ligand. Matching the absorbance measurements
at 280 nm normalizes the quantity of the proteins in both samples, enabling potency
comparison [32]. Potency could be compared across different batches to ensure batch-to-
batch variability in product folding. Potency could also be monitored before and after each
purification step of a bioprocess to detect product denaturation caused by the purification
process [32,98] or before and after exposure to a stress such as heat or pH to quantify the
product stability [33,37].

Relative CFCA was used in guiding the purification process of interferon α-2a [32,98]
by helping select a chromatography resin and the purification conditions, which maximized
the purified product bioactivity. Notably, by using a mouse anti-interferon α antibody as
the ligand, a relative concentration (normalized via absorbance) above 100% was found
between the samples before and after purification, indicating that purification indeed
removed denatured products. CFCA was also used to evaluate the potency of TNF-α
before and after temperature stress, proving an alternative to a traditional EC50 analysis [37].
Absolute CFCA was recently used to quantify human myoglobin with good agreement with
isotope dilution mass spectrometry measurements [99], and a mathematical framework
was developed to quantify analytes prone to self-association [100]. CFCA, especially in a
relative framework, has already been proven to be efficient and accurate, and we predict
its use will increase in the near future.

3. SPR Applications to Biotherapeutics Production Monitoring

Biotherapeutics are mainly produced by cultivating mammalian cells in a bioreactor.
These bioprocesses can be sensitive to various operating parameters, such as pH, tempera-
ture, culture media, feeding strategy, bioreactor operation mode, cell line, etc. [101]. These
parameters may be dynamic, and the length of the culture may also influence the product
quality. As such, there is an obvious interest for tools allowing monitoring during produc-
tion. Surface plasmon resonance-based biosensors represent an interesting option in that
regard, as they can be used to quantify the product (as a faster alternative to ELISA) and to
probe binding to its biological partners, which can often be indicative of the product quality,
efficacy, and/or safety. SPR has been used to analyze various types of molecules in this
context, including antibodies [65–67,102], fusion proteins [57], peptides [68], complement
fragments [58], and other blood proteins [66,103].

Table 2 summarizes the quantitation assays that will be described in this section.
Although they mostly aim at quantifying antibodies, similar assays could be used to
quantify any number of proteins, as long as an interacting partner (or an antibody) is
available to play the role of the immobilized ligand. In addition to these, biotherapeutics
quality assessment probes will also be discussed. They come in the form of either a kinetic
analysis or a qualitative yes/no binding experiment.
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Table 2. Quantitation assays of the biotherapeutics reported in this section. The concentration ranges
used to build a calibration curve are also reported.

Target Analyte Ligand Range
(µg/mL) SPR Instrument Reference

mAb Antibody 0.8–50

Biacore T200 [66]

Albumin Antibody 2–200

Transferrin Antibody 0.2–20

IgA Antibody 0.4–50

IgG Antibody 2–200

IgG1 Antibody 2.8–90

IgG2 Antibody 1.8–60

IgG3 Antibody 0.4–13

IgG4 Antibody 0.2–5

Infliximab
(IFX, IgG mAb) Antigen (TNF-α) 0.5–8

Bio-Rad ProteOn [69]
Anti-IFX antibody Antibody (IFX) 5–40

Anti-GFP antibody
(total) Protein A/G 0.03–2 SPR 2/4

(Bruker
Daltonics SPR)

[65]
Anti-GFP antibody

(bioactive) Antigen (GFP) 0.03–2

Anti-PSMA IgG mAb Antigen (PSMA) 1.35–30 Biacore 3000 [67]

Trastuzumab
(IgG mAb) FcγRI 0.03–3.75 Biacore T100 [55]

Anti-TNF-α antibody Antigen (TNF-α) 0.02–360 Biacore T200 [37]

3.1. SPR for the Early Development of Biotherapeutics

As the first SPR-based biosensors became available in the early 1990s, they were
used to characterize biomolecule interactions and rapidly played an instrumental role in
accelerating therapeutic antibody screening and epitope binning experiments [104]. In
combination with technologies such as phage display, which enable the creation of large
libraries of candidates based on bacteriophage expression, SPR helped identify candidates
with the most therapeutic potential [105,106]. These strategies led to the rise of one of the
best-selling therapeutic monoclonal antibodies (mAbs), HUMIRA®, commercialized in
2003, and continue to be an essential part in discovery research for new therapeutics against
cancer or diseases like hepatitis, HIV, and Alzheimer’s [104,107,108]. Kinetic analyses
performed by SPR not only allow discriminating between good candidates based on their
target specificity but, also, to better understand and estimate the target occupancy and
residence time of the therapy [109]. These parameters have become increasingly important
in lead optimization in order to minimize off-target effects and ensure therapeutic efficacy
by target engagement.

Several studies have described practical approaches based on SPR to study the off-
target binding of candidates by serum proteins. This can significantly influence their
pharmacokinetic profile and propensity to induce side effects. Frostell et al. showed
early on that it is possible to efficiently evaluate the binding of plasma proteins to drug
candidates by immobilizing plasma proteins on an SPR surface. Their results correlated
with other methods such as ELISA [110]. Gonzales et al. compared the immunogenicity
of potential antibody variants against a protein, TAG-72, expressed by several kinds of
carcinomas [111]. Ritter et al. used SPR to measure the antibody response in the serum
of patients that were treated with humanized anti-A33, an antibody that targets colon
cancer [112]. Today, therapeutic drug and immunogenicity monitoring (TDIM) is more and
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more implemented to guide therapy with biologics by taking into account personalized
drug responses to make informed decisions on the course of treatment. Moreover, SPR
was shown to be more cost-effective than ELISA for serum concentration analyses, as
SPR protocols tend to be simpler and faster [69]. Therefore, with the advantages of low
sample volume consumption and real-time and label-free analysis, SPR has rapidly become
recognized as a powerful tool and has been extensively used for the early assessment of
target specificity, binding stability, and expression levels, which is essential data for the
selection of potential drugs [104].

As the market of biotherapeutics has grown over the years, the complexity of their
path to commercialization pushed regulatory agencies and industrials to adapt the devel-
opment workflow of drugs and add the evaluation of more developability aspects such as
post-translational modifications, conformation, aggregation, solution stability, and pharma-
cokinetic properties upstream of the development to reduce the risk of failure downstream
as much as possible [104]. The role of SPR also evolved to meet those new requirements,
and novel approaches were developed to rapidly characterize and predict a variety of
biotherapeutic attributes. For example, antibody clearance can be partly estimated by its
interactions with the neonatal Fc receptor FcRn. In fact, FcRn is responsible for recycling
antibodies captured in endosomes by binding to their Fc region and leading them back
to the cell surface [113,114]. By studying the antibody-FcRn interactions with SPR, it is
possible to identify characteristics or residues of the antibody that are favorable to recy-
cling by FcRn and, thus, increase the antibody half-life [115]. Until recently, SPR-based
biosensors and their applications were limited by their low throughput. Recent advances,
which will be covered in Section 7, have unlocked the full potential of SPR monitoring at
every stage of biotherapeutics development and even during production and purification
by increasing the throughput.

3.2. SPR for the Quantification of Biotherapeutics

Therapeutic monoclonal antibodies represent a rapidly growing global market in the
biopharmaceutical field estimated to reach USD $300 billion by 2025 [1]. In a recently
published study, two SPR assays were suggested to probe the total and bioactive mAb
concentrations from a culture broth [65]. Protein A/G was used as the ligand to detect
the total concentration, whereas the mAb-specific antigen (here, green fluorescent protein
(GFP)) was used to detect only the bioactive antibodies that are properly folded, such
that they may play their biological role. Calibration was performed using samples of
known concentrations. Various GFP immobilization strategies were compared, and a
combination of His-tag capturing and amine coupling stood out for allowing the fast
online quantitation of bioactive anti-GFP antibodies. His-tag capturing enables oriented
immobilization, whereas amine coupling offers reusability of the sensor surface as the
ligand molecules are covalently bound to the dextran layer of the sensor chip. A limit of
detection of 1.8 ng/mL was achieved using the adapted immobilization method, which
was shown to be similar to that of an ELISA procedure [65].

SPR has also shown to be a capable alternative to ELISA in quantifying proteins in
diluted serum samples. Frostell et al. [66] developed SPR assays for the specific quantitation
of eight plasma proteins (IgA, IgGs, albumin, and transferrin) and a recombinant mAb
from samples taken during production in Chinese Hamster Ovary (CHO) cell cultures.
Interestingly, these authors suggested not to perform any reference when conducting a
concentration analysis, as they argue that an unmodified surface is not a representative
negative control of the active surface when the latter contains large quantities of ligand
molecules such as antibodies. They proposed to use a surface on which an irrelevant
antibody is bound as a possible alternative but chose not to do so, as adequation to the
active surface remained uncertain. The proposed SPR assays were shown to be robust,
precise, and faster than an ELISA. In a notable recent study, Infliximab (IFX), a monoclonal
antibody against TNF-α, and antibodies against IFX were quantified in human serum
samples [69]. In this study, calibration was performed by spiking the serum samples with
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known concentrations of analytes. Nonspecific contributions by serum proteins binding
to the surface were referenced out by injecting the serum on a mock surface (for assays
with TNF-α as the ligand to quantify IFX) or a surface harboring a set level of a nonspecific
IgG (for assays with IFX as the ligand to quantify anti-IFX antibodies). The calibration
and reference protocols used when treating complex media are particularly relevant to the
field of bioprocess monitoring, and such studies show the potential of the SPR technique in
treating complex matrices.

Harnessing a SPR biosensor to a bioreactor allowed at-line quantitation of the product
during its production via cell culture [67,68]. A system of peristaltic pumps enabled
automatic sampling at a fixed time interval, with automated dilution of the cell media. The
only purification steps between the biosensor and the 3.5-L bioreactor were a decantation
column and a filter, which removed cells and cellular debris that could clog the SPR
microfluidic channels. The whole process was fully automated. Figure 3 shows a schematic
of this experimental setup. The quantitation of anti-PSMA antibodies was performed by
immobilizing PSMA (prostate-specific membrane antigen) on the sensor chip [67]. The
concentrations measured at-line were in agreement with the concentrations measured
offline with SPR and with quantitative Western blotting followed by densitometry analyses.
Calibration was automatically repeated every 12h using samples of known concentrations.
More work needs to be done to render SPR biosensing more apt to the treatment of
samples being automatically harvested, but these two studies showed an interesting proof
of concept.
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3.3. SPR for the Safety and Quality Assessment of Biotherapeutics

Certain product safety probes can be performed with SPR. As an example, an SPR
assay allowing the monitoring of complement activation by nanoparticles was recently
detailed [58]. Complement activation is undesirable in this context, as it causes an in-
flammatory reaction aimed at eliminating the nanoparticles when they are administered
intravenously as therapeutic agents. Emulsion-based nanoparticles were incubated in
human serum before performing SPR experiments. A total of four SPR surfaces were
used. The first one displayed a polyclonal antibody against C3 fragments, while the second
contained a monoclonal antibody specific to C3a. Complement activation was detected if
either one of these surfaces exhibited a non-null SPR response when injecting the serum
samples. The remaining two were reference surfaces: one unmodified and one with an irrel-
evant antibody. The SPR results were similar to those obtained via immunoelectrophoresis,
whereas an ELISA approach resulted in high nonspecific background noise. Removing the
nanoparticles prior to the experiment biased the detection of C3a, as it seemed to adsorb
on the surface of the nanoparticles, potentially leading to false negatives. C3a could be
adequately detected when samples containing the nanoparticles were tested [58].

SPR has also been used to investigate post-translational modifications of proteins.
Post-translational modifications may affect the efficacy and safety of biotherapeutics and
can therefore be classified as critical quality attributes in a Quality by Design framework.
Monoclonal antibody N-glycosylation has been studied abundantly with SPR, as it af-
fects binding to immune system effector cells, by measuring the binding of differently
glycosylated mAb samples either to Fc receptors [51–54] or to lectins [56]. In another
study, phosphorylation (another post-translational modification) was investigated by im-
mobilizing tumor suppressor P53 on a sensor surface. Kinases were then injected on the
surface, causing P53 phosphorylation. As phosphorylation affects P53 binding to the
murine double minute 2 (MDM2) protein, the injection of MDM2 enabled the probing of
phosphorylation [103].

Most of the current methods to probe the protein quality are ill-suited for online
utilization. In contrast, a monitoring tool such as a SPR biosensor could allow the product
quality to be considered in the very early stages of bioprocess development, such that it
becomes an integral part of the control strategy.

3.4. Sequential SPR Assays

Sequential SPR assays enable both the quantitation of antibodies and the measure
of their binding kinetics with Fc receptors in a single sensorgram. A large concentration
of antigens is immobilized on the sensor surface. The assay starts with the injection of
the antibodies, which bind to the immobilized antigens via their Fab region, enabling
quantitation by measuring the slope of the recorded signal. This is followed by an injection
of Fc receptors, which bind the antigen-bound antibodies via their Fc region. If the assay
is well-calibrated, kinetic evaluation is possible with the recorded signal resulting from
the Fc receptor injections. The sequence may be reversed if one aims to evaluate the
antigen-binding kinetics. Such a sequential assay was used to quantify Trastuzumab in
a culture supernatant by immobilizing Fcγ receptors and then measuring its kinetics to
its antigen (HER2) [55]. On the same note, biotinylated TNF-α was immobilized on a
SPR surface, enabling the quantitation of an anti-TNF-α antibody. This was followed
either by an injection of the TNF-α receptor to verify TNF-α blocking by the antibodies
or by an injection of FcγR [37]. In another study, antibodies from crude hybridoma
were captured on the SPR surface via an anti-Fc antibody, allowing their quantitation
and subsequent antigen-binding kinetic evaluation via a second injection [102]. The first
injection (quantitation) may be performed with species in a complex medium (cell lysate),
whereas kinetic studies (second injection) are generally performed in a defined buffer
for more accurate measurements. Sequential assays could prove a powerful tool for the
introduction of SPR biosensors in bioprocess monitoring, as they alleviate the need for
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purification, multiple SPR surfaces, and regeneration steps by combining the quantitation
and quality assessment probes.

4. SPR Applications to Vaccine Production Monitoring

Several research groups have investigated the potential of SPR-based biosensors in
quantifying vaccine production. The gold standard in this field has long been the sin-
gle radial immunodiffusion (SRID) assay, but it requires strain-specific reference antisera
and corresponding antigens, which may take up to 6 months to obtain by sheep immu-
nization [40]. ELISA-based assays can be used as robust alternatives, but they remain
time-consuming. For this reason, there is a strong interest in methods capable of perform-
ing vaccine quantitation without a reference serum, which could supplement SRID to speed
up vaccine development. Furthermore, the elaboration of better vaccine potency assays is
promoted by regulatory agencies, such as the World Health Organization (WHO) [116].

SPR-based assays have proven to be an efficient alternative to SRID. Low hands-on
time and the total analysis time (~10 min for SPR versus 2 to 3 days for SRID [41]) are
probably the two main advantages of the technique in a monitoring and/or development
context, enabling the rapid measurements required for proper decision-making and control
during production and/or purification. The small sample volume (~100 µL) required for
the analysis is another notable advantage. Research groups have achieved low detection
limits and appreciable quantitation ranges either by changing the assay format or by robust
reference and ligand immobilization strategies, rendering monitoring possible from the
early stages of production, be it in eggs or in a cell culture, to the end of the purification
process. Proofs of concept for the use of SPR in virus quantification have mainly been
performed on influenza, but other viruses have been studied with SPR in a diagnostic
framework [20,59–61]. For all these reasons, we anticipate a growing role of SPR biosensors
in vaccine manufacturing processes in the coming years.

Most research groups aim to quantify vaccine antigen levels [38–40,42,117], while
others seek to estimate the viral particle concentration [41,118]. Other than that, vaccines
can also be made of viral-like particles (VLPs). Briefly, VLPs are structures that mimic the
conformation of viral particles but lack the viral genome [119]. VLPs can play a role as
nanovaccines or drug nanocarriers [120]. The methods typically used to quantify VLPs
are the same as those employed to quantify viruses. This complicates VLP production
monitoring, as those methods are ill-suited to online or at-line measurements [121]. Aden-
oviruses have also recently been investigated as vaccine vehicles and can be quantified via
SPR [122]. Table 3 summarizes the quantitation assays that will be discussed in this section.

Table 3. Quantitation assays of the vaccines or viral particles reported in this section. The concentrations used to build
a calibration curve are also reported. The limit of quantitation (LOQ) and the limit of detection (LOD) are given when
available. The limit of quantitation is the smallest concentration that can be precisely identified, whereas the limit of
detection is the smallest concentration that can be qualitatively detected (yes/no detection).

Target Analyte Ligand Range LOQ LOD SPR Instrument Reference

Strains of Influenza HA
and Vaccine HA

Synthetic glycans with α-2,3 or
α-2,6 sialic acid conformation 0.33–30 µg/mL Bio-Rad ProteOn [40]

Strains of Influenza HA Biantennary glycan with
terminal α-2,6 sialic acid 0.01–2 µg/mL 0.01–0.02 µg/mL Biacore T200 [42]

HA from viral serum
and Vaccine HA

Recombinant HA
(Inhibition assay with Anti-HA

antibody)
1–15 µg/mL 1 µg/mL 0.5 µg/mL Biacore T100 [39]

Adenovirus

Antibody against
anti-adenovirus antibody

(Inhibition assay with
anti-adenovirus antibody)

10–5000 PFU/mL 10 PFU/mL
SPRI-Lab+

(Horiba Scientific,
Edison, USA)

[118]

Influenza HA 6′-sialyllactose-conjugate with
ovalbumin as carrier 10–100 µg/mL Biacore 2000 &

Biacore X [38]

Vaccine HA
Fetuin glycoprotein bearing

both α-2,3 and α-2,6 linkages

0.03–20 µg/mL 0.1 µg/mL 0.03 µg/mL
SPR-2 (Sierra

Sensors)
[41]Cell culture-derived

whole influenza virus ~105–107 PFU/mL 5.3 × 105 PFU/mL 1.8 × 105

PFU/mL
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4.1. SPR for Quantification of Vaccines Preparations

The most used model system is the influenza virus, which can be detected via hemag-
glutinin (HA), a homotrimeric glycoprotein found on the membrane of the virus. As
such, an HA binding partner is used as the immobilized ligand. For the selection of an
appropriate ligand, aiming to replicate the infection process of influenza is a sound strat-
egy. Infection occurs when sialic receptors on HA bind terminal sialic acid residues on
cell surface glycoproteins [123,124]. Therefore, most research groups use sialic acids or
conjugates containing a sialic acid moiety as the ligand. Lectins can also be used [38], as
HA exhibits carbohydrate sites on its surface. Note that such SPR assays will detect viral
particles whether they are infectious or not, as long as they display HA [41].

Influenza strains recognize sialic acid residues that are linked to galactose either in an
α-2,3 (avian strain) or α-2,6 (human strain) conformation. Khurana and colleagues [40] used
synthetic glycans containing either of these conformations to quantitate different strains
of influenza HA and HA contents of the vaccine preparations of several manufacturers,
showing excellent agreement with the SRID methods. The biotinylated ligands were
immobilized on a biosensor surface with grafted NeutrAvidin, and regeneration was
possible. Doses ranging from 0.33 to 30 µg HA per mL were used for calibration purposes,
and the initial slope of the signal was recorded. Biotinylated glycans were also used to
study the kinetics and affinity of several influenza strains to multivalent glycans with either
α-2,3 or α-2,6 linkage [117]. The ability to measure interaction kinetics is absent in most
other virus detection methods, including SRID.

A SPR assay based on a biantennary glycan with terminal α-2,6 sialic acid residues
that strongly bind human influenza virus strain HAs from 1999 to 2017 was introduced
by Bruce-Staskal and colleagues [42]. An asialoglycan was immobilized on the reference
surface. As their SPR assay emulates a biologically relevant binding event, the authors
argued it can distinguish between native and denatured HA conformations. The total
binding levels recorded with their assay were impacted by stresses (temperature and
pH) applied to the sample. As such, the proposed SPR assay can indirectly measure
degradation and/or unfolding and, hence, be used to assess the half-life and stability of a
vaccine preparation [42].

An inhibition assay was suggested to increase the sensitivity of SPR-based meth-
ods [39]. An anti-HA antibody was added in excess to influenza vaccine preparations a
sufficiently long time before the SPR experiment to allow the reaching of a steady state.
At a steady state, the remaining free antibodies (which had not bound to any HA) were
titrated with recombinant HA immobilized at the biosensor surface. One could correlate
the recorded SPR signal to the solution concentration of viral particles [72]. Of interest, a
lower concentration of viral particles meant more free antibodies in the solution available
for binding on the SPR surface and, thus, a higher SPR response. This allowed for a lower
detection limit. A quantitation range of 1–15 µg/mL (via calibration with samples of
known concentrations) was achieved for three influenza strains with a detection limit of
less than 0.5 µg/L (respectively, 10–30 µg/mL and ~5 µg/mL for SRID, according to these
authors) [39]. A similar assay was suggested for the detection of adenoviruses [118]. In
that case, a detection range of 10–5000 PFU (plaque-forming units) per mL was achieved.

4.2. SPR for Quantification of Vaccines during Production

Mandenius and colleagues [38] probed four compounds containing a sialic acid moiety
and three lectins as potential ligands for continuous HA quantification by SPR. Continuous
immunosensing requires a low-affinity ligand with a high dissociation rate, so that a regen-
eration step is unnecessary. A rapidly dissociating analyte also reaches equilibrium rapidly
during the association phase. By continuously injecting pulses of the culture medium on
the weak-affinity ligand surface, the concentration can be monitored online by monitoring
the equilibrium plateau values, which are a function of the analyte concentration [125].
The retained ligand was a 6′-sialyllactose conjugate with a substitution level of 0.6 mol
of ligand per mole of carrier protein (ovalbumin). This ligand was shown to exhibit low
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affinity (~µM) binding to HA samples coming from egg or cell-based productions with
a rapid dissociation (~s−1), which would theoretically enable a fast analysis in an online
fashion. The other tested ligands bound HA too strongly for this purpose, possibly due to
avidity effects. A reference surface containing only ovalbumin was shown to adequately
replicate nonspecific contributions. Human serum albumin was rejected as a protein carrier,
as it caused more prominent nonspecific contributions than ovalbumin in this system.
These authors showed that SPR responses at equilibrium correlated to the concentration
measurements obtained with an SRID assay [38].

Using different SPR surfaces to quantify different influenza strains is suboptimal,
especially when analyzing multivalent vaccine preparation. As such, ligands bearing
both α-2,3 and α-2,6 linkages, such as fetuin glycoproteins, are of particular interest. A
fetuin-based SPR imaging (SPRi; see Section 7) assay was suggested, which offered a higher
reproducibility and better quantitation range (0.03–20 µg/mL) than SRID [41]. The assay
was tested on influenza vaccine antigens and egg- and cell culture-derived whole influenza
viruses. Of interest, viral particle production based on a culture of Madin-Darby Canine
Kidney cells (MDCK) was monitored at-line from 1 to 4 days post-infection. Only a 10-min
clarification by slow centrifugation was performed between the culture vessel (T-175 flask)
and the biosensor. Of interest, multiple culture media caused negligeable nonspecific
binding when injected alone on the biosensing surface, which paved the way to the at-line
monitoring of multiple cell lines. Amongst them, the EMEM medium was selected, as it is
appropriate for MDCK cells. Truncated fetuin (without terminal sialic acids) was observed
to be a more reliable control surface ligand than bovine serum albumin, as it exhibited a
lower nonspecific binding to HA. For antigen quantitation, calibrations were performed on
HA samples of known concentrations, and the initial binding rates were recorded. For viral
particle quantitation, either an infectivity assay (PFU) or total particles counting (TRPS)
were used as a surrogate assay for concentration determination. The SPR signal initial slope
strongly correlated linearly to both measurements. However, plaque-forming units only
depend on infectious particles, not total particles exhibiting HA, as does SPR. Infectious
viral particles cannot be directly quantified using SPR [41]. The ability to monitor vaccine
production at-line is certainly desirable. On top of that, SPR can efficiently supplement
SRID even in an offline framework by providing rapid measurements that can help speed
development and testing.

5. SPR Applications in Bacteria and Contaminant Monitoring

SPR assays developed in the field of food safety could be adapted to bioprocess
monitoring to ensure product safety and detect contamination. Such assays aim to detect
bacteria or other pathogens in enrichment broths, in liquids, or in food dilutions [43]. Cor-
respondingly, detecting impurities in cell culture media or a purified product is of interest
to ensure the safety of biotherapeutics [44]. Traditional methods for bacteria detection
such as colony counting and culture-based techniques require several experimental steps.
The same thing can be said of alternative techniques such as ELISA and polymerase chain
reaction (PCR), making them lengthy and laborious [45]. The ease of use of SPR and the
low analysis time could prove very useful in this field.

Bacteria detection is usually done by immobilizing a bacteria-specific antibody on
the biosensing surface. Bacteriophages have also been used [45,126,127]. The sensitivity
of direct SPR assays may prove limiting, with a typical lower detection limit of about 105

colony-forming units (CFU) per milliliter. Here, sensitivity is quantified by the limit of
detection, which is defined as the concentration of bacteria that causes an SPR response
equivalent to the average value of the instrument noise (control) plus three times its stan-
dard deviation [46]. Table 4 summarizes the quantitation assays discussed in this section.

The sensitivity was improved by selecting an oriented ligand immobilization strategy,
by taking advantage of the biotin-NeutrAvidin link to immobilize a biotinylated antibody,
or by using protein A/G to capture the antibodies via their Fc region. A detection limit of
102 CFU/mL was achieved [45].
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The sensitivity can also be improved by performing a sandwich assay [47,48]. A
sandwich assay requires a second antibody that recognizes a different binding site on
the bacteria membrane. After injecting the bacteria on the immobilized antibodies, the
second antibodies are injected. This amplifies the signal, making it so a lower concentration
of bacteria produces a detectable SPR response [72]. The detection limit of Campylobac-
ter jejuni was enhanced from 8 × 106 CFU/mL to 4 × 104 CFU/mL by switching from
a direct to a sandwich scheme. This compared favorably to a commercial ELISA assay
(106–107 CFU/mL) [48]. Bhandari and colleagues [47] suggested incubating the secondary
antibody with the bacteria prior to injecting them both rather than injecting them se-
quentially. Their assay achieved a lower detection limit of Salmonella Typhimurium in
romaine lettuce samples of 4.7× 105 CFU/mL, which proved more sensitive than the direct
(1.9 × 106 CFU/mL) and typical sandwich (1.6 × 106 CFU/mL) assays [47].

Table 4. Quantitation assays of the bacteria reported in this section. The assay type and the limit of detection (LOD)
are also given for each assay. Sandwich assays tend to exhibit a better sensitivity (lower LOD) than direct assays. A
subtractive inhibition assay was reported with excellent sensitivity, because it requires detecting an antibody rather than the
bacterium itself.

Target Analyte Ligand Assay Type LOD
(CFU/mL) SPR Instrument Reference

Campylobacter jejuni Antibody
Direct 8 × 106

SPR-4 (Sierra Sensors) [48]
Sandwich 4 × 104

Campylobacter jejuni Antibody Subtractive
inhibition 131 SPR-4 (Sierra Sensors) [49]

Salmonella Typhimurium in
romaine lettuce

Antibody

Direct 1.9 × 106

Reichert Dual Channel
SR7500DC

[47]Sandwich 1.6 × 106

Sandwich with
prior incubation 4.7 × 105

Escherichia coli O157:H7 in
ground beef and

cucumber samples

Wheat germ
agglutinin (lectin) Direct 3 × 103 Biacore 3000 [46]

Listeria monocytogenes
in milk

Wheat germ
agglutinin (lectin) Direct 104 Biacore 3000 [50]

Listeria monocytogenes Phage-displayed
single-chain antibody Direct 2 × 106

Nomadics SPR3
(SPREETA3, Texas

Instruments)
[127]

Another explanation for the sensitivity issues is the insufficient depth of the evanescent
wave (approximately 300 nm compared to the size of a bacterium, which is on the order of
1 µm) [45,128]. Mass accumulation on the SPR surface has a decaying importance on the
SPR signal with the distance from the metal surface [33]. As such, using smaller ligands
could improve the sensitivity. Antibody Fab fragments or other small binders such as
aptamers would be appropriate for this purpose. For more details, the reader is referred to a
recent review on the use of aptamer-based biosensors to detect Pseudomonas aeruginosa [129].
This also signifies that, for a sandwich assay to amplify the signal, the second antibody
must bind the bacteria near the metal surface; otherwise, they are not perceived [48,130].

C. jejuni could be detected at a limit of 131 CFU/mL in chicken samples with a subtrac-
tive inhibition assay [49]. Briefly, the sample was incubated with an excess of antibodies.
The concentration of the remaining free antibodies after incubation was dependent on
the concentration of bacteria. These free antibodies were collected via centrifugation and
injected on a SPR surface with an immobilized secondary antibody. As such, this method
relied on the detection of an antibody, which was smaller than the penetration depth of the
evanescent wave, rather than the bacteria themselves. This enabled a better sensitivity.
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Assays using lectins as the ligand were also suggested. Wheat germ agglutinin (WGA)
has been used to detect Escherichia coli O157:H7 in ground beef and cucumber samples [46]
and Listeria monocytogenes in milk [50]. Nonspecific binding may affect the sensitivity in
food samples, as better detection limits were reported in the buffer. Researchers in this field
verify the specificity of their methods by evaluating their cross-reactivity to other bacteria,
but little seems to be done to reference the contributions from other components of food
samples, such as fibers, vitamins, carbohydrates, etc. Advances in referencing strategies
will need to be made to counter their effect on the recorded SPR signal.

Due to the limitations reported in this section, we conclude that the detection of
microorganisms via SPR is challenging but feasible, especially with more sophisticated
assays. Other limitations include the possibility of clogging the microfluidic channels of
the biosensor and the very slow diffusion rate of the bacteria towards the surface [131].
Although some of the reported studies showed statistically significant differences in SPR
responses for different bacteria concentrations, pointing towards quantitation, the main
goal in this field remains the detection of a particular bacterium species while limiting false
positives caused by cross-reactivity to other species.

6. Limitations of SPR Biosensing in the Context of Bioprocess Monitoring

We now describe the major hurdles in the application of SPR for bioprocess monitoring.
In a monitoring context, assays enabling rapid measurements with limited or no human
handling of the samples are strongly preferred. A kinetic SPR assay requires injecting the
analyte solution at different concentrations, which implies the need for diluting samples. A
concentration analysis requires either a calibration to be repeated periodically or injections
of each sample at two different flow rates. However, the total analysis time remains
competitive, as each cycle lasts approximately 10 min, meaning a result in a matter of hours.
This is still favorable over ELISA or SRID.

SPR sensor surfaces on which a ligand has been immobilized are reusable, but this
often comes with the need for a regeneration step. Indeed, the available immobilized
ligand molecule density must remain constant from one cycle to another. As such, all
analyte molecules must be removed from the surface after each experiment by injecting a
more ‘aggressive’ regeneration solution, increasing the cycle cost and duration. Selecting
the proper regeneration solution can be one of the most challenging steps in designing
an SPR assay. This is a major shortcoming of affinity biosensors [132]. Using a low-
affinity ligand with a rapid dissociation rate has been suggested in the aim of performing
continuous immunosensing [38] without the need for regeneration. However, this assumes
the availability of multiple ligands for the analyte of interest, from which a suitable one
with a weak affinity can be selected.

When taking a sample from a cell culture, minimal purification needs to be performed
to at least remove the cells and cell debris, which could clog the flow cells of microfluidic
SPR instruments. Dilution and filtration have both been automated to harness a SPR biosen-
sor at-line from a bioreactor using a filter and a decantation column, along with a system
of peristaltic pumps [67,68]. More work needs to be done to make at-line measurements
readily available both in research and in the industry. We highlighted sequential assays
combining concentration and kinetic analyses [37,55] (discussed in detail in Section 3.4)
as an example of a smart protocol aiming to gain more information in less injections and
regenerations. We also noted the existence of automated sampling systems with integrated
cell removal and liquid handling modules [133]. Those have been used mainly to perform
chromatography measurements online from a bioreactor but could potentially be adapted
to SPR biosensors in the future. We believe that such integrated instruments will play a
bigger role in the PAT context.

Nonspecific binding is another problem that may hamper SPR assays. It occurs
when materials accumulate on the sensor surface other than by forming an analyte-ligand
interaction. It could be the analyte adsorbing on the biosensor surface. It could also be other
compounds present in the injected solution, such as blood proteins (when injecting serum
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samples), binding the ligand, and/or the surface itself. SPR detects all mass accumulation
near the surface, whether it comes from a specific binding or not. As such, using a ligand
with a high specificity for the analyte is crucial. A robust double-referencing protocol [22]
has been widely adopted, but the question of what to immobilize on the reference surface,
if anything, remains. Section 7 will present a brief discussion of the antifouling materials.
In concentration analysis assays, nonspecific binding is problematic, because it lowers the
detection limits. The sensitivity can be improved by using oriented ligand immobilization
strategies [15] or by using an inhibition (see Section 4.1) or a sandwich assay format (see
Section 5). However, these assays increase the cost in time and materials, as they require
sequential injections or a secondary antibody [45,72].

Mass transport limitations (MTL) can bias kinetic analyses by reducing the observed
association and dissociation rate constants. MTL occurs when a large quantity of ligand
molecules has been immobilized on the sensor surface. This speeds up the formation of
analyte-ligand complexes, which depend on the concentration of analyte at proximity to
the surface and the concentration of available ligand. Hence, the availability of analyte
molecules near the surface can become limiting during the association phase when diffusion
of the analyte towards the surface is slow in comparison to the binding rate. Moreover,
rebinding can occur during the dissociation phase. In brief, the analyte molecules that just
dissociated from a ligand molecule may rebind to another ligand molecule before they
return to the bulk of the flow cell. Ideally, MTL should be avoided when performing a
kinetic analysis, either by reducing the immobilized ligand density or by increasing the
analyte injection flow rate. However, MTL can be accounted for when modeling the signal.
On that note, an algorithm aiming to select the appropriate model (with or without MTL)
while optimizing the injection times online has been suggested and has been shown to
allow shorter experimental times while maintaining acceptable precision [27]. The need to
account for MTL in the model is investigated via a dimensionless number that represents
the ratio of the analyte-ligand complex formation rate to the analyte diffusion rate. Note
that a concentration analysis, on the other hand, necessitates at least a partial MTL.

Heterogeneity in the ligand or analytes tends to complexify sensorgrams. This compli-
cates both kinetic [15] and concentration analyses [33,37]. The quality of the immobilized
ligand molecule should be as high as possible, and the selected ligand should exhibit
a high specificity for the analyte under study. Improper folding or aggregation could
cause SPR signals that are difficult to interpretate, and poor specificity could lead to high
nonspecific contributions. This requirement is not as strong for the analyte, as long as
denatured analyte molecules do not interact with either the ligand or the bioactive analyte
molecules [15]. The analysis of SPR sensorgrams recorded with a heterogeneous system is
briefly discussed in Section 8.

The depth of the evanescent wave can also be limiting, as binding events occurring
beyond the penetration depth are not sensed in SPR. Further, mass accumulation has a
decaying influence on the SPR response with the distance from the metallic surface [33]. For
this reason, the absolute calibration-free concentration analysis (CFCA) is influenced by the
distribution of the analyte in the evanescent field. A form factor can be applied to counter
this effect, but it is usually taken from empirical observations or obtained experimentally via
calibrations, which is not ideal [32,33]. Additionally, diffusion of the analyte is hampered by
the sensor matrix, which is not taken into account when estimating the diffusion coefficient
in a solution [33]. Strategies involving multiple sequential injections could potentially lack
reproducibility. Using smaller ligands, such as aptamers or antibody Fab fragments, could
be a solution [45,128].

7. Recent Developments in SPR Instruments

Designing SPR sensor chips with surfaces capable of being highly selective for the
analyte of interest in complex media, such as human serum or cell lysates, remains one of
the main challenges of SPR biosensing for monitoring [70,134]. In bioprocess monitoring,
achieving low limits of detection is necessary to allow the monitoring of the early pro-
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duction and purification, as certain downstream processing steps have a diluting effect.
As such, surfaces limiting nonspecific binding and, thus, offering more sensitivity are of
interest. The idea is to replace the commercial matrices on which the ligand is typically
immobilized with another matrix with better antifouling properties. Interested readers
are invited to consult a recent extensive review on antifouling coatings used in SPR in the
fields of food safety and diagnostics [70]. Briefly, most commonly used antifouling layers
are composed of hydrogel or zwitterionic polymers or they constitute a self-assembled
monolayer (SAM) often based on oligo ethylene glycol groups such as polyethylene glycol
(PEG). The optimal antifouling material remains highly dependent on the characteristics of
the media that is analyzed, and as such, a universal solution seems unlikely. In all cases,
special care should be taken to ensure that the thickness of the antifouling material is well
below the evanescent wave decay length. Otherwise, ligand molecules may be immobilized
outside the detection range of the instrument. We note a very recent PEG-based surface
exhibiting excellent antifouling properties when analyzing blood sera with a thickness
of approximately 2 nm [71], which is well under the evanescent wave penetration depth
(dependent on the incident light wavelength, around 200–300 nm [15]).

Other advances have been made to increase the throughput of SPR campaigns. Those
were suggested mainly with drug screening in mind, but they could be appropriate for
the simultaneous monitoring of multiple bioreactors or multiple bioprocess steps using
different SPR surfaces with different ligands. The simultaneous measurement of multiple
detection spots is possible with the surface plasmon resonance imaging (SPRi) technique.
Briefly, rather than measuring the light intensity at a single point, a charge-coupled device
(CCD) or complementary metal oxide semiconductor (CMOS) camera captures images of
all the detection spots at every time step. These images can be analyzed to extract the SPR
response at every detection spot. This allows 2D measurements across multiple channels
rather than the typical 1D probing of a single flow cell. For more technical details on
SPRi, the reader is referred to a review on the recent advances in SPRi sensors [135]. SPRi
allows for more throughput by parallelizing experiments, but the sensitivity can be slightly
compromised, and sample handling and surface functionalization remain challenging.

Traditional SPR biosensors, such as those offered by Biacore (Cytiva), can take mea-
surements in only four flow cells connected in series, with often only two actually being
used. SPRi biosensors enable parallel injections at different SPR detection spots. The
ProteOn XPR36 instrument (Bio-Rad Laboratories, Hercules, CA, USA; no longer commer-
cially available) contains an array of six ligand channels crossed perpendicularly with six
analyte channels, enabling the SPR measurements of 36 analyte-ligand couples in parallel.
Different ligands or ligand concentrations can be immobilized on each of the six ligand
channels, and different analytes or analyte concentrations can be injected in the six an-
alyte channels [136]. ProteOn XPR36 was found to have approximately 10 times more
throughput than a traditional Biacore T100 biosensor when performing a mAb screening
campaign [137]. However, Biacore T100 was deemed to generate data of a higher quality,
with more consistency. More recently, the Molecular Affinity Screening System (MASS-1)
was introduced by Sierra Sensors (Bruker, Billerica, MA, USA) [138]. It contains eight par-
allel channels with two detection spots per channel: one active surface and one reference
surface, limiting the distance between them. This biosensor measured similar kinetics
and affinities compared to a Biacore 4000 biosensor when analyzing a panel of mAbs for
differently sized antigens. Of interest, reproducible results could be obtained with very low
ligand densities, which is sometimes necessary to avoid mass transport limitations when
analyzing an analyte-ligand pair with a thermodynamic constant KD in the picomolar
range. This is proof of the high sensitivity and low measurement noise of the MASS-1 as
such low ligand density experiments lead to very weak SPR responses [138]. Moreover, the
LSA platform (Carterra, Salt Lake City, UT, USA), which was released in 2018, enables the
study of 384 antibodies simultaneously via SPRi [139].

Some work has been done in improving the portability of the SPR technology. This has
paved the way to applications in point of care testing and environmental monitoring. In the
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context of bioprocess monitoring, limiting the distance between the process equipment and
the monitoring devices is preferable, as it limits the handling of the samples. A portable
optical-fiber-based SPR biosensor has been shown to be able to detect mAb levels both
in the buffer and serum [140]. Further, low-cost SPR biosensors that can be harnessed
to a smartphone have been suggested. In short, a SPR-sensing surface is linked to the
phone’s LED (light source) and camera (detector) through a system of fiber optics, and
the samples are pumped in and out of the measurement channel. Such an arrangement
enabled repeatable measurements with an appropriate, but slightly lower, sensitivity when
compared to a traditional biosensor when measuring IgG-protein A interactions [141]. For
more details, we point to a review on smartphone-based SPR biosensing [142].

Other developments come from new configurations of SPR biosensors. We note
phase shift-based SPR biosensors that detect a rapid phase change between p- and s-
polarized light when SPR occurs. This phase change is more abrupt than the change in
the reflected light intensity, allowing a greater sensitivity and wider dynamic range. The
spatial resolution can also be enhanced, facilitating SPRi implementation [73,74]. Such a
biosensor enabled a better sensitivity than with traditional SPR biosensors for influenza
antibody biomarker detection [143]. SPR biosensors that detect phase shifts can be based
on either optical heterodyne, ellipsometry, or interferometry. For more details on these
concepts, interested readers are referred to relevant reviews [73,144].

Multi-parametric SPR (MP-SPR) biosensors record the whole SPR curve (rather than
only the minimal point) to enable bulk effect removal without a reference and to measure
various optical parameters, such as refractive indices of multiple surface layers. Notably,
MP-SPR was used to measure the binding affinity of monoclonal antibody Adalimumab to
FcγRIIb and FcγRIIIb in crude cell culture samples containing more than 106 cells/mL. The
affinity measured in the crude samples was similar to that of the purified samples [145].
In another study, liposome nanocarriers were immobilized on the surface, and undiluted
human serum was injected. The formation of a protein corona on the surface of the
liposomes could be tracked, and different formulations were compared [146].

SPR Studies with Live Cells

MP-SPR also enables the study of live cells. Cells can be seeded on a metallic surface
by using fibronectin as an adhesion promoter. Living cells uptake of drugs [147], nanopar-
ticles [148], and extracellular vesicles [149] has been monitored online in this fashion. The
evanescent wave penetration is not deep enough to be impacted by the contact between the
drugs or nanoparticles and the cell membrane. The SPR signal is caused by morphological
changes and rearrangements of the intracellular materials that follow the binding event,
leading to endocytosis [148]. Alternatively, configurations enabling a deeper penetration of
the evanescent wave, called long-range SPR (LRSPR), have been suggested for these types
of studies [150,151] and for the detection of bacteria [152]. However, LRSPR has yet to be
commercialized [153]. Live cell responses to stimuli have also been probed with a biosensor
combining SPR and impedance measurements by using a comb-shaped electrode [154].

Living cells can also been used as the analyte. One can aim to detect cell membrane
antigens by injecting the cells on a SPR surface on which a specific antibody is immobilized.
For example, the interaction between transmembrane TNF-α expressed on the membranes
of Jurkat cells and anti-TNF agents immobilized on the sensor surface was studied by
SPR [155]. The responses were found to be concentration-dependent and inhibited by free
anti-TNF agents. On another note, stopping the flow completely after injecting the cells
causes them to sediment, which allows them to be used as the ligand in a subsequent
injection. Quantifying the secretion of cells is also possible, for example, by attaching
microwell arrays on the sensor surface. With each well containing a single cell, and most
of the cell’s secreted species diffusing towards the SPR surface rather than the bulk, the
ability of SPRi instruments to take measurements at multiple detection spots enables a
comparison of the secretions of different cells [156]. For more details, the reader is referred
to a recent review on the advances in the field of SPR cytometry [157].
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Developments in the field of SPR cytometry are mainly tied to fundamental research,
but they have possible implications in terms of validating the quality and effectiveness
of manufactured bioproducts or nanoparticles, either during production or during the
development stage.

8. Recent Developments in SPR Data Analysis

Some recent advances in SPR data analysis aim to analyze complex systems with
more than one interaction occurring at the sensor surface. For example, injecting solutions
containing a mixture of analytes that can bind to a common ligand was proposed as a
way to increase the throughput of SPR biosensors in a drug screening framework. For
this purpose, analytical methods enabling the extraction of the kinetic parameters of two
analytes from sensorgrams recorded by injecting a single mixture of these analytes were
suggested, and proof of concept was obtained on a model system [26,28]. Other than
increasing the throughput, for which one willingly mixes the different analytes, one could
also aim to identify the individual kinetic parameters of various (bio)molecules that are
difficult to separate from each other. For instance, the various glycoforms of therapeutic
monoclonal antibodies produced in mammalian cell cultures may not be readily separated.
However, it is well-known that binding to their receptors is affected by their glycosylation
state. Hence, studying this interaction via SPR leads to complex sensorgrams that cannot
be properly analyzed with a simple Langmuir model [51–54].

In this mindset, the multi-analyte analysis was extended to the case of N analytes [31].
This time, the aim was to analyze samples of analytes that are difficult to separate rather
than to increase the throughput, as N mixtures are required to elucidate N analytes. This
framework has only been applied to a model system composed of the enzyme carbonic
anhydrase II as the ligand and several of its inhibitors as the analytes. However, possible
applications include analyzing solutions of a given protein that is differently folded or
glycosylated. A method for composition estimation, a potentially powerful tool in quality
control, has also been suggested, but it requires a priori knowledge of the individual
kinetic parameters of each analyte in the mixture with the ligand [31]. Other modeling
advances enabled the analysis of complex sensorgrams hailing from analyte [29,30] or
ligand heterogeneity [85–87]. These advances came with more complex interaction models,
meaning more parameters to adjust. Care should be taken to avoid overfitting. Adding
parameters will lead to better fits to recorded data, but it may not be significant. Broadly,
if the mathematical model has no biological significance, the identified parameters are
mostly meaningless.

Further, a similarity score has been proposed to assess how closely two given sen-
sorgrams resemble each other [158]. As two analyte samples of similar quality should
produce a similar binding response on a given SPR surface, computing the similarity score
could prove an important asset in evaluating batch-to-batch variabilities and in validating a
biosimilar by comparing its binding response to that of an approved reference biotherapeutic.

9. Conclusions and Future Perspectives

Surface plasmon resonance-based biosensors have long been established as a pre-
miere tool for probing the interaction behavior between a solution species and a surface-
immobilized species. The main advantages of the SPR technique are its ability to detect the
interaction online and without a label. SPR is already in use in the pharmaceutical world
as an investigative technique, for example, in drug screening campaigns to determine
the best drug to bind a specific target amongst an array of candidates. With increasing
demands in biotherapeutics and continuously stricter quality assurance directives from
regulatory agencies, the frameworks of quality by design and quality by control pushed
forward the need for powerful monitoring tools that can be used to acquire knowledge
of the various critical parameters influencing the quality of bioproducts. In this context,
we reviewed potential uses of the SPR technique as a monitoring tool. Three different
types of bioprocesses were put forward: biotherapeutics production, vaccine production,
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and contaminant and bacteria detection in food samples. In all these cases, it seems that
one of the main limitations remains the need for preprocessing of the samples: dilution,
purification, or just simply handling the samples between the sampling site and the SPR
instrument. Very few studies have shown the capability for harnessing a SPR biosensor
to a bioreactor to automate sample taking, preprocessing, and SPR measurements online
or at-line [67,68]. We noted, however, that some experimental setups have enabled the
use of other analytical methods at-line of a bioreactor, such as chromatography and mass
spectroscopy [159,160] and in situ Raman spectroscopy [161]. The recent introduction of
automated samplers and liquid handlers in integrated systems [133] has paved the way for
online SPR, but more work needs to be done on the instruments themselves and related
experimental protocols. Namely, the need for regeneration of the surface, the dilution of
samples, and the removal of nonspecific contributions are all limiting. The portability of
the instruments is being worked on, with several options available, but it seems that the
precision and sensitivity may be slightly compromised in such systems.

Most applications of SPR that have been or could be used to monitor bioprocesses
online involve estimating the solution concentrations of an analyte by immobilizing an
analyte-specific ligand on the biosensing surface. This, of course, enables monitoring of
the production, but it can also be used to track the yields of the purification steps. With
evermore advances aiming to increase the sensitivity, SPR could be used to monitor the
product concentration from early production all the way to the end of the downstream
processing steps. A concentration analysis has been shown to be possible in complex media,
such as blood sera and cell lysates, but the same cannot be said about kinetic analyses.
To perform a kinetic analysis, a low density of the immobilized ligand is necessary to
avoid mass transport limitations, rendering nonspecific contributions to the SPR signal
more prominent. Performing a kinetic analysis online or at-line within a bioprocess could
enable the monitoring of certain key quality attributes of bioproducts during production.
As an example, the binding kinetics and affinity of monoclonal antibodies to Fc receptors
are strongly dependent on their glycosylation profile, a CQA of mAbs [51]. We noted
the existence of sequential assays [37,55,102] in which, as an example, antibodies are first
quantified in complex media via interactions with their immobilized antigen, followed by
a second injection, this time of Fc region receptors in a defined buffer, to allow a kinetic
analysis between the immobilized antibodies and the injected Fc receptors. Such ingenious
protocols, and others in the future, will be necessary to allow kinetic analyses in crude
samples for various types of bioproducts. This would open the way to the utilization of
SPR biosensors in quality by design or even quality by control frameworks as process
analytical technology.
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