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1. Introduction

The importance of simulation calculations in developing railway vehicles and their
subsystems is consistently growing compared to physical experiments and track tests.
Computer simulations of vehicle running dynamics are gaining an increasingly important
role in the railway vehicle acceptance process, the development of innovative running
gears, the development of active controlled suspension systems, the prediction of wear of
wheels and rails, the prediction of noise emissions, the optimization of energy consumption
and many other current topics. The investigation of railway vehicles running dynamics
plays an important role in many research and development areas of railway engineering,
such as:

• Innovative running gear designs;
• Utilisation of active controlled systems in running gears;
• Wheel–rail force interaction;
• Wear of wheels and rails;
• Testing and simulation of the acceptance of running characteristics of railway vehicles;
• Verification and validation of simulation models;
• Vehicle dynamics modelling and simulation;
• Co-simulation and model coupling;
• Reduction in the noise generated by railway transport;
• Reduction in the energy consumption of railway transport;
• Alternative energy sources;
• Rail transport safety.

The purpose of this Special Issue is to publish the latest developments and results of
theoretical and experimental research and to show the current problems their solutions in
the simulation and testing of the running dynamics of railway vehicles.

2. A Short Review of the Contributions in This Issue

The call for papers to this Special Issue generated 12 submissions of very interesting,
high-quality papers from Poland, Ukraine, Czech Republic, Slovakia, China and Lithuania.
Five papers were published.

Kisilowski and Kowalik focused on the wear of turnout components of high-speed
tracks. In their work [1], the simulation results of a high-speed train passing a turnout
under variable conditions are presented, and dynamic forces acting in wheel–rail contacts
and the wear coefficient are evaluated. The variable track stiffness along the switch is
taken into the account in their model. The wear process of turnout elements and wheels is
presented.

Zhang et al. focused on high-speed train traction drives. The paper [2] describes
a mathematical model considering the interaction of the gear pair, transmission system,
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circuit of the traction motor, and the direct torque control strategy. The results of the co-
simulation of mechanical and electrical parts of the traction system under traction, constant
speed, and braking conditions are presented and discussed.

Idczak et al. investigate the dynamic impact of rail transport on the surrounding
infrastructure with a particular focus on the phenomenon of the threshold effect within the
transition zones of an engineering facility [3]. The problem of locally variable stiffness of
the railway infrastructure, which could lead to accelerated infrastructure degradation, is
identified. Theoretical results are compared to the field measurements conducted on a real
track dynamically loaded with various types of passing vehicles.

The paper of Goolak et al. [4] deals with the analysis of the operating conditions
of traction drives of the electric locomotives with asynchronous traction motors. The
method of current controller synthesis based on the Wiener–Hopf equation was proposed
to enable the efficient performance of the traction drive control system under the stochastic
fluctuation of the catenary system voltage. The simulation results of the performance of
the proposed current controller are presented and compared to the performance of the
current controller used in the existing vector control systems of the traction drives of electric
locomotives.

Polak and Korzeb focus on the acoustic impact of a train travelling at the speed of 200
km/h in straight sections and track curves [5]. The field test results were applied to the
construction and verification of the model of sound propagation. The results of the test
field measurements are presented, the main sources of noise coming from the studied train
unit are identified and the dominant amplitude–frequency are determined.

The energy that an electrified railway line takes from the electrical grid fluctuates
significantly, and the peaks often reach the power limit of a grid. In [6], Olexandr Shavolkin
et al. propose to solve this issue using a photovoltaic system and battery storage working
in parallel to the electrical grid supply. The mathematical model of such electrical system
has been developed; based on the simulations of the parameters of the photovoltaic system,
they have been justified; and the system’s capabilities in the daily mode for different
seasons of the year have been assessed.

3. Conclusions

The investigation of rail vehicle running dynamics plays an important role in the more
than 200 year development of railway vehicles and infrastructure. Currently, there are a
number of new requirements for rail transport associated with the reduced environmental
impact, energy consumption and wear, whilst increasing train speed and passenger comfort.
Therefore, the running dynamics of rail vehicles is still a research topic that requires
improved simulation tools and experimental procedures. We would like to thank the
authors of the papers included in the Special Issue “Running Dynamics of Rail Vehicles” in
the journal Energies for their contribution to this topic.
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Abstract: The use of a grid-tied photovoltaic system with a storage battery to increase the power of
objects of railway transport infrastructure above the limit on consumption from the grid with the
possibility of energy saving is considered. The methods of analysis of energy processes in photovoltaic
systems with a storage battery are used. They are added via the processing of archival data of power
generation of a photovoltaic battery and computer modeling results. A technique of system parameter
calculation to increase the power according to the given load schedule of the object at constant and
maximum possible degree of power increasing is developed. The values of the average monthly
generation of a photovoltaic battery at the location point of the object based on archival data are used.
The principle of the control of power, consumed from the grid, according to the given values of the
added and total load is developed. Using the basic schedule of added load power in connection
with the graph of photovoltaic battery generation allows reducing the installed power of the storage
battery. The additional reduction in the installed power of the photovoltaic and storage batteries
is possible at the corresponding choice of the degree of power load increasing. The joint formation
of current schedules with reference to the added power value and state of charge of the battery
according to the short-term forecast of the generation of a photovoltaic battery is proposed. The value
of added power at certain intervals of time is set according to the graph of actual generation of the
photovoltaic battery, which contributes to the maximum use of its energy. With the average monthly
generation of a photovoltaic battery in the spring–autumn period, the discharge of the battery during
the hours of the morning load peak is not used. This reduces the number of deep discharge cycles
and extends the battery life. The description of energy processes in steady-state conditions for the
daily cycle of system functioning is formalized. On this basis, a mathematical model is developed
in MATLAB with an estimation of the costs of electricity consumed from the grid. When modeling,
archival data are used for days when the generation of a photovoltaic battery over time intervals
is close to average monthly values. This makes it possible to evaluate the effectiveness of system
management under conditions close to real during the year.

Keywords: energy saving; control by forecast; power limit of consumption; railway transport
infrastructure object; simulation in the daily cycle

1. Introduction

Photovoltaic systems (PVSs) are the most common in the “green” energy sector. A
considerable share of PVSs falls on local objects (LO) for various purposes, where hybrid
solar power plants with connection to the alternating current distribution grid (DG) are
used. This corresponds to the current trend of localizing consumption at the generation
site [1].

Energies 2022, 15, 4883. https://doi.org/10.3390/en15134883 https://www.mdpi.com/journal/energies5



Energies 2022, 15, 4883

The issue of localization of the consumption of energy, generated by PV, can be solved
when using a PVS to increase the load power of the LO above the limit on consumption from
the grid. Such an application of PVS can be in demand during the development (expansion)
of facilities with an increase in consumption, when the possibilities of increasing the
capacity of the existing connection to the power grid are exhausted.

PVS application can be useful for railway infrastructure facilities remote from the
transformer substation, including those with the seasonal nature of the load (consumption).
The simplified structure of the power supply of LO with a PVS and storage battery (SB) is
shown in Figure 1. The implementation of this option may be cheaper than laying a new
power transmission line and replacing DG equipment. The advantage of this solution is
the possibility of reducing the cost of paying for consumption from the DG during the
term of operation of the PVS and the possibility of autonomous operation in the case of
DG disruptions.

Figure 1. Simplified structure of power supply of LO load.

This also applies to objects of extensive railway transport infrastructure, including
remote objects on sections of the grid that are not currently electrified. The main task
when using PVS for such facilities is to provide for their own needs. At the same time,
the possibility of increasing their power when using existing DG is limited by the con-
sumption limit. The issue of energy saving remains relevant. First of all, this concerns the
reduction in electricity consumption from DG. The use of storage batteries in the PVS with
modern methods of energy management [2] allows rationally redistributing the energy
in the system in time. This also achieves a reduction in consumption from DGs and an
increase in the reliability of the power supply of LO. Improving the performance of systems
with renewable sources of electricity is an urgent task, which contributes to the further
development of energy with distributed sources of electricity.

2. Literature Review and Problem Statement

The demand for the use of hybrid PVS with SB is confirmed by the fact that the
electrical market is widely represented by various solutions of hybrid inverters [3,4], which
are designed for LO. They have all the equipment for connecting a photovoltaic battery (PV)
and SB, as well as sufficiently powerful software. They are designed for self-consumption
of LO while reducing consumption from DG, and they provide an uninterruptible power
supply function.

With a power consumption of LO in excess of 10 kW, it is advisable to use three-phase
multifunctional inverters while maintaining a power factor close to 1 at the point of common
coupling (PCC) to the grid [5–12]. This allows to unload the grid from reactive power and
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ensures the symmetry of loading the phases of the grid at an unbalanced load [9–12]. A
previous study [13] presented a three-phase PVS with an SB with four converters with a
common link of direct current (DC). In the DC link, a proportional–integral (PI) voltage
controller (VC) was used. The controller set the currents of the battery and supercapacitor.
The “multiconverter” provided a given active power with the proper quality of electricity,
PV operation with tracking the maximum power point (MPPT), and extended battery life
with hybrid storage. In [10,11], the structure of the control system of a multifunctional
inverter of a PVS with an SB with voltage stabilization in the DC link with three VCs was
considered. The VC controls the currents of the SB and PV, as well as current in the PCC.
The structure changes in accordance with the mode of operation, and only one of the VCs
is always used. Ensuring the efficiency of the use of hybrid PVS with energy storage for LO
is usually associated with a reduction in the cost of consuming electricity from the grid and
an increase in the reliability of the power supply [14]. With a wide range of changes in PV
generation during the year, cost reduction is achieved by overestimating the power of PV
relative to the load power. This allows providing acceptable indicators in cloudy weather
and winter.

PV generation changes significantly during the day and year. Therefore, the increase
in the efficiency of PVS energy management is associated with the use of the forecast of
PV generation [15–19]. The issues with obtaining an accurate forecast were considered in a
number of studies, particularly [15,16]. Recently, web resources have been made available
that provide a forecast with a discreteness of 0.5 h or less, including an individual one at
the location [20,21]. For the application without generation to the grid, the main purpose
of the forecast is load planning for the next day and the possibility of adjustment when it
changes [19].

Certain opportunities to reduce the cost of paying for electricity consumed by LO from
DG are provided by taking into account the tariffication of payment [19,22–25]. Features of
the implementation of PVS in the application of static and dynamic tariffs were considered
in [22].

When using PV for the needs of LO (without generating electricity to the grid), it is
achievable to reduce the cost of electricity consumption from DG by up to five times at one
tariff rate (up to seven times at wo rates) in the summer [19,26]. In winter, the reduction is
insignificant—around 1.2 times. A general estimation of cost reduction for the year is not
given. In [27], along with meeting the needs of the LO, the use of the planned generation
of electricity in the grid during peak hours was considered. This allowed significantly
reducing electricity costs. Overall estimation of cost reduction during the year was not
given. Regardless, there was still an underutilization of PV energy in the summer.

An effective tool for assessing the efficiency of the energy management of a PVS with
an SB is mathematical modeling [26–29]. Modeling of a hybrid system with a supercapacitor
for the PV generation period was considered in [29]. Modeling of energy processes in the
daily cycle with an estimate of the cost of paying for electricity consumed from the DG was
considered in [26,27]. The use of archival data on PV generation [30] allowed studying the
operation of the system in different weather conditions with an estimation of the cost of
electricity, consumed from the DG.

The possibilities of PVS use for power increase for infrastructure objects, remote from
the transformer substation, over the limit of consumption have not been sufficiently studied.
This is related to the determination of parameters and limiting capabilities in different
seasons of the year, the features of the formation of the SB state of charge in the process
of operation, and the realization of the principles of added power formation at maximum
use of PV energy. In this case, it is possible to reduce the installed power of the PV and
the battery. An important role in assessing the capabilities of the system is performed by
mathematical modeling.

Thus, the purpose of the article is to develop principles for the use of PVS with SB to
increase the power of the LO above the power limit for consumption from the grid with
the maximum use of PV generation.

7
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The main objectives of the research are as follows:

- to study the possibilities of increasing the load power of the LO above the power limit
for consumption from the grid during the year;

- to justify the choice of PVS parameters with the formation of the graph of added power
according to the accepted load schedule of the LO with a decrease in the installed
power of the PV and battery;

- to develop principles for the implementation of the management of PVS using the
forecast of PV generation;

- to perform an assessment of the system’s capabilities in the daily mode for different
seasons of the year using mathematical modeling.

3. Methodology of Research

A study of ways to improve the control mechanism of the PVS with an SB for increasing
the power of the LO was carried out on the basis of analytical methods in electrical circuits.
The results of processing statistical data on the PV generation for a given point of location
of the object were also used. A proportional increase in power to the original load schedule
was adopted. As original, the load schedule characteristic of objects with a predominance
of day loads, with peak loads in the morning and evening and a decrease in the load at
night, was considered. The basic schedule of power, added and provided by the PVS, was
adopted in accordance with the PV generation schedule. The maximum value of the power
increase factor in winter takes into account the possibility of ensuring the battery charge
within the power limit for consumption from the grid. On this basis, the energy capacity of
the battery was determined, followed by an assessment of the possibilities for increasing
the load power, taking into account the average monthly PV generation. The choice of
a fixed value of the degree of power increase was carried out while taking into account
the use of PV energy and cost reduction. The control system of the PVS converter unit
was implemented on the basis of a classic double-loop structure with voltage stabilization
in the DC link. When forming the SOC(t) (state of charge) of the SB schedule, a limit of
DOD ≤ 80% (depth of discharge) was introduced with one deep discharge per day in
the spring–summer–autumn period. The technique to calculate the reference of added
power for maximum use of PV energy was realized on the basis of an analysis of the
average monthly PV generation by time intervals for the taken load schedule. Analysis
of energy processes in the system “DG–PVS with SB–LO load” was carried out for the
daily cycle without taking into account transient processes and higher harmonics in energy
converters. Energy losses were accounted for through efficiency. The properties of the SB
were considered in accordance with the characteristics of the manufacturer. PV generation
was estimated on the basis of monthly average values for given time intervals during
the day. Data of PV generation were obtained for the location point of the object when
processing archival data for 5 years. The modeling of energy processes was performed
using MATLAB software package using real archive graphs of PV generation. The days
were chosen when PV generation by time intervals was close to the average monthly values.
The model was completed on the basis of analytical expressions for steady-state operating
modes, which correspond to generally accepted proven calculation methods. When the
operating modes of the system changed, the corresponding calculated expressions were
used at time intervals per day.

4. The Results of the Research on the Use of PVS with SB to Increase the Power of LO

The option of PVS with an SB with a grid multifunctional inverter VSI (Figure 2) was
considered. The middle pin (n) of the VSI link DC was connected to the neutral connection
point of the DG. This allowed ensuring the equalization of power consumption from the
grid by phases under unbalanced load LO [9–11]. This also made it possible to control the
active power Pg in the PCC. The structure of the PVS included the following elements: a DC
voltage converter PV (CPV) with a transistor key for measuring the current of the PV short-
circuit [10], and a DC voltage converter battery (CSB). The converter unit was controlled by

8
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a control unit (CU) connected to the programmable control unit (PCU). Communication
with the web resource to obtain forecast data was provided by a Wi-Fi WFM module.

Figure 2. Structure of hybrid PVS with SB.

When solving the issue of increasing the power of the LO, the general approach changes
somewhat; the DG becomes an auxiliary source of energy of limited power. As originally
proposed, the use of a load schedule was considered in accordance with the standard distri-
bution of peak loads [19,26] for objects of the utility sector and the nondomestic sector with
a single-shift mode of operation. The following distribution of load intervals was accepted:
night tariff zone in the period May–August (t7 = 24.00, t1 = 7.00), day tariff (t1 = 7.00, t2 = 8.00),
(t3 = 11.00, t5 = 20.00), (t6 = 23.00, t7 = 24.00), peak load zones (t2 = 8.00, t3 = 11.00), and
(t5 = 20.00, t6 = 23.00); in the period autumn–winter–spring (t1 = 7.00, t2 = 8.00, t3 = 10.00,
t5 = 17.00 and 18.00, t6 = 17.00 and 18.00, t7 = 24.00). An additional point of time t4, was also
used, corresponding to the transition to an evening decrease in PV generation. This time
during the year varied from t4 = 16.00 in June to t4 = 14.00 in December.

Increasing the power of the LO load in the daytime assumes that the total power PLC
of the LO load is defined as PLC = PLg + PC (where PLg is the power which is provided
by consumption from the grid (PLg does not exceed the limit on consumption PLIM), and
PC is the added power, generated by the inverter due to the energy of PV and SB). We
can take PLg = PLIM; then, with an increase in PL; the possible value of PLC grows with
constant consumption from the grid. If the actual load power is less than PLC, the electricity
consumption from the grid is reduced.

The value of the energy generated by PV during the year varies widely (Table 1).
Table 1 shows the data [30] on the average monthly generation of PV per day WPVAVD at
power PPVR = 1 kW for the Kyiv location: latitude (decimal degrees)—50.451, longitude
(decimal degrees)—30.524. Similar data are given for the city of Žilina WPVAVDZ (latitude
(decimal degrees)—49.224, longitude (decimal degrees)—18.748). In winter, the PV gen-
eration in Žilina is slightly higher. In Table 1 (in parentheses), monthly energy values per
day (W*PVAVD) and at time intervals during the day (WPV23, WPV34, and WPV45) are also
presented for Kyiv. The energy values without parentheses correspond to the selected days
when the generation was close to the monthly average. These values were obtained from
archival data of PPV generation in Kyiv [30] for the period 2012–2016.
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Table 1. Average monthly PV generation during the year.

January February March April May June July August September October November December

Average monthly generation of PV per day for Kyiv location WPVAVD, kWh

1.17 1.81 2.87 3.88 4.27 4.43 4.38 4.24 3.85 2.57 1.14 0.91

Average monthly generation of PV per day for Žilina location WPVAVDZ, kWh

1.272 2.053 2.811 3.799 3.76 3.914 4.073 3.84 3.434 2.6 1.418 1.25

Energy values for selected days when the PV generation was close to the average monthly generation per day in Kyiv
(PV generation calculated using archival data for the period 2012–2016) W*PVAVD, kWh

0.85
(0.98)

1.81
(1.81)

2.57
(2.83)

3.89
(3.83)

4.25
(4.26)

4.47
(4.48)

4.36
(4.37)

4.036
(4.16) 3.4 (3.52) 2.44

(2.49) 0.798 (0.96) 1
(1.03)

Energy values for selected days when the PV generation is close to the average generation at time interval (t2, t3)
in Kyiv (PV generation calculated using archival data for the period 2012–2016) WPV23, kWh

0.144
(0.166)

0.31
(0.36)

0.5
(0.55)

0.62
(0.52)

1.06
(1.15)

1.26
(1.17)

1.17
(1.13)

0.581
(1.08) 0.41 (0.56) 0.34

(0.33) 0.225 (0.22) 0.166
(0.21)

Energy values for selected days when the PV generation is close to the average generation at time interval (t3, t4)
in Kyiv (PV generation calculated using archival data for the period 2012–2016) WPV34, kWh

0.643
(0.78)

1.31
(1.36)

1.83
(1.84)

2.09
(2.38)

2.43
(2.43)

2.51
(2.27)

2.46
(2.5)

2.78
(2.45) 2.25 (2.27) 1.95

(1.74)
0.535
(0.69) 0.806 (0.8)

Energy values for selected days when the PV generation is close to the average generation at time interval (t4, t5)
in Kyiv (PV generation calculated using archival data for the period 2012–2016) WPV45, kWh

0.061
(0.038)

0.16
(0.083)

0.22
(0.32)

0.79
(0.84)

0.539
(0.53)

0.62
(0.63)

0.57
(0.61)

0.66
(0.53) 0.65 (0.72) 0.148

(0.39) 0.036 (0.03) 0.03
(0.021)

The value of the added load power PC was determined on the basis of the average
monthly daily generation of WPVAVD ≈ 2500 W in the transitional seasons of the year
(Table 1): October and March. In November–February, the load, provided by PV, decreased.
The average value of power in the daytime (PAVD = WPVAVD/tD, where tD is the length of
the day) was about 200 W.

We took the basic load schedule (average PL values by time intervals) taking into
account peak loads in the morning and evening with a decrease in load after t4 until the
evening peak, e.g., PL23B = 200 W (PLAVD), PL34B = 180 W (0.9 PLAVD), PL45B = 160 W (0.8
PLAVD), and PL56B = 200 W (PLAVD). The total night load of LO could be taken from the
condition PLg62 = PLIM − PB (we took PLIM equal to the peak power PLIM = PL23B = 200 W,
PB = UBIB—power, consumed from the grid to charge the SB (UB and IB—voltage and
current of the SB)). At the same time, PLg62 ≥ PLMIN, PLgMIN = 0.2PL56 in summer, and
PLgMIN = 0.3PL56 in winter. The total energy transmitted by the inverter to increasing
power (PL) at the interval (t2, t6) was WL26 = 2740 Wh in summer, WL26 = 2580 Wh in
autumn–spring, and WL26 = 2410 Wh in winter.

The effective use of the SB’s capabilities for the redistribution of energy in the system
involves the formation of the SOC(t) dependency Q∗(t) ( Q∗ = 100Q/QR , Q = Q0 +

∫
IBdt ,

QR = CB—the rated value (100%) or capacity (Ah) of the battery, Q0—the initial value). Increas-
ing the power during peak hours in the morning and evening, when the PV generation is small,
implies a deep discharge of the SB. That is, we have two deep discharges per day. In these
conditions, the use of lithium-ion batteries is preferable.

Two variants of implementation were considered: (1) with a maximum increase in
power in accordance with PV generation, which is available for the consumers with seasonal
load; (2) with a constant increase in power during the year.

For variant (1), it was assumed that the planning of load using the day-ahead forecast
was possible.
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For calculation of the value of SB energy capacity, in the interval (t4, t6), the PV
generation WPV45 is small, and the increase in power is achieved mainly due to the energy
of the SB. At the same time, the energy balance is determined by the following expression:

0.01 · ΔQ∗
46WB · ηC · ηB = PC45(t5 − t4) + PC56(t6 − t5)− WPV45 · ηC, (1)

where WB is the SB energy capacity (WB = UBCB), ΔQ∗
46 = Q∗

4 − Q∗
6, ηC is the general

efficiency of the SB voltage converter and grid inverter, and ηB is the efficiency of the SB.
WB is calculated from the condition of the functioning of the added power of the load

during the evening peak hours (t5, t6) and on the intervals (t4, t5), when PV generation is
significantly reduced. This is most typical in winter, with a longer evening peak (4 h). The
limitation is to ensure the possibility of the battery charge and the operation of the load at
night within the framework of PLIM. When WPV46 = 0, the value of the energy capacity of
the battery SB is

WB =
WC46

0.01 · ΔQ∗
46 · ηC · ηB

, (2)

where WC46 = WL46 (ρ − 1); ρ > 1 indicates the degree of increase in the load power.
It was assumed that the night load in winter also proportionally increases PLg = ρ 0.3 PLIM.

The possible value for the battery charge in the framework of limit is denoted as

ΔWB62 = (t2 − t6)PLIM(1 − 0.3ρ). (3)

Alternatively,

ΔWB62 =
WL46(ρ − 1)ΔQ∗

62

ΔQ∗
46(ηC · ηB)

2 . (4)

The maximum value ρMAX in the interval (t4, t6) can be determined in accordance with
Equations (2) and (3). In this case, at DOD6 ≤ 80%, ρMAX = 1.721. Accepting ρ = 1.7,
WB = 1164 Wh. At DOD6 ≤ 90%, the value is WB = 1034 Wh. The average value WB = 1099 Wh
(corresponding to, for example, CB = 43 Ah at UB = 25.6 V) can be accepted. The resulting value
is sufficient to ensure the added power at ρMAX = 1.7 and average monthly PV generation in
December in the interval (t2, t6).

However, for the same value PLC = ρPL and PLg ≤ PLIM, the different variants of reference
of the added power PC for the interval (t2, t6) (in Table 2, data are presented for ρ = 1.7) are
possible. This allows planning PC(t) according to the conditions.

Table 2. Variants of the reference PC and PLg at ρ = 1.7.

Interval (t2, t3) (t3, t4) (t4, t5) (t5, t6)

Variant PLC, W 340 306 272 340

va
PC, W 140 126 112 140

PLg, W 200 180 160 140

vb
PC, W 140 106 72 140

PLg, W 200 200 200 200

vc
PC, W 140 200 72 140

PLg, W 200 106 200 200

Above the variant, va was considered. At minimal PV generation (in winter), vari-
ant vb ensured the biggest value ρ, whereby PC26(t) = ρPL26(t) − PLIM. In this case,
WC46 = ρWL46 − PLIM(t6 − t4), and the value ΔWB62 can be expressed as

ΔWB62 =
PLIM(6ρ − (t6 − t4))ΔQ∗

62

ΔQ∗
46(ηC · ηB)

2 . (5)
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We get values ρMAX = 1.78 and WB = 968 Wh (corresponding to, for example, CB = 37.8 Ah
at UB = 25.6 V). The advantage of this variant is the minimal value of PC in the interval (t4, t6)
when the PV generation is minimal.

Variant vc is included in Table 2. This variant is more tied to the PV generation
schedule during the day.

There are days in winter when WPVD ≤ 60 Wh. In this case, it is possible to use a night
charge of the battery up to 100%, followed by a discharge during the day (from 8:00 a.m. to
9:00 p.m.) at DOD6 = 10%. This allows using the energy ΔWB26 = 768 Wh (at WB = 968 Wh)
in the load. Accordingly, ρ = (ΔWB26 + WL26LIM)/WL26LIM = 1.3. At small values of WPVD
(for example, at WPVD ≤ 300 Wh), there is the possibility to redistribute the energy of SB by
intervals. For example, the degree of increase in power in peak hours can be saved without
increasing from 10:00 a.m. to 5:00 p.m. Then, for example, 0.3 ΔWB26 can be used in the
morning peak, and, taking into account the duration, 0.6ΔWB26 can be used in the evening
peak. This allows ensuring ρ ≈ 1.6 in intervals (t2, t3) and (t5, t6).

In the period spring–autumn, there is the possibility to increase ρ. Determination of ρ
is carried out in the accordance with forecast data of PV generation on the next day on the
basis of the balance of energy in the intervals (t2, t6) and (t4, t6).

It is possible to calculate ρ for the interval (t2, t6) as follows:

ρ26 =
WPV26ηC + ΔWB26 − WgR26 + PLIM26

WL26
, (6)

where WgR26 indicates a decrease in energy consumption from the grid, and WLIM26 =
PLIM(t6 − t2).

Depending on the PV generation, the implementation is possible (a) with the discharge
of the SB without a decrease in consumption from the grid, (b) without the discharge of
the SB and a decrease in consumption from the grid, (c) with minimal discharge of the SB
and a decrease in consumption from the grid, or (d) without the discharge of the SB and
a decrease in consumption from the grid. Variant (a) is specific to winter with small PV
generation, when ρMAX = 1.7 is accepted.

For interval (t4, t6),

ρ46 =
kWPV46ηC + ΔWB46 − WgR46 + PLIM46

WL46
, (7)

where k is a coefficient, taking into account the use of PV energy for consumption, and
ΔWB46 corresponds to DOD = 80%.

The value of k takes into account that, when the SB is fully charged by the time t4, only
part of the PV energy is used for consumption by the load. The rest of the energy provides
a reduction in consumption from the grid. Thus, k = 1 is accepted if WPV45 · ηC < WC45,
while k = 0.5 is accepted if WPV45 · ηC ≥ WC45.

Furthermore, ρ46 can be defined at the decrease in consumption in Equation (6) when
WgR46 = 0. For March (Table 1), ρ46 = 1.8. Compared with the value ρ26 = 2.02 according
to Equation (6) for option (b), we accept the smaller value. In this case, with ρ = 1.8, it is
possible to implement option (c). Thus, for ρ = 1.8, we find the following value:

ΔQ∗
23 =

WPV23ηC − WC23

0.01WBηCηB
. (8)

For March ΔQ*23 = 17% > 0, i.e., the SB state of charge increases, and the night battery
charge is not needed. Then, in accordance with Equation (6), we have a decrease in
consumption on the order of 572 Wh. With the average monthly values of PV generation
for the summer period, ρ = 1.95 is achievable.

A graph of the added power PC(t) and the state of charge of the SB Q*(t) is presented
in Figure 3 in accordance with the obtained value of ρ. We consider options vb and vc when
using the PV energy WPV forecast data over time intervals. At the same time, it is desirable
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to (1) use the lowest possible power consumption at night (until 8:00 a.m.) per battery
charge, and (2) ensure the condition Q*4 → 100%, taking into account the reduction in PV
generation in the evening. A prerequisite is the maximum use of PV energy.

Figure 3. Formation of schedule of state of the charge of SB.

Reference to the initial value Q*2R is carried out in accordance with values ΔQ*23 and
ΔQ*24 (calculated similarly to Equation (8)). If ΔQ*24 ≤ 0, then Q*2R = 100% (curves 1, 5, and
6 in Figure 3). In this case, when ΔQ*24 > 0 and ΔQ*23 ≤ 0, then Q*2R = (100 − ΔQ*24) ≥ 40%
(curve 2 in Figure 3). If ΔQ*24 > 0, ΔQ*23 > 0, and WPV23 · ηC/W1

C23 < 1.5 (W1
C23 is the value

for the basic schedule with given ρ), then Q*2R = (100 − ΔQ*24) ≥ (Q*6 + δ) (curve 3 in Figure 3,
δ = 10–15%). In all cases, the reference of the added power is PC23 = P1

C23.
If ΔQ*24 > 0, ΔQ*23 > 0, and WPV23 · ηC/W1

C23 ≥ 1.5, then PLC23 ≥ (PC23 = PPV23 · ηC) ≥
P1

C23, which is given in accordance with PV generation. In this case, the SB charge (curve 4 in
Figure 3) is not carried out. It also does not use the battery charge at night, but there may be
some battery charge before 8:00 a.m. (sunny morning).

The PC34 value in the interval (t3, t4) is PC34 = WPV34ηC−0.01ΔQ∗
34WBηCηB

(t4−t3)
≤ PLC34, where

ΔQ*34 is defined using values Q*2R and ΔQ*23, as described above.
In the interval (t4, t5) with a large PV generation, the state of SB charge can increase

(curve 7 in Figure 3), be unchanged (≈100%), or decrease. The possibility of an increase is
excluded by increasing the PC45, which is carried out automatically. The formation of the
degree of discharge in the interval (t5, t6) is carried out in the mode of regulation of the SB
current.

The battery charge when Q* ≥ Q*d = 90–92% is reached at a constant value of the volt-
age [31]. In this case, the battery current is determined by the charge curve and is significantly
reduced. Thus, the ability of the SB to receive energy is limited. Therefore, when Q* ≥ Q*d, the
value of PC is set according to the actual PV generation as PLC ≥ PC = (PPV · ηC − PB) ≥ P1

C.
The limitation PLC ≥ PC is implemented by reducing the PV generation. The introduction of this
mode allows ensuring more complete use of the PV energy, particularly when the calculated
value of PC34 is less than required.

Figure 3 also shows a graph for the case when the PV energy is not enough to charge
the battery up to 100% (curve 5) and for the case when the PV generation is close to 0 (curve
6). In these cases, the task is realized to support the load during peak hours.

Consider the variant with the constant increase of power during the year. For the
choice of value ρ, consider the option vb with reference to the added power when the value
WB is minimal. According to Equations (2) and (5), when ρ increases, WB also increases. An
important issue is the underutilization of the installed PV power at high solar activity in
the summer. To estimate, we introduce the PV energy utilization factor,

kPV =
WC26 + WgR26 − ΔWB26

mPWPV26ηC
, (9)
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where WgR26 indicates a decrease in energy consumption from the grid, WC26 is the energy
consumed by the added load, and mP is a coefficient of PV power recalculation relatively
installed power PPVR = 1 kW.

The value of WgR26 can take place during hours of high daytime solar activity tda,
when PPV·ηC > PC + PB (PB = UBIB is the power of SB charging). To exclude the generation
of energy into the grid, the restriction PgR ≤ PLIM is used, which is achieved by regulating
(reducing) the PV generation. In the limited case, WgR26 = PLIM · tda (tda = 6 h, from
10:00 a.m. to 4:00 p.m.).

The value of ΔWB26 in the summer period with the average monthly PV generation is
taken as equal to ΔWB26 = 0 (nighttime battery charging is not required).

To assess the efficiency, we use the coefficient of cost reduction for electricity con-
sumed from the grid (at one tariff rate and full use of PV energy). For the winter period
(December), when the power increase in the interval (t2, t6) is achieved while maintaining
the consumption from the grid within the limit,

kE =
WLC
Wg

=
WLC

WLC + ΔWB26/(ηCηB)
2 − mPWPVηC

, (10)

where WLC = WLC62 + WC26 + PLIM(t6 − t2) is the total energy consumed by the load.
At mP = 1, with an increase in ρ and, accordingly, WC26, the value of kE decreases, and

the value of kP increases. If the installed power (mP < 1) is reduced, then there is a reverse
change in the coefficients.

Consider the option with ρ = 1.6 in comparison with the variant for ρ = 1.7 discussed
above. This allows reducing the WB value from 968 Wh to 800 Wh (by 21%). Almost the
same value of kE for December, in this case, can be obtained with mP = 0.86 and an increase
in kP to 0.71 instead of 0.679 (in June). If we recalculate to the same load power, we get a
decrease in the installed PV power by 9.4% and in the energy capacity WB of the SB by 14%.
At the same time, it remains possible to increase the power to ρ = 1.8.

The reference of the value of added power and the formation of a graph of the state of
charge of the SB are carried out according to the method discussed above.

A simplified structure of the PVS control system is shown in Figure 4. The system
of automatic control of the CU converter unit is implemented according to well-known
principles with voltage stabilization in the DC link Ud at the VSI input [10,13]. This is
provided by three proportional–integral (PI) voltage controllers (VCs): VCIPV forms the
PV current reference; VCIB forms the SB current reference; VCIg forms the reference of the
current at the point of common coupling to the grid. The system (Figure 4) contains three
channels:

• PV generation control. This channel contains a control unit CPV (CSCPV), which
provides the processing of the reference value of the current I1

PV, current limiting unit
LU1 with adjustable limit, and switch S2 for current settings in mode MPPT (position
2) or from VCIPV when regulating generation (position 1). Current limiting at the level
IPVM = (0.9 ÷ 0.92)ISQ excludes PV operation in the short-circuit mode [10];

• Charge control of SB. This channel contains a control unit CSB (CSCSB), which provides
the processing of the reference value of the current I1

B, current limiting unit LU3 charge
and discharge of SB, and switch S3 for current settings from VCIB (position 2) or PCU
(position 1);

• Grid current Ig control (reference of power consumed from the grid). This channel
contains a reference current unit and an inverter current control loop iC (RCU + CCL)
and input of reference of the amplitude of the grid current (I1

gm), which, via switch S1,
connects to VCIg (position 2) or PCU (position 1). Limitation unit LU2 has a lower
I1

gm≥ 0, top I1
gmLIM limits. Unit (RCU + CCL) provides ig in PCC taking into account

the phase currents of the inverter iCa,b,c, and load iLa,b,c [10,11].
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Figure 4. Structure of the control system of PVS.

The control of switches in the structure and the formation of current references are
carried out by the PCU. The PCU also processes the prediction data according to the WFM
block signal and the specified time intervals (TH). The phase lock loop (PLL) and offline
control PVS channel when the mains voltage is turned off in Figure 4 are not shown (current
reference of inverter phases i1Ca,b,c; in this case, a separate load voltage controller is set [10]).

The control principle (Table 3) is based on the control of active power, consumed from
the grid (in PCC) Pg = PLC − P1

C (P1
C is the value of the added load power at the current

time interval, and PLCi is the value of the active load power according to the measured
values of currents and phase voltages) at PLIM ≥ Pg ≥ 0. The initial parameters are the
recommended schedule (maximum average value) PLCR(t) and the base schedule PCB(t) for
the accepted value of ρ, and the calculated schedule P1

C(t). There is a possible situation
when PLC �= PCR. With this in mind, deviation compensation ΔPLC = (PLC − PLCR) ≥ 0 is
used in the reference P1

C = P1
C + ΔPLC. The operating modes of the control system by

intervals and the used controllers are given in Table 3. Calculation expressions for steady
modes are given in the description of the model of energy processes.

Table 3. Operating modes of the PVS with SB.

Interval (t2, t3) (t3, t5) (t5, t6) (t6, t2)

Mode g1 g2 g3 g4 g5 g6 g7

Reference
I1

gm

Pg = PLC − PC,
Pgi → I1

gm ≥ 0
Pg = PLC − PC,
Pg → I1

gm ≥ 0,
Pg = PLC − PC,
Pg → I1

gm ≥ 0,
VCIg → I1

gm ≥ 0
Pg = PLC − PC,
Pg → I1

gm ≥ 0,
Pg = PLC − PC,
Pgi → I1

gm ≥ 0
Pg = PLC − PC,
Pgi → I1

gm ≥ 0

Reference
I1

PV
MPPT MPPT PPVηC ≥ PLCVCIPV →

I1
PVI1

PV→ PPVF

PLC > PC ≥ PCB,
MPPT PCB ≥ PCMPPT MPPT MPPT

Reference
I1

B
VCIB → I1

B VCIB → I1
B

I1
B = IBR > IB(Q)

IB = IB(Q)
I1

B = IBR>IB(Q)
IB = IB(Q) VCIB → I1

B VCIB → I1
B VCIB → I1

B

SOC Q* ≤ Q*d Q* ≤ Q*d Q* > Q*d Q* > Q*d Q* ≤ Q*d Q* < Q*d Q*6→ Q*2

Consider the functioning of the system, starting from the intervals (t2, t3). PV operates
in maximum power mode (MPPT). The SB current is set by the controller VCIB → I1

B. Then,
I1

gm =
√

2Pgi/3Ugph (Ugph—phase voltage of the grid) is defined according to Pg = PLC − P1
C23

and is supplied to the input of the current set unit RCU + CCL. When the load is reduced, Pg
decreases; when the load is increased, Pg also increases. If WPV23·ηC/WC23 ≥ 1.5, then the value
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of PC is set by PV generation under the condition PCL ≥ (PC = PPV · ηC) ≥ P1
C23. In this case, at

PPV·ηC < P1
C23, there is PC = P1

C23. At PPV · ηC ≥ P1
C23, there is PPVηC = PC and the current of

SB charge decreases to 0; when PPVηC ≥ PLC, the SB charge is restored.
When switching to the interval (t3, t5) and Q* < Q*d, the operating mode is saved. When

Q* ≥ Q*d = 90–92%, the SB current is determined by the charging characteristic IB(Q*); if the set
value I1

B > IB(Q*), then VCIB goes into saturation. The battery cannot consume all the energy.
This leads to an increase in the voltage Ud on the capacitors in the DC link of the inverter. If
PLC > PC ≥ PCB, then, upon reaching the switching threshold (Ud + ΔU), the VCIg controller (g4
mode) is activated and reduces I1

gm (Pg). If PPVηC ≥ PLC, then the VCIPV controller (g3 mode) is
activated and I1

PV (PPV) is reduced. Thus, we have two conditions for switching of controllers
(excluding the influence of transients).

In the interval (t5, t6), the discharge of SB is carried out with current (given by controller
VCIB).

IB56R =
0.01CB(Q∗

5 − Q∗
6)

(t6 − t5)
.

The added power is set in accordance with an average value of SB voltage UBAV as
PC56 = IB56R·UBAV + ΔPLC, if ΔPLC = (PLC − PLCR) > 0.

For the night period in the interval (t6, t2), the reference of the current of SB charge is

IB62R =
0.01CB(O∗

2 − Q∗
t)

(t − t2)
,

where Q*t is the current measured value, for example, with a resolution of 1 h.
In the period spring-autumn, the SB charge in the morning is possible from PV at

PPV·ηC ≥ 0.
Referencing of the value Q*2R and planning of the recommended (maximum) load

PLCR is carried out according to the forecast for the next day. The given values of the added
power in the intervals are specified at the beginning of the day in accordance with the
current forecast of PV generation. Subsequently, with an interval of 1 h, the adjustment is
carried out.

5. Modeling of Energy Processes in the Daily Cycle

The initial data for modeling were from an archive of PV generation on the mode of
maximum power PPVM(t). Accordingly, the values of ρ, Q*2R, the base PCB(t) schedule for
the accepted value of ρ, and the calculated P1

C(t) schedule were calculated. The load power
values of the recommended PLCR(t) and the actual values of PLC(t), PCB(t), P1

C(t) are given
in tabular form. The time intervals are given by the variables t12, t23, t34, t45, t56, t67, and t71,
which take on the value 1 at the corresponding time. The following auxiliary variables are
also used:

q =

{
1, if Q∗ ≥ Q∗

d
0, if Q∗ < Q∗

d
, pv =

{
1, if PPVMηC ≥ P1

C
0, if PPVMηC < P1

C
, lc =

{
1, if PC ≥ PLC
0, if PC < PLC

,

c =
{

1, if PLC ≥ PPVMηC ≥ P1
C23

0, if PLC < PPVMηC < P1
C23

, s =
{

1, if PPVMηC > 0
0, if PPVMηC ≤ 0

, h =

{
1, if (PLC − PLCR) > 0
0, if (PLC − PLCR) ≤ 0

,

qc =
{

1, if PLC > PC
0, if PC ≥ PLC

, w =

{
1, if WPV23 · ηC/WCB23 ≥ 1.5
0, if WPV23 · ηC/WCB23 < 1.5

The variable w is precalculated. To measure the values of Q*t, Q*5, sample-and-hold
schemes are used.

The current PV generation takes into account the following regulation:

PPVηC = PPVM · ηC · (q + qc) + (PC + PB)q · lc,

where PB = UBIB.
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The value of added power is

PC = PLC · t62 + P1
C(t23 · w + t34 · q + t45 · pv) + PC56 · t56 + (P1

C23 · c+
+PLC · c · lc + PPVM · ηC · c)w · t23 + ((PPVM · ηC − PB)q · lc + PLC · q · lc)(t34 + t45),

where PC56 = IB56R·UBAV + h(PLC − PLCR).
The power consumed from the grid is Pg = (PLC − PC)t26 + (PLC + PB)t62 .
The current of the SB is

IB = t62 · (IB62R · s +
PPVηC

UB
s) + (q + qc) · t25 · PPVηC − PC

UB
+ IB(Q∗) · q · qc · t25 + t56

PC56

UB
.

The SB model is constructed according to the principles set in [26,27]. Data sheets given
by the manufacturer were used [31]: charge characteristics IBC(Q∗) and UBC(Q∗) at IB ≥ 0
and discharge characteristic UBR(Q∗) at IB < 0, set in tabular form. The current can be
calculated as

IB =

{
IB, if Q∗ < Q∗

d
IB(Q∗), if Q∗ ≥ Q∗

d
.

The SB state of charge (SOC) taking into account energy losses is

Q = Q0 +
∫

I1
Bdt,

where I1
B = IB · ηB if IB ≥ 0, and I1

B = IB/ηB if IB < 0.
To estimate the reduction in electricity costs at a single tariff rate (taking its value equal

to 1), the kE = WL/Wg coefficient was used (WL =
24∫
0

PLCdt is the energy consumed by the

LO load per day (without taking into account the energy on the SB charge at night), and

Wg =
24∫
0

Pgdt is the energy consumed by LO from the grid).

6. Simulation Results

To set the PV generation, archival data were used [30] with the selection of days when
the generation by intervals was close to the average monthly generation (Table 1). These
days correspond to the energy values without parentheses in Table 1. Values Q∗

6, kE, and
ρ for the case when PLC ≤ 2PLIM and the actual value of total load power PLC = PLCR are
given in Table 4.

Table 4. Simulation results.

Indicators January February March April May June July August September October November December

Possibilities of power increase PPVR = 1 kW, WB = 968 Wh

ρ 1.7 1.7 1.8 1.9 1.95 1.95 1.95 1.95 1.9 1.75 1.7 1.7

kE 1.105 1.4 1.636 2.128 2.618 2.684 2.767 2.291 1.918 1.586 1.096 1.149

Q*6, % 17.5 20 19.8 18.5 18.5 19.3 20 20 19.2 19.6 14 20

Constant value of power degree ρ = 1.6 (PPVR = 0.86 kW, WB = 800 Wh)

kE 1.098 1.354 1.608 2.316 2.821 2.804 2.946 2.321 2 1.523 1.088 1.133

Q*6, % 18.7 20.4 20.6 20 21 20 20 20 20.7 20 15 20

Oscillograms PLC, PLCR, Pc, PPVM, PPV, Q∗, IB, and Pg (for clarity, Pg is shown as
negative) are given as described below.

• In Figure 5 for the December day with a total generation twice below the average
(WPV = 500 Wh). In this case, kE = 1.04, p = 1.5 (PPVR = 0.86 kW, WB = 800 Wh);
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Figure 5. Oscillograms PLC, PC, PPV, Q∗, IB, and Pg for a December day with general generation
WPV = 500 Wh (Q∗ and IB values are shown at scale 2 and 10, respectively).

• In Figure 6 for the July day with a total generation in 3.3 times below the average
(WPV = 1320 Wh). In this case, kE = 1.22, p = 1.6 (PPVR = 0.86 kW, WB = 800 Wh);

Figure 6. Oscillograms PLC, PC, PPV, Q∗, IB, and Pg for a July day with general generation
WPV = 1320 Wh (Q∗ and IB values are shown at scale 2 and 10, respectively).

• In Figure 7a for the May day with the generation, corresponding to the average
monthly values at PLC = PLCR, PPVR = 1 kW, WB = 968 Wh, and at limit values ρ = 1.95
with kE = 2.618;
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(a) 

 
(b) 

 
(c) 

Figure 7. Oscillograms PLC, PLCR, PC, PPVM, PPV, Q∗, IB, and Pg for the May day with a generation
corresponding to the monthly average (Q∗ and IB values are shown at scale 2 and 10, respectively):
(a) PLC = PLCR, PPVR = 1 kW, WB = 968 Wh, and at limit values ρ = 1.95 with kE = 2.618; (b) PLC = PLCR,
PPVR = 0.86 kW, WB = 800 Wh, and at limit values p = 1.8 with kE = 2.356; (c) PLC �= PLCR,
PPVR = 0.86 kW, WB = 800 Wh, and p = 1.6 with kE = 2.795.
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• In Figure 7b for the May day with the generation, corresponding to the average monthly
values at PLC = PLCR, PPVR = 0.86 kW, WB = 800 Wh, and at limit values p = 1.8 with
kE = 2.356;

• In Figure 7c for the May day with the generation, corresponding to the average monthly
values at PLC �=PLCR, PPVR = 0.86 kW, WB = 800 Wh, and p = 1.6 with kE = 2.795;

• In Figure 8 for the September day with the generation, corresponding to the average
monthly values at PLC = PLCR, PPVR = 0.86 kW, WB = 800 Wh, and ρ = 1.6 with kE = 2.

Figure 8. Oscillograms PLC, PLCR, PC, PPVM, PPV, Q∗, IB, and Pg for the September day with the
generation, corresponding to the average monthly values at PLC = PLCR, PPVR = 0.86 kW, WB = 800 Wh,
and ρ = 1.6 with kE = 2 (Q∗ and IB values are shown at scale 2 and 10, respectively).

Changing the reference of the added power PC23 in the interval (t2, t3) from a fixed
calculated value to the value corresponding to the actual PV schedule in the spring–autumn
period allows increasing kE by 2–4% with the exclusion of SB discharge.

7. Discussion of the Results of the Study on Increasing the Power of the LO Using PVS
with SB

Increasing the load power of the LO above the limit of power consumption from the
grid while reducing the installed power of PV and SB and decreasing the cost of paying for
electricity, consumed by the LO, from the DG is possible due to the following:

- Use of the basic schedule of added power, tied to the PV generation. This reduces the
energy required for its implementation. This allows increasing the degree of power
increase while reducing the energy capacity of the SB;

- Limiting the degree of power increase at an intermediate value with a decrease in the
installed power of the PV and SB. This provides an improvement in the use of PV
energy without increasing the cost of electricity, consumed from the grid;

- Referencing the current value of the added load power and the SOC value of the
battery at time intervals, taking into account the predicted and actual PV generation.
Due to the change in certain time intervals of the added power reference from the
calculated value to a value that repeats the law of the change in the PV generation
power, this contributes to more complete use of the PV energy;

- Exclusion of the SB charge at night with the average monthly PV generation in the
spring–summer–autumn period helps to reduce electricity consumption from the grid.
This excludes battery discharge during the hours of the morning load peak, which
helps to reduce the number of battery discharge cycles and increase its service life.
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This article is a development of previous studies [19,26], which considered increasing
the efficiency of hybrid PVS with SB for the needs of local facilities. This was achieved
by reducing the cost of electricity consumed from the grid when using the PV generation
forecast. A common problem is the significant overestimation of the PV power in relation
to the load power of the LO, which is necessary for use in conditions of low PV generation.

As a result, even with medium PV generation, there is a significant underutilization
of PV energy with the need for regulation of PV generation. A feature of the proposed
solutions is a change in the general approach to the use of PV and SB energy when the
load power, added to the limit, is formed. Directed formation of the graph of added power
allows reducing the installed power of PV and SB.

There are certain limitations regarding the use of the results of the work, as described below.

- An object was considered with the main load in the daytime in the presence of peak
loads in the morning and evening hours. At the same time, it is possible to charge the
SB at night within the limit on consumption from the grid;

- The possibilities of increasing power are seasonal in nature with a maximum value in
the period spring–summer–autumn;

- The optimal choice of values for the degree of increase in power (ρ) and the installed
PV power (mP) involves taking into account many factors, including the costs of
acquisition and ongoing maintenance. Such a task was not set in this work, and the
approach was simplified for evaluation;

- The assessment of a possible reduction in the cost of paying for electricity during the
year was somewhat simplified and was performed for one tariff rate. We considered
the days when the PV generation corresponds to the average monthly values for the
accepted time intervals;

- The implementation of the control system assumes an “open” structure of the relevant
channels of control;

- When modeling, it was assumed that the graph of the power generated by the PV
corresponds to the forecast and does not change during the day.

Further development of this work is connected with the optimization of system
parameters. It is also required to study the possibilities of correction of deviations in the
values of the actual PV generation according to the forecast data and possible changes in
the current forecast during the day.

8. Conclusions

With the selected parameters of the PVS, it is possible to increase the power of the LO
over the limit for consumption from the grid up to 1.7–1.95 times. This depends on the
average monthly PV generation of during the year. Limiting the degree of power increase
to a value of 1.6, when choosing the parameters, allows reducing the installed power of the
PV and SB. The possibility of increasing the degree of power increase to a value of 1.8 (if
necessary) remains in this case.

It is advisable to select the parameters of the PVS on the basis of the data on the
average monthly PV generation for the taken schedule of the load. It is possible to use
archival data from web resources with open access at any point location of the object. The
ratio of PV power and added load power is determined on the basis of PV generation in
the transitional seasons (in this case, March and October). The energy capacity of the SB
is determined by the power of the added load from the condition of the sufficiency of its
operation in the pre-evening hours and evening peak hours with a given limitation of the
DOD battery. The use of the basic schedule of the added power with reference to solar
activity, while maintaining the resulting power of the LO, makes it possible to reduce the
energy capacity of the SB. Therefore, when setting the degree of power increase ρ = 1.7 for
winter, the energy capacity can be reduced by 13.5%. Limiting the value of ρ at the level of
ρ = 1.6 allows reducing the installed power of the PV and the SB. When converted to the
same total load power, the reduction for PPVR is 9.4%, and that for WBR is 14%.
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The principle for controlling the power consumed by the LO from the grid in accor-
dance with the reference value of the added load power and the total load power of the LO
was developed. The reference of the value of the added power can be determined from the
condition for the formation of the SOC(t) graph of the SB according to the PV generation
forecast data.

At the same time, at certain time intervals, reference of the value of the added power
can be carried out according to the schedule of the PV generation. This contributes to the
maximum use of its energy. With the average monthly PV generation in the spring–autumn
period, the SB discharge during the hours of the morning load peak is not used. Accordingly,
the nighttime SB charge from the grid is not used. This helps to reduce consumption from
the grid and reduce the number of deep discharge cycles, which contributes to longer
battery life.

On the basis of a formalized description of energy processes in steady-state conditions
for the daily cycle of the system’s functioning, the simulation of the system was completed.
The simulation results showed that choosing the PVS parameters on the basis of ρ = 1.7
by setting ρ = 1.7–1.95 depending on the average monthly PV generation reduced the cost
of electricity, consumed from the grid, for one rate of payment by 1.1 to 2.68 times. When
choosing the PVS parameters on the basis of ρ = 1.6 and a constant degree of power increase
during the year, it is possible to reduce electricity costs by up to 7% in the summer.
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Abstract: In this paper, an attempt is undertaken to identify the acoustic signature of railway vehicles
travelling at 200 km/h. In the framework of conducted experimental research, test fields were
determined, measurement apparatus was selected and a methodology for making measurements
was specified, including the assessment of noise emission on curved and straight track for electric
multiple units of Alstom type ETR610-series ED250, the so-called Pendolino. The measurements were
made with the use of an acoustic camera and a 4 × 2 microphone array, including four equipped
measurement points and two microphones located at the level of the head of the rail and at a height
of 4 m above this level. As a result of the conducted experimental research, the dominant noise
sources were identified and amplitude–frequency characteristics for these sources were determined
by dividing the spectrum into one-third octave bands in the range from 20 Hz to 20 kHz. The paper
also considers issues related to the verification of selected models of noise assessment in terms of
their most accurate reflection of the phenomenon of propagation in close surroundings. On the
basis of conducted experimental studies, the behaviour of selected models describing the change of
sound level with frequency division into one-third octave bands as a function of variable distance
of observer from the railway line on which high-speed railway vehicles are operated was verified.
In addition, the author’s propagation model is presented together with a database built within the
scope of the study, containing the actual waveforms in the time and frequency domain.

Keywords: railway noise; high-speed railways; environmental impact

1. Introduction

According to the European Environment Agency report [1] results, railway transport
is the second-largest source of noise in Europe. It affects about 4% of the population during
the day–evening–night period and 3% during the night. Almost 22 million people are
exposed to noise intensity of at least 55 dB during the day–evening–night period and
about 16 million people to noise at night (of intensity of minimum 50 dB). The scale of this
phenomenon is influenced by a number of factors, including the technical condition of the
railway superstructure and rolling stock, landforms and land use, and the high speed of
railway vehicles [2,3].

The share of high-speed railway vehicles in the rolling stock of operators providing
public transport services is continuously increasing. At present, in Poland, on railway lines
with the highest speed, there may operate Alstom type ETR610 series ED250 vehicles (the
so-called Pendolino). These vehicles can travel at a maximum speed of 250 km/h; however,
due to technical limitations of the railway infrastructure, their maximum operating speed
on the Central Railway Line (railway line no. 4 Grodzisk Mazowiecki-Zawiercie) is equal
to 200 km/h [4].

The literature analysis showed that there are many works and studies aimed at iden-
tifying or determining the acoustic signature of railway vehicles [5–12]. The authors of
this work carried out tests in accordance with the methodology specified in the ISO 3095
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standard [13]. According to the standard [13], measurements should be made at one or
two measurement points, with one microphone in each. The measurement points should
be located at a distance of 7.5 m from the track axis at a height of 1.2 m from the rail head
and/or at a distance of 25 m at a height of 3.5 m from the rail head.

These tests mainly involved high-speed vehicles travelling at speeds exceeding
200 km/h [11,14–16]. In addition, a review of literature publications and studies con-
ducted so far in Poland reveals a lack of available studies on the characteristics of the
dominant noise sources generated by Alstom ETR610 series ED250 high-speed railway
vehicles. In this study, measurements were made not only to examine the noise level of the
train passage, but an attempt was made to identify the acoustic signature as accurately as
possible, hence a nonstandard location of the measurement points was proposed.

External rail noise may arise from a number of sources, including rolling noise, impact
noise, traction noise, aerodynamic noise or braking and starting noise. The noise of a
particular unit depends, among other things, on the design of the unit and the operating
conditions, and therefore a characterisation of the noise emission of the unit is an important
element in minimising the acoustic impact [13].

In this article, selected results and conclusions were discussed from experimental
research conducted with the use of an acoustic camera and a 4 × 2 microphone array (four
measurement points at a distance of 5 m, 10 m, 20 m and 40 m from the track axis, two
microphones located at the height of the rail head and at a height of 4 m from the rail
head). The aim of this paper is to characterise the acoustic signaling of high-speed railway
vehicles travelling at 200 km/h in Polish conditions. The main sources of noise generation
were identified and their spectrum described by amplitude–frequency characteristics. Such
an approach is nonstandard due to the tertial resolution of the identified propagation
characteristics. Acoustic signals coming from the studied object were measured, for which
no complex work has been carried out so far to assess their acoustic impact on the surround-
ings. Recognition of the acoustic signature of high-speed railway vehicles will allow for
the building of a model of the source of acoustic impacts typical for the analysed vehicles.
Due to the very good condition of the track in the studied area and commissioning of the
first section admitted to traffic at high speed, it was possible to build a reference source of
impact for the purposes of noise modelling as well as to establish the reference threshold
against which passes of trains operating with a higher degree of wheel wear or on tracks
with a higher degree of rail wear can be evaluated in the future.

Such information can be used to establish the relationship between environmental
impacts and the technical condition of the rolling stock in operation. Complementing the
knowledge on their acoustic impact on the surroundings will allow more effective work on
minimising the negative impact of noise generated by this type of vehicles.

The experimental investigations carried out and the database built within the frame-
work of the study, containing real waveforms in the time and frequency domain, served
as a source of information on the generated impacts for the purposes of modelling noise
propagation in close surroundings. Selected models of railway noise evaluation were
analysed in terms of their most accurate reflection of the propagation phenomenon. On
the basis of conducted experimental studies, the behaviour of selected models describing
the change of sound level in the i-th frequency band as a function of variable distance
of the observer from the railway line on which high-speed railway vehicles are operated
was verified.

Additionally, on the basis of the obtained measurement results, an own model of
noise propagation in one-third octave bands within the audible band (20 Hz–20 kHz) was
built, which was characterised by the best accuracy of reflecting the phenomenon of noise
propagation in the range of measurement results in particular measurement points and
beyond them.
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2. Materials and Methods

2.1. Technical Specification of the Research Objects

The objects of the experimental research were Alstom’s railway vehicles type ETR610-
series ED250-Pendolino (Figure 1). These vehicles are managed by the largest operator in
Poland, PKP Intercity S.A. These are bidirectional electric multiple units consisting of seven
sections, including four engine sections (two end sections on both sides) and three trailer
sections [17,18].

 
Figure 1. Object of the research: an Alstom vehicle ETR610-series ED250-Pendolino [photo: own elaboration].

Normal-gauge vehicles (suitable for operation on tracks with a gauge of 1435 mm) are
equipped with eight asynchronous, three-phase traction motors with a power of 708 kW
each. The length of the vehicle is 187.4 m and its weight is 395.5 tones [19]. The vehicles
use two-axle bogies with one driving axle and one rolling axle, with a very low mass value
and equipped with torsion dampers, which ensure appropriate dynamic characteristics of
the vehicle on curves at speeds of 250 km/h [17,20,21].

There were two sections of a railway track selected for the purpose of the experi-
mental research (straight section and curved section), located on the railway line no. 4
Grodzisk Mazowiecki–Zawiercie (Central Trunk Line–CMK), section Grodzisk Mazowiecki–
Idzikowice, which is an electrified and mostly double-track line, with maximum design
speed of 250 km/h (Figure 2) [22]. Details of the study sites are described, among others,
in [2].
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Figure 2. Railway track on the 18 + 600 km area of experimental research (a curve).

2.2. Methodology of the Conducted Research Area

The measurements of acoustic signals were conducted on railway line no. 4 Grodzisk
Mazowiecki–Zawiercie, section Grodzisk Mazowiecki–Idzikowice, in two locations:

• curved section (R = 4000 m)—approx. 18 + 600 km (loc. Świnice, Długa str.);
• straight section—approx. 21 + 300 km (loc. Szeligi, Dojazdowa str.).

The registration of acoustic events from high-speed railway vehicles was made with
the use of measurement apparatus, consisting of the following devices:

• acoustic camera Noise Inspector Bionic M-112;
• two Svantek sound-level meters SVAN 979;
• Svantek four-channel sound-level meter SVAN 958A;
• two Svantek sound-level meters SVAN 955;
• measurement microphones (electroacoustic transducers) from Svantek—8 pieces;
• Svantek 1st class acoustic calibrator SV 36;
• speedometer;
• weather station from Davis Instruments Vantage Pro2.

Detailed information concerning e.g., location of the testing ground, weather condi-
tions, is described in the publications [2,3].

During noise measurements with a microphone array (4 × 2), eight measurement
microphones operating in the audible band were used. The microphones were placed at
a height of 4 m (from the rail head) and at the rail-head height (approx. 0.8 m from the
ground). Additionally, in order to locate the main sources of noise, an acoustic camera
located about 20 m from the track axis was used. A schematic of the measurement cross-
section during the conducted experimental research is shown in Figure 3. The results
obtained were subject to acquisition using Svantek’s dedicated software, SvanPC++, which
enabled the generation of data for further analysis and processing, as intended. The
measurement of noise with a microphone array was performed using the continuous
method, i.e., all acoustic phenomena were measured during the experimental studies of
each run, while the frequency spectrum was analysed in one-third octave bands for each
second. Registration of individual journeys (type of vehicle, time) made it possible, in the
further part of the work, to select only the passages of the tested object. A schematic of the
measurement path using the microphone array is shown in the diagram (Figure 4).
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Figure 3. Instrumented cross section during experimental testing [Source: own elaboration].

Figure 4. Scheme of the measurement circuit carried out with the sound-level meters [source: own elaboration].

3. Results and Discussion

As a result of the experimental study, the acoustic signature of high-speed vehicles
operating in Polish conditions was identified by indicating the main sources of noise
generated by the test object using an acoustic camera and obtaining a time history recorded
for each pass of the tested vehicle separately (with a step of 1 s), containing the equivalent
continuous sound level LAeq for each second of the pass and obtaining the frequency
spectrum of noise for each second, divided into one-third octave bands within the audible
band, i.e., from 20 Hz to 20 kHz.
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3.1. Identification of Main Noise Sources

A Noise Inspector Bionic M-112 acoustic camera equipped with 112 directional mi-
crophones was used to determine the main noise sources. Thanks to the mounted optical
camera, the image is assigned to the distribution of acoustic pressure levels. The acoustic
camera uses, among others, the beamforming method for measurements, which allows
results to be obtained in the frequency range of 400 Hz to 24 kHz, with a sampling rate of
approximately 12 Hz.

The beamforming method consists in processing a spatial-temporal signal recorded
by a microphone array. Each microphone of the acoustic array, having a specific position
relative to its centre, is assigned a time delay which allows it to focus the signal beam in the
direction of acoustic wave propagation [5,19,23–27]. By using a time delay, the measured
signal is the same for all microphones used. The signal received by the microphones,
delayed by an appropriate amount of time, is summed at the output of the array and thus
amplified compared to a measurement with only one microphone [25,27–29].

On the basis of the target measurements carried out in August 2019, the main source of
noise generated by high-speed railway vehicles travelling at around 200 km/h was defined.
In order to better illustrate the results obtained, the acoustic events [dBA] characterised
by the highest noise levels were grouped into three frequency ranges, i.e., 500–1000 Hz,
1000–2000 Hz and 2000–3000 Hz (Figure 5).

 

Figure 5. Sound-level distribution in the frequency range 500–1000 Hz—straight section [dBA].

On the basis of experimental tests carried out with the use of an acoustic camera, the
main sources of noise [dBA] coming from high-speed vehicles moving on a straight section
and along a curve at a speed of 200 km/h were identified. As a result of the experimental
studies, it was indicated that the noise resulting from contact phenomena at the wheel–rail
interface (rolling noise) and from the operation of drive units are the dominant sources of
sound in the frequency range of 500–3000 Hz.
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3.2. Noise Propagation in the Immediate Vicinity

In the framework of conducted experimental research, 20 passes of high-speed railway
vehicles were obtained for a straight section and a curve, from which the 10 most authorita-
tive results were selected, for which eight signals (acoustic pressure levels–[dB]), 20 s long,
were obtained in 31 one-third octave bands from 20 Hz to 20 kHz in two measurement
cross sections (straight section and curve). In addition, the equivalent continuous sound
level [dBA] was measured at all points in the measurement cross section. The obtained
data were subjected to further detailed analysis.

As a first step, the obtained data were verified in order to extract representative
acoustic signals [dB] generated by high-speed railway vehicles from the recorded 20-s
passes. According to relation (1), the total time of passage of the tested object through the
measurement cross section (t) was determined, which amounted to about 3.4 s.

t =
l
v

(1)

A representative sample of acoustic signals from speeding vehicles was assumed to be
4 s, which was also confirmed by the results obtained (Figure 6).

Figure 6. Amplitude–frequency distribution of acoustic pressure levels for a 20-s passage on the
straight section.

The analysis made it possible to obtain 4-s passes representative of high-speed railway
vehicles travelling on a straight section and a curve. On the diagram below (Figure 7) the
distribution of acoustic pressure levels for a selected representative passage (4 s) is shown.
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Figure 7. Distribution of acoustic pressure levels for 4 s representative passages on the straight section.

The standard deviation of the sample was then determined on the basis of the obtained
data from the representative samples, which show the dispersion of the acoustic pressure
levels for the analysed high-speed railway vehicle crossings on the straight section and the
curve depending on the tertiary band. The in-sample standard deviation (2), which is the
square root of the in-sample variance, was determined according to the formula [30–32]:

s =
√

s2 =

√
∑N

i=1(xi − x)
2

n − 1
(2)

An example of the distribution of the standard deviation for a selected journey is
shown in Figure 8.

Figure 8. Distribution of standard deviation for a selected straight-section passage.
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The analysis of obtained standard-deviation data showed that differences in acoustic
pressure levels in given one-third octave bands in most cases did not exceed 2 dB—97.4%;
only 2.6% of data indicated exceedances above 2 dB. Exceedances above 2 dB concerned
13 cases out of 496, which were within the range from 2.1 dB to 2.7 dB.

Taking into account that the values of perceived changes in acoustic pressure levels
by the human ear vary from 2 dB [31] to 3 dB [33] (depending on the predisposition of the
recipient), it was possible to consider the results as reliable.

In order to verify which one-third octave bands’ frequencies have the highest acoustic
pressure levels, the average spectra of the sound pressure levels were determined for the
tested railway vehicle at the level of the head of the rail and at a height of 4 m from the
level of the head of the rail, which moved along a straight section and a curve. The average
acoustic pressure levels in one-third octave bands at rail-head height for a straight section
are shown in Table 1 and Figure 9.

Table 1. Average acoustic pressure levels [dB] in one-third octave bands at rail-head height for a
straight section.

One-Third Octave Bands [Hz] 5 10 20 40

20 99.8 95.4 94 89.7
25 99.8 96.6 94.3 90.9

31.5 100.6 97.1 95.1 91
40 101.4 98.3 95.9 92
50 102 99.1 96.3 92.6
63 100.5 100 94.9 91.2
80 100 98.5 94.3 89.9
100 98.3 97.9 93.6 89.6
125 96 95.1 91.4 85.4
160 93.2 92.5 90.7 83.7
200 91.6 90.5 88.3 81.4
250 93.3 89.4 85.8 79.2
315 94.1 88.4 83.3 76.7
400 94.2 87.3 82.5 75.7
500 95 88 83.5 77.3
630 95.9 90.2 85.2 77.6
800 97.9 93.9 87.4 79.8
1000 96.5 94.5 87.9 80.5
1250 97.4 95.2 88.8 81.2
1600 100.3 98.5 92.7 86.9
2000 101.6 99.7 95.4 88.1
2500 103 100.1 93.8 87.1
3150 99.8 97.3 89 86.3
4000 96.6 93.4 84.5 80.4
5000 93.8 90.1 80.7 77
6300 92 87.7 77.6 72.6
8000 91.6 87.4 76.5 68.9

10,000 88.4 84.4 71.5 65.1
12,500 84.8 80 66.4 58.7
16,000 80.7 75.6 57.5 55.2
20,000 78.1 70.2 54.6 58.3

33



Energies 2022, 15, 3244

 

Figure 9. Average acoustic pressure levels in one-third octave bands at rail-head height for a straight section.

For both situations studied (straight section and curve), at the level of the rail head in
the close vicinity of the railway line (at a distance of 20–40 m from the track centre), the low
bands between 20 Hz and 200 Hz are dominant, with levels ranging from 88.3 dB to 96.9 dB.
In the case of medium-frequency bands for the straight section and curve, at a distance
of 20–40 m, high values of acoustic pressure levels were recorded for frequencies from
1600 Hz to 3150 Hz (89.0 dB–96.9 dB). In addition, for a railway line located on a curve,
high acoustic pressure levels were recorded for frequencies between 630 Hz and 1250 Hz
(89.6 dB–95.0 dB).

For measurement points located 4 m from rail-head level (at a distance of 20–40 m),
the highest acoustic pressure levels are seen in the low bands from 20 Hz to 100 Hz and the
medium bands, i.e., from 500 Hz to 3150 Hz.

In addition, the research carried out has shown that for the passage of high-speed
vehicles along a curve with a radius of approximately R = 4000 m, the dominant frequencies
characterising the passage of a high-speed railway vehicle can be identified.

Based on the analysis of the differences in acoustic pressure levels (difference of more
than 3 dB) for individual one-third octave bands (for the observation point at the level of
the rail head), it should be noted that in the case of high-speed railway vehicles travelling
along a curve, higher values were recorded for bands in the range of 315 Hz to 2000 Hz
(difference of 3 to 10.8 dB). In very close proximity to the railway line (5 m), the dominant
characteristics are also 80 Hz, 100 Hz, 16,000 Hz and 20,000 Hz, for which the maximum
differences with respect to the straight section range from 4.3 dB to 5.3 dB. In case of the
observation point at 4 m above rail-head level, individual differences ranging from 3.3 dB
to 8.1 dB were recorded. The fairly evenly distributed acoustic pressure levels at 4 m above
rail-head level indicate that rolling noise is the dominant noise source for railway vehicles
travelling at 200 km/h.

Taking into consideration that more than 97% of standard deviation results—representing
the scatter of acoustic pressure levels between the measurement series for a given one-third
octave band—did not exceed 2 dB, the average frequency spectra of acoustic pressure levels
were determined. In order to compare and present the results of the average spectra of the
effect signals, the exposure acoustic pressure levels (dB) were determined for particular
ranges of the one-third octave bands. The exposure acoustic pressure levels for the straight
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section and curve at four measurement points, located at distances of 5 m, 10 m, 20 m and
40 m from the track axis (Figures 10 and 11), were calculated according to the relation [34]:

LEK =

[
1
n

n

∑
i=1

100,1LEki

]
(3)

where:

• LEK—exposure level of the acoustic pressure [dB];
• LEki—level of the acoustic pressure in the n-th one-third octave band [dB].

 

Figure 10. Exposure acoustic pressure level for a straight section at rail-head level (0 m) and at 4 m
from rail-head level.

 

Figure 11. Exposure acoustic pressure level for a curve at rail-head height (0 m) and at 4 m from
rail-head height.
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The exposure acoustic pressure level at 4 m above rail-head level for high-speed
vehicles travelling on a straight section and on a curve is very similar for all distances
studied. The differences between the values obtained did not exceed 1 dB, indicating a
very similar energy composition in both test cases.

At the level of the rail head (0 m) for the straight section and the curve, at distances of
20 m and 40 m, there were no great differences in the exposure levels (from 0.8 dB to 1.6 dB),
which indicates a similar distribution of results. Significant differences in amplitude of
exposure acoustic pressure level were recorded between straight and curved section (at the
rail-head level) for close distances from the railway line (5 m and 10 m from the track axis),
for which the divergence in levels was, respectively, 4.2 dB and 6.3 dB. This situation may
be indicative of an increased rolling noise contribution due to the additional friction of the
lateral surface of the wheels against the rail.

3.3. Model of Sound Propagation

The construction of the sound-propagation model began with the verification of
the batch data. The data obtained from the 4 × 2 microphone array were verified by
determining the correlation coefficient for all 4 s pairs of representative passages. The
standard Matlab-corrcoef high-level language command was used to determine the correla-
tion coefficients for all the mentioned above pairs. The correlation coefficient is defined
as the quotient of the covariance and the product of the standard deviations of the vari-
ables under consideration and is determined in accordance with the relation shown in
Equation (4) [35,36].

P(A, B) =
cov (A, B)

σAσB
(4)

For about 99% of the cases, the calculated values of the correlation coefficient were not
lower than 0.80. The maximum values of the correlation coefficient for the straight section
and the curve were equal to 0.998 and 0.999, respectively. In the case of minimum coefficient
values, the values were equal to 0.431 for a straight section and 0.753 for a curve. After a
preliminary analysis of the obtained data, only the crossings with the highest correlation
coefficients were selected for further considerations.

The resulting spectral levels in the one-third octave band of acoustic pressure levels
and equivalent continuous sound levels from 10 high-speed rail-vehicle passages were used
to determine statistical parameters that provided input data for the propagation models
studied. Statistical parameters were defined for each distance from the track centre (i.e.,
5 m, 10 m, 20 m, 40 m). The analysis was performed separately for each tested height, i.e., at
the level of the rail head and 4 m above the rail head, separately for each measurement cross
section (straight section and curve). In order to determine the average level and distribution
of values, statistical measures were determined on the basis of representative passages (4 s)
in the form of a median, which was calculated on the basis of the relation [35,36]:

Me =

{ xN+1
2 ; when N is an odd number

x 1
2 N

+ x 1
2 N+1

2 ; when N is an even number
(5)

Based on the obtained batch data, four selected models of railway-noise assessment
were analysed in terms of their degree of reflection of the propagation phenomenon. Results
of conducted experimental research were used to verify behaviour of particular models
describing change of sound level in the i-th frequency band as a function of variable
distance of observer from the railway line on which high-speed railway vehicles operate.

Four models were verified:

− linear (1st degree);
− using a 2nd degree polynomial;
− using a 3rd degree polynomial;
− power model with a free expression.
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An example of noise-propagation model fitting for a straight section described by
polynomials of 1st–3rd order (W1R, W2R, W3R), based on experimental data is shown in
the following diagrams (Figures 12 and 13).

Figure 12. Fitting a 1st–3rd order polynomial noise-propagation model at 250 Hz for a straight section
at rail-head level.

Figure 13. Fitting a 1st–3rd order polynomial noise propagation model at 16,000 Hz for a straight
section at rail-head level.

On the basis of the conducted analysis of fitting the noise-propagation model described
by polynomials of 1st–3rd order, it may be noticed that all models behave quite well in the
range of measurement points (up to 40 m). The obtained characteristics indicate that the
linear model, marked in purple on the diagrams, in most cases best represents the results
of measurements at specific measurement points, as well as at a distance up to 60 m from
the track axis.
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The model curves of the 2nd and 3rd degree outside the measurement points are char-
acterised by very large scatter in all ranges of frequency bands and equivalent continuous
sound levels. It should be stated that the best representation of the studied phenomena
during the passage of railway vehicles at high speeds is a linear model, even though the
analysis of characteristics indicates a tendency to too rapid a reduction of noise in the
function of distance, beyond the measurement points.

The next step of the study was to verify the representation of the noise-propagation
phenomenon using a power model with free expression (FPM). This model takes the form
of [37]:

Li = airbi + ci (6)

where:

• Li—acoustic pressure level in the i-th frequency band;
• ai, bi, ci—experimental coefficient of the model for t-th frequency band;
• r—distance from sound source.

The final stage of the work was the construction of the author’s model using a loga-
rithmic curve.

The evaluation of the tested models showed qualitatively good representation of
the measurement results at the selected measurement points. The linear model and the
power model with free expression were characterised by the best representation of noise
propagation beyond the measurement points. However, they showed a tendency for too
rapid a decrease in noise as a function of distance exceeding the distance of the farthest
measurement point. Polynomial models of 2nd and 3rd order, outside the measurement
points, were characterised by very big errors and unacceptable scattering of results in all
ranges of frequency bands and equivalent continuous sound levels.

The author’s model, including band noise correction, was also developed and is
presented in the study, and was also verified in terms of reproducing the propagation phe-
nomenon. The author’s model was characterised by good accuracy for the obtained levels
of noise propagation in the range of results obtained experimentally in individual measure-
ment points. Analysis of results obtained for this model—beyond verifiable measurement
points, due to the absence of abrupt changes of levels and linear character of decreasing
level as a function of further distance—implies high probability of correct representation
of the phenomenon of propagation of noise from railway vehicles of high speed by this
model. However, it requires further verification in the form of future experimental studies.

Due to the band analysis of the signal in the relation describing the model performance
for the i-th frequency band, a correction of the level kpi was introduced for each of the
analysed frequency bands (KPM). The relation describing the level for frequency band i at
distance x from the sound source is expressed as:

Lxi = Lri − 10z log
x
r
+ kpi (7)

where:

• Lxi—experimentally determined noise level at distance x from the source [dB];
• Lri—sound-level value measured at the reference point r [dB];
• z—source type factor (for a linear source z = 1);
• x—distance of observation point from noise source [m];
• r—distance of reference point from noise source [m];
• kpi—level correction for the analysed i-th frequency band [dB].

In order to implement the scheme of the propagation model for each of the analysed
frequencies, an attempt was made to determine the parameters of the models by means
of the noise-emission correction curve method in Matlab software by using the command-
lsqcurvefit (with the following parameters: description function, vector of initial conditions,
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distances of measurement points, values of the sound level in the measurement points).
The vector of initial conditions was defined as:

x0 = [s(1) s(2)] (8)

where:

• s(1)—noise level at the reference point, Lri [dB];
• s(2)—frequency-band correction value, kpi [dB].

The notation of the function became:

fun = @(s,x_org) (s(1) − (10*1*log10(x_org/5)) + s(2))

where x_org was the distance vector of measurement points; therefore, code call lsqcurvefit
(fun,x0,x_org,y) returned model parameters each time. The implementation of the Matlab
function code nlinfit (with parameters: distance vector of measurement points, level values
at measurement points, function, vector of initial conditions) allowed the determination
of the residue vector and the Jacobian for the nonlinear regression model returned as a
matrix and the estimated variance–covariance matrix for the calculated coefficients, or the
calculation of the variance for the calculated error component.

The coefficients of the author’s model expressed by Equation (6) for the straight section
are shown in Table 2.

Table 2. Coefficient values of the author’s noise-propagation model for straight section.

Frequency Band [Hz]

Straight Section

Rail-Head Level 4 m over the Rail-Head Level
Lri kpi Lri kpi

20 93,787 −2539 93,280 −0881
25 83,886 −1302 80,973 −2334

31.5 84,330 −1372 81,341 −2241
40 85,373 −1833 82,482 −2143
50 86,555 −1622 83,016 −2006
63 87,256 −1503 83,276 −2099
80 86,230 −1306 82,747 −1995
100 85,367 −1520 82,383 −1821
125 83,842 −0822 80,865 −1577
160 81,222 −1256 78,744 −1538
200 78,642 −0850 77,625 −1258
250 76,956 −1113 76,530 −1164
315 77,569 −2319 76,662 −1483
400 77,320 −3356 77,054 −1671
500 76,886 −3900 77,805 −1235
630 77,455 −3988 78,788 −1146
800 78,176 −3703 79,415 −1394

1000 81,087 −3202 81,476 −1173
1250 79,912 −2528 81,934 −0613
1600 81,170 −2677 83,766 −0588
2000 84,022 −2291 86,171 −0287
2500 85,353 −2153 88,165 −0385
3150 86,717 −2800 87,037 −0854
4000 83,389 −2522 84,840 −0648
5000 79,897 −3163 80,953 −1246
6300 77,242 −3355 77,234 −2008
8000 74,420 −3992 74,351 −2188

10,000 73,401 −4356 73,220 −2652
12,500 69,884 −4770 68,740 −2810
16,000 65,911 −5444 63,984 −3596
20,000 61,175 −5888 57,827 −4307
LAEq 58,976 −5511 54,284 −3867
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The analysis of the author’s model of noise propagation and the free-expression model
show that both methods are characterised by an accurate representation of results. The runs
of models indicate that the free-expression model more accurately reflects the results of
measurements at specific measurement points, but the differences in relation to the author’s
model are within error limits. Detailed analysis of the obtained characteristics indicates that
the author’s model is characterised by better runs outside the measurement points. The free-
expression power model, outside the range of measurement points, tends in many cases to
reduce noise too quickly as a function of distance, which was also confirmed by detailed
analyses in the third-order frequency spectra for individual passages (Figures 14–16).

Figure 14. Fitting of the developed noise-propagation model and a free-expression power model for
100 Hz at rail-head level for a straight section.

Figure 15. Fitting of the author’s noise-propagation model and a free-expression power model for
2000 Hz at rail-head level for a straight section.
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Figure 16. Fitting the author’s noise-propagation model and a free-expression power model for the
equivalent continuous sound level LAeq, at rail-head level for a straight section.

4. Conclusions

In the paper, an attempt is made to identify the acoustic signature of a high-speed
railway vehicle, moving at a speed of 200 km/h on a straight section and a curve. As part
of the experimental research, test fields were determined, measurement equipment was
selected, and a methodology for carrying out measurements was specified, including the
assessment of noise on a curve and straight line for electric multiple units of Alstom type
ETR610-series ED250, the so-called Pendolino. The measurements were made using an
acoustic camera and a 4 × 2 microphone array. As a result of the conducted experimental
research, the main sources of noise coming from the studied object were identified and the
dominant amplitude–frequency characteristics in the range from 20 Hz to 20 kHz, divided
into one-third octave bands, were determined.

Additionally, measurements of the equivalent continuous sound level were made for
20-s passes of high-speed railway vehicles, at all points in the measurement cross section.
The conducted experimental research made it possible to compare acoustic phenomena
recorded separately for a straight section and a curve. The study confirmed that in the case
of electric multiple units travelling at 200 km/h, the dominant noise source is the rolling
noise resulting from vibrations at the wheel–rail interface. In the case of high-speed railway
vehicles travelling along a curve with a radius of about R = 4000 m, the noise resulting
from wheel–rail vibrations does not clearly increase the maximum sound levels compared
with a straight section.

The highest acoustic pressure levels from high-speed railway vehicles travelling on a
straight section, for heights above rail-head level, were recorded in the low (20 Hz to 160 Hz)
and medium (1000 Hz to 4000 Hz) bands. For heights 4 m above rail-head level, the highest
levels occurred in the range of 20 Hz to 100 Hz (for a distance of 20 m) and 1000 Hz–4000 Hz.

For vehicles travelling in curves, at rail-head level, the highest values were recorded for
frequencies in the low bands from 20 Hz to 100 Hz (for a distance of 40 m) and additionally
from 125 Hz to 200 Hz (for 20 m) and in the medium bands from 630 Hz to 3150 Hz (for a
distance of 20 m). Additionally, at a distance of 40 m, high levels were recorded at 1600 Hz
and 2000 Hz. For a height of 4 m above rail-head level, high values of acoustic pressure
levels were recorded in the low bands from 20 to 100 Hz (for a distance of 20 m), and for
a distance of 40 m in the range of 50 Hz–100 Hz. High values of sound levels were also
recorded for the medium bands in the range from 1000 Hz to 3150 Hz.
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On the basis of differences in the measured levels of acoustic pressure for the straight
section and the curve, the dominant frequencies in the one-third octave bands (at the level
of the rail head) characterising the passage of high-speed railway vehicles along a curve of
the radius R = ~4000 m were indicated.

Based on the differences in the measured acoustic pressure levels, the dominant fre-
quencies in the one-third octave bands (at the rail-head level) characterising the passage of
high-speed railway vehicles over a curve of radius R = 4000 m were identified. Differences
in acoustic pressure levels relative to the straight section were recorded for the bands in the
range from 315 Hz to 2000 Hz.

Significant differences in amplitude of exposure acoustic pressure level were recorded
between the straight section and the curve (at the level of the rail head) for close distances
from railway line (5 m and 10 m from track axis). The divergences from the straight section
were 4.2 dB and 6.3 dB, respectively, which may indicate an increased contribution of
rolling noise due to the additional friction of the lateral surface of the wheels against the
rail head.

In this study, results were developed and presented for the author’s model including
band noise correction, which was also verified to reproduce the propagation phenomenon.
The model was characterised by good accuracy for obtained levels of noise propagation
in the range of results obtained experimentally in individual measurement points. The
analysis of the results obtained for this model (no abrupt changes of levels, linear character
of decreasing levels) indicates that there is a high probability of correct representation of
the phenomenon of propagation of noise from high-speed railway vehicles by the author’s
model, also beyond the measurement points.

Detailed recognition of the acoustic signature of high-speed railway vehicles travelling
at 200 km/h will make it possible to minimise the acoustic impact more effectively. By
identifying the main sources of noise and knowing the dominant amplitude–frequency
characteristics of the studied object, it will be possible to optimally select solutions and
measures limiting the negative impact of noise on the environment, including appropriate
selection of noise barriers (acoustic screens) aimed at the reduction of particular frequency
bands. The methodology presented in this paper to carry out experimental studies based
on the measurement of acoustic phenomena using an acoustic camera and microphone
matrix can also be used for other railway vehicles. Due to the differences in speed and
shape of the locomotive/traction unit, it should be assumed that the recognised acoustic
signal will have different amplitude and frequency characteristics. Further work directions
include carrying out acoustic measurements for other railway vehicles in order to verify
and compare characteristics of particular research objects.
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Abstract: This paper deals with the analysis of the operating conditions of traction drives of the
electric locomotives with asynchronous traction motors. The process of change of the catenary system
voltage was found to have a stochastic character. The method of current controller synthesis based
on the Wiener–Hopf equation was proposed to enable efficient performance of the traction drive
control system under the condition of the stochastic nature of the catenary system voltage and the
presence of interferences, when measuring the stator current values of the tractor motor. Performance
simulation of the proposed current controller and the current controller used in the existing vector
control systems of the traction drives used in the electric locomotives was implemented. The results of
the performance simulation of the proposed current controller were compared with the performance
of the current controller in existing vector control systems of the traction drives. The results are
applicable to the design of vector control systems of traction drives in electric locomotives and to the
study of the influence of performance of electric traction drives in electric locomotives on the quality
indicators of the power supplied by the traction power supply system under the actual operating
conditions of the locomotive.

Keywords: optimal controller; traction drive; vector control system

1. Introduction

The selection of an optimal control option for specific technical applications should
be based on the reasonably selected methods appropriate for the respective objects. In
terms of traction drive control in an AC electric locomotive, the choice should account for a
series of potential uncertainties. These uncertainties are primarily related to the operating
conditions of AC electric locomotives. Studies [1–3] have shown that the voltage change
process in the catenary system of the AC traction power supply network is a stochastic
process. The stochastic character of the voltage change process in the catenary system of the
traction power supply network is determined by the conditions under which the electric
rolling stock passes through the feeder zone [4,5], the electromagnetic compatibility of the
units of the electric rolling stock that are located in a single feeder zone at the quality of
same time [3,6], and the current collection quality [7–9].
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It should also be noted that the load of the traction drive in an electric rolling stock
changes as the wheel of the electric rolling stock interacts with the rail. Several studies have
been dedicated to this problem. The study [10] investigates the influence of curved line track
spans on the traction drive load. The influence of the track profile on the characteristics of
the traction drive has been demonstrated in studies [11,12]. The investigation of the wheel-
rail friction coefficient can be found in the study [13]. An analysis of studies dedicated to
the interaction of the influence of the electric rolling stock (ERS) wheel on the characteristics
of the traction drive has suggested that the change in load of the electric rolling stock
traction drive also has a stochastic character. In summary, an analysis conducted on the
influence of the operating conditions of the ERS on the electromechanical processes in the
traction drive has suggested the following conclusion: both the change of voltage in the
catenary system and the change of the traction drive load have a stochastic character. The
stochastic character of the variation in the voltage of the catenary system and the moment
of load of the traction drive leads to greater losses in the traction motors [14] and affects
the stability of performance of the traction drive control system [15–17].

In view of the stochastic character of variation of the voltage parameters of the cate-
nary network and the traction drive load, it would be particularly practical to analyze
the electromechanical processes in the traction drive system under the actual operating
conditions of the AC electric locomotives. Practicality is primarily related to the fact that
the above factors act on the quality of drive control. The quality of drive control, in turn, is
associated with losses in the drive, which act on the energy efficiency of the performance of
the traction drive system. The control system is responsible for the quality of control in
the traction drive system. An analysis of traction drive systems in AC electric locomotives
has suggested that asynchronous motors are the most widely used traction motors in
contemporary AC electric locomotives [18]. Study [18] also provides the topologies for the
design of traction drive control systems using the asynchronous motor. The control systems
for this kind of drive may be the following: scalar, vector, and direct torque control (DTC).

The scalar control system belongs to the category of design-free open-loop control
systems [19,20]. Open-loop control systems do not offer any possibilities for optimiza-
tion of the control algorithm. Optimal control systems are designed on the basis of
closed-loop control systems [21–23].

DTC systems [24–26] and vector control systems [27–29] belong to the category of
design-closed-loop automatic control systems. This category of systems offers the possibil-
ity to apply the principles of optimal control [21–23].

The vector control systems of traction drives have become the most widespread
systems in rolling stocks [18]. As a result, a major focus is placed on vector control systems.
Comparison of the strengths and drawbacks of vector control systems versus DTC [27–29]
has suggested that, in contrast to DTC systems, the drawbacks of vector control systems
may include slow response to change in the resistance torque of the traction drive. In light
of this drawback of vector control systems, the stochastic character of the change in the
traction drive load can be further ignored. Hence, optimization of performance of the
vector control system should account for the stochastic character of only the process of
change of voltage in the catenary system.

Two directions can be identified in the design of the optimal control systems: opti-
mization of performance of the overall system, and optimization of individual elements of
the system, i.e., the controllers. Traction drive control systems are designed on the basis of
the energy efficiency criterion [30,31].

In terms of energy efficiency, the Pontryagin criterion is the most effective when
designing optimal control systems [32,33]. However, the design of the control system that
is optimal by Pontryagin’s criterion has certain implications. The implications stem from
the double-channel character of the vector system. Here, the control is implemented using
two channels: flux linkage channel and speed channel. It should also be noted that the
control using the two channels is distributed by time: the flux linkage control channel
is the first to operate, and the speed channel is activated after the former has completed
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its operation [27–29]. This entails certain difficulties in the practical implementation of
this kind of system [34].

This issue can be solved by analytic design of optimal controllers. Proportional in-
tegral controllers (PI) are used as current controllers in electric locomotives with vector
control systems. The parameters of this kind of controller are based on the design of the
desired logarithmic amplitude-frequency characteristic of the current control circuit [27–29].
This approach can be considered appropriate in view of the hypothesis that the process
of change of the stator currents in an asynchronous motor is deterministic. As demon-
strated above, this process is stochastic under the actual operating conditions of electric
locomotives. Furthermore, another factor that influences the quality of control has not
been taken into account in the design of this kind of controllers in these systems [27–29]. It
is related to the following circumstances. In a vector control system, current sensors are
activated in the feedback of the current control channel. Sensors enable identification of
the present values of the phase currents of the asynchronous motor stator. Electromagnetic
interference of the current sensors is caused by the asynchronous traction motor. These inter-
ferences are usually so-called ‘white noise’, that is, they have zero mathematical expectation
and nonzero dispersion [35].

The study [36] is dedicated to solving the problem of synthesis of the optimal cur-
rent controller operating under stochastic conditions [36]. Despite the advantage of this
approach, namely, the simplicity of practical implementation of the algorithm, the question
of control quality remains open. The controller parameters are calculated on the basis of
the energy efficiency criterion for the specified design of the controller. However, they are
optimal for the specified design only. Hence, this is not necessarily an optimal solution in
terms of the quality of the control.

This weakness can be eliminated by synthesis of the optimal controller having an
arbitrary design [37]. In case of this approach to the design of optimal controllers, it is
the controller design that is subject to optimization, and its parameters are calculated
specifically for the resulting design of the controller. However, this approach to the design
of optimal controllers leads to uncertainty. It is related to the necessity of solving a system
of equations where there are more unknowns than the equations.

The study [38] is dedicated to the synthesis of the optimal controller using the max-
imum principle. For the controllers based on the criterion of maximum, the design is
synthesized, and the optimal controller parameters are calculated. Despite the obviously
correct approach to solving the task of synthesis of the optimal controller, the algorithm
specified has an essential drawback. The drawback is related to the fact that at low values
of the error signal at the input, the output signal of the controller changes according to the
linear law. The signal reaches the maximum possible value at the controller output, i.e.,
the controller enters the saturation mode under the presence of significant values of the
error signal at the input.

This drawback may be eliminated by synthesis of the optimal controller using the
dynamic programming method [39]. This algorithm is effective for the design of optimal
controllers, provided that there are no control-related limitations. In case of any limitations, the
method becomes difficult to implement. This is due to the fact that non-zero initial conditions
need to be entered into the system of differential equations describing the system performance.
This prompts the necessity to solve the system of non-homogenous differential equations.

Optimal filtration methods may be used for the synthesis of optimal controllers under
stochastic conditions. In the case of the deterministic control signal and stochastic interfer-
ence, the Kalman–Bucy filter method is the most effective [40]. This filter is implemented
for the purpose of writing down the transfer function of the system by using the state-space
representation. It is the most effective when analyzing the performance of the system
in the time domain.

However, vector systems of drive control in asynchronous motors are discrete. They
are implemented by means of z-transformation, i.e., in the frequency domain. In the
frequency domain, the controllers synthesized by using the Wiener–Hopf equation are
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the most effective. These controllers are also the most effective under the conditions of
stochasticity of both the control signal and the interference [41,42].

Hence, it is relevant to implement the synthesis of optimal current controller on the
basis of the Wiener–Hopf equation for the vector control system for the traction drive in
electric locomotives with asynchronous motors.

The purpose of the study was to perform the synthesis of an optimal current controller
based on the Wiener–Hopf equation for the vector control system for traction drive in
electric locomotives with asynchronous motors.

The following was implemented for the purpose of the specified objective:

− The structural scheme was obtained in the transfer functions of the control chan-
nel for the current of the vector control systems for the traction drives in the AC
electric locomotives;

− The synthesis of design and parameters of optimal current controller was obtained by
using the Wiener–Hopf equation for the vector control system for the traction drive in
the electric locomotive with asynchronous motors;

− Modeling of the synthesized current controller performance under the condition of
deterministic character of the control signal and stochastic ‘white-noise’-type interference;

− Comparison of the resulting transient characteristic of the synthesized controller with
the transfer characteristic of the PI controller that is used in vector control systems for
the traction drive in the AC electric locomotives.

The study may be used when investigating the energy efficiency of traction drives in
AC electric locomotives, the interaction between the catenary system and the ERS, and the
optimization of the control systems for traction drives in electric locomotives.

2. Materials and Methods

The optimal current synthesis was performed for the vector control system for the
traction drive with the asynchronous motor. The structural scheme of the vector control
system is presented in the study [28]. The control scheme parameters are presented
in relative units.

A structural scheme in the transfer functions was designed for the vector control
system. Current control channels were identified in the scheme. Optimal current controllers
were synthesized for the current control channels by using the Wiener–Hopf equation.

A simulation model of the current control channel with the synthesized current con-
troller was developed in the MATLab software environment. The transient characteristic of
the current control channel was obtained for the conditions where the deterministic signal
acted as a control signal at the controller input, and the stochastic ‘white-noise’-type signal
acted as an interference.

The transient characteristic was obtained for the initial control scheme for the same
initial conditions. In this scheme, the PI controller was used as the current controller.

The transient characteristics obtained were compared in terms of the errors of the
output control signals. The model was performed for the steady-state operation of the
traction drive under its nominal operating conditions.

An AC electric locomotive with series DC-3 (ДC-3) asynchronous traction motor (Dnipro,
Ukraine) was chosen as the object of the investigation. Type AD914U1 (AД914У1) asyn-
chronous motors are used as traction motors in the electric locomotives of this series. Technical
specifications of the AD914U1 (AД914У1) traction motor are presented in Table 1 [43].
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Table 1. Parameters of AD914U1 (AД914У1) traction motor.

Parameter Value

Power P, kW 1200
Phase-to-phase RMS voltage Unom, V 1870

RMS value Inom, A 450
Rated frequency of the supply voltage f, Hz 55.8

Number of phases n, pcs. 3
Number of pole pairs pp 3

Nominal rotational speed nr, rpm 1110
Efficiency η, % 95.5

Power factor cosϕ, per unit 0.88
Active resistance of the stator winding rs, Ω 0.0226

Active resistance of the rotor winding reduced to the stator winding r′r, Ohm 0.0261
Stator winding leakage inductance Lσs, Hn 0.00065

Rotor winding leakage inductance reduced to the stator winding, L′
σr, Hn 0.00045

Total inductance of the magnetizing circuit Lμ, Hn 0.0194336
Moment of inertia of the motor J, kg·m2 73

Current controller calculations were performed using the methodology presented in
the study [44]. Calculations were performed using relative units. The calculation results
are presented in Table 2.

Table 2. Calculation results for the basic values and parameters of the controller.

Parameter Designation Value

Current loop tuning coefficient X, r.u. aIx 2
Current loop tuning coefficient Y, r.u. aIy 2

Proportional coefficient of current controller X, r.u. KpIx 0.155
Integral coefficient of current controller X, r.u. KiIx 0.00922

Proportional coefficient of current controller Y, r.u. KpIy 0.155
Integral coefficient of current controller Y, r.u. KiIy 0.00922

The remaining parameters necessary for the synthesis of an optimal current controller
were obtained as a result of the calculations and are provided below.

3. Calculations of the Optimal Current Controller Parameters by Using the
Wiener–Hopf Equation

3.1. Definition of the Current Control Channels in the Transfer Functions of the Vector Control System

The structural scheme of the vector control system is presented in the study [28] and
is depicted in Figure 1.

The following assumptions were made during the development of the above structural
diagram:

1. In this paper, research on system operation of asynchronous motor asymmetric
modes and on asynchronous motor asymmetric power supply system will not be con-
ducted. Therefore, the induction motor model is chosen in x–y coordinates in order to
avoid coordinate conversion;

2. The investigation will be carried out in steady-state mode of operation at motor shaft
rotation frequency ω = ωset. For this mode, the stator currents are fixed: I∗x = 1 and
I∗y = 0, respectively.
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Figure 1. Structural scheme of the vector control system (* values presented in relative units of measurement).

Figure 1 depicts the structural scheme of the vector control system in the case of the
common system of coordinates α-β oriented according to the flux linkage of the rotor in
the system. Therefore, to define the structural scheme of the current control channel, the
structural scheme of the ‘Frequency converter—Asynchronous motor’ system should be
developed for the common system of coordinates α-β, which are oriented according to the
flux linkage of the rotor.

Taking into account the recommendations for creating a vector control system with an
induction motor represented in x–y coordinates [45], the structural diagram of the vector
control system for an induction motor (Figure 1) is presented in transfer functions (Figure 2).
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Figure 2. The structural scheme of the system ‘Frequency converter—asynchronous motor’ in the
case of the common coordinate system of coordinates α-β, which are oriented according to the flux
linkage of the rotor.
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Figure 2 includes the following designations:

kfbI, kfbFL, and kfbS—feedback coefficients for the current, flux linkage, and speed, respectively;
T1e, T2, and TFC—time constants for the stator circuit, rotor circuit, and the frequency
converter, respectively;
WCR(p), WFL(p), and WSR(p)—transfer functions of the current controller, flux linkage
controller, and speed, respectively;
k2—coefficient of the electromagnetic link of the rotor;
kFC—coefficient of the transfer function of the frequency converter;
R1e—equivalent active resistance of the stator circuit.

The values indicated with the index * are used in relative units.
To synthesize a current regulator, a current transfer channel with a transfer

W(p)C = i(p)/iset(p) function for x and y coordinates should be identified. Figure 2
suggests that the transferred functions of the current control channels are the same for
coordinates x–y. Given the assumption that studies are conducted for the mode ω = ωset,
for which the stator currents are fixed: I∗x = 1 and I∗y = 0 the structural diagram of the
current transmission channel is shown in Figure 3.

Δ ( ) ( ) ( )⋅ ⋅ ⋅ ⋅

Figure 3. Structural scheme of the current control channels (* values presented in relative units of measurement).

For convenience of subsequent calculations, the following transformations of the
structural scheme were performed (Figure 3):

− The scheme (Figure 3) with a non-unique transfer function of feedback (kfbI) was
transformed into the structural scheme with a unique feedback connection (Figure 4);

− In the scheme (Figure 4), the interferences acting on the current sensors in the stator
circuit was depicted as signal f;

− The signal having the specified stator current value (I1set) was designated as x, and
the output signal of stator current (I1) was designated as y.

( ) ( )

( )

Figure 4. Design structural scheme of the current control channels.

The design scheme for the current control channel resulting from the transformations
above is presented in Figure 4.

Transfer function of the control object in the design scheme:

W′
O(p) =

kfbI·kfFC
Re1·(TFC·p + 1)·(Te1·p + 1)

(1)

In expression (1), active resistance of the stator circuit was defined by expression:

Re1 = rs + r′r·k2
2 (2)
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where rs = 0.0226 Ω—active resistance of the stator phase (Table 1); r′r = 0.0261 Ω—active
resistance of the rotor phase reduced to the stator (Table 1); k2 = Lμ/(L′

σr + Lμ) = 0.9774—
coefficient of the electromagnetic link of the rotor; Lμ = 0.0194336 Hn—inductance of the
magnetic circuit of the motor (Table 1); and L′

σr = 0.00045 Hn—inductance of the rotor
phase leakage reduced to the stator (Table 1).

The time constant of the stator circuit in Equation (1) was determined by using formula:

Te1 =
k2·Lσe

Re1
= 0.023 s (3)

where Lσe—equivalent inductance of the motor leakage.

Lσe = Lσs + L′
σr +

Lσs·L′
σr

Lμ
= 0.001115 Hn (4)

where Lσs—inductance of the stator winding leakage.
Time constant of the frequency converter in Equation (1) was determined by using formula:

TFC = aT·Te1 = 2 × 0.023 = 0.046 s (5)

where aT—current controller tuning coefficient. It is usually accepted that aT = 2.
The transfer coefficient of the frequency converter is determined by expression:

kFC =
Isnom

I1
=

450
1

= 450 A (6)

where Isnom = 450 A—nominal value of the stator current (Table 1) and I1—nominal cur-
rent value at the current controller output. The vector control scheme (Figure 1) was
implemented in relative units, I1 = 1 A.

The feedback coefficient for the current:

kfbI =
1

Isnom
=

1
450

= 0.0022 1/A (7)

The transfer scheme of the current control circuit is therefore the following:

W(p) =
W′

O(p)·WFC(p)
1 + W′

O(p)·WFC(p)
· 1
kfbI

=
kfFC

1 + kfbI·Re1·W′
O(p)·WFC(p)

(8)

To determine the structure and parameters of the optimal current controller using
the Wiener–Hopf equation, it is necessary to determine the signal parameters and the
interferences that act at the controller input (Figure 4).

3.2. Determination of the Parameters of the Signal and the Interferences That Act at the Controller Input

Reference signal x(t) = α·sin (ω·t + β) and ‘white-noise’-type interference f(t) act at
the system input (Figure 4) [46]. In the performed analysis, it was found that vector drive
control systems with asynchronous motors are discrete systems. They are implemented
using the z-transformation, i.e., in the frequency domain. In the frequency domain, the most
effective regulators are those synthesized using the Wiener–Hopf equation. Additionally,
the regulators synthesized with the Wiener–Hopf equation are the most effective under the
condition of stochasticity of both the control signal and the disturbance [41,42].

According to the methodology for the calculation of the optimal controller using
the Wiener–Hopf equation [41,42], it is necessary to obtain the spectral densities of the
control signal and of the interference. To determine the spectral density of the signal at
the controller input x(t) taking into account the structure of the vector control system, the
following operations had to be performed:
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− Time dependences of the phase currents of the stator had to be obtained for the model;
− The resulting dependences had to be transformed for the system of coordinates x–y;
− The signal parameters had to be calculated.

Calculation of the controller parameters is performed for the steady-state nominal
operation of the control system. As a result, to reduce the number of coordinate trans-
formations, the following hypothesis was established: it can be assumed, with a certain
minor error, that the current at the input of the current control channel (Figure 3) is equal to
phase A stator current of the traction motor. Studies [43,47] propose the model of AД914У1
asynchronous motor in three-phase coordinates. This model provided the time diagrams
of the stator current and phase voltage of phase A for the steady-state mode (Figure 5a).
These time diagrams were used to determine the parameters of signal x(t): amplitude
α = 450 A, phase shift between the voltage and the current β = 1.4 rad. Using this model,
time diagrams of the stator current and phase voltage of phase A for steady state mode
were obtained (Figure 5a). They are used to determine the parameters of the signal
Isa: amplitude A = 450 A, phase shift between voltage and current ϕ = 1.4 rad. The
current feedback coefficient is equal to the inverse of the nominal current. In other words,
a current whose amplitude is equal to α = A·kfbI = 450·1/450 = 1 relative units, that is,
the reduced value of the current amplitude is obtained. The induced current phase value
is defined as β = ϕ/(2·π) = 0.223 relative units. In other words, the expression for the
feedback current is y = α· sin(ω·t + β).
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Figure 5. Time diagrams: (a) of the stator current and phase voltage of phase A for the steady−state
mode; (b) ‘white-noise’-type of interferences.

The ‘white-noise’-type signal parameters were determined on the basis of the following
considerations. The mathematical expectation of the ‘white-noise’-type signal was equal to
zero [46]. Lower ‘white noise’ dispersion was chosen than the tolerable control error equal
to 5%. The chosen value of the mean squared deviation of the interference was N = 0.3375.
Then, the dispersion of interference N2 = 0.114. Time diagram of the interference signal is
provided in Figure 5b. Since the noise is fed to the current regulator input, which receives the
reduced stator current value expressed in relative units, the noise from the current sensor f is
also expressed in relative units.

Spectral density of the reference signal was calculated by using formula [48]:

Sy(ω) =
1√
2·π ·

∞∫
−∞

y(t)·e−jω·tdt =
1√
2·π ·

∞∫
−∞

(α· sin(ω·t + β))2 ·e−jω·tdt =
α2

ω2 + β2 (9)
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Spectral density of the interference was calculated by using formula [49]:

Sf(ω) = N2 (10)

A hypothesis was proposed under the condition of synthesis of the optimal current
controller, namely, that the signals y(t) and f(t) are not correlated.

3.3. Determination of the Structure and Parameters of the Optimal Current Regulator

Under the condition of synthesis of the optimal current regulator, the closed-loop sys-
tem is required to perform a certain Z(p) function using reference signal Y(p) in accordance
with transfer function H(p):

Z(p) = H(p)·Y(p) (11)

Error of the control adjusted for interference F(p):

e(p) = Z(p)− Y1(p) (12)

For this purpose, the weighting function for the closed-loop system g*(t) was deter-
mined to ensure that the mean squared error has the lowest value:

e2 = lim
T→∞

1
T
·

t∫
−∞

e2dt =
∣∣∣z(t)− y1(t)

∣∣∣2 → min (13)

where z(t)—the specified function and y1(t)—the reference signal.
This means that the synthesized system would provide maximum suppression of the

interference f(t) in the reference signal. The Wiener–Hopf procedure was used to find the
transfer function of the optimal controller. For this purpose, the weighting function of the
system has the following expression:

g(t, τ) = g∗(t, τ) + ε·η(t, τ) (14)

η(t,τ)—some function; ε—small parameter.
Reference value y1(t) was obtained by using the convolution function:

y1(t) =
t∫

−∞

[g∗(t, τ) + ε·η(t, τ)]·y1(τ)dt (15)

Then, the filtration error is:

−
e

2
= M

{
|z(t)·y1(t)|2

}
= M

⎧⎪⎨
⎪⎩
∣∣∣∣∣∣z(t)·

t∫
−∞

[g∗(t, τ) + ε·η(t, τ)]·y1(τ)dτ

∣∣∣∣∣∣
2
⎫⎪⎬
⎪⎭ (16)

where M[·]—the operation of mathematical expectation.
Optimal weighting functions were determined based on condition:

∂e2

∂t
= 0 near the point ε = 0 (17)

∂e2

∂ε
= 2·M

⎧⎨
⎩
∣∣∣∣∣∣z(t)−

t∫
−∞

g∗(t, τ)·y1(τ)dτ−
t∫

−∞

η(t, τ)·y1(τ)dτ

∣∣∣∣∣∣
⎫⎬
⎭ (18)

54



Energies 2022, 15, 2374

In the integrand of the second integral (18), τ was replaced with ξ. Furthermore,
the non-random character of the function η(t,ξ) was taken into account. This enabled the
authors to remove it under operator M[·]:

∂e2

∂ε
=

t∫
−∞

η(t, ξ)·
⎧⎨
⎩M[z(t)·y1(ξ)]− M

⎡
⎣ t∫
−∞

g∗(t, τ)·y1(ξ)·y1(t)dτ

⎤
⎦
⎫⎬
⎭dξ (19)

Taking into account the non-random character of g*(t,τ) and the fact that η(t,τ) = 0, the
following was obtained:

M[z(t)·y1(ξ)] =

t∫
−∞

g∗(t, τ)·y1(ξ)·y1(t)dτ (20)

Considering the character of operation M[·], the Wiener–Hopf equation was obtained:

Rzy(t, ξ) =
t∫

−∞

g∗(t, τ)·Ry(τ, ξ)dτ (21)

where Rzy(t,ξ)—cross-correlation function of signals z(t) and y1(t) = x(t) + f(t); Ry(τ,ξ)—
correlation function of signaly1(t); and g*(t,τ)—weighting function of the optimal closed-
loop system.

Frequency transfer function of the Wiener filter was obtained from expression (21):

Wopt(jω) =
1

2·π·ψ(jω)
·

∞∫
0

e−jωtdt·
∞∫

−∞

Szy(jω)

ψ(−jω)
·ejωtdω (22)

where:
Szy(jω) = Szy(jω) + Szf(jω) (23)

where Szy(jω)—cross-spectral density of the wanted signal and the input signal; and Szy(jω),
Szf(jω)—cross-spectral densities of the signals, respectively.

The spectral density of the composite signal y1(t) was subjected to the factorization procedure:

Sy1(jω) = ψ(jω)·ψ(−jω) (24)

where:
Sy1(jω) = Sy(jω) + Sf(jω) + Syf(jω) + Sfy(jω) (25)

Reference signal y(t) and interference f(t) are not correlated to each other, so:

Syf(jω) = Sfy(jω) = Szy(jω) = 0 (26)

Spectral density Sy1(jω) is an even function of frequency ω. It can be depicted as follows:

Sy1(ω) =
b0 + b1·ω2+, . . . ,+bm·ω2m

a0 + a1·ω2+, . . . ,+an·ω2n (27)

where a0, a1, . . . , an—coefficients at even degrees of the denominator of the function and
b0, b1, . . . , bn—coefficients at even degrees of the numerator of the function.

From which: ⎧⎨
⎩

ψ(jω) = A· (ω−γ1)·(ω−γ2)·,...,·(ω−γm)
(ω−λ1)·(ω−λ2)·,...,·(ω−λn)

,

ψ(−jω) = A· (ω+γ1)·(ω+γ2)·,...,·(ω+γm)
(ω+λ1)·(ω+λ2)·,...,·(ω+λn)

.
(28)
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where γi, λj—zeros and pluses of function Sy1(jω):

A =

√
bm

an
(29)

Condition H(p) = 1 was accepted. This condition corresponds to the synthesis of the
optimal servo system. As a result, Equation (22) became simpler:

Wopt(jω) =
B(jω)

ψ(jω)
(30)

where:

B(jω) =
r

∑
i=1

ai

ω− ηi
(31)

where ηi—poles of function:

ηi =
Sy(jω)

ψ(−jω)
(32)

Located in the upper half plane:

ai =

[
(ω− ηι)·

Sy(jω)

ψ (−jω)

]
ω=ηi

(33)

Spectral density of the output signal under the conditions of absence of correla-
tion between reference signal y(t) and interferences f(t) in accordance with Equation (23)
is determined as:

Sy(ω) =
α2

ω2 + β2 + N2 ≈ N2·ω
2 + α2

ω2 + β2 (34)

Factorization of expression (34) is as follows:

Sy(ω) = N·ω+ jα
ω+ jβ

·N·ω− jα
ω− jβ

(35)

where:
ψ(−jω) = N·ω+ jα

ω+ jβ
, (36)

ψ(jω) = N·ω− jα
ω− jβ

. (37)

whereas signals y(t) and f(t) are not correlated, then:

Sy(ω) =
α2

ω2 + β2 =
α2

(ω+ jβ)·(ω− jβ)
(38)

In accordance with expression (32):

Sy(ω)· 1
Ψ(−jω)

=
α2

(ω+ jβ)·(ω− jβ)
· ω+ jβ
N·(ω+ jα)

=
α2

N·(ω+ jα)·(ω− jβ)
(39)

The function has two poles: η1 = jβ and η1 = -jα. Pole η1 = jβ is located in the upper
half plane. Then:

ai =

[
(ω− jβ)· α2

N·(ω+ jα)·(ω− jβ)

]
ω=jβ

=
α2

jN·(β+ α)
(40)
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Considering expression (31), the following was found:

B(jω) =
α2

jN·(β+ α)·(ω− jβ)
(41)

Using Equation (30), the frequency transfer function of the optimal system was obtained:

Wopt(jω) =
B(jω)

ψ(jω)
=

α2

jN·(β+ α)·(ω− jβ)
· (ω− jβ)
N·(ω− jα)

=
α2

jN2·(β+ α)·(ω− jα)
=

k1

T·jω+ 1
, (42)

where:

k1 =
α

N2·(β+ α)
=

1
0.33752·(0.223 + 1)

= 8.752, r.u.; T =
1
α

= 1, r.u. (43)

Then, the structure of essentially optimal current control channel controller of the
vector system for maximum suppression of the action of interference f(t) is the following:

WCRopt(p) =
WCRopt(p)

WO(p)·
[
1 − WCRopt(p)

] =
k1·(1 + kfbI·Re1·(TFC·p + 1)·(T1·p + 1))

kFC·(T1·p + 1 − k1)
. (44)

Hence, expression (44) determines the structure of the optimal controller.

3.4. Simulation Results

The structural scheme of the current control channel (Figure 4) was implemented in
the MATLab program environment for the basic vector control and the system of vector
control with the optimal current controller. Simulation of the performance of the control
scheme was performed in the presence of the reference signal y(t) and interference f(t) at
the controller input. The time diagrams of the stator current of phase A of the traction
motor were obtained for the basic control scheme and for the control scheme with the
optimal controller (Figure 6).
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Figure 6. Time diagrams of stator current of phase A of the traction motor: Isa1—of the basic scheme
of vector control; Isa2—of the control system with the optimal controller.

As suggested in Figure 6, the system of vector control with the optimal current
controller is more resistant to the action of interferences.
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To compare the quality indicators of control of both the systems, the transient characteris-
tics of the basic system of vector control and of the system with the optimal controller were
obtained. For this purpose, a unit step-type signal was fed to the input of the both systems (45)
under the condition of absence of the interference current at the controller input:

x(t) =
{

0, if t < 0,
1, if t ≥ 0.

(45)

The transient functions of the basic vector control system (Isa1) and the vector system
with the optimal controller (Isa2) are presented in Figure 7a. The time values of the transient
process for the basic system (tst1) and the system with optimal current controller (tst2), the
steady-state value of the stator current (Isa1st) and (Isa2st), and the maximum value of the
stator current (Isa1max) and (Isa2max), respectively, were determined based on the transient
characteristics. The results are presented in Table 3. The overshooting of both systems was
calculated using the formula:

σ =
Isamax − Isast

Isast
·100%. (46)
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Figure 7. Transient functions: (a) under the absence of an interference at the current controller input
(of the basic control system (Isa1) and system with the optimal current controller (Isa2st)); (b) under
the presence of an interference at the current controller input (of the basic control system (Isa1) and
system with the optimal current controller (Isa2st)).

Table 3. The results of comparison of the control quality of the basic system versus the system with
optimal controller.

Parameter Designation
Unit of

Measurement

Value

Basic
System

System with
Optimal Controller

Time of transient
process tst s 0.166 0.0138

Steady-state values Isa.st A 450 450
Maximum value Isa.max A 514.4 450

Overshooting σ % 14.3 0
Control accuracy ε % 1.3151 0.0134

The results of the overshoot calculations are presented in Table 3.
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To determine the precision of control of both control systems, transient functions
were obtained under the condition of the presence of the ‘white-noise’-type of interference
controllers at the input. Transient functions under the condition of interferences of the
basic control system (Isa1) and the system with the optimal current controller (Isa2st) are
presented in Figure 7b.

The control errors were calculated for the steady-state mode of both systems using formula:

ε =
1

N−1 ·∑N
i=0(Isast − Isai)

2

Isast
·100% (47)

where: Isast—steady-state value of stator current; N—number of samples.
The results of calculations are presented in Table 3.
The control quality parameter, such as the time of the oscillatory process, was not taken

into account due to the lack of its relevance in the investigation. Since there is no overshoot
in the proposed regulator as opposed to the basic regulator (Figure 7), this means that the
current control channel with the proposed regulator has an infinite phase stability margin.

4. Discussion

In the present study, the deterministic signal was used as the reference signal and the
stochastic signal was used as the interference.

This circumstance can be explained by the following two factors:

1. Objective difficulties in obtaining the experimental data on the dependence of the
stator current of the traction motor in the case of the stochastic character of the change
of the phase voltage;

2. Performance of the existing models of the asynchronous motor under the stochastic
character of change of the phase voltage was not analyzed. The results of the sim-
ulation of performance of the asynchronous traction drive with the vector control
system may be flawed.

The second factor also explains the choice of only the current control channel of the
vector control system for the investigation.

The quality of the current control channel of the vector control system for the asynchronous
traction drive was determined according to its transient characteristics under the condition of
absence of interferences at the input (Figure 7a). Comparison of the quality indicators of the
basic system and of the system with the optimal controller (Table 3) showed that:

− The steady-state value of the output signal of the both systems was equal to 450 A. This
value corresponded to the value of the nominal phase current of the asynchronous
traction motor;

− The speed of response of the system with the optimal controller was higher than that
of the basic system. Time of the transient process (Table 3) of the system with optimal
controller tst1 = 0.0138 s, of the basic system—tst1 = 0.166 s;

− Transient function of the system with the optimal controller was free from oscillations.
The basic system had oscillations. Value of overshooting of the basic system was 14.3%.

The accuracy of the overshooting of the current control channels was determined based
on the transient functions of the systems in the presence of ‘white-noise’-type interference
at the controller input (Figure 7b). The comparison of simulation results (Table 3) showed
that the system with the optimal controller had a 1.3% lower control error than the basic
system. This fact suggests that the power loss caused by control interferences is 1.69%
lower in the traction drive with the optimal controller than in the drive with the basic
control system. This can be supported by the phase current diagrams of the stator (Figure 6)
under the presence of interferences at the controller input. For the steady-state mode, the
phase current value of the stator of the traction motor with the basic control system was
444 A, with the optimal controller—450 A.

There are some important caveats to the study that deserve mention:
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1. The current control channel models of the control circuits were based on the assumption
that the control signal at the input of the current controllers is a deterministic signal;

2. The character of load variation was not taken into account (it can have a stochastic nature);
3. The investigations were carried out for the mode of operation, when the value of the

shaft rotation speed is equal to the value of the given rotation speed;
4. The optimal current controller will work correctly for the set operating mode of the

traction drive system. This fact is related to the condition that the parameters of the
optimal current regulator depend on the values of stator current and noise variance.
During transients, these parameters change.

Nonetheless, it should be taken into account that the models of the current control
channels were based on the assumption that the reference signal at the current controller
input was a deterministic signal. This factor implies certain limitations to the application
of the model developed. To account for this factor, additional investigations must be
conducted. At the same time, the authors realize the difficulties related to retrieval of the
experimental data under the conditions of operation of an electric locomotive.

In the process of work on the present paper, the authors encountered objective diffi-
culties related to the absence of any possibility to conduct a full-scale experiment and
retrieve valid experimental data. This is related to the fact that the control systems
are essentially microprocessor systems by design. To record the experimental oscillo-
grams of the signals at the current control input, it is necessary to obtain permission
from the respective manufacturers of the systems. This is difficult to implement as this is
related with trade secrets.

Further work to improve on these new developments is suggested:

1. Investigation of the influence of the stochastic nature of voltage changes in the contact
network on the supply voltage of the autonomous voltage inverter;

2. Investigation of the influence of thermal noise of the autonomous voltage inverter on
the operation of the vector control system;

3. Investigation of the thermal noise of traction motor windings on the operation of the
vector control system;

4. Investigation of the stochastic nature of the traction drive load on the operation of the
vector control system;

5. Development of a current regulator, whose parameters are adapted to the operating
conditions of the locomotive.

5. Conclusions

1. The structural scheme was obtained in the transfer functions of the current control
channel of the vector control systems for the asynchronous traction drives in the AC
electric locomotives. Spectral densities of the reference signal and of the interference
at the current controller input were calculated.

2. The design synthesis was performed, and parameters of optimal current controller
parameters were obtained by using the Wiener–Hopf equation for the vector control
system for the traction drive in the electric locomotive with the asynchronous motor.

3. Simulation of the current control channel of the basic vector control system and of the
system with the optimal controller was performed.

4. The transient characteristics of the current control channels of the basic control system
and the optimal controller were obtained under the condition of absence of interferences
at the controller input. Comparison of the time of the transient processes showed that:

− The speed of response of the system with the optimal controller was higher by
1.3 s compared to the basic control system;

− Transient characteristic of the system with the optimal controller was free from
oscillations. The oscillations were present in the transient characteristic of the
basic system. The overshoot of the basic system was equal to 14.3%.

− The steady-state value of the transient function of the both systems was 450 A, which
corresponded to the nominal value of the phase current of the stator of the traction motor.
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The accuracies of control of the two systems were calculated on the basis of the
transient characteristics of the current control channels under the condition of the presence
of ‘white noise’ interferences at the controller input. The accuracy of the control of the
system with the optimal controller was higher by 1.3% than that of the basic system.

Analysis of the time diagrams of the phase currents of the traction drive showed that
the presence of interferences at the input of the current controller in the optimal controller
did not influence the value of the phase current of the motor stator. In the basic system,
the value of the phase current of the stator was lower by 1.3% compared to the operation
without interferences. This fact suggests that the power loss is 1.69% lower in the traction
drive with the optimal controller than in the traction drive with the basic control system.
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Abstract: The paper undertakes analysis of the dynamic impact of a rail vehicle on various types
of a railway infrastructure with particular focus on the phenomenon of threshold effect within the
transition zones of an engineering facility. The problem of locally variable stiffness of the railway
infrastructure, which in turn could lead to the accelerated infrastructure degradation, is identified.
Using the analytical and numerical background, the computational model is presented, based on
which, it could be possible to determine the impact of the various rail support on the dynamic
response of the entire infrastructure. The dynamic load, caused by the passage of the multiaxle
rail vehicle, is taken into account in the paper. The fourth-order differential equation is solved by
using the finite differences method with application of the numerical MATLAB script. The created
numerical algorithm and a number of calculations allowed the formulation of several solutions that
could reduce the dynamic impact of the rail vehicle on the railway surface within the transition
zones. In the paper, theoretical results are compared to the field measurements conducted on a real
dynamically loaded rail. Field experiments have been carried out on the railway track in operation.
The vertical displacement of a rail, dynamically loaded by various types of rail vehicles passing by
(both passenger and freight trains) has been investigated. Researches have been carried out in the
area of transition zones of engineering facilities. Test points have been selected in places where there
is a sudden change in parameters of the track structure (e.g., a change from concrete sleepers to
wooden sleepers). Based on conducted researches it has been possible to validate results obtained
from the numerical calculations.

Keywords: rail vehicle; rail infrastructure; threshold effect; dynamics; numerical simulations; testing

1. Introduction

The problem of locally variable stiffness of the railway surface within the transition
zones of an engineering facility has been identified, which in turn may lead to accelerated
degradation of the structure and the need to incur increased expenditures on maintaining
the infrastructure in proper condition.

The aim of the research and computational work was to analyze the dynamic impact
of the rail vehicle on various solutions of the railway surface structure, with particular
emphasis on the phenomenon of the threshold effect within the transition zones of the
engineering facility.

The basic task of the surface is to enable safe and stable driving of a rail vehicle on a
specific trajectory and to take over loads from the wheels of a rail vehicle and transfer them
to the subtrack. Two basic types of surface can be distinguished: (1) classic surface (ballast)
and (2) unconventional surface (ballastless).

In ballastless surfaces, rubble has been replaced with layers of materials with different
modulus of elasticity. They are arranged in such a way that materials with lower modules
are built into the lower layers of the structure and the higher layers have the higher modulus
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of elasticity. In this way, each subsequent layer of the structure (sub-track, frost-resistant
layer, asphalt-stabilized layer/hydraulically stabilized layer, concrete support layer, primer,
rail) has increasing rigidity. The thicknesses and materials of individual layers should be
selected so that the structure works in the field of elastic deformation [1]. Constructions
of ballastless surfaces can be divided as follows: (1) surfaces in which the supporting
layer consists of prefabricated slabs (IPA, Bogl, VA Shinkansen, OBB-PORR), (2) surfaces
in which the supporting layer is a concrete slab (Rheda, EBS System) or bituminous layer
(Getrac) laid directly on the construction site and (3) surfaces in which the rail is located in
specially prepared rail channels (ERS, Infudo system, BBEST system) [2–7].

Due to a number of advantages of ballastless surfaces (including lower thickness and
lower weight), they are often used in engineering structures such as bridges, viaducts, as
well as in tunnels. If there is a ballast surface on the trail and on the engineering object
a ballastless surface, one may observe the so-called threshold effect on the access to the
facility and behind it.

The phenomenon of the threshold effect is due to the different parameters of adjacent
different surfaces. This is especially noticeable in the vicinity of engineering facilities.
In places of changing the type of surface, in the zones in front of and behind the object,
vertical irregularities of rails (basins) are formed, which increase during operation and
cause further deformations. As a result of dynamic loads, the track grate often rises, the
track twist increases, as well as uneven wear of the rails and damage to the fasteners on
both types of surfaces. Gaps may form under the sleepers, which threatens the stability of
the structure. The threshold effect has a negative impact not only on the railway surface,
but also on the object that is exposed to excessive loads and vibrations.

The causes of the threshold effect occurrence can be divided into primary (mechanical)
and secondary (geometric). Among the primary causes, the following stand out: a change
in the elasticity of the ground substrate, a change in bending stiffness of the supporting
system, a change in the mass of the surface and a change in the surface damping value.
The secondary causes include: the constantly occurring primary effect, the settling of a
backstrip and a subtrack as a result of dynamic loads and vibrations and the unevenness
and geometric defects of the rails [8].

The threshold effect causes an increase in the wheel-rail interactions and overloads
of the bottom and subtrack. In the zones in front of and behind the object, vertical irreg-
ularities of rails (basins) are formed, which increase during operation and cause further
deformations. As a result of dynamic loads, the track grate often rises, the track twist
increases, as well as uneven wear of the rails and damage to fasteners on both types of
surfaces. Gaps may form under the sleepers, which threatens the stability of the structure.

A significant impact on the threshold effect is the phenomenon of different effective
stiffness of rail bending in the case of ballast and ballastless surfaces. Fastened with
fastenings, the rail is subject to cyclic pressing and lifting. In the case of ballastless surfaces,
the force needed to raise the rail is much greater, thanks to which there is no local loss of
mutual contact between individual elements of the surface. The essence of greater effective
bending rigidity is particularly visible: (1) in the case of the rail systems in the sheath, where
the rail is embedded in an elastic mass that limits its freedom of bending and (2) in the case
of direct attachment of the rail to the support plate or fastening the rail to bridges [9].

The threshold effect has a negative impact not only on the railway surface, but on the
object that is exposed to excessive loads and vibrations, as well [8–10]. It is assumed that
the difference in track stiffness on and off the object should not be more than 30%. The
transition from a ballast to a ballastless surface is shown in Figure 1.

In the course of the topic implementation, for the purpose of performing this analysis of
the dynamic impact of a vehicle on the railway surface, a computational model was created,
allowing determination of the impact of differentiated rail support on the dynamic response
of the entire structure. The starting point for the considerations was the Bernoulli-Euler
beam, located on the elastic Winkler substrate. The dynamic load, caused by the passage
of a multiaxle rail vehicle and the different parameters of different types of surfaces, were
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taken into account. As a consequence, a fourth-order differential equation was obtained.
It was solved by the finite differences method. A script in MATLAB was developed for
a numerical solution of the problem. At the same time, it should be emphasized that
development of an algorithm using the finite differences method does not involve the need
to use complicated and expensive computer software.

 

Figure 1. Transition from a ballast to a ballastless rail surface as a cause of the threshold effect.

In order to verify and validate the created algorithm, in situ studies of vertical dis-
placement of a dynamically loaded railway rail were carried out. The research was carried
out using laser scanning technology.

2. Materials and Methods

2.1. Materials

The railway surface is affected by technical and operational factors. Among the
technical factors, one should mention such parameters of the structure itself as: the type
of rail steel used and its longitudinal elastic modulus; the type of rail and the geometric
moment of inertia of its cross-section and the type of surface; vibration-damping coefficient;
type of sleepers, their spacing; the subtrack structure, and the resulting modulus of elasticity
of the substrate. Operational factors include the type of rolling stock and its chassis layout,
the wheelbase of the vehicle and the load on its single axle, as well as the speed of passage
on the surface.

In structural calculations of the railway surface, an important parameter is the longitu-
dinal elastic modulus (or Young’s modulus). For the rail steel, its value is 210 GPa [11].

The study assumes a geometric moment of inertia of the cross-section of the 60E1 rail
equal to 3038.3 cm4 with a mass of 60.21 kg/m.

In the literature of the subject for calculations, a model of the railway surface is
adopted, in which the rail is based on the elastic Winkler substrate characterized by the
modulus of elasticity of the substrate. The validity of this assumption has been confirmed
by previous research and analytical work—among others, in paper [12]—the sufficiency of
the elastic substrate model for the analysis of such issues was confirmed. The value of the
elastic modulus of the substrate is influenced by the materials from which the subsequent
layers of the surface were made, and their thickness. These are a rail washer, sleeper, ballast,
subtrack, a concrete or asphalt slab (instead of a ballast) in the case of unconventional
surfaces, and, in the case of a surface on an engineering object, the structure of the object
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itself (instead of a subtrack). The value of the elastic modulus of the entire surface “k” can
be calculated from the following relationship [13]:

1
k
= ∑

i

1
ki

, (1)

where: k—modulus of elasticity of the entire surface, ki—modulus of elasticity of layer “i”.
The elastic modulus of the rail washer is at the level of (90–100) MPa [14], while the

value of the modulus of elasticity of the prestressed concrete primer is at the level of 31 GPa
and the value of the wooden primer is at the level of (9.4–10) GPa [15]. For the concrete
supporting layer, it is about 34 GPa; for the asphalt-stabilized layer, 5 GPa; and for the
hydraulically stabilized layer, 10 GPa [1]. For the ballast layer, the modulus of elasticity is
(250–300) MPa [15], and for the subtrack (40–120) MPa [16,17]. For a reinforced concrete
engineering object, the modulus of elasticity is at the level of 28.5 GPa [17]. Taking into
account the above values and relation (1), as well as using the data provided in [18,19],
elastic moduli for various structures of the railway surface were determined. The results
are presented in Table 1.

Table 1. Modulus of elasticity for different types of railway surface.

Surface Type Elastic Modulus Value [MPa]

ballast surface (wooden sleepers) 24–35

ballast surface (concrete sleepers) 42–46

ballast surface with frozen ballast layer 70–90

ballastless surface 92–102

Precisely determining the value of the elastic modulus of the substrate is difficult.
Its size can be influenced by many factors, such as: ambient temperature, soil humidity,
infrastructure maintenance status, surface age, or the current transferred load [19].

With the passage of time after applying the load, the amplitude of the system vibrations
decreases its value. This is due to the phenomenon of vibration damping. The vibration-
damping force is an action inside the structure that opposes the load. The following
are distinguished in the constructions: (1) structural damping and (2) material damping.
Structural damping is caused by the connection and cooperation of individual elements of
the structure. Material attenuation is caused by the structure of the material and internal
friction [20]. The value of the damping force C is described by the relation:

C = c·dw
dt

, (2)

where: C—damping force, c—vibration-damping coefficient, dw/dt—change of vertical
displacement of the rail as a function of time.

Based on the literature for the ballast railway surface, a vibration-damping coefficient
of 22.6 MNs/m2 [17] was assumed. The analysis of the literature shows that ballastless
surfaces are characterized by worse damping properties due to greater rigidity. For the
purposes of calculations, a vibration-damping coefficient was assumed for this type of
construction with a value 15% lower than for the classic surfaces.

The chassis system determines the way in which the dynamic loads generated by
the rail vehicle are transmitted to the surface. The load is transmitted pointwise, in the
places of contact of the wheel with the rail. The static scheme of this system is a series of
concentrated forces, applied to the rail in the spacing defined by the chassis design. The
chassis of locomotives, as a rule, consists of two trolleys in a system of two or three axles
each. The wheelbase in the trolley is (2.60–4.15) m. The wheelbase of the wagon bogie is
equal from 1.5 m to even 8.0 m.

68



Energies 2022, 15, 2119

The axle load of a rail vehicle must not exceed the limit values specified by the Railway
Infrastructure Manager. Depending on the type and condition of the surface, these values
are determined individually for each section of the railway line. In Poland, on railway
lines managed by Polskie Linie Kolejowe, the axle load of a rail vehicle may not exceed
221 kN/axle [21].

Currently, the world record for instantaneous speed developed by a conventional rail
vehicle is 574.8 km/h. It was established by the French TGV V150 train on 3 April 2007 on
the TGV Est line between Strasbourg and Paris [22]. However, commercial travel speeds
are much lower. For shunting driving, this can be a speed of even less than 10 km/h, and
for high-speed passenger trains (200–300) km/h. The higher the speed of rail vehicles, the
higher the requirements for proper diagnostics and maintenance of the surface are greater
and more restrictive. Driving at a higher speed causes greater dynamic effects on the
surface and subtrack. This results in accelerated wear, to which rails, fastenings and bottom
rails are particularly exposed. In rails, cracks, wavy wear, and contact-fatigue damage are
more common, in the attachments there is a lower clamping force, and in the ballast there
are also crushed cavities and its crushing. The speed of travel should be predicted at the
planning and design stage, so as to counteract the abovementioned phenomena already at
these stages [23].

2.2. Methods

In the course of analysis of the dynamic impact of a rail vehicle on the railway surface,
an original computational model was created, allowing determination of the impact of
differentiated rail support on the dynamic response of the entire structure. The results of
numerical calculations were verified in field tests carried out on the actual railway line
in places where there was a change in the stiffness of the elements of the railway line,
loaded with vehicles of different weights, moving at different speeds. The adopted research
method is a theoretical model and uses experimental verification.

2.2.1. Theoretical Model

As a starting point for development of a model of a dynamically loaded railway
surface, the Bernoulli-Euler beam, located on the elastic Winkler substrate, was adopted.
Since the railway track has a symmetrical structure, half of its construction was considered,
i.e., one rail track and the load falling on it, as well as the load-bearing system. All the sup-
porting layers of the structure below the rail were parameterized by substitute coefficients
of elasticity and damping. The model takes into account the vertical displacement of the
rail caused by a multiaxis rail vehicle with a constant axle load moving uniformly. A sim-
plification of the mapping of a rail vehicle to a moving concentrated force with constant
pressure was adopted. The validity of this approach has been proven, inter alia, in [24] in
which a number of variants of rail vehicle mapping with varying levels of complexity were
analysed and it was found that the method of load mapping does not have a significant
impact on the obtained displacement values of the railway engineering object. The same
representations of a moving rail vehicle were also used in [25,26], each time giving correct,
real results.

The model in this paper also takes into account the fact that in individual cross-sections,
the ground layer and the railway surface can be characterized by variable values, resulting
from the use of different materials and different design solutions [10,27]. The model under
consideration is presented in Figure 2.

After carrying out the appropriate analysis and after taking into account the data
depending on position and time, the differential equation of the deflection line of the rail
course (3) was obtained. This is a differential equation of the fourth order for the spatial
variable and the second order for time.

∂2w(x, t)
∂t2 · ms +

∂w(x, t)
∂t

· c(x) = −∂4w(x, t)
∂x4 · (E · J)(x)− w(x, t) · k(x) +

P(x, t)
dx

. (3)
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Figure 2. Rail line model.

The vertical displacement of the rail will depend on the place where the load is applied
and on the time that has elapsed since the load was applied at a given point. The coefficients
of the Equation (3) are described earlier.

The relation presented above was the basis for further numerical analyses. The finite
differences method was used to solve it. It makes it possible to solve differential equations
by replacing differential operators with difference operators. They are defined on a set of
points, called a grid. Grid elements are nodes. The considered rail element was divided
into sections of a length “Δx” and then, the values of individual quantities in the grid nodes
were calculated. With a sufficiently high density of such a division, it is possible to achieve
very accurate results, converging to those provided by the analytical solution. Thanks
to this assumption, the initial extended differential equation is replaced by a system of
algebraic equations [28]. To derive formulas for difference operators, the assumption was
used that the desired values of the function between individual nodes are connected by
fragments of the parabola. Difference schemes occurring in the finite differences method
refer to the time–space grid with the parameters “Δt” and “Δx”. The solutions in nodes,
defined by coordinates (x, t), are calculated.

In order to solve the differential Equation (3) by the finite differences method, taking
into account dynamic loads, it was necessary to determine the boundary conditions and
the initial conditions of the issue under consideration. The following assumptions have
been introduced:

• the rail track is freely supported at each of the ends;
• the rail track has been mentally divided into “n” sections of a length “Δx”;
• the number of nodes located on the rail course is equal to “n − 1”;
• from the outside of each of the support nodes, one fictitious node and one fictitious

“Δx” section were added;
• the total number of nodes into which the model has been divided, including support

nodes (two pieces) and fictitious nodes (two pieces), is “n + 3”.

In addition, to start the numerical calculation process, one artificial time layer was
introduced, and for each subsequent time layer of the calculation process, two artificial
nodes for the right and left boundary conditions were introduced. The correctness of
such an assumption was confirmed in the calculation process. The time-space grid with
computational nodes along with the initial and boundary conditions is shown in Figure 3.

The following boundary conditions were assumed: (1) the vertical displacement in the
first “fictitious” node marked by the number “1” is equal to the displacement in the first
node on the rail course marked by the number “3” and taken with a minus sign, (2) the
vertical displacement in the first support node marked by the number “2” is equal to 0,
3), the vertical displacement in the last support node marked by the number “n + 2” is
equal to 0, 4), and the vertical displacement in the last “fictitious” node marked by the
number “n + 3” is equal to the displacement in the last node on the rail course marked by
the number “n + 1” and taken with a minus sign.

To determine the initial conditions, the following assumptions were made: (1) the
value of the vertical displacement of a given node at the initial moment is equal to 0, (2) at
the initial moment, the first node on the rail course marked by the number “3” begins to
vibrate at a certain low speed and low acceleration, the values of which depend on the
value of the load.
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Figure 3. Differential time–space grid—authors.

Thus, in order to start the numerical calculation procedure, it was assumed that the
initial value of the vertical displacement of each of the nodes, resulting from the assumed
initial conditions, is equal to the initial value at the time of time two steps earlier than the
moment when the load is applied. This value depends on: (1) load value, (2) geometric and
material characteristics of the rail, (3) surface damping value, and (4) adopted values of the
time–space grid of the finite differences method, i.e., (a) spatial step and (b) temporal step.

It is worth emphasizing here that the assumed numerical value of the initial condition
is used only to start the calculation process and has a negligible impact on further results
and vertical displacements of the rail course calculated only using this value without rolling
stock load would be negligibly small, which was confirmed in the calculations carried out.

In the calculations, there are a number of coefficients that ensure the compliance of
the material parameters of individual elements of the rail surface and the position of the
loading forces with the current position of the loading vehicle on the analyzed rail section.
The introduced coefficients are:

• coefficient of variation of rail support (z1);
• coefficient of effective stiffening of the rail (n1);
• coefficient of change of a damping value (n2);

• coefficient of occurrence of load and damping (Hj
i).

Such a set of coefficients made it possible to describe each cross-section at any time
with a precisely defined set of data. These coefficients and the others that occur in the
calculation process are shown in Table 2.

Particular attention should be paid to the coefficient of effective stiffening of the
rail, which reflects the method of fastening the rail in various structural solutions of the
railway surface. It was introduced after defining the phenomenon that the effective bending
stiffness of the rail is different for ballast and ballastless surfaces [9]. In places where there
is a ballast surface, its value is assumed as 1.00; in places where there is a ballastless surface,
the value of 1.30 and for sheath rail systems (for example, the ERS system), where the rail is
immersed in an elastic mass that limits its freedom of bending, the value of this coefficient is
equal to 1.50. It should be noted that these are proprietary values, verified during the in situ
research, but may require clarification and detailing with more measurements and analyses.

An analysis of the convergence of spatial and temporal steps was also performed. On
its basis, the value of the spatial step Δx at the level of 0.05 m and the time step at a level
lower than the critical time, which was defined as:

Δtkr =
2Δx2

π
·
√

ms

1.50·E·J . (4)
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Table 2. A list of parameters that must be defined before starting the calculation.

Name of Physical Quantity Description Unit of Measurement

length of the rail section to be tested L [m]

length of surface of a given type Lni in the case of a homogeneous type of surface Lni = L

number of “Δx” sections into which the rail
track has been divided n dimensionless (natural number must be given)

numerical duration of the analysis TA [s]

substrate elastic modulus k [MPa]

coefficient of variation of rail support z1, z2 , . . . , zi, dimensionless

longitudinal elastic modulus of rail steel E [GPa]

geometric moment of inertia of the rail
cross-section J

[
cm4]

coefficient of effective stiffening of the rail n1 dimensionless

rail mass related to the length unit ms [kg/m]

level-damping coefficient c
[
Ns/m2 ]

coefficient of change of a damping value n2 dimensionless

speed of passage of the rail vehicle v [km/h]

axle load of the rail vehicle P [kN]

wheelbase of the rail vehicle R [m]

As a result of the performed analyses and appropriate transformations, a relation was
obtained, which determines the value of the vertical displacement of a given node “i” in
the next considered time moment “j + 1”:

wi
j+1 = 1

S1
·{Δt2·(S4·wi−2

j + (−4·S4)·wi−1
j + (6·S4 − zi·ki)·wi

j + (−4·S4)·wi+1
j

+ S4·wi+2
j + Hj

i·P1)− S2·wj−1
i − S3·wj

i}
(5)

S1 = ms +
3
2
·n2·Hj

i·ci·Δt (6)

S2 = ms +
1
2
·n2·Hj

i·ci·Δt (7)

S3 = −2·(ms + n2·Hj
i·ci·Δt) (8)

S4 = −n1·E·J
Δx4 (9)

P1 =
P

Δx
(10)

The scheme of operation of the created algorithm in relation to individual nodes “i”
and time moments “j” is presented in the differential time—space grid shown in Figure 3.
An explicit method of solving differential equations was used [29], in which it is important
to properly give the initial conditions of the calculation process.

An explicit method of searching for solutions on the time–space grid of the finite
differences method was used [29]. The new value wi

j+1 (orange in Figure 3) is based on
the values already known, calculated in the previous steps (green). The first unknown
to be calculated is w3

1. This is the vertical displacement of the first node located on the
rail course at the first considered time moment (orange color). For the first calculation,
therefore, five values from the time moment (j = 0, green color) and one fictitious value
from the time moment (j = −1, green color) will be used. This shows how important it is to
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correctly give the initial condition, because otherwise any data taken into account for the
first calculation would be equal to 0.

The horizontal dimension of the grid is equal to “n + 3”. The vertical dimension of the
grid is marked as the value “m” and corresponds to the number of time steps by which the
analysis of the vertical displacement of the rail line in individual nodes will be carried out.
It is important that the numerical duration of the analysis allows the value of the maximum
displacement of each point to which the dynamic load is applied to be determined. It is
also important to determine the number of time steps “Δt” of the whole calculation process.
This quotient should be rounded up to the whole to obtain an integer and also increased by
2 to take into account the time moments marked in Figure 3 as “−1” and “0”.

Figure 4 shows a flowchart of the described solution algorithm. In an orderly way, it
illustrates the subsequent steps necessary to obtain the final result, which are the values
of vertical displacement of the rail in individual nodes “i” of the model and in individual
time moments “j”, caused by the dynamic impact of the rail vehicle on the railway surface.

 

Start

Data input

Convert units into
SI units

Spacial step
compute

Time step compute

Constant auxiliary
compute

Resurfacing point
define

Initial and
boundary

conditions use

Verify if in
particular time load
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Time j+1 compute

Next axle compute

Final
result

compute

Stop

No

No

No

Figure 4. Block diagram of the algorithm.
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2.2.2. Experimental Verification

The theoretical model should reliably describe reality so that in similar cases it is not
necessary to perform field research, but only to use the theoretical modeling. In order
to verify and validate the created algorithm, in situ studies of vertical displacements of
dynamically loaded railway rail were carried out. The research was carried out using the
laser scanning technology. The advantages of measurements performed in this technology
include: high accuracy and automation, as well as the speed of measurements and the
lack of the need to destroy the tested object or exclude it from operation. Among the
disadvantages are: large volume of data and their long processing time, and the inability
to conduct measurements during bad weather conditions, as well as the high price of the
scanner and its sensitivity to mechanical damage [30]. The choice of research technology
was preceded by an analysis of the literature, which gave grounds for obtaining satisfactory
accuracy of the results.

Studies of vertical rail displacement caused by a passing train using the laser scanning
technology were carried out in cooperation with PKP (PKP Polskie Linie Kolejowe S.A.
Railway Lines Plant in Ostrów Wielkopolski, Poland) at the Railway Lines Plant in Ostrów
Wielkopolski. The measurements were carried out in tracks located within two engineering
structures and their access zones. In order to analyze the impact of the threshold effect on
the dynamic impact of the rail vehicle on the railway surface, the following were selected:
(1) place with a uniform type of surface on the object and on the trail and (2) place where
there is a jumping change in the type of surface in front of and behind the object.

The research was possible thanks to cooperation with P.P.H.WObit E.K.J.Ober s.c.
(https://wobit.com.pl/en) (accessed on 11 March 2022). This company made the laser
scanner of the scanCONTROL LLT2610-50 series available for testing free of charge under
a loan agreement concluded with the Faculty of Civil Engineering and Geodesy of the
Military University of Technology in Warsaw. The measuring set included the following
elements: (1) laser scanner of the scanCONTROL LLT2610-50 series, (2) a tripod with
mounting screws enabling permanent fixation of the measuring device, (3) a power set,
and (4) a cable enabling the scanner to be connected to a computer. The scanner allows to
measure up to 2,560,000 points per second at a frequency of up to 4000 Hz. Measurement
accuracy is 2 μm. The scanner is enclosed in a metal casing, which ensures an IP65 degree of
protection. At the bottom of the scanner there is a light source and a receiver. There are two
connectors on the housing: (1) Ethernet (used to communicate with a PC or Plc controller)
and (2) multifunctional (used, among others, for power supply). To communicate the
device with a computer, a cable with an RJ45 connector on one side and a connector
dedicated to the scanner on the other [31] is used. For the proper operation of the entire
measuring system, one needs a computer with the appropriate software installed and a
power generator providing a constant power source. Before starting measurements, it is
necessary to check the correctness of the scanner’s connection with the computer, select
the appropriate software configuration and assign it to the device, as well as define the
scanner’s work settings by setting parameters such as exposure time and the number of
measured profiles per second. In selection of the correct parameters, a preview of the
measurement, which is displayed in real time, in one of the software modules, is helpful.
In addition, one must specify a name and location to save the result file. The recording is
made automatically after the measurements are completed. The scanner measuring set is
shown in Figure 5.

The scanner was placed transversely to the track axis, so that the infrared radiation it
sent was directed at the rail foot. The holder with the scanner was each time mounted on a
metal rod about 0.65 m long driven into the railway crushed stone in a way that prevented
any movement of the measuring system. The measuring stations are shown in Figures 6–9.
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Figure 5. The scanner measuring set.

 

Figure 6. Measuring station—railway viaduct—km 83,808 LK No. 272.

 
Figure 7. Measuring station—jumping change in the stiffness of the surface—access to the railway
viaduct at km 88,882 LK No. 272.
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Figure 8. Railway viaduct at km 83,808 LK No. 272—measurement of the vertical displacement of a
rail dynamically loaded with a train of Koleje Wielkopolskie.

 

Figure 9. Railway viaduct at km 88,882 LK No. 272—measurement of the vertical displacement of a
rail dynamically loaded with a freight train.

3. Results and Discussion

3.1. General Comparisons of Calculation Results to In Situ Test Results

The results of the measurements were compared to the results of calculations obtained
from the developed theoretical model for given surfaces and vehicles that occurred during
the field tests. The results are summarized in Table 3.

Differences of up to 3.5% were obtained between the results. A satisfactory conver-
gence of the results obtained in in situ measurements with the results calculated using
the developed algorithm and the finite differences method was observed. The characters
of the charts are in all the cases the same. It was noticed that the curve mapping the
measured vertical displacements of the rail line is more irregular, while the calculation
curve is smoothed and much more symmetrical. In the case of calculations for low speeds
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of the order of 30 km/h (measurement point 4), a higher density of results was noted
due to the need to adopt a longer analysis time and a denser time step. In the case of
measurements for high speeds, of the order of more than 100 km/h (measuring point 5) an
overlap of displacements caused by adjacent axes was noted. This phenomenon is caused
by the relatively short wheelbase in the bogie of the rail vehicle and the short time passing
between successive loads. This issue, however, did not affect the recorded maximum value
of the vertical displacement of the rail.

Table 3. Comparison of results obtained in in situ measurements to the theoretical results received
from the developed algorithm using the finite differences method.

The Maximum Value of the Vertical Displacement of the Rail Due to the Dynamic Load

Measuring Point
Number

Measuring Point
Measurement Value

[mm]
Calculation Value

[mm]
Difference

1 uniform ballast surface 1.256 1.232 −1.9%

2 uniform ballast surface 0.968 1.002 +3.5%

3 uniform ballast surface 0.998 0.982 −1.6%

4
ballast surface in front of the

object and ballastless on
the object

1.393 1.398 +0.4%

5

ballast surface in front of the
measuring point (wooden

sleepers) and ballast surface
(concrete sleepers) behind the

measuring point

1.317 1.302 −1.1%

At the same time, factors that may have a direct impact on the results of measurements
and calculations must be indicated. The accuracy of the measurements carried out is
decisively influenced by the adoption of the appropriate parameters of the laser scanner,
such as: length and frequency of “exposure”. It is also important to fix the device in such a
way that it remains in a constant position throughout the measurements.

In the context of the accuracy of calculations, the parameters of the computer used
for the analysis are of great importance. The better they are, the more it is possible to
assume a denser division of the model into nodes and time moments, which directly
translates into the accuracy of calculations. In addition, it is important to adopt appropriate
numerical values of data and input parameters for the railway surface. While in the
case of such attributes as the mass of the rail, the modulus of longitudinal elasticity of
rail steel or the geometric moment of inertia of the rail cross-section, choosing the right
values does not raise doubts, in the case of the modulus of elasticity of the substrate or the
damping coefficient, it is much more difficult to assume the right quantities. In this work,
theoretical values determined based on the analysis of the literature on the subject were
used, which, however, was confirmed by the high convergence of the results of calculations
and measurements.

The influence of the dynamic impact of a rail vehicle on the railway surface within
the transition zones in front of and after the engineering object, depending on its design,
was analyzed.

As a starting point, a combination of a ballast and ballastless surface was adopted,
where there is a step change in the parameters of the structure. A ballast surface with
concrete sleepers and a good subtrack surface, as well as a ballastless surface in the rail
system in the ERS type sheath, were adopted. Based on the obtained results, it is clear that
within the transition zone, the dynamic effects on the surface are much greater and weaken
rapidly when changing the type of structure.

For comparison with the above results, a solution was analyzed in which the transition
zone in front of the engineering object was strengthened, which was reflected in the form
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of a 50% higher value of the elastic modulus of the substrate. Based on the obtained results,
smaller differences in dynamic effects on the surface were noticed at the tested points.

The effect of the gradual change in the elasticity of the rail support within the transition
zone on the magnitude of the dynamic impact of the rail vehicle on the surface was also
analyzed. It was assumed that the modulus of elasticity of the support increases evenly
every one meter over a length of Ln1 = 10 m in front of the object from the value characteristic
for the ballast surface equal to k1.0 = 45 MPa to the value characteristic for the ballastless
surface equal to k2.0 = 99 MPa. In this case, a gradual and mild decrease in the magnitude
of dynamic effects on the surface in subsequent fragments of the model was noticed.

In order to compare the impact of the reinforcement of transition zones and the gradual
change in the elasticity of the rail support on the reduction of the magnitude of dynamic
interactions on the railway surface, the calculated results were tabularly compiled. Table 4
contains the maximum values of vertical displacement of the rail at critical points within
the place of change of the type of surface (from ballast to ballastless) i.e., (1) just before the
point of change and (2) just after the point of change.

Table 4. Comparison of three variants of the construction of the railway surface within the zone in
front of the engineering facility.

The Maximum Value of the Rail Vertical Displacement Due to the Dynamic Load Depending on the Structure of the Railway
Surface within the Zone in Front of the Engineering Object

Location (Relative to the Place
of Change of the Type of Surface

from Ballast to Ballastless)

Step-by-Step Change of
Structure Parameters

[mm]

Reinforcement of
Transition Zones

[mm]

Gradual Change in the
Elasticity of the Rail Support

[mm]

before 1.201 0.925 0.804
behind 0.638 0.622 0.630

difference 0.563 0.303 0.174
difference in [%] 47 33 22

By strengthening the transition zones, a 14% reduction in the magnitude of the dy-
namic impact on the railway surface within the site of the change of the type of surface in
front of the engineering site was achieved. By applying a gradual change in the elasticity of
the rail support, a 25% reduction in the dynamic effects on the railway surface within the
site of the change of the type of surface in front of the engineering object was achieved.

From the analysis, it was concluded that a gradual change in the elasticity of the rail
support within the transition zones of the engineering object reduces the negative impact
of the dynamic impact of the rail vehicle on the railway surface and this solution is better
compared to a step change in the elasticity of the support.

3.2. Detailed Analysis

Detailed results of numerical analysis are given in Figures 10–14.

3.3. Discussion

The paper analyzed the dynamic impact of a rail vehicle on various solutions of the
railway surface structure, with particular emphasis on the phenomenon of the threshold
effect, which occurs within the transition zones of the engineering facility. The problem of
locally variable stiffness of the railway surface has been identified, which in turn may lead
to accelerated degradation of the structure and the need to incur increased expenditures on
maintaining the infrastructure in proper condition.

Based on the analytical and numerical considerations, a computational model was
created, thanks to which it is possible to determine the impact of various variants of the
rail support on the dynamic response of the entire structure. The starting point for the
deliberations was the Bernoulli–Euler beam. The dynamic load caused by the passage of
a multiaxle rail vehicle and different vibration-damping properties of different types of
surfaces are taken into account. As a consequence, the fourth-order differential equation
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was obtained. It was solved by the finite differences method. A script in MATLAB was
developed for a numerical solution of the problem.

 
Figure 10. The dependence of the maximum vertical displacement of the rail caused by the dynamic
load, depending on the position of the node in the model in the case of a step change in the parameters
of the structure.

Figure 11. Vertical displacement caused by dynamic load, depending on time in the case of a
step change in the parameters of the structure for three different nodes: 1. node on the transition
zone (ballast surface), 2. node in the place of a jumping change in the parameters of the structure
(connection of the surface), and 3. node on the engineering object (ballastless surface).
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Figure 12. Dependence of the maximum vertical displacement of the rail caused by dynamic load
depending on the position of the node in the model in the case of reinforcement of transition zones.

Figure 13. Vertical displacement caused by dynamic load, depending on time in the case of reinforce-
ment of transition zones for three different nodes: (1) node on the transition zone (ballast surface),
(2) node in the place of change of structural parameters (surface connection), and (3) node on the
engineering object (ballastless surface).

In order to verify and validate the created algorithm, in situ studies of vertical dis-
placements of dynamically loaded railway rail were carried out. For this purpose, laser
scanning technology was used.

Thus:

(1) The effectiveness of the finite differences method in the context of solving multipa-
rameter differential equations describing the dynamics of the surface loaded by a
passing railway vehicle has been confirmed. The algorithm used allowed for precise
determination of the impact of technical and operational parameters on the magnitude
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of dynamic interactions of a rail vehicle on the railway surface. At the same time,
it should be emphasized that development of an algorithm using the finite differ-
ences method does not involve the need to use complicated and expensive computer
software.

(2) The results obtained using the laser scanning technology are characterized by high
accuracy. The most important in the correct conduct of measurements was identified
as a precise fixation of the measuring device, in such a way that it remained in a
constant position throughout the measurements, as well as the adoption of appropriate
parameters of the laser scanner’s operation, such as: the length of exposure and the
frequency of measurements. The issue of the possibility of taking measurements for
high speeds of trains may be a cause for concern—the maximum speed of the rail
vehicle at which the measurements were made in this work was 120 km/h. However,
in the light of the results obtained, the usefulness of the method used in the context of
measurements of the rail surface displacements was positively assessed. Certainly,
this technology can also be used in other areas where high precision and accuracy are
required. At the same time, it should be noted that in the course of measurements of
displacements of the railway surface caused by dynamic load, measurements of the
condition of individual elements of the surface were additionally made. This issue
was not the subject of analysis of this work, but it should be pointed out that the
laser scanning is also useful in the assessment, detection, and identification of surface
defects of rails, sleepers, and fasteners.

(3) From the analysis, it was concluded that a gradual change in the elasticity of the rail
support within the transition zones of the engineering object reduces the negative
impact of the dynamic impact of the rail vehicle on the railway surface and this
solution is better compared to the step change in the elasticity of the support.

 
Figure 14. The dependence of the maximum vertical displacement of the rail caused by the dynamic
load depending on the position of the node in the model in the case of a gradual change in the
elasticity of the rail support within the transition zone.

4. Conclusions

The article combines theoretical simulations of the dynamic process of a rail response
to the wheel load by a passing rail vehicle with precise tests on a real railway line, in which
laser scanning with a sensor recording fast-changing processes was used.
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By strengthening the transition zones, the negative effects of dynamic loads on the
railway surface within the site of the change of the type of surface in front of the engineering
site have been reduced by 14%.

By applying a gradual change in the elasticity of the rail support, the negative effects
of dynamic loads on the railway surface within the place of change of the type of surface
in front of the engineering object were reduced by 25%. Studies of concrete mixtures with
different additives have already been undertaken which, in the laboratory scale, were used
to make models of ballastless railway surface elements. The first results of the research
indicate their possible applicability in practice.

Increasing the elasticity of the rail support within the transition zones before and after
the object can be achieved by reducing the spacing of sleepers, better compaction of the
ballast layer or strengthening of the upper layers of the subtrack, as well as by covering the
track with one or more layers of transition plates [16,32].

It should be noted, however, that reducing the magnitude of the dynamic impact of a
rail vehicle on the surface does not completely eliminate the phenomenon of the threshold
effect, but only eliminates its negative impact on durability of the structure in zones where
the type of surface changes [9].

The effects of the threshold phenomenon, in addition to vertical deformations of the
rail, may also be other phenomena accompanying this effect, which may lead to an increase
in track twisting and uneven wear of rails and damage to fastenings on both types of
surfaces. Gaps may form under the sleepers, which threatens the stability of the structure.
The threshold phenomenon has a negative impact not only on the railway surface, but also
on the object that is exposed to excessive loads and vibrations.

Taking into account the above conclusions, areas exposed to the threshold phe-
nomenon should be subjected to special supervision both in terms of current diagnostic
activities and planned maintenance works.

In further research, in addition to the magnitude of displacements caused by the
dynamic impact of a rail vehicle on the railway surface, it would also be necessary to
determine the impact of these interactions on durability of the railway surface elements,
such as sleeper rails and fasteners. It would certainly be valuable to determine the fatigue
life of these elements in the zones of the threshold phenomenon and compare it to the
nominal fatigue life for built-up elements outside the boundaries of transition zones. In
addition, it would be worth identifying the processes taking place in the railway subtrack,
i.e., the effects of the threshold phenomenon previously defined as “deep”. The implemen-
tation of the above works would allow for a more complete knowledge of the impact of
the threshold phenomenon on the condition of the railway surface and could be helpful in
more effective planning of maintenance works within the transition zones in front of and
behind engineering facilities.

Moreover, the load on a rail by a passing vehicle that was used in the article was
movable, but constant as to the value adequately reflecting the weight of the vehicle. The
comparative results are satisfactory. However, in future studies, the loading force will take
into account the suspension structure of the vehicle, so its value will be determined by
this suspension. Such a model was presented by authors Vahid Bokaeian, Mohammad Ali
Rezvani, and Robert Arcos in [33].
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16. Skrzyński, E. Podtorze kolejowe na liniach dużych prędkości. Problemy Kolejnictwa Zeszyt 2013, 161, 87–125.
17. Yang, Y.; Yau, J.; Yao, Z.; Wu, Y. Vehicle-bridge interaction dynamics: With applications to high-speed railways. Civil Eng. Knowl.

Base 2004.
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23. Towpik, K. Utrzymanie nawierzchni na liniach dużych prędkości jako element ryzyka w procesie eksploatacji. Technika Transportu

Szynowego 2013, 20, 77–80.
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Abstract: The traction drive system of a high-speed train has a vital role in the safe and efficient
operation of the train. This paper established an electromechanical coupling model of a high-speed
train. The model considers the interaction of the gear pair, the equivalent connecting device of the
transmission system, the equivalent circuit of the traction motor, and the direct torque control strategy.
Moreover, the numerical simulation of the high-speed train model includes constant speed, traction,
and braking conditions. The results indicate that the meshing frequency and the high harmonics
rotation frequency constitute the stator current. Furthermore, both frequencies are evident during
constant speed. However, they are blurry among other conditions except for twice the rotation
frequency. Meanwhile, the rotor and stator currents’ root-mean-square (RMS) values during traction
are less than the RMS value during braking. The initiation of traction and braking causes a significant
increase in current. During the traction and braking process, the RMS value of the current gradually
decreases. Therefore, it is necessary to pay attention to the impact of the transition process on
system reliability.

Keywords: dynamic characteristics; traction drive system; direct torque control; electromechanical
coupling modeling; variable conditions

1. Introduction

In high-speed trains, the traction transmission system transforms the electric energy
supplied to the power grid into the mechanical energy of train movement by transferring
torque, providing a stable power source for the train [1]. The traction drive system of a
high-speed train is a complex electromechanical coupling system [2], which consists of a
traction inverter, traction motor, and gear transmission system. The complex operating
environment and high-intensity working state often cause unavoidable damage to the
train traction drive system. For instance, Kuznetsov et al. [3] studied the influence of
external factors on the dynamic performance of the traction motor internal structure;
Wang et al. [4,5] studied the influence of wheel damage on the dynamics of gear pair and
gearbox. Henao et al. [6] studied the influence factors of railway vehicle gearbox failure
under the joint action of internal and external factors. The failure of a traditional traction
system causes hidden trouble to train operation safety. Therefore, further study of dynamic
characteristics of traction drive systems under complex working conditions is of great
significance to the parameter optimization of dynamic performance index and operation
safety of the high-speed train.

In the past few decades, many scholars have researched the dynamic characteristics
of train transmission systems from mechanical modelling. Garg et al. [7] independently
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studied the dynamic characteristics of vehicle operation, ignoring track influence. Subse-
quently, Zhai and Sun et al. [8] proposed a classic vehicle–track coupling dynamic model
to comprehensively consider the wheel–rail interaction’s dynamic characteristics. Many
scholars have carried out in-depth studies on the dynamic interaction between vehicle
and track systems. Ren et al. [9] studied the lateral dynamic characteristics of the vehicle
turnout system. Nelson et al. [10] studied the vertical dynamic characteristics between
train and track. Then, Wang et al. [11] studied the lateral dynamic characteristics of the
wheel–rail system in curved sections. These research achievements have promoted the
development of railway vehicle dynamics research extensively. In order to make the re-
search work restore the actual situation of the vehicle system, more and more scholars
gradually introduce the gear transmission system into the established mechanical model.
Wang and Yang et al. [12] studied the nonlinear behavior of the gear system of the railway
vehicle, considering time-varying random excitation and ignoring rail irregularities. On
this basis, Wang et al. [13] studied the dynamic behavior of railway vehicle gear–wheelset
systems under traction/braking conditions. The numerical calculation results show an
important relationship between vehicle time-frequency dynamic characteristics, slip speed,
and wheel–rail nonlinear interaction force.

Huang et al. [14] established a vehicle mechanical structure model considering the gear
transmission system, and the vehicle vibration was mainly studied from the perspective
of the internal incentive problem. Zhang et al. [15,16] focused on wheel–track coupling
conditions and saturated wheel–rail contact influence on vehicle resonance characteristics.
The results show that vehicle vibration has an inseparable relationship with wheel adhesive
properties. Yao et al. [17] also proved this result. Chen et al. studied different influencing
factors, such as tooth profile meshing excitation [18], dynamic transmission error [19], and
the tooth root cracks’ propagation mechanism of cylindrical gears [20,21]. Based on the
gear research above, a locomotive gearbox model was established to study the dynamic
characteristics of the locomotive gear transmission effect under traction conditions [22].

Wang and Yang et al. [23,24] studied the influence profile shift on the time-varying
meshing stiffness and dynamic characteristics. They also studied the dynamic characteris-
tics of railway vehicle axlebox bearings under fault conditions, which has provided help
for the design and fault diagnosis of gears and bearings. Wang et al. [25] established a
vehicle–track coupling dynamic system containing gearboxes under variable speed condi-
tions. The study found that the gearbox and vehicle–track coupling systems have apparent
dynamic interactions. Furthermore, Liu et al. [26] studied the sliding dynamic performance
of rolling bearings under acceleration conditions. They made a reasonable prediction of
bearing slipping under load. The vehicle dynamic model’s traction motor structure is often
simplified as a rigid mechanical body due to the aforementioned gear transmission system.
Therefore, the only role of the traction drive system is to transmit torsional vibrations.

On the other hand, the influence of traction motors on the dynamic characteristics of
railway vehicles has also made significant progress. By studying the vibration and noise of
the motor system, Kim et al. [27] concluded that harmonic components have an inseparable
relationship with the acceleration of the mechanical system. Qi and Dai [28] established
a vehicle model for high-speed EMUS to explore the influence of motor harmonic torque
on wheel wear. Under traction conditions, they found that wheel wear accelerated with
increased harmonic components. Youb [29] and Pustovetov K.M. [30] proposed that
the operation of three-phase asynchronous motors with unbalanced voltage supply or
electromagnetic torque harmonics may cause severe damage to bearings. Thus, it heavily
influences the smoothness of train operations. Wang et al. [31] studied the state of vehicles
with or without wheel wear of the traction motor. The results showed that powered
vehicles significantly influenced wheel wear depth and contact energy. Mei et al. [32]
established a motor–track space coupling dynamics model considering the traction variable
speed system. The results showed that the traction motor significantly influenced the
overall vehicle dynamics characteristics and the wheel–rail contact state in the low-speed
range. Wu et al. [33] studied the influence of DC-link voltage pulsation of the high-speed
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train transmission system on mechanical structure fatigue. The numerical analysis results
found that the feedback compensation algorithm can suppress the structural vibration and
prolong the structure’s service life. By establishing the electromechanical coupling model
of a high-speed train, Zhu et al. [34] mainly studied the influence of harmonic torque of
the traction motor on the vibration of vehicle and gearbox. The research results showed
that the influence of the harmonic torque of the motor on the vibration of the gearbox
was different with the change of speed, and the influence was more evident at high speed.
Li et al. [35] have done a lot of research on the suppression of motor harmonics to reduce
the fatigue damage of the car body and gearbox effectively. The results are validated by
Liu et al.‘s research results [36]. In addition, with the gradual increase of train speed,
high-speed trains also have hidden risks due to their huge kinetic energy during operation.
In order to track and detect the speed of trains at all times, Liang et al. [37] designed a
train speed tracking controller by using neural network, which greatly reduced the speed
tracking error. At the same time, Xu et al. [38], through the dynamic surface method,
and Hou et al. [39], through the multi-particle model method, also studied the speed
tracking control. According to the above research, the train electrical system’s dynamic
characteristics and the mechanical system’s movement and vibration have an inseparable
relationship. Therefore, it is necessary to consider the influence of electric systems when
studying the dynamic characteristics of train traction drive systems.

In this paper, the electromechanical coupling model of a high-speed train, including
the complete transmission system, is established by considering the electrical structure
and mechanical structure of the traction drive system. Subsequently, the dynamic re-
sponses of the electromechanical coupling model under variable conditions were studied
by co-simulation, and the dynamic characteristics of the traction motor were revealed by
numerical analysis. The simulation results improve the study of high-speed train traction
drive systems’ dynamic characteristics and provide engineers guidance to design and opti-
mize parameters. The paper is organized as follows. Section 2 introduces the realization of
the electromechanical coupling model of a high-speed train. Section 3 analyzes the results
of model co-simulation. Furthermore, Section 4 concludes the paper.

2. Electromechanical Coupling Modeling of a High-Speed Train

A high-speed train is a typical electromechanical coupling system. This section il-
lustrated mechanical and electrical part modeling and realizes the electromechanical cou-
pling system.

2.1. Mechanical Model

This paper chooses a motor car of the EMU in service as the research object. Figure 1
is the vehicle dynamic model, and Figure 2 is the structural topology of the model. The
car body, bogie frame, wheelset, motor, and gearbox are rigid bodies in the dynamic
model. The suspension force of both the primary and secondary suspensions consists of
parallel springs and damping systems. In addition, the vertical damper of the primary
suspension and secondary suspension and the anti-snake movement damper and lateral
stops of the secondary suspension are considered nonlinear parameters. The traction
motor is fixed to the bogie frame using bolts. The gearbox is connected with the bogie
frame through the hanger rod. The transmission system’s rolling bearing and coupling
structure is simplified as suspension force with stiffness damping. The gear pair considers
the transmission torque and describes the internal excitation factors such as tooth clearance
and time-varying meshing stiffness of the gear transmission model. Moreover, the driven
gear is fixed to the wheel axle by restraint and maintains synchronous motion.
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Figure 1. Top view of the high-speed train dynamics model.

 

Figure 2. Topology of vehicle model structure.

In Table 1, the main parameters of cylindrical helical gear transmission in the gearbox
model. Moreover, as shown in Table 2, the car body, bogie frame, and wheelset in the
vehicle dynamic model have six degrees of freedom relative to the ground. The axle box,
gearbox, gear, pinion, and motor rotor have a degree of freedom of rotation around the
lateral direction. There are 66 degrees of freedom in the vehicle dynamic model.

Table 1. Parameters of the gear pair structure.

Parameter Value Parameter Value

Gear teeth 69 Pinion teeth 29
Gear modification coefficient 0.015 Pinion modification coefficient 0.2

Modulus (mm) 7 Modulus (mm) 7
Width of the gear (mm) 70 Width of the pinion (mm) 70

Spiral angle (deg) 20 Backlash (mm) 0
Teeth stiffness ratio 0.8 Poisson’s ratio 0.3

Young’s modulus (Pa) 2 × 1011 Damping coefficient (Nm/s) 5000
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Table 2. Degree of freedom of each structure in a vehicle model.

Parts Longitudinal Lateral Vertical Roll Yaw Pitch Note

Car body Xc Yc Zc Φc θc Ψc
Bogie frame Xfi Yfi Zfi Φc θc Ψc i = 1–2

Wheelset Xwi Ywi Zwi Φwi θwi Ψwi i = 1–4
Axle box θai i = 1–8
Gearbox θbi i = 1–4

Gear θgi i = 1–4
Pinion θpi i = 1–4
Rotor θri i = 1–4

2.2. Electric Model

Due to the complex motion relationship between stator and rotor, the mathematical
model of a three-phase induction motor is a strongly coupled nonlinear multivariable
system [40]. In order to facilitate the establishment of the motor control system, the linear
and decoupled mathematical model is often obtained through coordinate transformation [41–46].
In addition, the direct torque control method is often used in large mechanical systems, such
as rail vehicles [47,48], because of its natural advantages of quick response and convenience.

2.2.1. Mathematical Model of the Traction Motor

The simplified model of the motor has the following assumptions. First, the three-
phase winding is symmetrical. The magnetic force is sinusoidally distributed along the
circumference of the air gap. Second, the effect of magnetic saturation, core loss, and tem-
perature and frequency influence on motor resistance is ignored based on the mathematical
model theory of asynchronous motor [49]. The mathematical expression of coordinate
transformation is usually expressed in matrix equation form as Equation (1):

Y = AX (1)

where A is the transformation matrix, X is the original vector before transformation, and Y
is the new vector after transformation.

The above matrix transformation can transform the current matrix in the three static
coordinate systems into a new matrix in another coordinate system. Simultaneously, the
process satisfies the principle of invariable power before and after transformation.

As shown in Figure 3 below, in the three-phase stationary coordinate system, the A-axis
is recombined with the α-axis in the two-phase coordinate system. It is assumed that the
adequate number of turns in each phase of the stator winding is N, and the magnetic emf
waveform is sinusoidal. The component algebras of the three-phase magnetomotive force
on the α and β axes are equal to those of the two-phase magnetomotive force. Equation (2)
expresses the relationship as below.

{
N2isα = N3iA + N3iB cos 2π

3 + N3iC cos 4π
3

N2isβ = 0 + N3iB sin 2π
3 + N3iC sin 4π

3

(2)

Equation (3) is the transformation matrix from a three-phase stationary coordinate to
a two-phase synchronous coordinate.

[
iα
iβ

]
=

√
2
3

[
1 − 1

2 − 1
2

0
√

3
2 −

√
3

2

]⎡⎣ iA
iB
iC

⎤
⎦ (3)
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Figure 3. Schematic diagram of space vector of magnetomotive force.

Based on the above coordinate system transformation, the mathematical model of asyn-
chronous motor is established in any two-phase coordinate system, and Equations (4) and (5)
can express the magnetic flux and voltage equations, respectively:

⎡
⎢⎢⎣

ϕsd
ϕsq
ϕrd
ϕrq

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

Ls 0 Lm 0
0 Ls 0 Lm

Lm 0 Lr 0
0 Lm 0 Lr

⎤
⎥⎥⎦
⎡
⎢⎢⎣

isd
isq
ird
irq

⎤
⎥⎥⎦ (4)

where the symbols ϕsd and ϕsq are the components of stator flux linkage in the two-phase
coordinate system, respectively, and ϕrd and ϕrq are the components of rotor flux in the two-
phase coordinate system; isd, isq, ird, and irq are the components of stator current and rotor
current in the two-phase coordinate system, respectively; Ls and Lr are the self-inductance
of stator equivalent two-phase windings and rotor equivalent two-phase windings in
the two-phase coordinate system, respectively, and Lm is the mutual inductance between
coaxial equivalent windings of stator and rotor in the two-phase coordinate system.

⎡
⎢⎢⎣

usd
usq
urd
urq

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

Rs 0 0 0
0 Rs 0 0
0 0 Rr 0
0 0 0 Rr

⎤
⎥⎥⎦
⎡
⎢⎢⎣

isd
isq
ird
irq

⎤
⎥⎥⎦+

⎡
⎢⎢⎣

Ls p 0 Lm p 0
0 Ls p 0 Lm p

Lm p 0 Lr p 0
0 Lm p 0 Lr p

⎤
⎥⎥⎦
⎡
⎢⎢⎣

isd
isq
ird
irq

⎤
⎥⎥⎦

+

⎡
⎢⎢⎣

0 −ωdqs 0 0
ωdqs 0 0 0

0 0 0 −ωdqr
0 0 ωdqr 0

⎤
⎥⎥⎦
⎡
⎢⎢⎣

ϕsd
ϕsq
ϕrd
ϕrq

⎤
⎥⎥⎦

(5)

where the symbols usd, usq, urd, and urq are components of stator voltage and rotor voltage
in the two-phase coordinate system, respectively; Rs and Rr represent the stator resistance
and rotor resistance, respectively; p is a differential operator, ωdqs is the angular velocities
relative to the stator, and ωdqr is the angular velocity relative to the rotor in the two-phase
coordinate system.

According to the kinematics theory [50], the output torque equation of the motor can
be expressed by Equation (6), and the motion equation of the motor can be expressed by
Equation (7).

Te = npLm
(
isqird − isdirq

)
(6)

Te = Tm +
J

np

dωr

dt
+

D
np

ωr (7)
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where Te is the electromagnetic torque of the motor, np is polar logarithm, Tm is the
load torque, J is the moment of inertia of the electromechanical system, and D is the
damping coefficient.

The research in this paper uses a voltage inverter, and Figure 4 shows the schematic
diagram of main circuit of traction inverter. The corresponding power grid obtains the dc
voltage through the transformer and the rectifier circuit. It outputs the voltage value by
switching the inverter to control the motor. If the three-phase load is connected to different
phases, the switching state of the inverter is 1. Otherwise, when the three-phase load is
connected to the same phase, the switching state of the inverter is 0. Figure 5 is the voltage
vector schematic diagram of the inverter. So, there are eight combinations of switching
states of inverters, which are as follows: U0 (000), U1 (100), U2 (110), U3 (010), U4 (011),
U5 (001), U6 (101), and U7 (111).

Figure 4. The main circuit of the thre- level voltage-type traction inverter.

Figure 5. Schematic diagram of inverter voltage vector.

The eight voltage state-space vectors of the inverter form eight discontinuous voltage
space vectors. The angle between the two adjacent vectors in the six non-zero voltage
vectors is 60◦. The counterclockwise rotation order of the vectors is as follows: U1 → U2 →
U3 → U4 → U5 → U6. The stator voltage us in any of the switching states can be expressed
as a vector in the two-phase coordinate system.

us(t) =
2
3

[
uA + uBej2π/3 + uCej4π/3

]
(8)
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where uA, uB, and uC are phase voltages of three-phase stator load, respectively.
When the traction motor is connected to the non-sinusoidal power, the time harmonic

magneto-motive force will be generated in the air gap of the motor, which will generate
additional harmonic torque. When the air gap harmonic flux and harmonic rotor current
have the same order, their interaction will produce a stable harmonic torque, and when
the times of harmonic flux and harmonic rotor current are different, their interaction will
produce a vibration harmonic torque. If the fundamental and harmonic waves in the air
gap generate n rotating magnetic fields, there will be (n − 1) stable harmonic torques, and
Equation (9) is the calculation formula of kth harmonic torque:

Tk = ± mnp

2π f1
I2
2k

Rrk
(k ± 1)

(9)

where m is the number of motor stators, np is polar logarithm, f1 is the input fundamental
wave voltage frequency of the motor stator, I2k is the calculated value of rotor current
under kth harmonics, and Rrk is the rotor resistance calculated to the stator side under
kth harmonics.

If the fundamental and harmonic waves in the air gap generate n rotating magnetic
fields, there will be (n2 − n) vibration harmonic torques. Equation (10) gives the fifth
harmonic vibration torque and Equation (11) gives the 7th harmonic vibration torque.

T5−1 = − 3np

2π f1
I25E2 cos(6ωt − φ2) =

3np

2π f1
I25E2 cos(6ωt + π − φ2) (10)

T7−1 =
3np

2π f1
I27E2 cos(6ωt − φ2) (11)

where E2 is the calculated value of the emf of fundamental rotor, and φ2 is the phase
difference between current and electromotive force when ωt = 0.

When the train is in traction operation, the pantograph transforms the AC power of
cate nary into DC power through high-voltage electrical equipment, a traction transformer
and traction converter, and then the traction inverter drives the traction motor by outputting
three-phase AC power. During the braking deceleration, the traction inverter is controlled
to make the traction motor in the state of power generation, and the traction inverter feeds
the three-phase ac power output of the traction motor back to the catenary through the
rectification link. As shown in Table 3, we can use A and B to represent the power absorbed
and fed back by the traction inverter from the power grid, respectively:{

PF = 16PM
ηgηMηi

+ Saux cos ϕaux

PB = PMηgηMηi − Saux cos ϕaux
(12)

where PM is the output power of traction motor.

Table 3. Parameter table of traction and the auxiliary inverter.

Parameter Value

Traction drive system efficiency (ηg) 0.95
Conversion efficiency of power electronic equipment (ηi)

Traction motor efficiency (ηM)
0.96
0.94

Capacity of auxiliary inverter (Saux) 4 × 394 KW
Auxiliary inverter power factor (cosϕaux) 0.87

2.2.2. Asynchronous Motor Control Strategy

This paper uses the direct torque control method to realize the effective control of elec-
tromagnetic torque of asynchronous traction motor. The direct torque control method uses
magnetic flux and electromagnetic torque as control variables. A discrete inverter vector
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controls the stator flux vector trajectory. The control method is fast and straightforward,
which significantly improves the dynamic response ability of the system.

As shown in Figure 6, the basic flow of the direct torque control method is as fol-
lows: The voltage and current signals ua, ub, uc, ia, ib, and ic are sent by the inverter to
the asynchronous traction motor are obtained by the measurement module. Then, the
components uα, uβ, iα, and iβ of the stator three-phase voltage and current signals after
coordinate transformation are obtained by using the Clark transform method [51]. After
that, the stator flux and actual torque model are then obtained according to voltage and
current components.

 

Figure 6. Principle block diagram of direct torque control for traction motor.

The direct torque control theory [52] shows that the motor stator flux vector and the
actual motor torque can be expressed as Equations (13) and (14).

ψα =
∫
(uα − Rsiα)dt

ψβ =
∫
(uβ − Rsiβ)dt

(13)

Te = np(ψαiβ − ψβiα) (14)

where the symbols ψα and ψβ represent the components of the magnetic vector in a two-
phase coordinate system.

Furthermore, the rotational angular velocity ωr of the rotor measured by the speed
sensor and the given angular velocity ωd are calculated by P.I. adjustment. As a result, the
motor’s reference torque value Te

* is obtained. Then, the reference torque value Te
* and the

actual calculated torque value Te are used to obtain the torque switch signal T.Q. through
the hysteresis comparator. Similarly, the flux amplitude ψs obtained by the flux calculation
model and the given flux value ψs

* can be used to obtain the flux switch signal ψQ by the
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hysteresis comparator. Meanwhile, the stator flux calculation model determines the interval
value N of flux through the S-function. On this basis, the voltage selector switch signal unit
is combined with flux interval value N, flow switch signal ψQ, and torque switch signal T.Q.
The corresponding voltage switch vector is obtained by the program written by S-function
to control the inverter output controllable three-phase A.C. signal.

2.3. Electromechanical Coupling Model

The resistance is an unavoidable external force when the train runs on the line. The
running resistance of a high-speed train mainly includes basic resistance and additional
resistance. The basic resistance refers to the resistance existing in any operating condition
of the train, and the additional resistance refers to the resistance generated by the train in
the ramp, curve, tunnel, and other individual working conditions. Therefore, in this paper,
the model only considers the influence of the basic resistance, and according to the train
traction calculation theory [53,54], its expression is:

ω = a + bv + cv2 (15)

where ω is the basic resistance per unit mass, and its unit is N/t; a is the rolling resis-
tance coefficient, which is 8.63 N; b is the swing vibration resistance coefficient, which is
0.07295 N·h/t; and c is the air resistance coefficient of train operation, which is 0.00112 N·h/t.

The electromechanical coupling model of a quarter traction drive system is shown in
Figure 7. This section describes the coupling process of vehicle mechanical and electrical
structures. The co-simulation is between the vehicle dynamic model based on Simpack and
the traction motor model based on Simulink by third-party interfaces. The SIMAT interface
is realized in the Simpack function module. Firstly, to make the dynamic model normally
run in Simulink software, it is necessary to package the dynamic model of the vehicle and
set the input and output of the dynamic model. Then, based on the direct torque control
method, the torque output of the traction motor is taken as the input of the dynamic model.
The real-time angular velocity of the rotor of the vehicle model is the output of the dynamic
model and the input value of the traction motor model. Subsequently, the traction motor
compares the angular velocity value output by the dynamic model with the given angular
velocity value to make a rapid response to control the motor torque output. In addition,
the input of the dynamic model uses the basic resistance value calculated from the current
running speed of the vehicle model.
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Figure 7. Electromechanical coupling model of a quarter drive subsystem.

3. Numerical Simulation under Variable Conditions

This section describes the specific variable conditions of the simulation. Additionally,
the vehicle model simulation in this paper ignores the influence of rail irregularity. First,
the vehicle starts to accelerate traction from the initial speed of 0 km/h. During the traction
process, the maximum speed of the motor rotor is set to 153 r/s, and the vehicle speed
is about 100 km/h at this time. The motor then controls the vehicle to enter the braking
process when it travels at a constant speed of 100 km/h for 50 s. Next, in the braking
process, the motor speed is set to 60 r/s, and the vehicle running speed is about 40 km/h
at this time. Finally, when the rotor speed tends to stabilize, the vehicle runs at a constant
speed of 40 km/h for 100 s. Figure 8 below indicates the variation of the motor output
torque and vehicle speed.

In Figure 8, the output torque of the traction motor is about 2500 N·m in the process of
traction acceleration and −2500 N·m in the braking process. However, the motor’s output
torque fluctuates around 0 N·m in the process of constant speed, and the fluctuation range
is about ±150 N·m. As shown from Figure 8, under the traction acceleration process, the
traction motor’s rotor speed accelerates to 153 r/s, and the vehicle accelerates to 100 km/h
at the time of 29.3 s. The vehicle then runs at a constant speed for 50 s. After that, the motor
outputs the braking torque. Finally, the vehicle enters a stable running state at around 63 s
with a motor speed of about 60 r/s (40 km/h for vehicle speed).

In Figure 9, the stator three-phase current amplitude of the traction motor is prominent
in the traction and braking process but small with the constant speed. During the transition
from traction acceleration/braking deceleration to constant speed, the current changes
relatively gently. It can be seen from Figure 10a that the motor stator current of the vehicle
is considerable at the moment of starting. The amplitude reaches about 1400 A. Measures
should be taken to avoid damage to the motor caused by the excessive starting current.
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As shown in Figure 10c, when the vehicle is braking, the three-phase current of the motor
stator changes abruptly.

 

Figure 8. The variation of motor torque and vehicle speed with time.

 

Figure 9. Time histories of the three-phase current of the motor stator.

As is shown in Figure 11a, after the vehicle starts, with the increase of the vehicle
speed, the RMS of the stator three-phase current of the traction motor decreases gradually
from about 200 A in the traction process. Figure 11c shows the braking process, the RMS of
the three-phase current of the motor stator is greater than that of the traction process, and
the RMS of the current is about 206 A. With the decrease of the vehicle speed, the RMS of
the current gradually decreases. In a constant speed process at 100 km/h and 40 km/h, the
RMS values vary between 71 A and 73 A.
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(a) (b) 

  
(c) (d) 

Figure 10. The stator current in (a) the traction process, (b) the constant speed process at 100 km/h,
(c) the braking process, and (d) the constant speed process at 40 km/h.

In Figures 12–14, the time-frequency analysis of the stator three-phase current indi-
cates that the stator three-phase current frequency gradually rises with the vehicle speed
increases. Conversely, the stator three-phase current frequency progressively decreases
during the braking process. The theory of the relationship between gear speed and meshing
frequency provides the formulas of gear meshing frequency (Equation (16)) and gear shaft
rotation frequency (Equation (17)).

fc =
V · N
π · D

(16)

fr =
fc

Z
(17)

where the symbol fc is the meshing frequency of the gear pair, V, N, D, and Z are the vehicle
speed, gear teeth, wheel diameter, and pinion teeth, respectively, and fr is the rotation
frequency of the pinion shaft.
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(a) (b) 

(d) 

Figure 11. The RMS value of the stator current in (a) the traction process, (b) the constant speed
process at 100 km/h, (c) the braking process, and (d) the constant speed process at 40 km/h.

When the speed reaches 100 km/h, the stator current frequency is about 49 Hz, and
the rotation frequency of the pinion shaft is 24.5 Hz. Furthermore, the stator current
frequency is twice the rotational frequency of the pinion shaft. Like the braking process,
the stator three-phase current frequency is around 19.5 Hz when the vehicle speed is
40 km/h. Additionally, the rotation frequency of the pinion shaft is 9.8 Hz. It is worth
mentioning that the gear meshing frequency fc can also be displayed in the current time-
frequency diagram. However, its frequency multiplication is relatively less evident due to
the significant meshing frequency of the gear. In addition, harmonic components such as
five times and seven times the stator three-phase current can be seen in the time-frequency
analysis, mainly due to the control mode of the motor.
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Figure 12. Time-frequency characteristics of stator three-phase current in a-phase.

Figure 13. Time-frequency characteristics of stator three-phase current in b-phase.

Figure 14. Time-frequency characteristics of stator three-phase current in c-phase.
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It can be seen from Figure 15 that, at the moment of vehicle starting, the rotor current
also has a significant mutation reaching 1250 A, which can be clearly seen in Figure 16a.
Compared with the stator three-phase current, the current amplitude decreases significantly
from the traction or braking process to the uniform speed process. The rotor three-phase
current is relatively stable at a specific value in the uniform speed process. However, the
rotor current has a noticeable abrupt change from constant speed to braking. It can be
seen from Figure 17a that, in the process of vehicle traction acceleration, the RMS of rotor
three-phase current is about 185 A. With the increase of vehicle speed, the RMS value of
rotor current tends to decrease. Figure 17c shows that the RMS of rotor current in the
braking process is larger than that in the traction process, which is about 190 A and tends
to decrease with the vehicle speed. When the vehicle runs at a constant speed of 100 km/h
and 40 km/h, the RMS value of the rotor current varies from 6 A to 13 A, which is relatively
stable. The rotor current has a more expansive change period and a more minor frequency
than the stator current.

 

Figure 15. Time histories of the three-phase current of the motor rotor.

  
(a) (b) 

Figure 16. The variation of rotor current with time at the beginning of (a) the traction process and
(b) the braking process.
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(a) (b) 

  
(c) (d) 

Figure 17. The RMS value of the rotor current in (a) the traction process, (b) the constant speed
process at 100 km/h, (c) the braking process, and (d) the constant process at 40 km/h.

4. Conclusions

This paper established an electromechanical coupling model combined with the trac-
tion control and vehicle models. The co-simulation is under traction, constant speed, and
braking conditions. Additionally, this research reveals the dynamic characteristics of ro-
tor and stator current during vehicle operation through numerical research. Overall, the
conclusions are given as follows.

When the vehicle starts, the current of traction motor stator and rotor have a significant
mutation, so measures should be taken to protect the motor. The stator current amplitude
reaches 1400 A, and the amplitude of the rotor current reaches 1250 A. The stator current
and rotor current gradually decrease with the vehicle speed increase in the traction process.
Similarly, the stator current and rotor current decrease gradually with the vehicle speed
decrease in the braking process. Both the stator current and rotor current maintain a stable
amplitude in the constant speed process.

In order to analyze the change trend of current amplitude of traction motor under the
transient condition of variable speed and load, the RMS value is used to describe the change
of current amplitude. Similarly, short-time Fourier transform (STFT) is used to analyze the
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time-frequency characteristics of the current. In the traction and braking process, the RMS
value of the stator three-phase current is smaller than that of the braking process. Moreover,
the RMS value tends to decrease with the increase or decrease of the vehicle speed during
traction and braking. In the traction process, the RMS value of stator current decreases
gradually from about 200 A, and while braking, the RMS value of stator current decreases
gradually from about 206 A. Moreover, in the constant speed process of 100 km/h and
40 km/h, the RMS value varies between 71 A and 73 A, respectively. The high harmonic
of driving shaft rotation frequency and the frequency of gear meshing can be seen in the
stator current spectrum. At the vehicle speed of 100 km/h, the stator current frequency
(about 49 Hz) is twice as high as the pinion shaft rotation frequency (about 24.5 Hz). The
same pattern is observed at a speed of 40 km/h. Except for the rotational frequencies at
two constant speeds, these higher harmonics are evident and obscure during the traction
and braking process.

In the traction process, the RMS value of the rotor three-phase current is smaller than
that of braking. Therefore, during the traction process and braking process, the RMS value
of the current all tends to decrease gradually. In the traction process, the RMS value of the
rotor current decreases gradually from about 185 A, and while braking, the RMS value of
rotor current decreases gradually from about 190 A. The RMS value of the rotor current
fluctuates stably in the range of 6 A to 13 A during constant speed. However, it tends to
decrease during the traction and braking process.
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Abstract: The operation and maintenance of railroad turnouts for rail vehicle traffic moving at
speeds from 200 km/h to 350 km/h significantly differ from the processes of track operation without
turnouts, curves, and crossings. Intensive wear of the railroad turnout components (switch blade,
retaining rods, rails, and cross-brace) occurs. The movement of a rail vehicle on a switch causes
high-dynamic impact, including vertical, normal, and lateral forces. This causes intensive rail and
wheel wear. This paper presents the wear of rails and of the needle in a railroad turnout on a
straight track. Geometrical irregularities of the track and the generation of vertical and normal forces
occurring at the point of contact of the wheel with turnout elements are additionally considered in
this study. To analyse the causes of rail wear in turnouts, selected technical–operational parameters
were assumed, such as the type of rail vehicle, the type of turnout, and the maximum allowable
axle load. The wear process of turnout elements (along its length) and wheel wear is presented. An
important element, considering the occurrence of large vertical and normal forces affecting wear and
tear, was the adoption of variable track stiffness along the switch. This stiffness is assumed according
to the results of measurements on the real track. The wear processes were determined by using the
work of Kalker and Chudzikiewicz as a basis. This paper presents results from simulation studies of
wear and wear coefficients for different speeds. Wear results were compared with nominal rail and
wheel shapes. Finally, conclusions from the tests are formulated.

Keywords: wear; turnout; rail; stiffness; high-speed

1. Introduction

The study of wear in wheel-track systems is the subject of many works [1–11]. In
these works, the task of wear is addressed by presenting different models of wheel–rail
interaction. In most works, a constant value of normal force was assumed. In some
works, simulations of rail vehicle movement on a straight track without a turnout were
performed. Motion without a turnout and motion through a turnout were considered with
track susceptibility (elasticity and viscous damping) as constant. According to the research
conducted in [12], there are significant differences in the appearing vertical forces and
normal forces when passing through a turnout with different values of the beam–subtrack
system susceptibility. These forces affect the process of phenomena in wheel–rail contact
and have an impact on the wear in the wheel–rail pair. The wear phenomenon was studied
based on the works [13,14]. Simulation of rail vehicle movement on a straight track without
a turnout and a track with a turnout was also shown.

The infrastructure of a rail transportation system consists of railroad tracks, curves,
intersections, and turnouts. Turnouts are a complex structure of railroads. They connect
neighbouring tracks and enable railway vehicles to change direction of travel. The basic
type is the ordinary turnout consisting of switch blades (2), closure rails (2, 3), a crossing
frog (4), turnout sleepers, and setting devices. The crucial element of each turnout is the
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frog (4) that enables the wheels of railway vehicles to roll over the place of rail crossing.
Due to difficult operating conditions characterised by high-dynamic loads generated by the
wheels of rail vehicles, the crossbeams are particularly exposed to the destructive character
of impact loads [15–20]. Crossings can have a fixed or movable bow. The subject of the
analysis is a right-hand ordinary turnout with a radius of R = 1200 m, a fixed crossbeam
of 1:9, and three setting closures with a holding force of 7.5 kN (each). The individual
elements of this turnout are shown in Figure 1.

Figure 1. Normal right turnout 1—Stock rail, 2—Switch blades, 3—Closure rails, 4—Frog,
5—Guardrail.

The mechanical destruction process of the surface layer leads to undesirable changes
in the dimensions and shape of the contacting rolling surfaces of the turnout and railroad
wheel elements. Degradation of turnouts, especially crossbucks, contributes to the increase
in dynamic interactions, which has an adverse effect on the cooperation of the wheel–rail
system [21–26].

Railroad turnouts are particularly exposed to abrasive and fatigue wear, which causes
shape changes that result from the impact of high-dynamic loads of cyclic nature that occur
during the passage of rail vehicles [27,28].

Railway turnouts are important elements of railway infrastructure that ensure traffic
runs smoothly between different branch tracks [29]. A turnout is a structure that allows
railway vehicles to pass from one track to another while maintaining a certain speed [30].
One of the most common railway turnouts is the regular turnout (Rz) [31]. It consists
of three basic units, such as the switch train assembly, the connecting rail assembly, and
the crossover assembly. The switch assembly is a movable turnout unit that moves the
switch blades by means of a drive. A smooth and safe track change depends on the correct
execution of the initial part of the switch blade, which must have the appropriate shape
in order to adequately adhere to the supporting rail in the switch. In turnouts, there are
often two wheel–rail contact surfaces, as well as disturbances in the nominal wheel–rail
contact conditions due to wheel movement from the main rail to the switch rail [32]. The
dynamic interaction between a rail vehicle and a railway turnout is more complex than
that of normal or curved tracks. Severe shock loads may occur during the passage through
the turnout, generating severe damage to the surfaces of the turnout components [33].
Traffic of rail vehicles in regular operation may be considered as a source of influence of
high-dynamic loads of cyclic nature, which translates into damages in the form of abrasive
and fatigue wear and tear, as well as changes in the shape and dimensions of the outer
layer [34–38]. Calculations of dynamic loads and resulting contact and internal stresses
enable rational design of railway turnouts and correct selection of material to construct
their elements [39]. The results described in [40] show that profile wear disturbs the
distribution of wheel–rail contact points, changes the position of wheel–rail contact points
along the longitudinal direction, and affects the dynamic interaction between the vehicle
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and the turnout. Profile wear disturbs the normal contact situations between the wheel
and switch rail and worsens the stress condition of the switch rail [41]. This model allowed
the rational design of railway turnouts and the correct selection of material from which
their components are made [42].

The development of turnout constructions also results from technological progress in
the production of new steel grades for railway turnouts, the development of new material
testing methods, and a better understanding of the phenomena occurring in wheel–rail
interaction [43–48].

2. Mathematical Model of the Rail Vehicle–Track System

To determine the durability of individual elements of the railroad switch, it is necessary
to calculate the characteristics of the load in the function of time and distance, originating
from the wheelsets of the railroad vehicles acting along the switch. The method used to
determine the distribution of forces along the switch is the simulation of mathematical
models showing the dynamics of the rail vehicle–track system using computer software.
When modelling the dynamics of the wheel–rail system, the most used programs are
MATLAB and Universal Mechanism. The Universal Mechanism program provides greater
capabilities in modelling dynamic phenomena.

In the modelling process, a high-speed train was used, the parameters of which were
taken from the work [19].

The mathematical model of the rail vehicle was built based on linear and angular
coordinate systems shown in Figure 2.

Figure 2. Linear and angular coordinate system.

This system is used as an inertial system associated with rigid solids, of which three
groups can be listed in a vehicle (typical) as shown in Figure 3.
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Figure 3. Coordinate systems in rigid bodies of a rail vehicle.

The vehicle has a body, two bogies, and four sets of wheels. The coordinate systems
originate at the centre of mass of the individual solids, and the axes lie on the axes of
symmetry. There is an identical system associated with the track that is called a non-inertial
system. The matrix of directional cosines between the inertial and non-inertial systems was
assumed to be zero–one [14,15].

In addition, the equations of the ties were assumed according to the coordinate system
and Figure 3.

The ties for analysing the system can be written as follows (Figure 4):

Φ =
zp−zl

2b , z =
zp−zl

2 ,

ztl = zl − zwl −
(
y − ywl

2
)
σ, ztp = zp − zwp +

(
y − ywp

2

)
σ,

.
χ = − 1

r
.
x

(1)

where 2b is the distance between the contact points (wheel and rail) in the middle position
of the wheelset; r is the radius of the wheel included in the wheelset, measured in the
middle position; σ is the coefficient linking the angular and transverse displacement of
a wheelset; and ztp, zp, zwp, ztl, zl, and zwl are auxiliary nodes, used in the mathematical
description of the movement of the railway vehicle.

ϕ

2γ
0

 

Figure 4. Geometry model of the wheelset–track system (wheelset in middle position) where
1—Outer rail (left), 2—Inner rail (right) [16].

The following assumptions were made in developing the equations of motion:
The vertical loads occurring on the rail will be a variable value and will be determined

from the previous step of mathematical calculations performed to determine the train
parameters (wheelset and bogie spacing).
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The railroad track was modelled as a Euler–Bernoulli beam on which a wheel with
velocity v is rolling (motion on the straight track and motion on the turnout return track
were considered).

The contact between the rolling surfaces of the wheels and the rail heads is defined
based on Kalker’s linear theory (defining ellipses with semi axes a and b).

In the wheel–rail contact area, the Coulomb kinetic sliding friction with a constant
coefficient of friction is considered.

Such phenomena as adhesion, micro-slip, and material wear of the wheel and the rail
were also considered in the dynamics of vehicle movement on the track.

In the model under consideration, the possibility of two contact ellipses occurring
because of two-point rolling of the wheel on the rail within the turnout has been taken
into account.

Suspension elements of the first and second stage were assumed to be linear for all
assumed coordinates.

For the track without a turnout, the susceptibility was assumed according to the
Voigt model (linear stiffness and linear damping). These quantities were determined by
measurements on the actual object and consist of the stiffness coefficient, 0.2 × 108 N/m,
and damping coefficient, 3.2 × 103 Ns/m [16].

At the turnout, the stiffness coefficient was calculated according to the parameters
shown in Figure 5.

 
Figure 5. The course of variation of the vertical stiffness coefficient of the rails in the switch with different values of the
bedding coefficient (real measurements on CMK Idzikowice): 1—Inner track (with cross-brace), 2—Outer track [18].

Considering geometric and structural constraints, the rail vehicle has 27 degrees of
freedom. The equation can be found in the work [19].
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3. Results

The aim of this paper is to analyse the wear of a railway turnout with a radius of
3000 m, considering the change in contact area resulting from the variation of normal force.
For the guidance mechanism of a wheelset on a through track, if the wheelset is offset to
the side, the wheel radii at the wheel contact point are different. Due to the rigid coupling
of speeds, one wheel becomes the driving wheel, and the other wheel becomes the braking
wheel. This leads to a “steering motion” which drives the wheelset back to the centre of
the track. The movement continues past the track axis until the same situation occurs in
mirror image to the starting position; then the process starts again. It should be noted
that during the passage through the crossing area, there are sleepers laid next to each
other that are connected with a change in the substrate stiffness. The next stage of analysis
on rail vehicle motion is the passage on a diverging track where, despite the rigid speed
coupling between the wheels rolling on the inside and outside of the curve, the wheelset
can turn without slipping on curves with large radii. This is possible because the lateral
displacement towards the outer rail of the curve turnout results in a difference in wheel
radii, which means that the peripheral velocity at the point of contact for the outer wheel is
greater than that of the inner wheel. Bearing in mind the discussed phenomena, an attempt
has been made to investigate the change in the value of normal force for wear that occurs
in railway turnouts.

Using Universal Mechanism and MATLAB software, simulations were performed to
determine vertical forces and normal forces for speeds from 100 km/h to 350 km/h, shown
in Figures 6–17.

 
Figure 6. Vertical force on wheels at 100 km/h on straight track through a turnout.
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Figure 7. Vertical force on wheels at 150 km/h on a straight track through a turnout.

 
Figure 8. Vertical force on wheels at 200 km/h on a straight track through a turnout.
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Figure 9. Vertical force on wheels at 250 km/h on a straight track through a turnout.

 
Figure 10. Vertical force at 300 km/h on a straight track through a turnout.
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Figure 11. Vertical force at 350 km/h on a straight track through a turnout.

 

Figure 12. Normal force at 100 km/h on a straight track through a turnout.
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Figure 13. Normal force at 150 km/h on a straight track through a turnout.

 
Figure 14. Normal force at 200 km/h on a straight track through a turnout.
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Figure 15. Normal force at 250 km/h on a straight track through a turnout.

 
Figure 16. Normal force at 300 km/h on a straight track through a turnout.
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Figure 17. Normal force at 350 km/h on a straight track through a turnout.

As seen in the figures, the magnitudes of vertical and normal forces increase as velocity
increases. Significant changes occur if speeds increase above 100 km/h. For speeds above
250 km/h, the increase in vertical and normal forces occurs mainly within the cross member.
The change in these quantities is due to the change in track stiffness. For a straight track
without a turnout, the stiffness of the track is usually assumed constant. For a track with
a turnout, the stiffness changes along the length as shown in Figure 4. These quantities
increase up to 1.5 times the static load.

Next, simulations were performed to determine the vertical and normal forces in
straight-track traffic without a turnout. This was done for speeds from 150 km/h to
350 km/h and is shown in Figures 18–27. The value of the force due to the load per wheel
is 8.1 × 104 N. The alternating loads fluctuate around this value.

From the results presented, there are oscillations of these forces in the movement on
the track without turnout, but there is no significant difference. There is an increase of
about 1 × 104 N in the normal force. These forces are the basis for determining the contact
surfaces and the amount of wear.
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Figure 18. Vertical force at 150 km/h on a straight track without a turnout.

 
Figure 19. Vertical force at 200 km/h on a straight track without a turnout.
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Figure 20. Normal force at 150 km/h on a straight track without a turnout.

 
Figure 21. Normal force at 200 km/h on a straight track without a turnout.
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Figure 22. Vertical force at 250 km/h on a straight track without a turnout.

 
Figure 23. Vertical force at 300 km/h on a straight track without a turnout.
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Figure 24. Normal force at 250 km/h on a straight track without a turnout.

 
Figure 25. Normal force at 300 km/h on a straight track without a turnout.
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Figure 26. Vertical force at 350 km/h on a straight track without a turnout.

 
Figure 27. Normal force at 350 km/h on a straight track without a turnout.
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Next, we proceeded to determine the wear on the wheel and rail. Two works, [12]
and [13], were used to consider this topic. Based on them, the following relations can
be written:

Wm = C · Wf
Wd = C1 · Wf−na

(2)

where Wm is the mass consumed [μ · g] per unit contact surface, Wd is the depth of the wear
surface [mm], C is constant (for steel ≈0.00124 μ · g/N · mm), Wf is the work of friction
forces [N · mm], C1 is the constant ≈1.55 × 10−7 [mm/N], and Wf−na is the work of friction
forces per unit contact surface [mm2/Nn].

mW = C · Wl (3)

where mW is the mass of consumed material per unit contact area [μ · g /mm2], C is the
constant (for steel ≈0.00124 μ · g/N · mm), and Wl is the work done by friction force per
unit area of contact ellipse [mm2/N].

Using the presented relations, Wl was determined as the wear factor. The software
used to perform the simulation makes it possible to determine the wear factor. Such a test
was performed for a straight track with a turnout and for a straight track without a turnout.
The test results are shown in Figures 28–37. The figures show wear factors and wheel and
rail wear for the passage of a rail vehicle through a turnout with and without a turnout.

 
Figure 28. Wear coefficient at 100 km/h on a straight track with a turnout.
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Figure 29. Wear coefficient obtained for a straight track without a turnout at 150 km/h.

 

Figure 30. Wear coefficient at 200 km/h on a straight track with a turnout.
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Figure 31. Wear coefficient obtained for a straight track without a turnout at 200 km/h.

 

Figure 32. Wear coefficient obtained for a straight track with a turnout at 250 km/h.

124



Energies 2021, 14, 7520

 
Figure 33. Wear coefficient obtained for a straight track without a turnout at 250 km/h.

 
Figure 34. Wear coefficient obtained for a straight track at 300 km/h with a turnout.
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Figure 35. Wear coefficient obtained for a straight track without a turnout at 300 km/h.

Figure 36. Wear coefficient obtained for a straight track at 350 km/h with a turnout.
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Figure 37. Wear coefficient obtained for a straight track without a turnout at 350 km/h.

From the simulations presented, when passing through a turnout, the wear coefficients
increase in the turnout entry area (needle and resistor) and in the crossover area. For traffic
on a track without a turnout, the wear factors vary between 0.0005 and 0.05 N/mm2, while
for traffic through a turnout, the factors vary between 0.16 and 12 N/mm2. In traffic on the
track without a turnout, the maximum magnitudes come from the normal forces, which
increase above the nominal force and decrease when the normal force decreases below the
nominal force. The nominal force is 8.1 × 104 N.

Simulations of 20,000 train runs on a straight track through a turnout at 200 km/h
were performed. The wear results are shown for the left wheel of the wheelset and the wear
of the rail by the left wheel. The wear of the left wheel is shown in Figure 38, and the wear
of the rail is shown in Figure 39. The wears for the other wheels and rails are identical.

For the same speed of 200 km/h, simulations were performed for wheel and rail
wear when the rail vehicle moves on the track without turnout. Wheel wear is shown in
Figure 40 and rail wear is shown in Figure 41 for the same conditions.
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Figure 38. Wear of the first left wheel when a rail vehicle passes a turnout at 200 km/h on a straight track.
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Figure 39. Wear of rail by the left wheel of the first set when the rail vehicle passes through the turnout at 200 km/h on a
straight track.
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Figure 40. Wheel wear for a straight track without a turnout with constant stiffness obtained at 200 km/h. The maximum
wear value is above 0.00014 mm.
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Figure 41. Rail wear for a straight track without a turnout with constant stiffness obtained at 200 km/h. The maximum
value of wear is above 0.0004 mm.

Simulations were then performed for speeds of 300 km/h and 350 km/h for a straight
track with a turnout and a straight track without a turnout. The results are shown in
Figures 42–49.
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Figure 42. Wheel wear at 300 km/h for straight-track traffic through a turnout.
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Figure 43. Wheel wear at 350 km/h for straight-track traffic through a turnout.
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Figure 44. Rail wear at 300 km/h for straight-track traffic through a turnout.
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Figure 45. Rail wear for a railroad turnout at 350 km/h for straight-track traffic through the turnout.
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Figure 46. Wheel wear for a straight track without a turnout with constant stiffness obtained at 300 km/h.
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Figure 47. Wheel wear for a straight track without a turnout with constant stiffness obtained at 350 km/h.
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Figure 48. Rail wear for a straight track without a turnout with constant stiffness obtained at 300 km/h.
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Figure 49. Rail wear for a straight track without a turnout with constant stiffness obtained at 350 km/h.

From the presented simulation results, it can be clearly seen that the wheel and rail
wear when passing through a turnout is many times greater than on a track without a
turnout. This coincides with the magnitude of forces and the magnitude of wear factors
under the same conditions in relation to lower speeds.

This section may be divided by subheadings. It should provide a concise and precise
description of the experimental results, their interpretation, as well as the experimental
conclusions that can be drawn.

The wear phenomenon itself is related to the way in which the wheelsets are fitted into
horizontal curves (circular curves and transition curves). The magnitude of the occurring
wheel–track contact forces plays a decisive role. Of course, wear of the rails is accompanied
by wear of the rims (Figures 38, 40, 42, 43, 46 and 47). In the presented wear diagrams,
the distances between minima and maxima are within 2–3 m, while the distance between
axles in the bogie is 1.9 m. The maximum lateral wear occurs at distances of 6–9 m from
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each other. These limits correspond to the distance between bogies in a wagon or between
the last bogie in the front wagon and the first bogie in the next wagon. The changes in
the amount of wear (between successive extremes) can be large and, as shown, occur
at relatively short distances from each other. In this way, they can become the cause of
sudden changes in track gauge. This, in turn, is directly related to the issue of driving
safety. The rolling stock is at risk of derailment if the gradient of the track gauge exceeds
the permissible value. During the wear of the side of the grooved head of the outer rail of
a straight track turnout and the flange of the outer wheel, the clearance between the side
of the inner rail guide and the inner side of the flange of the inner wheel decreases. In a
certain state of wear, when the side surfaces rub together, there is simultaneous contact of
the flanges of both wheels with the rails. The further interaction of the wheelset with the
track depends on multiple factors, such as the position of the bogie when passing through
the turnout crossings, the running angle, the value of the steering forces, and the degree
of wear on the wheel flanges and rail heads. If the wear of the outer rail head increases,
the guidance in the straight track movement of the railway turnout is taken over by the
inner wheel, rubbing the inner side of the flange against the guideway, and then all these
parameters exceed the acceptable criteria.

A significant influence on the nature and magnitude of lateral wear is exerted by the
direction of the vehicle’s movement on the straight track, especially on the switch point
and the frog, as well as the speed of travel. The obtained diagrams clearly show that wear
increases in accordance with the direction of travel. The highest wear is observed on the
crossing in the cross member. At this point, a clear irregularity in the path of the last
wagons in the rail vehicle formation was observed. The pronounced projections (lateral
vibrations) of the last carriage in a tramway formation at these locations are the result of
large increments in lateral acceleration. Hence, large lateral forces are transmitted to the
outer rail in such a curve. The higher the speed of the vehicle on the straight track, the
greater the acceleration. The higher the acceleration, the higher the speed of the vehicle on
the straight track.

Apart from contact wear, there is also the phenomenon of corrugation, i.e., corrugated
wear. According to the definition given by the UIC (International Union of Railways),
corrugated wear is characterised by the occurrence of almost regular irregularities on the
rail head surfaces and, on the wheel, running surfaces at intervals of 30 to 80 mm in the
form of glossy wave ridges and darkening depressions. Wave wear is an additional source
of noise. The course of this phenomenon varies greatly. The conditions conducive to its
occurrence are the homogeneity of traffic flow, the type of traffic, and the variable speed of
the rail vehicle. It often occurs at sections of rolling stock acceleration and at long straight
sections. Railway track construction, as well as differences in the hardness of rails and
wheel components of rolling stock, also influence the rate of increase in the phenomenon.

4. Conclusions

The intensity of lateral wear of the rails and the wheel when running on a straight
track is considerably greater than on typical railway lines. This is due to the specific
operating conditions and, as measurements have shown, the variability of the normal force
and, most likely, the variability of the contact surface. The problem of wear must be looked
at comprehensively. In order to reduce the intensity of lateral rail wear, it must also be
borne in mind that rim wear must be reduced in parallel. This principle should be the basic
assumption of any remedial measures taken.

According to the presented material, the mathematical modelling of vehicle motion
on a track with a switch must consider the variation of stiffnesses in the area of entry to
the spire and passage through the cross member. An increase in these stiffnesses causes an
increase in vertical and normal forces, and thus, an increase in the wear process.

Simulation of different conditions of traffic on a straight track without a switch and
on a straight track with a switch indicates that wear of both wheels and rails when a rail
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vehicle passes through the switch at speeds exceeding 200 km/h causes very big increments
of wear on both wheels and rails.

High-dynamic loads acting on the railroad turnout elements and variations in time
lead to significant property changes, such as faster abrasive wear and local plastic defor-
mation of the material in the rolling layer of the rail sections. The knowledge of the load
sustained during the passage of the rail vehicle through the turnout makes it possible to
determine the actual operating conditions of the turnout. By means of the digital simulation
of mathematical models, it is possible to select the elements most exposed to destructive
effects of dynamic loads.

The presented modelling and simulation process can be used for other conditions of
rail vehicle passage through the turnout, i.e., turnouts with larger radii, e.g., turnouts with
a radius of 3000 m or 10,000 m (the modelling and simulation has been carried out for the
turnout of 1200 m).

In further work, the authors will carry out the study of traffic after passing through
the turnout and the right and left turning track. A separate problem is the study of the
movement of a rail vehicle on a curve.
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