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Preface to “Characterization and Modelling of
Composites, Volume II”

The increasing demands for more durable, lighter, and smarter structures have led to the
development of new and advanced composites. Increased strength and simultaneous weight
reduction have resulted in energy savings and applications in several manufacturing industries,
such as the automotive and aerospace industries as well as in the production of everyday products.
Their optimal design and utilization are a process, which requires their characterization and efficient
modeling. The papers published in this Special Issue of the Journal of Composites Science will give
composite engineers and scientists insight into what the existing challenges are in the characterization
and modeling for the composites field, and how these challenges are being addressed by the research
community. The papers present a balance between academic and industrial research, and clearly
reflect the collaborative work that exists between the two communities, in a joint effort to solve the

existing problems.
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Abstract: The increasing demands for more durable, lighter, and smarter structures have led to
the development of new and advanced composites. Increased strength and simultaneous weight
reduction have resulted in energy savings and applications in several manufacturing industries,
such as the automotive and aerospace industries as well as in the production of everyday products.
Their optimal design and utilization are a process, which requires their characterization and efficient
modeling. The papers published in this Special Issue of the Journal of Composites Science will give
composite engineers and scientists insight into what the existing challenges are in the characterization
and modeling for the composites field, and how these challenges are being addressed by the research
community. The papers present a balance between academic and industrial research, and clearly
reflect the collaborative work that exists between the two communities, in a joint effort to solve the
existing problems.

Keywords: composites; composite structures; nanocomposites; additive manufacturing; characteriza-
tion; modeling; finite element analysis; simulation; experiments

The last few decades have seen extraordinary progress in the science and technology
of composites. Their distinctive characteristics make composites desirable for engineering
applications in a wide variety of industrial sectors. New manufacturing methods are
driving cost reduction, and emerging areas such as nanocomposites, green composites,
2D /3D textile composites, multifunctional composites, and smart composites have been
the focus of much exciting and innovative research activity. This Special Issue is the
continuation of the successful first companion Special Issue [1,2]. It contains a snapshot
of the research typical of this activity, and includes thirty-two papers on topics such as
additive manufacturing of composites, structural and failure analysis, process modeling,
fundamental mechanisms at nano- and microscales in both nano- and biocomposites, and
non-destructive testing methods for advanced carbon composites.

Fiber-reinforced polymer matrix composites continue to attract scientific and industrial
interest since they offer superior strength-, stiffness-, and toughness-to-weight ratios. The
research of Youssef et al. [3] characterizes two sets of E-Glass/Epoxy composite skins:
stressed and unstressed. The stressed samples were previously installed in an underground
power distribution vault and were exposed to fire while the unstressed composite skins
were newly fabricated and never-deployed samples. The mechanical, morphological,
and elemental composition of the samples were methodically studied using a dynamic
mechanical analyzer, a scanning electron microscope (SEM), and an x-ray diffractometer,
respectively. Sandwich composite panels consisting of E-glass/Epoxy skin and balsa
wood core were originally received, and the balsa wood was removed before any further
investigations. Skin-only specimens with dimensions of ~12.5 mm wide, ~70 mm long,
and ~6 mm thick were tested in a Dynamic Mechanical Analyzer in a dual-cantilever
beam configuration at 5 Hz and 10 Hz from room temperature to 210 °C. Micrographic
analysis using the SEM indicated a slight change in morphology due to the fire event
but confirmed the effectiveness of the fire-retardant agents in quickly suppressing the
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fire. Accompanying Fourier transform infrared and energy dispersive X-ray spectroscopy
studies corroborated the mechanical and morphological results. Finally, X-ray diffraction
showed that the fire event consumed the surface level fire-retardant and the structural
attributes of the E-Glass/Epoxy remained mainly intact. The results suggest the panels can
continue field deployment, even after short fire incident.

Mechanical properties of fiber-reinforced engineering materials often depend on their
local orientation of fibers. Analytical orientation models such as the Folgar Tucker model
are widely applied to predict the orientation of suspended non-spherical particles. The
accuracy of these models depends on empirical model parameters. Dietemann et al. [4]
assess how well analytical orientation models can predict the orientation of suspensions
not only consisting of fibers but also of an additional second particle type in the shape of
disks, which are varied in size and filling fraction. They mainly focus on the FT model
and compare its accuracy to more complex models such as Reduced-Strain Closure model,
Moldflow Rotational Diffusion model, and Anisotropic Rotary Diffusion model.

Building owners have become interested in a sustainable and healthy environment,
which is a trend favoring ecological materials with outstanding performance. In addition,
currently thermal insulation can be considered to be a hot issue for civil engineering that
tries to reduce cooling and heating costs and, at the same time, eliminate CO, emissions.
Ninikas et al. [5] investigate the technical feasibility of manufacturing low density insu-
lation particleboards that were made from two renewable resources, namely hemp fibers
(Cannabis sativa) and pine tree bark, which were bonded with a non-toxic methyl cellulose
glue as a binder. Four types of panels were made, which consisted of varying mixtures of
tree bark and hemp fibers (tree bark to hemp fibers percentages of 90:10, 80:20, 70:30, and
60:40). An additional set of panels was made, consisting only of bark. The results showed
that addition of hemp fibers to furnish improved mechanical properties of boards to reach
an acceptable level. The thermal conductivity unfavorably increased as hemp content in-
creased, though all values were still within the acceptable range. Based on cluster analysis,
board type 70:30 (with 30% hemp content) produced the highest mechanical properties as
well as the optimal thermal conductivity value. It is concluded that low density insulation
boards can be successfully produced using these waste raw materials.

Recently, a rapid development has been observed concerning drive shafts made of
composite materials that, in addition to their low weight, are able to respond effectively
to their functional demands. The potential performance improvement of specific mechan-
ical components due to the use of nanomaterials has not been extensively reported yet.
Georgantzinos et al. [6] carried out the modal and linear buckling analysis of a laminated
composite drive shaft reinforced by multi-walled carbon nanotubes using an analytical
approach, as well as the finite element method. Their theoretical model is based on clas-
sical laminated theory. The fundamental frequency and the critical buckling torque were
determined for different fiber orientation angles. The Halpin-Tsai model was employed
to calculate the elastic modulus of composites having randomly oriented nanotubes. The
effect of various carbon nanotube volume fractions in the epoxy resin matrix on the mate-
rial properties of unidirectional composite laminas was also analyzed. The fundamental
frequency and the critical buckling torque obtained by the finite element analysis and the
analytical method for different fiber orientation angles were in good agreement with each
other. The results were verified with data available in the open literature, where possible.
For the first time in the literature, the influence of carbo nanotube fillers on various com-
posite drive shaft design parameters such as the fundamental frequency, critical speed, and
critical buckling torque of a hybrid fiber-reinforced composite drive shaft was predicted.

During construction works, it is advisable to prevent strong thawing and an increase
in the moisture content of the foundations of engineering structures in the summer. Since
the density of water and ice differ, due to the difference bulging of the foundation sections
can occur when it freezes back in winter. Sivtsev et al. [7] numerically investigated the effect
of fiber-reinforced piles on the thermal field of the surrounding soil; that is, the study of the
influence of aggregates with high and low thermal-physical properties on the temperature
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of frozen soils is conducted. Basalt and steel fiber reinforcement were compared. The
difficulty of this work is that the inclusions inside piles are too small compared to the pile
itself. Therefore, to solve the Stefan problem, a generalized multiscale finite element method
(GMSFEM) was used. In the GMsFEM, the usual conforming partition of the domain into a
coarse grid was used. It allowed reducing problem size and, consequently, accelerating the
calculations. Results of the multiscale solution were compared with fine-scale solution, the
accuracy of GMsFEM was investigated, and the optimal solution parameters were defined.
Therefore, GMSFEM was shown to be well suited for the designated task. Collation of
basalt and steel fiber reinforcement showed a beneficial effect of high thermal conductive
material inclusion on freezing of piles in winter.

The demand for high strength and lightweight steel is inevitable for technological,
environmental, and economic progress. Umar et al. [8] uses EBSD data of two thermo-
mechanically processed medium carbon (C45EC) steel samples to simulate micromechani-
cal deformation and damage behavior. Two samples with 83% and 97% spheroidization
degrees are subjected to virtual monotonic quasi-static tensile loading. The ferrite phase is
assigned already reported elastic and plastic parameters, while the cementite particles are
assigned elastic properties. A phenomenological constitutive material model with critical
plastic strain-based ductile damage criterion is implemented in the DAMASK framework
for the ferrite matrix. At the global level, the calibrated material model response matches
well with experimental results, with up to ~97% accuracy. The simulation results provide
essential insight into damage initiation and propagation based on the stress and strain
localization due to cementite particle size, distribution, and ferrite grain orientations. In
general, it is observed that the ferrite—cementite interface is prone to damage initiation at
earlier stages triggered by the cementite particle clustering. Furthermore, it is observed
that the crystallographic orientation strongly affects the stress and stress localization and
consequently nucleating initial damage.

The mechanical and ring stiffness of glass fiber pipes are the most determining factors
for their ability to perform their function, especially in a work environment with difficult
and harmful conditions. Usually, these pipes serve in rough underground environments of
desert and petroleum fields; therefore, they are subjected to multi-type deterioration and
damage agents. In polymers and composite materials, corrosion is identified as the degra-
dation in their properties. Hassan et al. [9] carried out tension and compression tests before
and after preconditioning in a corrosive agent for 60 full days to reveal corrosion influences.
Moreover, the fracture toughness is measured using a standard single edge notch bending.
Ring stiffness of such pipes which, are considered characteristic properties, is numerically
evaluated using the extended finite element method before and after preconditioning. The
results reported that both tensile and compressive strengths degraded nearly more than
20%. Besides the fracture toughness decrease, the stiffness ring strength is reduced, and the
finite element results are in good agreement with the experimental findings.

Components made from multidirectional fiber-reinforced composite laminates experi-
ence several distinct damage mechanisms when exposed to fatigue loads. A model that
predicts the stiffness degradation in multidirectional reinforced laminates due to off-axis
matrix cracks is proposed by Drvoderic et al. [10] and evaluated using data from fatigue
experiments. Off-axis cracks are detected in images from the fatigue tests with automated
crack detection to compute the crack density of the off-axis cracks which is used as the
damage parameter for the degradation model. The purpose of this study is to test the
effect of off-axis cracks on laminate stiffness for different laminate configurations. The
hypothesis is that off-axis cracks have the same effect on the stiffness of a ply regardless of
the acting stress components if the transverse stress is positive. This hypothesis proves to
be wrong. The model can predict the stiffness degradation well for laminates with a ply
orientation such as the one used for calibration but deviates for plies with different in-plane
shear stress. This behavior can be explained by the theory that off-axis cracks develop by
two different micro damage modes depending on the level of in-plane shear stress. It is
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found that besides influencing the initiation and growth of off-axis cracks, the stiffness
degradation is also mode dependent.

Lack of cost information is a barrier to acceptance of 3D woven preforms as reinforce-
ments for composite materials, compared with 2D preforms. A parametric, resource-based
technical cost model (TCM) was developed by Clarke et al. [11] for 3D woven preforms
based on a novel relationship equating manufacturing time and 3D preform complexity.
Manufacturing time, and therefore cost, was found to scale with complexity for seventeen
bespoke manufactured 3D preforms. Two sub-models were derived for a Weavebird loom
and a Jacquard loom. For each loom, there was a strong correlation between preform
complexity and manufacturing time. For a large, highly complex preform, the Jacquard
loom is more efficient, so preform cost will be much lower than for the Weavebird. Provided
production is continuous, learning, either by human agency or an autonomous loom control
algorithm, can reduce preform cost for one or both looms to a commercially acceptable
level. The TCM cost model framework could incorporate appropriate learning curves with
digital twin/multi-variate analysis so that cost per preform of bespoke 3D woven fabrics
for customized products with low production rates may be predicted with greater accuracy.
A more accurate model could highlight resources such as tooling, labor, and material for
targeted cost reduction.

In tape placement process, the laying angle and laying sequence of laminates have
proven their significant effects on the mechanical properties of carbon fiber reinforced
composite material, specifically, laminates. To optimize these process parameters, an
optimization algorithm is developed by Mou et al. [12] based on the principles of genetic
algorithms for improving the precision of traditional genetic algorithms and resolving the
premature phenomenon in the optimization process. Taking multi-layer symmetrically
laid carbon fiber laminates as the research object, this algorithm adopts binary coding to
conduct the optimization of process parameters and mechanical analysis with the laying
angle as the design variable and the strength ratio R as the response variable. A case
study was conducted, and its results were validated by the finite element analyses. The
results show that the stresses before and after optimization are 116.0 MPa and 100.9 MPa,
respectively, with a decrease in strength ratio by 13.02%. The results comparison indicates
that, in the iterative process, the search range is reduced by determining the code and
location of important genes, thereby reducing the computational workload by 21.03% in
terms of time consumed. Through multiple calculations, it validates that “gene mutation”
is an indispensable part of the genetic algorithm in the iterative process.

In industrial applications where contact behavior of materials is characterized, fretting-
associated fatigue plays a vital role as a failure agitator. While considering connection,
it encounters friction. Biomaterials such as polytetrafluoroethylene (PTFE) and ultra-
high-molecular-weight polyethylene (UHMWPE) are renowned for their low coefficient
of friction and are utilized in sophisticated functions such as the hip joint cup and other
biomedical implants. In addition to the axial stresses, some degree of dynamic bending
stress is also developed occasionally in those fretting contacts. Shah et al. [13] investigated
the fracture behavior of a polymer PTFE under bending fretting fatigue. Finite element
analysis justified the experimental results. A mathematical model is proposed by develop-
ing an empirical equation for fracture characterization in polymers such as PTFE. It was
found that the bending stiffness exists below the loading point ratio (LPR) 3.0, near the
collar section of the specimen. Along with fretting, the bending load forces the specimen
to crack in a brittle-ductile mode near the sharp-edged collar where the maximum strain
rate, as well as stress, builds up. For a loading point ratio of above 3, a fracture takes
place near the fretting pads in a tensile-brittle mode. Strain proportionality factor, k was
found as a life optimization parameter under conditional loading. The microscopic analysis
revealed that the fracture striation initiates perpendicularly to the fretting load. The fretting
fatigue damage characteristic of PTFE may have a new era for the biomedical application
of polymer-based composite materials.
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Conveyor belts are used in a wide range of applications such as supermarkets, logistic
centers, and mining. The conveyor belts in mining are reinforced with steel cables to
reach the high strengths required. Frankl et al. [14] introduces a finite element model of
a steel cable-reinforced conveyor belt to accurately compute stresses in the splice. In the
modelled test rig, the belt runs on two drums and is loaded with a cyclic longitudinal force.
An explicit solver is used to efficiently handle the high number of elements and contact
conditions. This, however, introduces some issues of dynamics in the model, which are
subsequently solved: (a) the longitudinal load is applied with a smooth curve and damping
is introduced in the beginning of the simulation, (b) residual stresses are applied in regions
of the belt that are initially bent around the drums, and (c) supporting drums are introduced
at the start of the simulation to hinder oscillations of the belt at low applied forces. To
accurately capture the tensile and bending stiffness of the cables, they are modelled by a
combination of solid and beam elements. The results show that numerical artefacts can be
reduced to an acceptable extent. In the region of highest stresses, the displacements are
additionally mapped onto a submodel with a smaller mesh size. The results show that, for
the investigated belt, the local maximum principal stresses significantly increase when this
region of highest stresses comes into contact with, and is bent by, the drum. Therefore, it is
essential to also consider the belt’s bending to predict failure in such applications.

The microstructure-based finite element modeling (MB-FEM) of material represen-
tative volume element (RVE) is a widely used tool in the characterization and design
of various composites. However, the MB-FEM has a number of deficiencies, e.g., time-
consuming in the generation of a workable geometric model, challenge in achieving high
volume-fractions of inclusions, and poor quality of finite element mesh. Luo [15] first
demonstrate that for particulate composites the particle inclusions have homogeneous
distribution and random orientation, and if the ratio of particle characteristic length to RVE
size is adequately small, elastic properties characterized from the RVE are independent
of particle shape and size. Based on this fact, it is proposed a microstructure-free finite
element modeling (MF-FEM) approach to eliminate the deficiencies of the MB-FEM. The
MEF-FEM first generates a uniform mesh of brick elements for the RVE, and then a number
of the elements, with their total volume determined by the desired volume fraction of
inclusions, is randomly selected and assigned with the material properties of the inclusions;
the rest of the elements are set to have the material properties of the matrix. Numerical
comparison showed that the MF-FEM has a similar accuracy as the MB-FEM in the pre-
dicted properties. The MF-FEM was validated against experimental data reported in the
literature and compared with the widely used micromechanical models. The results show
that for a composite with small contrast of phase properties, the MF-FEM has excellent
agreement with both the experimental data and the micromechanical models. However,
for a composite that has large contrast of phase properties and high volume-fraction of
inclusions, there exist significant differences between the MF-FEM and the micromechanical
models. The proposed MF-FEM may become a more effective tool than the MB-FEM for
material engineers to design novel composites.

In recent years, finite element analysis (FEA) models of different porous scaffold shapes
consisting of various materials have been developed to predict the mechanical behavior
of the scaffolds and to address the initial goals of 3D printing. Although mechanical
properties of polymeric porous scaffolds are determined through FEA, studies on the
polymer nanocomposite porous scaffolds are limited. Kakarla et al. [16] carried out FEA
with the integration of material designer and representative volume elements (RVE) on
a 3D scaffold model to determine the mechanical properties of boron nitride nanotubes
(BNNTs)-reinforced gelatin (G) and alginate (A) hydrogel. The maximum stress regions
were predicted by FEA stress distribution. Furthermore, the analyzed material model and
the boundary conditions showed minor deviation (4%) compared to experimental results.
It was noted that the stress regions are detected at the zone close to the pore areas. These
results indicated that the model used in this work could be beneficial in FEA studies on
3D-printed porous structures for tissue engineering applications.
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Variable stiffness composite laminates can improve the structural performance of
composite structures by expanding the design space. Carvalho et al. [17] explores the
application of variable stiffness laminated composite structures to maximize the funda-
mental frequency by optimizing the tow angle. To this end, an optimization framework
is developed to design the fiber angle for each layer based on the maximization of the
fundamental frequency. It is assumed that the design process includes the manufactur-
ing constraints encountered in the automated fiber placement process and a linear fiber
angle variation. The current study improves existing results by considering embedded
gap defects within the optimization framework. The plates are assumed symmetric, with
clamped and simply supported boundary conditions. The optimal results and a comparison
between the non-steered and steered plates with and without gaps are presented. Results
show that, although gaps deteriorate the structural performance, fiber steering can still
lead to an increase in the fundamental frequency depending on the plate’s geometry and
boundary conditions.

Sandwich structures benefit from the geometrical stiffening effect due to their high
cross-sectional area moment of inertia. Transferred to carbon fiber-reinforced plastic (CFRP)
components, the needed amount of carbon fiber (CF) material can be reduced and with it
the CO, footprint. The combination of a light foam core with continuous fiber-reinforced
face sheets is a suitable material combination for lightweight design. Traditionally, CFRP
sandwich structures with a foam core are manufactured in a two-step process by combining
a prefabricated foam core with fiber-reinforced face sheets. However, in addition to the
reduction in the used CFRP material, manufacturing processes with a high efficiency are
needed. Behnisch et al. [18] investigated sandwich manufacturing and characterization
by using the Direct Sandwich Composite Molding (D-SCM) process for the one-step pro-
duction of CFRP sandwich structures. The D-SCM process utilizes the resulting foaming
pressure during the reactive polyurethane (PUR) foam system expansion for the impreg-
nation of the CF-reinforced face sheets. The results of this work show that the production
of sandwich structures with the novel D-SCM process strategy is feasible in one single
manufacturing step and achieves good impregnation qualities. The foam density and mor-
phology significantly influence the core shear properties and thus the component behavior
under a bending load.

The quadratic function of the original Tsai-Wu failure criterion for transversely
isotropic materials is re-examined by Li et al. [19]. According to analytic geometry, two of
the troublesome coefficients associated with the interactive terms—one between in-plane
direct stresses and one between transverse direct stresses—can be determined based on
mathematical and logical considerations. The analysis of the nature of the quadratic fail-
ure function in the context of analytic geometry enhances the consistency of the failure
criterion based on it. It also reveals useful physical relationships as intrinsic properties
of the quadratic failure function. Two clear statements can be drawn as the outcomes of
the present investigation. Firstly, to maintain its basic consistency, a failure criterion based
on a single quadratic failure function can only accommodate five independent strength
properties, viz. the tensile and compressive strengths in the directions along fibers and
transverse to fibers, and the in-plane shear strength. Secondly, amongst the three transverse
strengths—tensile, compressive and shear—only two are independent.

Thermoset polymers offer great opportunities for mass production of fiber-reinforced
composites and are being adopted across a large range of applications within the automo-
tive, aerospace, construction and renewable energy sectors. They are usually chosen for
marine engineering applications for their excellent mechanical behavior, including low
density and low cost compared to conventional materials. In the marine environment, these
materials are confronted by severe conditions, thus there is the necessity to understand
their mechanical behavior under critical loads. The high strain rate performance of bonded
joints composite under hygrothermal aging has been studied by Lagdani et al. [20]. Initially,
the bonded composite specimens were hygrothermal aged with the conditions of 50 °C
and 80% in temperature and relative humidity, respectively. After that, gravimetric testing
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is used to describe the moisture diffusion properties for the adhesively bonded compos-
ite samples and exhibit lower weight gain for this material. Then, the in-plane dynamic
compression experiments were carried out at different impact pressures ranging from 445
to 1240 s~! using the SHPB (Split Hopkinson Pressure Bar) technique. The experimental
results demonstrated that the dynamic behavior varies with the variation of strain rate.
Buckling and delamination of fiber are the dominant damage criteria observed in the
sample during in-plane compression tests.

Haas et al. [21] tried to enhance and validate a systematic approach for the structural
finite element (FE) analysis of thermoplastic impregnated 3D filament winding structures
(fiber skeletons). The idealized modeling of geometrically complex fiber skeletons used in
previous publications is refined by considering additional characteristic dimensions and
investigating their mechanical influence. Moreover, the modeling approach is transferred
from the meso- to the macro-level in order to reduce modeling and computational effort.
The properties of meso- and macro-level FE models are compared using the example of
simple loop specimens. Based on the results, respective application fields are defined. In
the next step, the same modeling approach is applied to a more complex, three-dimensional
specimen—the inclined loop. For its macro-level FE model, additional material characteriza-
tion and modeling, as well as enhancements in the modeling of the geometry, are proposed.
Together with previously determined effective composite properties of fiber skeletons,
these results are validated in experimental tensile tests on inclined loop specimens.

For some categories of aircraft, such as helicopters and tiltrotors, fuel storage systems
must satisfy challenging crash resistance requirements to reduce or eliminate the possibility
of fuel fires and thus increase the chances of passenger survival. Therefore, for such
applications, fuel tanks with high flexibility (bladder) are increasingly used, which can
withstand catastrophic events and avoid fuel leakages. The verification of these capabilities
must be demonstrated by means of experimental tests, such as the cube drop test (MIL-
DTL-27422). To reduce development costs, it is necessary to execute experimental tests
with a high confidence of success, and, therefore, it is essential to have reliable and robust
numerical analysis methodologies. Cristillo et al. [22] tried to provide a comparison
between two explicit FE codes (i.e., Abaqus and Ls-Dyna), which are the most frequently
used for such applications according to experimental data in the literature. Both codes offer
different material models suitable for simulating the tank structure, and therefore, the most
suitable one must be selected by means of a specific trade-off and calibration activity. Both
can accurately simulate the complex fluid—structure interaction thanks to the use of the
SPH approach, even if the resulting sloshing capabilities are quite different from each other.
Additionally, the evolution of the tank’s deformed shape highlights some differences, and
Abaqus seems to return a more natural and less artificial behavior. For both codes, the error
in terms of maximum impact force is less than 5%, but, even in this case, Abaqus can return
slightly more accurate results.

Additively manufactured parts play an increasingly important role in structural ap-
plications. Fused Layer Modeling (FLM) has gained popularity due to its cost-efficiency
and broad choice of materials, among them, short fiber reinforced filaments with high
specific stiffness and strength. To design functional FLM parts, adequate material models
for simulations are crucial, as these allow for reliable simulation within virtual product
development. Witzgall et al. [23] presented a new approach to derive FLM material models
for short fiber reinforced parts; it is based on simultaneous fitting of the nine orthotropic
constants of a linear elastic material model using six specifically conceived tensile speci-
men geometries with varying build direction and different extrusion path patterns. The
approach is applied to a 15 wt.% short carbon-fiber reinforced PETG filament with own
experiments, conducted on a Zwick HTM 5020 servo-hydraulic high-speed testing machine.
For validation, the displacement behavior of a geometrically more intricate demonstra-
tor part, printed upright, under bending is predicted using simulation and compared to
experimental data. The workflow proves stable and functional in calibration and validation.



J. Compos. Sci. 2022, 6, 274

The quality of the fiber orientation of injection molding simulations and the transferred
fiber orientation content, due to the process—structure coupling, influence the material mod-
eling and thus the prediction of subsequently performed structural dynamics simulations of
short-fiber reinforced, thermoplastic components. Existing investigations assume a reliable
prediction of the fiber orientation in the injection molding simulation. The influence of the
fiber orientation models and used boundary conditions of the process—structure coupling
is mainly not investigated. Kriwet and Stommel [24] investigated the influence of the
fiber orientation from injection molding simulations on the resulting structural dynam-
ics simulation of short-fiber reinforced thermoplastic components. The Advani-Tucker
Equation with phenomenological coefficient tensor is used in a 3- and 2.5-dimensional
modeling approach for calculating the fiber orientation. The prediction quality of the
simulative fiber orientations is evaluated in comparison to experiments. Depending on the
material modeling and validation level, the prediction of the simulated fiber orientation
differs in the range between 7.3 and 347.2% averaged deviation significantly. Furthermore,
depending on the process—structure coupling and the number of layers over the thickness
of the model, the Kullback-Leibner divergence differs in a range between 0.1 and 4.9%.
More layers lead to higher fiber orientation content in the model and improved prediction
of the structural dynamics simulation. The investigations prove that the influence of the
fiber orientation on the structural dynamics simulation is lower than the influence of the
material modeling. With a relative average deviation of 2.8% in the frequency and 38.0% in
the amplitude of the frequency response function, it can be proven that high deviations
between experimental and simulative fiber orientations can lead to a sufficient prediction
of the structural dynamics simulation.

Abbasi et al. [25] conducted an FE numerical study to assess the effect of size on the
shear resistance of reinforced concrete (RC) beams strengthened in shear with externally
bonded carbon fiber-reinforced polymer (EB-CFRP). Although a few experimental studies
have been performed, there is still a lack of FE studies that consider the size effect. Ex-
perimental tests are time-consuming and costly and cannot capture all the complex and
interacting parameters. In recent years, advanced numerical models and constitutive laws
have been developed to predict the response of laboratory tests, particularly for issues
related to shear resistance of RC beams, namely, the brittle response of concrete in shear
and the failure modes of the interface layer between concrete and EB-CFRP (debonding and
delamination). Numerical models have progressed in recent years and can now capture
the interfacial shear stress along the bond and the strain profile along the fibers and the
normalized main diagonal shear cracks. This paper presents the results of a nonlinear FE
numerical study on nine RC beams strengthened in shear using EB-CFRP composites that
were tested in the laboratory under three series, each containing three sizes of geometrically
similar RC beams (small, medium, and large). The results reveal that numerical studies
can predict experimental results with good accuracy. They also confirm that the shear
strength of concrete and the contribution of CFRP to shear resistance decrease as the size of
beams increases.

Lithium-based batteries with improved safety performance are highly desired. At
present, most safety hazard is the consequence of the ignition and flammability of or-
ganic liquid electrolytes. Dry ceramic-polymer composite electrolytes are attractive for
their merits of non-flammability, reduced gas release, and thermal stability, in addition
to their mechanical strength and flexibility. Denney and Huang [26] fabricated free-
standing solid composite electrolytes made up of polyethylene oxide (PEO), LiBF salt, and
LijAliGey_«(POy4)3 (LAGP). This study is focused on analyzing the impacts of LAGP on
the thermal decomposition characteristics in the series of PEO/LiBF;/LAGP composite
membranes. It is found that the appropriate amount of LAGP can (1) significantly reduce
the organic solvent trapped in the polymer network and (2) increase the peak temperature
corresponding to the thermal degradation of the PEO/LiBF,; complex. In the presence of
LAGTP, although the peak temperature related to the degradation of free PEO is reduced,
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the portion of free PEO, as well as its decomposition rate, is effectively reduced, resulting
in slower gas release.

Mechanical properties of fiber-reinforced polymers are sensitive to environmental
influences due to the presence of the polymer matrix but inhomogeneous and anisotropic
due to the presence of the fibers. Hence, structural analysis with mechanical properties as a
function of loading, environment, design, and material condition produces more precise,
reliable, and economic structures. Esha et al. [27] developed an analytical model that can
predict engineering values as well as non-linear stress—strain curves as a function of six
independent parameters for short fiber-reinforced polymers manufactured by injection
molding. These parameters are the strain, temperature, humidity, fiber content, fiber ori-
entation, and thickness of the specimen. A three-point test matrix for each independent
parameter is used to obtain experimental data. To insert the effect of in-homogenous and
anisotropic distribution of fibers in the analytical model, microCT analysis is conducted.
Similarly, dynamic mechanical thermal analysis (DMTA) is performed to insert the vis-
coelastic effect of the material. The least mean square regression method is used to predict
empirical formulas. The standard error of regression for the fitting of the model with
experimental stress—strain curves is closely controlled below 2% of the stress range. This
study provides user-specific material data for simulations with specific material, loading,
and environmental conditions.

Spiral steel cables feature complex deformation behavior due to their wound geometry.
In applications where the cables are used to reinforce rubber components, modeling the
cables is not trivial, because the cable’s outer surface must be connected to the surrounding
rubber material. There are several options for modeling steel cables using beam and/or
solid elements for the cable. So far, no study that lists and evaluates the performance of
such approaches can be found in the literature. Pletz et al. [28] investigate such modeling
options for a simple seven-wire strand that is regarded as a cable. The setup, parameter
calibration, and implementation of the approaches are described. The accuracy of the
obtained deformation behavior is assessed for a three-cable specimen using a reference
model that features the full geometry of the wires in the three cables. It is shown that a
beam approach with anisotropic beam material gives the most accurate stiffness results.
The results of the three-cable specimen model indicate that such a complex cable model
is quite relevant for the specimen’s deformation. However, there is no single approach
that is well suited for all applications. The beam with anisotropic material behavior is
well suited if the necessary simplifications in modeling the cable—rubber interface can be
accepted. The present work thus provides a guide not only for calibrating but also for
selecting the cable-modeling approach. It is shown how such modeling approaches can be
used in commercial FE software for applications such as conveyor belts.

Recent investigations have highlighted the multi-resolution and high throughput
characteristics of the spherical indentation experimental and analysis protocols. Millan-
Espitia and Kalidindi [29] further demonstrate the capabilities of these protocols for reliably
extracting indentation stress—strain (ISS) responses from the microscale constituents as well
as the bulk scale of dual phase materials exhibiting bimodal microstructures. Specifically,
we focus on bimodal microstructures produced in an o—f3 Ti6242 sample. Combining the
multi-resolution indentation responses with microstructural statistics gathered from the
segmentation of back-scattered electron images from the scanning electron microscope
allowed for a critical experimental evaluation of the commonly utilized Rule of Mixtures
based composite model for the elastic stiffness and plastic yield strength of the sample.
The indentation and image analyses protocols described in this paper offer novel research
avenues for the systematic development and critical experimental validation of composite
material models.

Due to the high design freedom and weight specific properties carbon fiber reinforced
plastics (CERP) offer significant potential in light-weighting applications, specifically in the
automotive sector. The demand for medium to high production quantities with consistent
material properties has paved the way for the use of high-pressure resin transfer molding
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(HP-RTM). Due to high experimental cost and number of the operational parameters
the development of numerical simulations to predict part quality is growing. Despite
this, erroneous assumptions and simplifications limit the application of HP-RTM models,
specifically with regard to the energy models used to model the heat transfer occurring
during infiltration. Sherratt et al. [30] investigate the operating parameters at which the
thermal non-equilibrium energy model’s increased computational cost and complexity
is worth added accuracy. It was found that in nearly all cases, using the thermal non-
equilibrium is required to obtain an accurate prediction of the temperature development
and resulting final properties within the mold after the infiltration process.

Additive manufacturing or 3D printing has been utilized for parts built of composite
materials. Both developing composite materials by adding reinforcement particles and
printing such a combination of materials can cause a certain kind of defect and anomaly
generation in printed parts or the inappropriate functionality of the 3D printers. Baechle-
Clayton et al. review [31] the potential failures and flaws associated with fused deposition
modeling (FDM) or fused filament fabrication (FFF) 3D printing technology. The focus is
on presenting the failures and flaws that are caused by the operational standpoints and
which are based on the many years of experience with current and emerging materials and
equipment for the 3D printing of polymers and composites using the FDM/FFF method.
This study provides discussions and insights into the potential factors that can cause the
failure of 3D printers when producing a part and presents the type and characteristics
of potential flaws that can happen in the produced parts. Common defects posed by
FDM printing have been discussed, and common nondestructive detection methods to
identify these flaws both in-process and after the process is completed are discussed.
The discussions on the failures and flaws in machines provides useful information on
troubleshooting the process if they happen, and the review on the failures and flaws in
parts helps researchers and operators learn about the causes and effects of the flaws in a
practical way.

Robust finite element models are utilized for their ability to predict simple to complex
mechanical behavior under certain conditions at a very low cost compared to experimental
studies, as this reduces the need for physical prototypes while allowing for the optimiza-
tion of components. Rabiee and Ghasemnejad [32] reviewed various parameters in finite
element techniques to simulate the crushing behavior of glass/epoxy tubes with different
material models, mesh sizes, failure trigger mechanisms, element formulation, contact
definitions, single and various numbers of shells and delamination modeling. Six different
modeling approaches, namely, a single-layer approach and a multi-layer approach, were
employed with 2, 3, 4, 6, and 12 shells. In experimental studies, 12 plies were used to
fabricate a 3 mm wall thickness GFRP specimen, and the numerical results were compared
with experimental data. This was achieved by carefully calibrating the values of certain
parameters used in defining the above parameters to predict the behavior and energy ab-
sorption response of the finite element model against initial failure peak load (stiffness) and
the mean crushing force. In each case, the results were compared with each other, including
experimental and computational costs. The decision was made from an engineering point
of view, which means compromising accuracy for computational efficiency. The aim is
to develop an FEM that can predict energy absorption capability with a higher level of
accuracy, around 5% error, than the experimental studies.

The benefit of fiber-reinforced composites originates from the interaction between
the fiber reinforcement and the matrix. This interplay controls many of its mechanical
properties and is of utmost importance to enable its unique performance as a lightweight
material. However, measuring the fiber—matrix interphase strength with micromechanical
tests, such as the Broutman test, is challenging, due to the many, often unknown boundary
conditions. Vogtmann et al. [33] use state-of-the-art, high-resolution X-ray computed
microtomography (XRM) as a tool to investigate post mortem the failure mechanisms of
single carbon fibers within an epoxy matrix. This was conducted at the example of single
carbon fiber Broutman test specimens. The capabilities of today’s XRM analysis were
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shown in comparison to classically obtained light microscopy. A simple finite element
model was used to enhance the understanding of the observed fracture patterns. In
total, this research reveals the possibilities and limitations of XRM to visualize and assess
compression-induced single fiber fracture patterns. Furthermore, comparing two different
matrix systems with each other illustrates that the failure mechanisms originate from
differences in the fiber —matrix interphases. The carbon fiber seems to fail due to brittleness
under compression stress. Observation of the fiber slippage and deformed small fracture
pieces between the fragments suggests a nonzero stress state at the fragment ends after
fiber failure. Even more, these results demonstrate the usefulness of XRM as an additional
tool for the characterization of the fiber—matrix interphase.

Finally, in this Special Issue established by Georgantzinos et al. [34] the concept of
six-dimensional (6D) printing as a new branch of additive manufacturing investigating its
benefits, advantages as well as possible limitations concerning the design and manufactur-
ing of effective smart structures. The concept of 6D printing, to the author’s best knowledge,
is introduced for the first time. The new method combines the four-dimensional (4D) and
five-dimensional (5D) printing techniques. This means that the printing process is going to
use five degrees of freedom for creating the final object while the final produced material
component will be a smart/intelligent one (i.e., will be capable of changing its shape or
properties due to its interaction with an environmental stimulus). A 6D printed structure
can be stronger and more effective than a corresponding 4D printed structure, can be
manufactured using less material, can perform movements by being exposed to an external
stimulus through an interaction mechanism, and it may learn how to reconfigure itself
suitably, based on predictions via mathematical modeling and simulations.
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Abstract: In this review, the potential failures and flaws associated with fused deposition modeling
(FDM) or fused filament fabrication (FFF) 3D printing technology are highlighted. The focus of
this article is on presenting the failures and flaws that are caused by the operational standpoints
and which are based on the many years of experience with current and emerging materials and
equipment for the 3D printing of polymers and composites using the FDM/FFF method. FDM or
FFF 3D printing, which is also known as an additive manufacturing (AM) technique, is a material
processing and fabrication method where the raw material, usually in the form of filaments, is added
layer-by-layer to create a three-dimensional part from a computer designed model. As expected,
there are many advantages in terms of material usage, fabrication time, the complexity of the part,
and the ease of use in FDM/FFF, which are extensively discussed in many articles. However, to
upgrade the application of this technology from public general usage and prototyping to large-scale
production use, as well as to be certain about the integrity of the parts even in a prototype, the quality
and structural properties of the products become a big concern. This study provides discussions and
insights into the potential factors that can cause the failure of 3D printers when producing a part
and presents the type and characteristics of potential flaws that can happen in the produced parts.
Common defects posed by FDM printing have been discussed, and common nondestructive detection
methods to identify these flaws both in-process and after the process is completed are discussed. The
discussions on the failures and flaws in machines provides useful information on troubleshooting
the process if they happen, and the review on the failures and flaws in parts helps researchers and
operators learn about the causes and effects of the flaws in a practical way.

Keywords: fused deposition modeling (FDM); fused filament fabrication (FFF); polylactic acid (PLA)
filament; acrylonitrile butadiene styrene (ABS) filament; nondestructive testing (NDT); 3D printing;
additive manufacturing (AM)

1. Introduction
1.1. Fused Deposition Modeling (FDM) as a Cost-Effective Alternative to Traditional
Manufacturing

Fused Deposition Modeling (FDM) or fused filament fabrication (FFF) is the applica-
tion of additive manufacturing technology that uses a heating chamber to liquify a polymer
that is then fed and extruded by a system in the form of a filament [1]. In this paper, the
term FDM will be used for the purpose of consistency. Many times, the filaments used in
an FDM printer consist of wax and/or a thermoplastic polymer (Figure 1) [2]; however, this
technology also offers the possibility of introducing and printing composite materials as
well [3,4]. FDM technology is widely used in commercial applications [5]. This is due to the
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relative strength of the parts produced using FDM applications. One of its largest consumer
applications is within aerospace engineering. Such applications produced from polymers
created by Stratasys and Orbis are FAA-approved ULTEM 9085 aircraft air ducts [6]. It
has a large range of materials and applications that surpass other AM technologies and
traditional manufacturing.

Figure 1. Example of an FDM 3D printer with a polymer filament spool (top-left).

Compared to traditional manufacturing, additive manufacturing via FDM methods is
more cost effective. While the initial investment into 3D FDM printing can be substantial,
its application in prototyping and part design saves both time and economic resources. On
average, a 1 kg roll of Polylactic Acid (PLA) filament is approximately USD 20.00 [7]. In ad-
dition to the benefits from the lower cost of raw materials, the reduction in fabrication time
and labor, as well as the close-to-zero waist of material due to no subtractive fabrication
process, significantly affect the overall cost of part manufacturing compared to traditional
manufacturing techniques. The type and size of a 3D printer determine the overall associ-
ated cost. An initial investment for a larger industrial-scale FDM printer is the in the range
of USD 70,000 to USD 400,000. When considering smaller FDM printers such as a desktop
model for mostly prototyping purposes, the initial cost could be in the range of USD 1300
to USD 2500 [8-10]. With the complex geometry available to manufacturers/fabricators
that would be unrealistic by traditional means, FDM is the answer. The major issues posed
by the increasing application of FDM additive manufacturing in comparison to traditional
manufacturing are the ability to find internal defects and the assessment of the quality of
the parts.

Additive manufacturing or 3D printing has been also utilized for parts built of com-
posite materials. The combination of two materials as the base for developing composite
materials has been developed over the years to achieve enhanced mechanical and material
properties such as higher strength-to-weight ratios as well as thermal and/or electrical
functionalities [11]. The 3D printing of composite materials comes with its own pros and
cons. It provides the capability to print parts with complex geometries and controlled
dimensions, but at the same time, it has certain limitations regarding the reinforcement
materials that can be added to the base polymer to print a polymer matrix composite [12].
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In addition, both developing composite materials by adding reinforcement particles and
printing such a combination of materials can cause a certain kind of defect and anomaly
generation in printed parts or the inappropriate functionality of the 3D printers [13]. Some
of the major types of such defects include warping and geometrical distortion, voids and
porosities in the matrix and filament, poor fiber-matrix bonding, and uneven reinforcement
distribution in the matrix base polymer. As an example, the homogeneity of the reinforcing
and base polymer mixing is a common challenge which can cause significant changes in
composite material properties. Related common types of defects and failures of polymer
and composite materials and their 3D printing are discussed in the following section.

1.2. Common Defects Posed by FDM Printing

With the large application and rapid growth of additively manufactured materials, the
concern for the integrity and safety of the parts and testing methods is paramount. Unlike
traditionally manufactured parts, due to the nature of the polymer-based FDM materials,
traditional stress/strain tests or defect inspection tests would result in the damage and
destruction of the part. Currently, the most common defects are porosity and density
changes within the material [14]. This is caused by a various number of issues, but the most
common is the environmental and production control of the application of thermal and
humidity changes within the fabrication process [15,16].

FDM technology fabricates a part through a heating and cooling cycle of a filament.
For PLA, the recommended temperature is between 401 °F +/— 27° [7]. However, the rec-
ommended temperature will vary based on the diameter of the filament and the extrusion
nozzle of the printer head. The extrusion temperature is crucial in FDM printing. The
temperature directly impacts the viscosity and adhesion of the filament, which are deciding
factors of the functionality of the print [17]. For parts that are designed for aesthetic pur-
poses, the issue is not a consideration. For pieces fabricated for their resultant functionality
within a whole integrated system, this issue is daunting.

1.2.1. Thermal Inconsistencies Affecting Part Fabrication

The application of heat is vital in FDM for both polymer and composite printing. The
process of extrusion has to be maintained throughout the printing process. Within FDM
technology, the largest issue is heating consistency. There are several different types of FDM
printers in circulation during the 21st century. While there is a wide variety of filament
types, this paper will focus on the application of acrylonitrile butadiene styrene (ABS) and
polylactic acid (PLA). In FDM printers, there are two common applications of heat. The first
application of heat is within the thermocouple attached to the printer head extruder. This
thermocouple is controlled by the software used by the printer. It runs using cycle heating,
meaning that the thermocouple will reach the required temperature, and then the heat
application will be removed until it drops to a temperature outside of the tolerance range.
This lack of consistency is a reoccurring and substantial issue with FDM applications. With
the inconsistent heating/cooling of the polymer filament, the adhesion of the applied layers
will differentiate, causing an ununiformed density and consistency between the layers of
the part.

FDM printing layer adhesion is greatly affected by the ambient temperature created
by the thermocouples connected to the print bed. When in an enclosed system, the ther-
mocouples attached to the underside of the print bed produce and maintain an average
temperature. This temperature is commanded by the software of the printer per the filament
requirements stated in the slicing software. Fluctuations in the print bed temperature will
result in the warping of the base layer of the print. This warping will produce inconsistent
prints and failures for the rest of the print. When the base layers warp, the chances of
being caught on the printer extrusion head are drastically increased, and the adhesion of
the print to the print bed will be jeopardized. If the filament is applied to the print bed
at a temperature that increases the viscosity, the print will fail to adhere at a microlevel,
therefore reducing the surface tension between the print bed and the print itself. This type
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of defect is very common in an exposed printer environment, mainly due to the ambient
fluctuations of an uncontrolled environment.

When a print bed is heated to a temperature higher than that recommended for the
print, the risk of over-melting the print and the reduction of the print bed /part adherence
greatly increases. If the filament is not allowed to harden at a gradual pace, the print
head will extrude filament that will not adhere to the print bed. This will result in “air
printing”, or the filament extruding into the air rather than attaching to the print bed. This
is a more common issue with printers that have fewer than five thermocouples and an
open printing environment [18]. Printers with fewer than five thermocouples have a higher
chance of cold spots and inconsistent heating due to overlapping ranges. This is because
thermocouples work on an average range of temperatures rather than keeping a constant
temperature. The thermocouples will fluctuate within the range, creating that average
temperature reported between them. When thermocouples work, they must take into
account not just the temperature ranges of the hot end but also the impact of the external
environment [19].

1.2.2. Fiber-Related Defects in Composites

However, adding reinforcing materials or fibers to the base polymer has been shown
to be beneficial in enhancing material properties in composites, but they can also cause
several challenges in terms of defect generation and challenges with enhanced mechanical
properties [20]. One of these challenges arises from the feeding material development
and usage process. Mixing the fibers with the matrix polymer must be done such that the
final composition is as uniform as possible. The uniformity of the composition is not only
an essential factor toward the enhanced mechanical properties but also eliminates stress
concentration in particular areas or weak regions in the composite material [21]. When
3D printing composite materials, it is expected to have a well-defined fiber orientation in
the final part. Several different factors from both the feeding composite material and the
manufacturing process may cause a local alignment deviation of fibers. Such localized
misalignment of the fibers is called waviness [22]. If a composite part contains waviness
flaws, it is more likely to be subjected to failure at or around the waviness regions during
the strength test or over the operating life of the structure. Several studies have evaluated
the waviness and its influence on mechanical properties and the failure of the composite
material [23-25]. As explained earlier, fiber waviness, in addition to a few other factors
such as manufacturing deficiency and curved geometries and coordination, can generate
a related defect which is generally due to fiber misalignment [26]. Fiber misalignment
is particularly important in unidirectional composite materials and is shown to have a
significant effect on the mechanical properties of the composite materials [27]. In a fiber-
reinforced polymer composite, fibers are considered to be the main load-bearing component
of the material. Due to the important role of fibers in the structural integrity of composite
materials, fiber breakage has a significant effect on the overall strength and toughness of the
composite parts [28]. Since the fiber breakage is a distributed type of defect in composite
materials, both the localized and overall effect of these defects must be investigated and
assessed for a load-bearing composite part susceptible to fiber breakage flaws [29].

Figure 2 shows the common defects and faults in parts and machines posed by the
FDM printing of polymers and composites, which are described in the following sections.
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Figure 2. Common defects posed by the FDM printing of polymers and composites.

2. Nondestructive Testing (NDT) Methods

Nondestructive Testing (NDT) Applications are a large asset to Additive Manufac-
turing Engineering [30-34]. Due to the time-consuming nature and recyclability of most
filaments, any traditional integrity and safety testing of parts would render the printed
part unusable. This paper aims to review the major NDT techniques for the evaluation of
FDM parts.

2.1. Nondestructive Testing in the Process

Temperature and thermal signatures monitoring has been widely used for the in-
process quality monitoring of machines and parts. These techniques are commonly being
applied through two main methods. The first method is based on temperature measurement
with traditional or advanced thermocouple sensors. Thermocouples are used to measure
the temperature of critical parts or locations during the 3D printing processes including
bed or base plate temperature, nozzle temperature, and filament temperature. If the
measurement is conducted on the machine parts such as the nozzle, the goal is usually
to monitor the health of the machine for smooth operation. Temperature measurement
is also conducted on the parts over the printing process. In this case, the goal is usually
to monitor the integrity of the part and correlate the measurement to the potential flaws
and defects. As an example, a large temperature gradient or shock usually causes cracking
of the printed parts, which propagate even after the printing is completed or over the
operational lifetime of the parts. The second thermal-based method for quality monitoring
is based on thermal imaging using thermal cameras. Thermal cameras are devices that
work based on capturing the thermal emissions from the objects and recording an image
or a video on their detector. Based on the type and working mechanism of the thermal
cameras, the temporal and spatial resolution of the recorded image and/or video, as well as
their speed and resolutions, might be different, which is an important factor in using these
devices for the in situ monitoring of 3D printing. Thermal imaging will detect the thermal
inconsistencies within the part in real time, communicate with the operator, and allow
them to adjust the process accordingly [11,35-38]. This will assist in a more uniform print,
thus reducing density and layer adhesion inconsistencies. Depending on the extruded
temperature of the filament, the rigidity and porosity are subject to change. Upon the
extrusion temperature being above the recommended ranges of the filament, the viscosity
of the filament will reduce, resulting in an unstable filament extrusion. This will produce
a layer that will spread unnecessarily and fuse incorrectly to the rest of the print. The
porosity and thickness of the layer will also be affected. In the instance where the extrusion
temperature is lower than that of the recommended temperature, the viscosity of the
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filament will be higher than the suggested levels. This will result in a thicker and denser
layer, causing improper bonding between layers. This porosity can be visualized either
through the above-mentioned thermal imaging or even by a laser profilometer [35,39]. The
laser profilometer would measure the amount of polymer that fills each layer. If the laser
profilometer was used to detect under- or over-filled lower layers, that detection would
cause the upper layers to compensate so that the final product would become smooth.
This would, of course, depend on the adhesion between the layers. A way to alleviate
the inconsistent heating between the thermocouples and the print bed is to use the skirt
adhesion type build plate [40]. It was found in a study conducted by Nguyen et al. that
the adhesion type was the most significant parameter tested that affected the vibrational
response of the print. This change from raft to skirt adhesion has been shown to result
in better inter-layer fusion and increased heat consistency, which in turn yields a better
polymer print.

Layer-wise quality monitoring over the printing process through imaging techniques
can also be done using optical images. In this method, optical cameras with a sufficient
resolution and sensitivity are used to capture images on each layer during the fabrication
process. Such an image will then be compared to the information from the G-code of the
part’s model for the automatic detection of the flaws and anomalies in the layer. Optical
camera integration usually costs less than thermal cameras and is easier to integrate and
operate. Computer vision algorithms are effective techniques for analyzing the images and
extracting the information from them.

Shmueli et al. described in their paper that thermal imaging can be used during
the 3D printing process, and X-ray scattering can also be used during that time. The
X-ray scattering was shown to be indicative of the overall strength of the composite. This
indication was given by the measured crystallinity of the polymer layer. Depending on
the orientation of the molecules within the layers, the determination of the brittleness
was shown to be directly correlated with the overall crystallinity of the composite [37,41].
X-rays are an efficient technique for the inspection of the 3D-printed parts, specifically for
the assessment of the internal structure and volumetric flaw detection. Higher initial costs
of the equipment and operation, safety concerns, higher technical skills requirements, and
the complexity of the integration into the 3D printing machine are the major factors that
limit the application of X-rays for in-process quality monitoring. This is even more critical
for the 3D printing of polymers and composites since there might be less of a chance for
cost justification.

The application of the NDT during the production process of the part would then allow
for a layer-by-layer account of the part, since layer-wise enables the in situ monitoring of
the process for each individual layer if the proper sensor(s) are integrated into the system.

2.2. Nondestructive Testing after the Process

After the completion of the printing process, the finished parts can be inspected
for quality and potential flaws using various NDT techniques depending on the mate-
rial, geometrical, and surface conditions. Ultrasonic, radiography, thermography, and
microwave NDT are among the most applicable inspection techniques for polymer and
composite materials. The above-mentioned uniformity issue can be detected using phase
array ultrasound technology (PAUT), producing an image for the engineers to view without
destroying the part to detect defects within the part [42—44]. PAUT used an array of an
ultrasonic transducer to send and receive ultrasonic waves into the part in an electronically
programmed sequence. Within the ultrasound, the largest issue is the conduction of the
projected frequencies through the air and into the part. Due to the layering texture of the
produced parts or their surface condition, it is highly difficult to produce a perfectly flush
surface mating [45]. The surface irregularities produce “noise”, the detection of frequencies
due to air, thus reducing the accuracy of the ultrasonic testing technology. To limit the
feedback noise from the irregular surface, the use of media or a controlled AM part is
needed. As of now, the largest issue is the absence of a piece that adapts to the changing
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surface texture of the part and remains solid for the sensor to rest on. To solve this issue,
additive manufacturing could be the answer. A controlled AM part would need to fit the
surface texture and fill in the ridges and valleys produced by FDM. A promising way to
negate those effects would be to use stereolithography (SLA) printing combining a rigid
and semi-aqueous resin material [46—48].

The produced part would then act as a conductor between the sensor and the FDM
part. A series of control tests using the ultrasound sensor and AM medium need to be
conducted to allow for the removal of any potential noise remaining and effectively “zero”
the sensor out for the testing application of the FDM part. The rigid resin portion of the
mating piece would act as a sturdy, flush surface for the sensor to rest on. This would reduce
the amount of noise feedback caused by air and ambient vibrations. The semi-aqueous
resin material would then shape and form to the ridges and valleys of the part to test. This
would again limit the noise produced by the air and ambient vibrations. To further reduce
unwanted feedback, using a jelly medium would further increase the surface contact and
produce a physical pathway for the ultrasound waves to penetrate the parts.

The media described above for surface mating techniques would then allow for the flat-
bottomed sensors to be used on a larger variety of AM geometry parts. One of the largest
concerns of using ultrasound technology is the complex geometry allowance provided
by AM production technology, mainly within FDM. These issues are mainly focused on
complex internal geometry. However, in using surface mating techniques and applying
NDT methods to several faces, the ultrasound readings could effectively produce a 3D
image of the part in question. This would then allow the researcher to break the part down
to a layer level and detect where any defects occurred when compared to the digital slicing
software layer models [49,50].

Radiography testing (RT) is always a reliable NDT technique for the post-process
evaluation of the parts. For polymers and composites, RT faces less of a challenge regarding
the penetration into these materials, since they are much less dense when compared to
the metals and ceramics. Due to this characteristic, RT can penetrate into considerably
thick parts of polymers and composites without being limited by the surface condition
or geometry of the part. Then, the whole internal structure of the parts can be visually
imaged in a 3D image using computed tomography (CT) or just in conventional 2D X-ray
images. Similar to other imaging techniques, image processing (in 2D and 3D RT) and
image reconstruction techniques (in 3D or CT imaging) are crucial to obtaining accurate
measurements and information from the RT. The dependency of the RT images on the angle
of projection is a major issue in 2D X-ray images. If a flaw has a very high aspect ratio, e.g.,
a long line or crack type, then it may be projected very well in an angle perpendicular to
the projection plane, but it might be totally missed in the other 90-degree perpendicular
view. However, this is a less important issue if a 3D CT image is produced, which takes
more time and will have a larger size.

3. Failure and Flaws in Raw Feeding Materials
3.1. Gear Feeding

The gear feeding process consists of two cylinders with a tooth inlay, as shown in
Figure 3. They are normally held with a screw spring that provides an adjustable tension
for the extruding gears. This tension allows the gears to increase or decrease friction on the
filament, which allows for the ease of movement when using different materials (PEEK,
ABS, PLA, Carbon Fiber, etc.), as each material has a different hardness and density.

In 3D printing, there are two different feeding styles. The most common is Bowden
extruding, where the gears feeding the filament are located on the body of the printer and
a tube carries the filament to the thermal coupling hot end. An example of a 3D Filament
printer that uses Bowden extruding is in Figure 4. This helps to reduce the possibility of
breakage and thermocouple burnout.
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Screw spring
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Figure 3. Screw spring that provides tension for the gear feeding process.

Close up of the gear
feeding that uses
Bowden Extruding

Figure 4. Close-up of the gear feeding that uses the Bowden extruding style.

For direct extruding printers, the extrusion gears are located behind the thermocouple
hot ends. This has a lower failure rate due to the lack of tension placed on the filament and
the reduced travel time between the gears and the thermocouple. However, it reduces the
quality of the print because of the slop produced by the gear motors.

Both extruding systems normally have an eye or a light sensor attached behind the
extruding gears to notify the printer when the filament runs out. This then pauses the
printing process and allows it to cool down mid-print. When this occurs, the location and
progress of the print are saved and allow the print to be continues once a new filament is
loaded in. However, due to the location of the notification system being behind the gears, if
the filament’s diameter has been chewed away, the print will fail. The notification system,
being behind the failing location, will show the filament still being processed through the
extruder, even though it has faulted. To remove issues such as these, it would be beneficial
to relocate the notification system as close to the thermocouple location as possible or install
a two-part system. A two-part notification will greatly increase the chance of catching a
gear feeding failure quicker, reducing the possibility of a failed print. In both systems, one
of the most common failures is gear slippage. There are two possible ways for this to occur.

One cause is moisture content within the filament itself. If the filament is too dry, it
becomes brittle and encourages breaking. Due to the feeding pressure and possible twisting
of the filament due to the unrolling process, snapping may occur between the gears and
the feeding tube of the extrusion system. This causes separation between the two parts of
the filament and reduces the chance of the gears catching the material and feeding it into
the guide tube. If the gears gain traction on the filament, it has a high chance of pushing
the material forward but missing the guiding tube. This then extrudes the filament into the
air and out of the system, resulting in a failed print.

The second cause is the shedding of the filament into the gear’s grooves or the wearing
down of the gear’s grooves. Both will result in the slipping of the gears against the filament
and cause the diameter to be worn down over time. This will cause the filament to stay
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stationary within the system and keep any material from extruding from the hot ends.
This will again cause the printer to “print air”. Since the sensor is behind the gear, the
system will detect the material (even if it is stationary) and it will consider the material to
be extruding from the hot ends and ruin the print.

3.2. Diameter

As mentioned above, the diameter of the filament plays a crucial role in the success of a
printed object. The most common diameter sizes are 3.0 mm and 1.75 mm. The production
of these filaments states that, over a certain length of the filament, the average diameter of
it is one of those two values stated above. Due to the variations of the diameter within a
tolerance range for these filaments, it is possible for the gear systems to lose traction on the
filament and stop the material extrusion process (Figure 5).

Filament spool inside the
FOM/FFF 3D printer

[ Nozzle

[ Base plate

(b)
Figure 5. (a) Location and arrangement of the filament spool inside the FDM/FFF 3D printer;
(b) Instability (misalignment) of the filament spool winding (red circles) during the printing process.
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3.3. Filament Winding

Filament winding errors occur either during the winding process of the filament
spool’s manufacturing or due to the failure of the tension while printing.

4. Failure and Flaws in Machines (3D Printers)
4.1. Nozzle Blockage

There are several possibilities for material to cause nozzle blockages while printing.
Foreign matter, material mixing, and the filament diameter are some of the most common
causes of nozzle blockages (Figure 6).

Figure 6. Nozzle blockage fault in a 3D printing machine.

4.1.1. Foreign Matter Blockage

Focusing less on the machine and more on the environment the printer resides in,
there are many different possibilities for material blocking. One of the most prominent is
tape. There are several different filament manufacturers that initialize the coiling of the
filament using tape to adhere it to the roll. Due to the light sensors mentioned above for the
gear feeding, this causes one of two issues. The first issue is that the tape remains adhered
to both the filament and the roll. This inadvertently causes the machine to be placed under
tension, gear chewing on the filament, and a failed print. The second issue is that the tape
dislodges from the roll yet remains adhered to the filament roll. As the gears continue
feeding, this tape can stay attached to the filament and result in the clogging of the feeding
tube or the extrusion nozzle.

In cases where the tape has clogged the feeding tube, it is necessary to remove and
replace the whole tube due to the blockage. If the tape has clogged the extrusion nozzle,
it is necessary to conduct a “hot push” of material. This is when the thermocouple of the
extruder is heated to the top end of the temperature range of the filament and the filament
is manually pushed through. In doing this, the tape is melted down with the filament and
forcefully removed from the system. Theoretically, this will then completely remove the
foreign material from the extruder.
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4.1.2. Mixing Materials

The most commonly used filaments are PLA and ABS. The extrusion tips used for
PLA can then be used for ABS after a hot push of the new material. This is due to the lower
melting point of PLA. The hot push using ABS effectively removes any remaining PLA
from the walls of the extrusion tip and allows for a clean extrusion of the new material.
However, once a tip has been used for ABS, it is generally relegated to be used for only
that material. This is because residual ABS on the walls of the extrusion tip remain, even
after a hot push. This leads to an inconsistent temperature of the hot end and introduces
impurities within the extruded filament, therefore ruining the print.

As stated previously in Section 1.1, FDM can be used to produce composites. When
mixing those composites, it is very important to know the bonding mechanism, mechanical
performance, fatigue behavior, rheological behavior, and thermal properties of the indi-
vidual components [51-57]. The bonding mechanism between polymers can be affected
by many different things. It all comes down to how the chemicals/polymers interact with
each other. For example, a negatively charged polymer will not bind to another negatively
charged polymer. Therefore, one of them has to have a positive charge for the bond to
happen. These charges can be changed based on many different factors such as temperature
or pH. These interactions can happen at the nanometer level, as evidenced by a paper
published by Arkhurst et al. and Fan et al. [51,52]. Fan et al. go on to discuss how the
mechanical properties of the polymers change the correlating properties of the composite.
It was concluded by Fan et al. that when the bonding quality increased, so did the fracture
strain limit [52]. When reviewing the fatigue behavior of polymeric composites, Shanmu-
gan et al. discovered that this parameter has not been studied extensively and needs to
receive further analysis [53]. Rheological behavior is how a polymer actually flows and
moves as a liquid. This is extremely important for FDM printing since the polymer is heated
and has to be pushed through a nozzle. Once it is cooled, it becomes a solid composite
or, in the case of this paper, a PLA-based thermoplastic [55]. Thermoplastic composites
are an extremely common type of plastic. These are made by heating a polymer to its
melting point and then manipulating it to the desired shape. The consistent heat allows the
polymer to stay in liquid form long enough for the composite to be shaped [54,58]. These
composites can be used in many different ways such as cladding for walls or plastics that
are nonbiodegradble or biodegradable depending on the application. In a study conducted
by Park et al., it was found that adding an ABS polymer board to a cement wall curtain
significantly increased the stability of the wall when the wind speed was increased to
150% [57]. Biodegradability has always been a hot topic when discussing polymers. In most
cases, the mixture of polymers needs to be biodegradable. However, there are several cases
in which the composite needs to have a high stability to resist biodegradation. In a study
published by Harris et al., it was found that a composite that had a partial biodegrading
blend had a better stability than blends that were made with nondegrading polymers [56].

4.1.3. Incorrect Filament Diameter

There are two commonly produced diameter extrusion tips: 3.0 mm is the largest
diameter for most hobby printers, while the other diameter is 1.75 mm. When printing, it
is imperative to ensure that the correct diameter filament is matched to the extruder tip.
While it might not fail, it is generally not recommended to use a 1.75 mm filament in a
3.0 mm extruder. It increases the chance of introducing air to the extruded material and
reducing the desired material properties of the filament. Most printer systems are set up
to handle one of the two diameters. Common hobby printers are generally set up to use
the 1.75 mm filament, and, as such, very few have the ability to plug-and-play a 3.0 mm
conversion kit. This is mainly due to the light sensor for the material feeding, as well as the
guiding systems used for the filament itself.
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4.1.4. Incorrect Nozzle Types

While the printers are focused on one of the two main diameter filaments, there can
be an arrangement of extrusion point diameters. This information is required during the
slicing software process. This will allow the software to calculate the movement speed
of the print head, the cooling time, the layer thickness, and the layer height. It also
calculates the tolerances and allows for the part’s shrinkage value. Generally, the larger the
extrusion point, the more material there is that is used in a print, the higher the temperature
needed during the initial extrusion, and the slower the movement speed. This allows for
the filament to resolidify before the next layer is produced, while ensuring proper layer
adhesion.

One of the main materials for extruder tips is brass. This information must be taken
into account when printing due to the heat conductivity of the metal.

4.2. Bed Leveling

As the beginning of a printing process, it is recommended to go through a leveling
process. For most slicing software, this is automatically coded into the system. This allows
for the technician to ensure that the extruded material will meet the build plate at the
proper height. Bed leveling at the initial start of the print will reduce the possibility of
failure due to non-adhesion. However, for most non-enclosed sections, it is possible for the
bed height and pitch to be adjusted during the print. If there is a pitch within the bed, there
is a higher chance of non-adhesion for the extruded material (depending on the diameter
of the extrusion nozzle itself).

5. Failure and Flaws in Printed Parts
5.1. Failures and Flaws during the Printing Process

Due to the nature of Additive Manufacturing, flaws and failures can be very costly and
time consuming. In material removal processes, most can be remelted and then reproduced.
For printing, due to the nature of the processes, any failure within the part or during the
process will render the part unusable.

5.1.1. Spaghetting

Spaghetting is a failure that occurs when the material being extruded does not connect
or adhere to the build plate but rather adheres to the extrusion nozzles (Figure 7). This
is the unofficial term for this failure; however, it is a common issue and wastes large
amounts of filament. One factor that causes this failure is foreign matter on the extruder
tip. This is normally caused by old filament burning onto the nozzle from past prints.
Another possibility is dragging. This is when the extrusion nozzle is not offset to correct
for possible height differences in the print bed. The nozzle then drags across the build
plate and removes some of the build plate material. This then melts and adheres to the
extrusion nozzle and produces a possible adhesion point for the extruding material. This
failure causes a large loss of material and failed prints if not rectified quickly. If the failure
does occur, removing the material from the extrusion tip increases the chance of saving the
print from a full failure.

5.1.2. Adhesion and Warping

The most common failure for adhesion is normally print bed adhesion. Print bed
adhesion is the first few layers of the print and assists in keeping the print stationary. If
the bed adhesion fails, the print will not progress. To reduce the chance of bed adhesion
failure, it is recommended to use a heated and slightly abrasive surface. This will create
friction for the filament and increase the chance of adhesion by increasing the surface area
contact. Heated beds soften the extruded material, which in turn allows for the adhesion
between the rough surface top layer and the first material layer [19,59].
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Figure 7. Spaghetting of unsuccessful deposition of the melted filament material.

Layer adhesion is another failure. This is when the extruded material fails to melt and
adhere correctly to the previous layer. There are several factors that can cause this type of
failure. One of the largest contributing factors is the environment. The ambient temperature
of the area surrounding a print can cause the cooling process to alter during printing. If the
ambient temperature is over the normal threshold for the print, it will cause the extruded
material to cool at a slower rate, which can cause slippage. The exact opposite occurs when
the ambient temperature of the printing area is cooler than the required temperature. This
will cause the layers to not bond together.

5.2. Failures and Flaws after Processing
5.2.1. Porosity and Density Consistency

There are two main material property measurements. Porosity is a measure of the space
within a part that is void of material, while density is defined as the measurement of mass
per unit of volume. Regarding additive manufacturing, much like casting, trapped bubbles
of air can occur during the printing process. Since the material is being extruded, there
are instances where a bubble is introduced into the material while the print is occurring.
Prints are produced in a linear pattern, which means there are micro-gaps between the
layers and walls. These micro-gaps produce porosity in the prints. As such, due to the
change in porosity, density is also affected. If the printed component is sectioned into
different cross sections, the porosity and density of each varies. Voids cause fatigue, which,
as stated earlier, is not a majorly discussed topic. In this article published in 2022, voids’
interaction with fatigue behavior is discussed [60]. The impulse excitation technique to find
the Young’s modulus is a way to remedy this problem [61,62]. Through this process, the
natural frequencies of the sample can be quantified, and then the mechanical properties can
be calculated. It was found that when the Young’s modulus was calculated, an optimization
of the geometry of the print could be performed to solve the porosity issues. Optimization of
the print can be achieved in composites as well. It was found by Ahmed et al. that changing
the printing parameters on the interfacial bond strength of ABS/carbon fiber-reinforced
polylactic acid (CF-PLA) also changed the quality of the print [63].

5.2.2. Surface Topography Variations

Due to the layer printing technology used by FDM, the surface topography varies from
component to component. As the machine prints, it extrudes semi-melted material onto
the print surface or upon the previously laid layers. While this occurs, as stated previously
in the paper, air bubbles can become trapped between layers, or the material can break
during printing. If this happens, it can cause topography variations in the final component.
While most of the errors are within tolerances, there are times where the topography varies
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widely. This can be due to the print failing and collapsing on itself or to air pockets being
introduced on the surface [64]. A solution for this problem is to add various coatings that
can increase the composite’s mechanical properties including the tensile strength of the
composite. A battery of tests can then be done on the finished product, including the
proposed methodology by Bernal et al. [61].

6. Discussion

The results from past experiments and research show that the ultrasound technol-
ogy was highly effective in showing/recording defects and faults in both machined and
purposefully produced defects within printed parts. In addition, ultrasound- and acoustic-
based techniques showed promising capabilities for detecting acoustic signatures during
the printing process and thus become a capable technique for the in situ monitoring of the
machine and parts quality. Ultrasonic techniques can provide a rich amount of information
about the quality of the part and the condition of the process. They are very precise and
efficient in the post-process quality monitoring of the parts. However, the bottleneck of
using ultrasonic for in situ monitoring is the speed of the data recording and analysis
and the complexity of the data processing. Thermal-based techniques are still an effective
method for quality monitoring, specifically in the FDM/FFF process, since the range of
temperatures in FDM/FFF can be more easily included in the operational range of many
thermal cameras. Future studies via thermal imaging are necessary to evaluate the ap-
propriate characteristics of images, including resolution, speed, and accuracy for both the
in-process and post-process assessment of the 3D printed parts’ quality.

When reproducing the experiments, the environment should be controlled. The
ambient temperature and humidity need to be held constant and at an optimal level for
the filament being used. The results will vary if the printer is enclosed versus open to the
environment. If the printer is in a confined environment, feedback from the thermal imaging
sensor will be expected and will artificially change the results. The testing application of
the sensors for ultrasound technology should be repeated in a relatively constant spot to
reduce errors and outlier data. These factors are very important practical points when
designing a monitoring and/or control system for 3D printers since they affect the complex
process of the 3D printing.

When NDT techniques are used for the in situ monitoring of the 3D printing processes,
the immediate benefit would be the sustainability of the process, by which the dispensable
waste of materials, energy, and production time can be eliminated if a serious flaw or
inconsistency is detected in a layer. To reduce the false alarm in a monitoring methodology,
in addition to the appropriate sensor integration, accurate and robust data analysis and
signal processing are necessary. Machine learning and computer vision techniques can
reduce the false alarm and enhance the accuracy of data analysis for this purpose [65].

To further develop the knowledge and understanding of the defects in 3D-printed
parts and the potential failures in 3D printing machines, more investigations into both
materials and manufacturing processes are necessary. Some of the suggested future work
includes specific experimental investigations into the causes of defects in 3D-printed
polymers and composites, studies on the optimization of manufacturing processes toward
the minimum possibility of defect generation, studies on the cases of machine failures and
the implementation of potential feedback controls to avoid such failures, and studies on
the process parameters and their influence on faults and failures.

7. Conclusions

Additively manufacturing or 3D printing polymer and composite materials provides
many opportunities for the design and fabrication of a variety of parts and components,
specifically for parts with complex geometries, prototyping purposes, the fabrication
of parts with low production rates, and tools and fixture design. Despite the valuable
advantages that the 3D printing of polymers and composite materials such as FDM provides,
the structural integrity and quality of the manufactured parts remain a main concern.
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Understanding the type and properties of the potential defects and flaws in 3D printed parts,
as well as the potential failures in 3D printing machines, as discussed in this paper, is crucial
to avoid manufacturing low-quality parts or operating the equipment in inappropriate
conditions. The application of nondestructive testing should be conducted in all additively
manufactured parts due to their destructible and degradable nature when checked by
traditional methods. Due to their quick feedback and accuracy, thermal imaging, X-ray
scattering, laser profilometry, and ultrasound are the most applicable nondestructive testing
methods. They are able to be conducted in-line and after the processing of the part, and
this allows for the early detection of defects as well as quality control.
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Abstract: Robust finite element models are utilised for their ability to predict simple to complex
mechanical behaviour under certain conditions at a very low cost compared to experimental studies,
as this reduces the need for physical prototypes while allowing for the optimisation of components. In
this paper, various parameters in finite element techniques were reviewed to simulate the crushing be-
haviour of glass/epoxy tubes with different material models, mesh sizes, failure trigger mechanisms,
element formulation, contact definitions, single and various numbers of shells and delamination
modelling. Six different modelling approaches, namely, a single-layer approach and a multi-layer
approach, were employed with 2, 3, 4, 6, and 12 shells. In experimental studies, 12 plies were used
to fabricate a 3 mm wall thickness GFRP specimen, and the numerical results were compared with
experimental data. This was achieved by carefully calibrating the values of certain parameters used
in defining the above parameters to predict the behaviour and energy absorption response of the
finite element model against initial failure peak load (stiffness) and the mean crushing force. In each
case, the results were compared with each other, including experimental and computational costs.
The decision was made from an engineering point of view, which means compromising accuracy for
computational efficiency. The aim is to develop an FEM that can predict energy absorption capability
with a higher level of accuracy, around 5% error, than the experimental studies.

Keywords: crashworthiness; composites; FEA; progressive crushing; LS-DYNA

1. Introduction

Two classes of finite element methods are available: either the implicit or explicit
method [1]. The implicit method is widely available and used in a broad range of problems,
including nonlinear stress analysis and static. The explicit method is widely used in highly
nonlinear stress analysis and dynamics with contact-dominated problems. A car crash, for
instance, or metal stamping simulations are applications well suited for the explicit method.

Due to the high cost of conducting experimental studies, there is a need for reliable
computational models capable of predicting the crushing response of composite structures.
There have been various attempts to develop explicit finite element models (FEMs), with dif-
ferent degrees of precision, for circular tubes [2-6], square tubes [4-13], angle-stiffeners [8],
C-channels [8] and hat-stiffeners [14]. The classification of structural FEM can be divided
into two groups. The first group is the micro-mechanical one [15-20]. In this group, the
finite element models try to simulate the composite crushing phenomenon through a de-
tailed modelling of its micromechanical behaviour. A very fine solid mesh is developed
to accurately capture the micro-mechanics matrix crack propagation phenomenon. The
computational effort demanded by this kind of model is very high, which makes it unprac-
tical for engineering crash analysis. This approach is used mainly to perform simulations
concerning the delamination phenomenon, in which the growth behaviour of a single crack
is studied in a very detailed way [7]. The second group is the macro-mechanical one [3].
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This type of model provides a macro-mechanical description of the material collapse. It is
much more computationally effective, and consequently, it is a suitable choice for engineer-
ing crash analysis. However, it is not capable of precisely modelling all the main collapse
modes that occur simultaneously during a crush event.

The FE modelling of composite structures can be either shell or solid elements. Solid
element models require more computation time and are less widely used compared with
shell elements used in the axial crushing of composite structures as mentioned above. A
single layer [17,21-24] or multiple layers [3,25] of shell elements can be used to model a
laminate. In the single-layer model, this can be modelled as a single layer of shell elements,
with each ply being represented by the thickness integration point, also referred to as the
integration point in the thickness direction. This kind of model is not capable of modelling
the interlaminar collapse modes shown by composites under crushing in an accurate way.
However, it is useful if a detailed representation of the failure physics is not required
and only load and energy level predictions are required. The main advantages are its
simplicity and computational effectiveness, so for that point, they are highly suitable for
practical engineering crash analysis. On the other hand, they have a notably lower level of
robustness due to the large amount of parameter calibration required to obtain acceptable
global results for a given test configuration [7].

The authors of [8] used this configuration for C-channel, angle-stiffeners and the
hollow square tube modelling technique. In the multi-layer configuration model, the
laminate is modelled by multiple shell elements, with each layer representing either a
single ply or a group of plies, and the layers are glued together using an automatic contact
definition (surface to surface).

In recent studies, the single-layer configuration model has been used to simulate
the behaviour of various composite structures in the case of, for instance, thin-walled
square sections. This method is capable of accurately capturing the local buckling and
unstable collapse; however, due to the complex failure mechanism of composite structures,
this method was ineffective in depicting the progressive failure process [4]. Providing
precise input of key material properties and numerical parameters in the material model
(e.g., eleven parameters in MAT 54), and defining the contact definition between the test
specimen and the impactor and applying an all degrees of freedom constraint on the end
of the test specimen, the single-layer model was able to yield good correlation with the
experimental load-displacement graph for cross-sections studied in [8]. However, this
configuration, as mentioned above, is not appropriate for failure mechanisms and the
crushing behaviour, as these are mostly neglected.

The multi-layer modelling technique can be utilised for better capturing the failure
process of the tubes undergoing progressive crushing [3-7]. However, in the multi-layer
model, the correlation with the experimental load-displacement was not always satisfac-
tory. The composite hollow tube was modelled in LS-DYNA using MAT 54 to analyse its
crushing behaviour. The FEA results were satisfactory and agreed with the experimental
load—displacement graphs; however, instead of the brittle failure mechanism observed in
experimental studies, a significant local buckling of the tube was observed in FEA.

A finite element model was developed by [4]. This model was able to accurately predict
the peak load of thin-walled square CFRP tube, although the specific energy absorption
was underestimated by 33%. In the FEA simulation, the crushed elements were deleted
instead of forming debris, as was observed in the experiment. One of the parameters
that contributed to the energy absorption was the debris formation wedged between the
fronds of the tube’s wall, which was neglected in the simulation. The author noted that
this parameter alone affected the SEA value in a significant way. In [5,6], the FEM was
developed to capture the crushing behaviour of hollow circular and square tubes and
compare the results with the experimental observations. It was noted by the authors that
the model was not able to reproduce the axial matrix splits observed experimentally. This
resulted in different load-displacement curves, deformation, and failure behaviour when
compared with the experiment. Several parameters that influenced the crushing behaviour
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of square hollow tubes were analysed in [7]. The parameters were element size, number of
shell layers, coefficient of friction and interlaminar material properties [26-28]. The author
noted that by increasing the number of shells, the main collapse mode was unchanged.
The influence of the friction coefficient between the tube and the machine plate and of the
element dimension was also studied. The element size was coarse mesh (7 mm) and fine
mesh (4 mm). The static friction coefficient values were 0.1, 0.2 and 0.3, and the dynamic
friction coefficient was kept constant at 0.65. The increase in the friction coefficient from
0.1 to 0.3 and the use of finer mesh did not significantly change the crush zone morphology
in the sense that all three tubes collapsed in the same way. For all three values of friction,
the load—displacement curves have almost the same shape. In this sense, the effect of the
friction variation was similar to a scaling of the magnitude of the load curves. The model
with bigger elements shows a magnitude of force oscillation higher than the one shown by
the refined model; however, the average force value is the same.

The authors of [10] combined a series of experimental investigations and examined
their effect using finite element analysis and concluded proportional failure mechanisms
leading to SEA, which is a result of dominated energy absorption mechanisms of approxi-
mately 60% material damage and 30% friction with 10% related to contact parameter [29].
Although a detailed examination of the material behaviour is essential to reach a load
adapted lightweight design. Axial finite element modelling of composite structures uses
different modelling methods. Various approaches were developed to obtain ideal force—
displacement curves that are aligned with experimental data. One approach includes a
hybrid mesh of shell and solid elements to capture ideal load-displacement curves [30].
This method is used for modelling of crack propagation with finite cohesion elements [31]
that consist of shell elements representing the material and a solid element to represent
delamination failure. Alternatively, material 54 in LS-DYNA is used to predict crushing
behaviour and the idealised force-displacement graph [32]. One strategy is the SOFT
parameter implemented in LS-DYNA to map pre-damage and consequently create a pro-
gressive crashfront of CFRP square tubes or composite sections, and the author concluded
that Mat_Composite_Damage of LS-DYNA for GFRP box structures was found to be in
accordance with experimental results when it was modelled as a double-shell configuration.
Some similar conclusions were obtained by other researchers that used multi-shell configu-
ration, which can predict energy absorption and maximum force under crushing [32,33].

Abdallah [34] numerically optimised fibre orientation of glass/phenolic tubes under
tensile and compression loadings. Failure parameters in the Mat_54 material card in the LS-
DYNA Library are defined by ALPH (shear stress parameter for the nonlinear term), BETA
weighting factor for the shear term in tensile fibre mode), FBRT (softening for fibre tensile
strength), YCFAC (reduction factor for compressive fibre strength after matrix failure),
TFAIL (time step size criteria for element deletion), SOFT (softening reduction factor for
material strength in the crashfront element) and EFS (effective failure strain) to improve
the accuracy of the final results. Abdallah concluded that the developed numerical models
are capable of predicting tensile and compression loading of small and large scale GFRP
specimens within 10% discrepancy. This trial-and-error or parametric study approach
has also been used in References [34-38]. However, in another study by Xiao [39], axial
crushing of braided carbon tubes was modelled using MAT58 in LS-DYNA to predict
peak forces within 20% of the experimental values, but the predicted crushing forces and
SEA were generally lower than experimental results. This is likely due to a deficiency in
MAT_58 in modelling the subsequent unloading response of partially damaged material.

Many studies focused on the contact parameter [29], crack propagation modelling
with de-cohesion elements [40] or user-defined material model, which requires extensive
experimental investigations [41].

In [42,43], the effect of failure trigger mechanisms on the energy absorption capability
of CFRP tubes under axial compression is experimentally and numerically investigated.
The conventional approach to introduce a failure mechanism is to apply a 45° chamfer
on one end, and the failure could initiate progressively. Alternatively, an attachment
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of crush-cap can be utilised to initiate the progressive crushing. Two different types of
crush-caps were studied, each causing the crushed material to fold either inward or splay
outward. The effect of the corner radius of the crush-caps on the peak load, SEA, and crush
behaviour was investigated. The author noted that the chamfer failure trigger was most
effective at reducing the initial peak load while maintaining a high-sustained crush load
and specific energy absorption (SEA). The inward-folding failure trigger approach was not
as effective at reducing the initial peak load but was more effective than using a chamfer for
maintaining a high-sustained crush load and SEA. However, the modelling technique of the
simulation, which was based on a multi-shell configuration with failure a trigger, showed a
high level of correlation with the experimental results for both the chamfer and combined
failure trigger cases. The simulation was able to predict key deformation characteristics,
which were observed during the experimental crushing process, and progression of matrix
splits and the direction of splaying of plies.

In the modelling approach, it is necessary to develop models that are simple enough
to be employed in practical analysis situations but at the same time capable of providing
results with a suitable level of accuracy. At the same time, the approach shall be numerically
robust and practical in the model build phase [44—46].

The primary focus of this study is to develop a ‘multi-layer” finite element modelling
approach to capture the crushing behaviour of composite tubular structures. This approach
requires a series of parametric studies to maximise prediction of FEM, i.e., failure trigger
mechanism to initiate a progressive crushing, materials card formulation, delamination
interface, element formulation, mesh sensitivity and number of shells. This paper illustrates
the effect of the named parameters on the predictability of developed FEM compared to
experimental studies.

The modelling techniques further investigate the effect of various loading on the
crushing behaviour of composite tubes. The experimental and FEA results are compared
based on force-displacement curves. The approach of FEM is categorised based on pa-
rameters affecting energy absorption capability and the ability of the model to capture
real-life crashing and composite material behaviour. Hence, this review paper has covered
the essential parameters and calibration procedures to establish the findings.

2. LS-DYNA Software

A commonly used piece of software for crashworthiness application by industry and
academics is LS-DYNA, which was developed by LSTC and is suited for highly nonlinear
transient dynamic finite element analysis.

LS-DYNA, within the past decade, has added many new features such as new material
types, contact algorithms, element formulation, etc. LSTC has gradually expanded to develop a
universal tool for most implicit and most vastly used explicit coding for aerospace, automotive,
military and construction. LS-DYNA has its own pre-processor called LS-PrePost.

2.1. Material Models

New material models are developed and added to LS-DYNA regularly. Approxi-
mately 200 material models are implemented in the software. For unidirectional composite
materials, these material models narrow down to the following [47]:

1.  Material mode—22: Composite Damage
2. Material model—54 and 55: Enhanced Composite Damage
3. Material model—58: Laminated Composite Fabric
4. Material model—59: Shell/Solid Composite Failure Model
Other material models are adopted to predict composite behaviour, i.e., MAT_161 and
MAT_162, where the matrix phase is modelled within the material card and also these
material cards can be used to model both unidirectional or bidirectional fibres; however,
the concentration of this paper is to isolate material cards from the matrix phase.
Material properties such as shear modulus, elastic modulus, and Poisson’s ratio are
essential parameters for a material model. Strength properties for failure analysis are
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also essential to predict material behaviour. These properties are transverse compressive
strengths, longitudinal compressive strength, transverse tensile strength and shear strength.
Each model has an option to determine the material axes, such as local and global or-
thotropic material axes. For a given geometry and load, the process of calculation is in
three steps,

1.  Stress and strain distributions around the stress concentrated areas are calculated,
2. Failure (maximum) load is predicted,
3. Mode of failure is determined.

The analysis consists of two major parts: stress analysis and failure analysis. The most
often used material models are described with parametric studies to compare the differences.

2.1.1. MAT_022: Composite Damage Model

This is the first composite failure material model implemented in LS-DYNA, which was pro-
posed by Chang—Chang [48,49]. The keyword for this model is *“MAT_COMPOSITE_DAMAGE
or *MAT_022. This model can be used in solid and shell elements. By using the user-defined
integration rule, the constitutive constants vary through the thickness of the shell.

MAT-022 uses three criteria defined by Chang—Chang and five material parameters to
define failure modes.

The three failure criteria used are:

1. A fibre breakage failure mode,

A compression failure mode,
A matrix failure mode.

@ N

The five material parameters are:

Shear Strength, S,

Traverse tensile strength, Sy,
Transverse compressive strength, Cy
Longitudinal tensile strength, Sy,
Nonlinear shear stress parameter.

A

The matrix cracking failure mode is determined from Equations (1) and (2),
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The failure is assumed when F,,4, is less than 1, then Ej, G5, v1 and v; are set to zero.
The compression failure is determined from Equation (3). Failure is assumed when Feopp is
less than 1 and E,, v1 and v, are set to zero.
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The fibre breakage failure mode is determined from Equation (4). Failure is assumed
when Fﬁbre is less than 1, then Eq, E;, G2, v1 and v, are set to zero.
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where E; and E; are the longitudinal and transverse elastic moduli, respectively, Gy; is the
shear modulus, and v; and v, are the in-plane Poisson’s ratios. C; and S, are the transverse
compressive strength and shear strength, S; is the longitudinal tensile strength and S5 is
the in-plane shear strength, and « is the nonlinear shear stress parameter.
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2.1.2. MAT_54-55: Enhanced Composite Damage Model

These material models are improvised versions of the Chang-Chang composite dam-
age model. The keyword for this model is *"MAT_ENHANCED_COMPOSITE_DAMAGE
or *MAT_054 or *MAT_055. This model is used for thin shells only. When the model is
undamaged, the material is assumed to be orthotropic and linear elastic, and when the
damage occurs, nonlinearity is introduced into the material. Material 54 is suggested by
Chang, which is called the Chang matrix failure criterion, and material 55 is suggested by
Tsai-Wu, which is called the Tsai-Wu matrix failure criterion. These two models have very
similar formulations.

Material 54 is the same as material 22 but with added compressive fibre failure mode,
and it also includes compressive and tensile fibre failure and compressive and tensile matrix
failure modes.

The Chang—Chang criterion (MAT_54) is given below,

Tensile fibre (77 > 0).
2
011 _
i =1
( s ) +7T (5)

All moduli and Poisson’s ratios are set to zero when the tensile fibre failure criteria are
met, thatis E1 = Ep = G1p = v1p = 151 = 0. All the stresses in the elements are reduced to zero,
and the element layer has failed. Where E; and E; are the longitudinal and transverse elastic
moduli, respectively, Gy is the shear modulus, v1; and v, are the in-plane Poisson’s ratios.

Failure mode for compressive fibre (011 > 0),
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For this mode, E1 = v =151 =0
Failure mode for tensile matrix (11 > 0),

For this mode, E; = G1p =121 =0
Failure mode for compressive matrix
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where T and other parameters are defined in the above section. For this mode, E; = Gy
=v1p = 11 = 0. For brittle material, when the failure criterion is met, a reduction factor is
applied to reduce the compressive fibre strength, and a softening factor is used to reduce
tensile fibre strength.

When the nonlinear shear stress parameter is set to 0, all the above failure criteria
reduce to the original failure criteria of Hashin [43].
Material model 55 formulation is very close to the material model 54. It uses the

Tsai-Wu failure criteria [50] for compressive and tensile matrix failure modes, which are
given in single expression as follows:

G (C) (C=S)om _,

= = 9
G5y S12 (&1} ©)

This material model (Mat_055) is similar to the Chang—Chang failure model except
for the compressive and tensile matrix failure mode, which is replaced with the above
expression and transverse shear parameters in this material model.

In the material input, additional parameters such as effective failure strain and maxi-
mum strains are required besides strengths. When the strains values are reached, then the
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element is deleted. The element is removed when failure occurs in all the composite layers,
and these layers are defined through shell thickness integration points.

Elements having the same nodes with the deleted elements become “crashfront” el-
ements. By using a softening reduction factor, the strengths can be reduced and become
moduli of the crashfront elements; this fact results in a stable crushing process and, conse-
quently, a sudden release of stress concentration is compensated. To understand the strain
parameters, a four-node single-shell element undergoes a tensile load in the direction of the
fibre, see Figure 1. The material and strength properties are taken from [51]. SOFT takes
into account the softening strength effects on the crashfront elements by scaling down the
initial input strength.

§>3 4

>

Figure 1. Single 4-node shell element under tension [51].

Initially, the element is loaded at a constant strain rate of 1/s in the fibre direction.
The stress in the element increases linearly in the fibre direction up to the maximum value,
and all elastic properties and stresses are reduced to zero in 100 time steps, as shown in
Figure 2. The maximum strain for fibre tension is set to a default value of 0.
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Figure 2. Stress—strain curve in fibre direction under tension, DFAILT = 0.0 [51].

Then, all the elastic properties and stresses are kept constant except the maximum
strain for fibre tension, which is set to 0.02. After the value of maximum stress is reached,
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the elastic constants and the stresses remain constant until the maximum strain value is
reached, then the element is deleted, immediately resulting in the stress being reduced to
zero, as shown in Figure 3.
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Figure 3. Stress—strain curve in fibre direction under tension, DFAILT = 0.02 [51].

Stresses are kept constant when compressive matrix and fibre criteria are met. In
material models 54 and 55, ultimate failure can occur in any four different ways:

1.  Chang—Chang failure criterion is satisfied in tensile fibre mode,
2. Maximum fibre tensile strain is met,

3. Maximum effective failure strain is met,

4. Minimum time step is met.

Softening Reduction Factor (SOFT)

A crashfront parameter is used to reduce the crush failure. This parameter is the
softening reduction factor for the element material strength that nodes share of the crushed
element. By default, this value is set to 1, which means that the element contains 100% of
its strength, and when this value drops to 0.5, it indicates that the raw elements that share
the same nodes of crashfront elements have only 50% of its original strength.

In numerical parameters, SOFT is considered as one of the influential parameters that
could amend the shape of the force-displacement curve to match with the experimental
results. For every geometric structure, this parameter value needs to be amended through
trial and error to obtain a good agreement with the numerical and experimental force—
displacement results. The SOFT parameter can be found in materials 54, 55, 58 and 59.
This parameter can be activated by giving a positive value for TFAIL in materials 54 and
55, which is the time step size for element deletion, and by giving a positive value for
TSIZE in materials 58 and 59, which is the time step for element deletion. When this time
step is reached, the element is deleted. When the degree of curvature of the structure
is higher, then the structure is more efficient in crushing by fragmentation. For lower
value, the structure gives frond formation. These large fronds are accompanied by long
delamination, which results in creating an effective damage length that is inefficient for
energy absorption. Francesco Deleo, Wade, Paolo Feraboli [8] simulated the model using
material 54 in LS-DYNA and noted that by using the SOFT parameter, the damage length
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can be changed by this parameter to reduce the material strength of the row of the element
that is ahead of the crashfront. Sivarama Krishnamoorthy [52] showed that the crashfront
parameter influences the mean crushing force in the force—displacement curve. Therefore,
it can be concluded that the SOFT parameter significantly influences the amount of energy
absorption. As the value of SOFT increases, more energy is absorbed by the composite
structure due to the higher strength of the structure. Other authors claimed the similar
conclusions [53-55]

2.1.3. MAT_58: Laminated Composite Fabric Failure Model

Based on the strain-based failure surface, this model can be used for modelling compos-
ite materials, which have unidirectional layers, woven fibres and laminates. The keyword
for this model is “MAT_LAMINATED_COMPOSITE_FABRIC or *MAT_058. This model is
used for shell elements only. This model is implemented in LS-DYNA by Matzenmiller,
Lubliner and Taylor [56], which is also called an MLT composite model and is based on a
plane stress continuum damage mechanic model.

In material 58, Hashin failure criteria [49] are used with changes for different types of
composites. The maximum effective strain is applicable for element layer failure for any
different type of composites.

2.1.4. MAT_59: Composite Failure Model

This material model is also called an elastic-plastic material model, which is an en-
hanced version of Mat_022. It works on the basis of failure surfaces, which are: faceted
failure surfaces and ellipsoidal failure surfaces. It will be able to model the progressive
material failure due to many failure criterions, which includes longitudinal and transverse
directions in tension and compression, respectively, and through-thickness direction in
compression and shear.

2.2. Delamination Models

Delamination modelling has several approaches in LS-DYNA. Tiebreak contacts have been
vastly used, and it is proven to be a robust contact algorithm and relatively simple. Depending
on the model of study, different contacts can be employed to achieve better prediction.

One-way contact types allow for compression loads to be transferred between the
slave nodes and the master segments. Tangential loads are also transmitted if relative
sliding occurs when contact friction is active. A Coulomb friction formulation is used to
transition from static to dynamic friction. This transition requires that the static friction
coefficient is larger than the dynamic friction coefficient and a decay coefficient is defined.
The one-way contact is used to indicate that only the user-specified slave nodes are checked
for penetration of the master segments.

The algorithm ties nodes that are initially in contact by creating a linear spring, and
the debonding of the surface initiates when the maximum stress criterion is met, which
leads to scaling down of the stress by a linear damage curve until the critical separation is
reached and the spring is removed [47].

0’2 2 02 2
n S —
(NFLS) * <SFLS> ! (10)

In which o3, and o5 are the normal and shear stresses acting at the interface, and
NFLS, SFLS and PARAM are the normal and shear strength of the tie and critical distance,
respectively. Once the damage is initiated, the two surfaces begin to separate, and the
interfacial stresses are then scaled down as a linear function of the separation distance.
PARAM is the critical distance at which the failure occurs (i.e., deletion of tiebreak and
advancing of delamination) [53].

2 X Etie

PARAM = (11)
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where:

S = \/max (0,0)2 + (02)? (12)

Due to the failure of the tiebreak interface, Ey;, is the energy released. With trial and er-
ror procedures, a sensitivity study was conducted of Mode-I and Mode-II to determine their
relative effect(s) on the tiebreak failure process. It can be noted that for composite crushing
simulations, Mode-I fracture is a dominant mode of failure during the tiebreak failure
process. Thus, to simplify the simulations, a pure Mode-I delamination was assumed.

1
Gic = 5 0n PARAM (13)

In Equation (13), the critical normal separation of the surface is determined, named
PARAM, based on the energy release rate in Mode-I (Gj¢) and the critical normal stress.

The laminate of the open cross-sections was modelled as multi-shell configurations
of shell elements, with each layer representing a various number of plies. In Section 4.7,
the effect of the number of plies in each shell was investigated based on energy absorption
capability. Hence, the tiebreak was adopted for each case of study and the tiebreak contact
was defined only between these shell layers, rather than between individual plies. However,
delamination could occur along any of the plies, and if not all ply interfaces, during
specimen crushing, as was observed experimentally [56-66]. To account for the energy
dissipated by these additional delamination interfaces, PARAM was scaled by the ratio of
the number of ply interfaces #,4mination to the number of tiebreak interfaces #y;, defined as:

PARAM' = PARAM x Ndelamination (14)
Ntie

based on the experimental observations, it was assumed that delamination occurred among
all plies. The values that were used and calculated in Equations (13) and (14) are listed in
Table 1.

Table 1. Tiebreak input parameters [59-66].

Gic Grc NFLS SFLS PARAM PARAM’
E1 (GPa) E, (GPa) (KJ/m?) (KJ/m?) (MPa) (MPa) (mm) (mm) (2 Shells)
39+3 11841 12 09 25 57.3 0.025 0.15

2.3. Laminate Stiffness

Laminate stiffness is critical in designing composite structures. In crashworthiness,
this can be a critical factor due to the complexity of energy transfer and dissipation through
the structure against occupant safety. Four major categories are considered during the
composite design approach,

1. Cost,

2. Mass,

3.  Stiffness,

4 Geometrical stability.

Stiffness can be calculated from load—deflection graphs:

Total Load
. _ Total Load 1
Stif fness Deflection (1)

Equation (15) can help with experimental studies and obtaining the general perfor-
mance from a specimen. However, due to the orthotropic behaviour of composite materials,
the stiffness of a laminate, either symmetric or antisymmetric, depends on the angle of
fibres, materials, and thickness of the plies, which can zero out some elements of the three
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stiffness matrices [A], [B] and [D]. This is known as ABD Matric and is used to calculate
composite laminate stiffness. The stiffness matrix in the principal directions is:

Ey v12E> 0
1;0%2721 1—vp0p1
— 21Eq 2
(€] 1-vipvy1 1010 0 (16)
0 0 G1o

These elements may result in reducing or zeroing out the coupling of forces, normal
and shear forces, and twisting and bending moments. Hence, a balanced lay-up sequence
can reduce or zero bending moments in a laminate, which improves mechanical perfor-
mance under various loading conditions. It can be proved that the coupling matrix [B] = 0
for symmetric laminates, and hence, the force and moment equations can be decoupled.

A A Ax 5% My D11 Do Die ky
A Axn A € My | = | Dio Dxn Dy ky
A Az Aes Txy My D1¢ Dzs  Des kxy

17)

A laminate is called quasi-isotropic if its extensional stiffness matrix [A] behaves
similar to that of an isotropic material. This not only implies A1 = Ay, A1 = Age, and
Ags = (A11 — A12)/2 but also that these stiffnesses are independent of the angle of rotation
of the laminate. It is called quasi-isotropic and not isotropic because [B] and [D] may not
behave as an isotropic material. Examples of quasi-isotropic laminates include [0/£60],
[0/+45/90]s, [0/36/72/—18/—54].

3. Simulation Setup

For the simulations, an Explicit FE LS-DYNA code is used with a multi-layered shell
configuration to reduce numerical costs. Composite tubes were modelled as multi-layers of
Belytschko-Tsay circular shell elements with one integration point in the element plane
to represent the direction of the stacking sequence. In double-shell configuration, the
GFRP innermost shell has six integration points, with another six integration points being
assigned to the outermost shell to represent all twelve UD layers. In a GFRP tube, each
individual layer has a thickness of 0.25 mm. The total thickness of both shells is 3 mm.
Each fibre orientation is assigned with insertion of an integration point with respect to the
stacking sequence used with its associated thickness. The material properties are obtained
from [56,59,60]; see Table 2.

Table 2. Material properties of GFRP (TenCate E772) [56-60].

GFRP (TenCate E772)

Eq (GPa) E, (GPa)

oy, 0°
(MPa)

oy, 90° Ts Vf

G1z (GPa) v12 (MPa) (MPa) (%)

39 +3 11.8+1

32+05 0.29 836 + 20 29 £2 97 £4 58

In shell theory, the thickness of the shell is considered as mid-plane. In double-shell
configuration, two shells with radiuses of 37.75 and 39.25 mm to represent the inner and
outer shells with lengths of 80 and 77.5 mm were modelled, respectively, using LS-PrePost
representing the GFRP tube geometry. Each shell was glued to itself so that the triggering
at the top of the shell would not detach during the crushing process, as a separate shell
was used. In this triggering approach, two shells were used, one with 2.5 mm in height
acting as the trigger (one element size), and the other, depending on whether it was the
inner or outer shell, had its representative height assigned. Therefore, the top shell in
each FEA case study represents the trigger. The quadrilateral shell element was used with
each element size of 2.5 x 2.5 mm. The trigger mechanism was modelled by reducing
the first-row thickness of the shell elements to represent the bevel trigger, from 1.5 to
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0.05 mm in each shell. A solid element rigid block was modelled to represent the striker.
The LS-DYNA material model of Enhanced_composite_damage (Mat_54-55), which is an
orthotropic material, with the failure criterion of Chang—Chang was used. This failure
criterion is a modification of Hashin’s failure criterion for assessing lamina failure. The
hourglass was set at 10% [3-7,43,53].

Modelling interlaminar separation or delamination failure (Mode-I) requires either
detailed experimental investigation for the cohesive zone or three-dimensional representa-
tion that both result in an increase in computational and experimental costs. Delamination
failure causes energy absorption, and this can be modelled with a multi-layered shell
configuration with a contact card that is capable of a Gjc-implemented energy release
rate [40-43]. The One_Way_Surface_To_Surface_Tiebreak contact between the two shells is
defined, with the inner tube being the master and the outer being the slave.

Tiebreak contacts allow the modelling of interlaminar debonding, which transmits both
compressive and tensile forces with optional failure criteria. The tiebreak option enables
the detachment of the contact surfaces by creating springs between two surfaces, and after
reaching maximum normal stress (NFLS) or shear stress (SFLS), if the failure parameter,
driven by occurring normal and shear stresses, become 1, the contact forces soften linearly
until contact distance PARAM is reached and the interface failure is completed. Based on
the interlaminar utilisation of the contact, the parameters are determined by the mechanical
properties of the matrix material. Consequently, shell layers detach when the interlaminar
stress exceeds the matrix properties, which are mainly responsible for interlaminar strength.
Maximum normal and shear contact stresses for the tiebreak contact is based upon the
mechanical properties of the epoxy resin. The maximum contact distance is set to 0.15 mm.
Automatic_Node_To_Surface contact was defined for the striker and inner shell, with the
striker being the master and the inner shell being the slave. The Automatic_Single_Surface
contact algorithm was utilised. This prevents penetration of the crushing tube by its
own nodes.

To satisfy quasi-static conditions, it is important that the load is applied in a manner
that would yield a minimal inertial effect on the results, and the ratio of the kinetic energy
to the internal energy must be reasonably small. Time-scaling was utilised to apply the
load at a higher rate to reduce total simulation time. A constant loading rate of 0.65 m/s
was applied, and the kinetic energy to the internal energy was less than 10% upon initial
contact and less than 5% throughout the remainder of the crushing process.

All bottommost nodes of all shell element layers are constrained in their translational
degrees of freedom. The impactor is modelled rigidly with a mass of 108.4 kg and a velocity
of 7.022 m/s. Gravity is modelled with an acceleration factor of 9.81 m/ s2. All simulation
results are smoothed using an SAE 300 Hz filter [43].

4. Finite Element Modelling
4.1. Delamination Interface

Many researchers have used friction to simulate delamination, e.g., [56—60]. Friction
influences the energy absorption capability; however, using friction influences the SEA
value, increases friction between the shells, and causes a higher SEA value (see Section 5.3),
and this compared with experimental data cannot be considered as a correct FEM. Due
to this, a different approach was considered. Tiebreak option 8 was utilised instead of
friction to model delamination as this contact card can define the Mode-I and Mode-II
energy release rate, which simulates delamination.

The tiebreak contact definition implemented in LS-DYNA allows for the simulation
of delamination at the interface between adjacent shell element layers. Tiebreak Option
8 formulations were investigated for this study, namely, tiebreaks with a bilinear traction-
separation law. This requires interlaminar normal and shear strengths and a critical distance
to interface failure as input parameters to model delamination in crush simulations [10].
However, the optimal critical failure distance parameter selection has not been thoroughly
studied in the open literature. The formulation of required input parameters, such as
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interlaminar normal and shear strengths, fracture toughness under pure Mode-I and Mode-
II'loading, and interfacial stiffness for normal and shear modes; a description of the model
setup using each formulation is explained in Section 4.3.1. To determine the energy rate of
Mode-I and Mode-II, DCB and 3ENF tests were carried out.

DCB test determines the Mode-I energy release rate (G) for delamination growth.
Unidirectional GFRP with resin E722 was used to manufacture 20 by 150 mm specimens
with stacking sequence of (—45, 45, 0, 90)s. A thin Teflon film is placed at the mid-plane to
avoid bonding and develop a pre-determined crack at 60 mm. The samples are cured at
120 degrees Celsius for an hour and a half under composite vacuum pressure in a sealed bag
wrapped in breather cloth and two metal sheets to evenly apply pressure on the laminates.
The delaminated end of the specimen is attached to two metal tabs. Load is then applied on
the metal tabs to create a crack growth on the specimen at a rate of 2 mm/min (quasi-static).
This is carried out by taking the difference in crack lengths. Unidirectional GFRP with resin
E722 was used to manufacture 20 by 150 by 6 mm specimens according to ESIS standard
with a stacking sequence of (—45, 45, —45, 45, 0, 90, 0, 90, 0, 90, 0, 90)s to carry out three
end-notched flexure tests. The input parameters of tiebreak contact option 8 are shown in
Table 2.

4.2. Boundary Conditions and Contact Definitions

The loading striker was modelled as a rigid body. The tubes were placed in the Z-
direction upright and the loading striker at the chamfered end of the tube. The interaction
between the loading striker and the tube was modelled using a node-to-surface contact
definition (automatic contact from node to surface). The tiebreak contact definition between
the shell layers not only facilitates the simulation of delamination but also prevents layers
from penetrating each other after the tiebreak has failed, as the contact definition would
remain in effect. In summary, Automatic_Node_To_Surface contact was defined for the
striker and inner shell with striker being the master and inner shell being the slave. The
Automatic_Single_Surface contact algorithm was utilised. This prevents penetration of the
crushing tube by its own nodes, which is due to the sticker’s nodes potentially causing
disturbance to the model and the inner shell penetrating its own nodes and elements. All
bottommost nodes of all shell element layers are constrained in their translational degrees
of freedom.

4.3. Material Model

Material models Mat_022, Mat_054-055, Mat_058 and Mat_059 were used to capture an
ideal initial peak and mean crushing force against computational costs. These parameters
determine the reliability and the ability of these material models in cylindrical composite
structures. The initial peak illustrates the stiffness of the material, and the mean crushing
force shows the progressive crushing behaviour. In this section, the computational cost
is one of the main parameters of case consideration. The time taken for the simulation
to converge against the extracted results can be compromised to ideally have a model
that converges within a reasonable timeframe and its effect on the extracted results. All
bottommost nodes of all shell element layers are constrained in their translational degrees
of freedom.

4.3.1. Material Modelling of Mat-045-055

This model allows the user to create a local material coordinate system to specify the
orientation of each ply. There are 21 parameters in Mat_54 that need to be specified, 15 of
which are physical parameters and 6 are numerical parameters [47]. From the 15 physical
parameters, 10 parameters are material constants, the values of which were obtained
from [55,59,60], as shown in Table 1. The remaining five physical parameters are the tensile
and compressive failure strains (element deletion strains) in the fibre direction (DFAILT
and DFAILC), the matrix and shear failure strains (DFAILM and DFAILS), and the effective
failure strain (EFS). The six numerical parameters can be adjusted to yield desired material
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behaviour. Based on an extensive parametric study, it was concluded that of these six
parameters, the crashfront element softening parameter (SOFT) is of key importance to
this study. This parameter reduces the strength of elements surrounding a damaged or
deleted element.

As mentioned, there are five physical parameters (failure strains) and six numerical
parameters in MAT54 whose values need to be determined numerically. A comprehen-
sive parametric study was performed to investigate the effect of these parameters on the
simulated load-displacement behaviour. It was determined that the physical parameter
DFAILC (fibre compression failure strain) had the greatest effect on the value of initial peak
load while the numerical parameter SOFT (crashfront element softening parameter) had
the greatest effect on the value of sustained crush load, which determined the value of SEA.

Parameters DFAILT, DFAILM and DFAILS (shear failure strains) were found to have
a marginal effect on the results and were kept constant at arbitrarily selected values
of 0.02, 0.02 and 0.03, respectively. However, increasing the DFAILM value increased
computational cost unreasonably (see Section 6.1). It was found that simulations with
DFAILC = —0.004 and SOFT = 0.75 yielded the mean crushing force value and displacement
behaviour for chamfered tubes that matched very well with experimental data, as shown
in Tables 3 and 4.

Table 3. The parametric study shows the effect of DFAILC in MAT54 on the peak load, crush and
SEA of the circular tube [66].

e el s s
—0.0100 157.9% 159.2% 166.1%
—0.007 67.2% 86.9% 87.2%
—0.006 80.3% 86.9% 87.2%
—0.005 106.2% 86.9% 87.2%
—0.004 102.2% 86.9% 87.2%
—0.003 94.1% 86.9% 87.2%

Table 4. The parametric study shows the effect of SOFT in MAT54 on the peak load, crush and SEA
of the circular tube [66].

SOFT (111)3::/1;?;30) (E?;J‘Ei‘;iz) SEA (Num/Exp%)
075 102.2% 103.4% 101.1%
0.80 102.2% 116.2% 125.8%
085 102.2% 137.6% 138.8%
090 102.2% 153.8% 159.4%

A parametric study was conducted to determine the optimal values of the unknown
parameters for the multi-layer modelling approach. The resultant values are presented
in the above tables. This developed FEM, with the SOFT parameter set to 0.75 (75%) and
DFAILC set to —0.004, can produce an accurate prediction of experimental results. The
DFAILC value is negative due to compression.

4.3.2. Material Model Results

Figure 4 shows a comparison of the material models in the previous sections. MAT-
022 has an initial peak of 141 kN with a mean crush force of 13 kN, and the displacement
reaches 70 mm with a computational cost of 14 h. In comparison with the experimental
data, this material model is inaccurate at predicting the experimental material behaviour.
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MAT_054-055, on the other hand, illustrates an ideal prediction of material prediction, with
an initial peak value of 80 kN, mean crushing force of 67 kN, displacement of 33 mm and
computational cost of 28 h. In comparison with the experimental data, which included
an initial peak of 78 kN and mean crush force of 69 kN, Mat_054-055 was on average 5%
off. Mat_058 illustrated that it over-predicts the mean crushing force by 7 kN, although
the initial peak value has been improved to 79 kN compared with Mat_054-055. The dis-
placement reduced to 31 mm and the computational cost increased to 36 h. The difference
between the two material models lays in the mean crushing force, and Mat_058 over pre-
dicts, which results in a reduction in the displacement value, resulting in greater difference
to the experimental data, with a 7.5% overall difference. Mat_059, which is a modified ver-
sion of Mat_022, has shown greater improvement in the prediction of crushing behaviour
in composites. However, the initial peak is 10 kN off, the mean crushing force value is
underpredicted by 11 kN, and the displacement value is 36 mm. The overall difference is
9%. The computational cost value is 45 h.

Material Models

o
& II =
.I

MAT_022 MAT_054-055 MAT_058 MAT_059

M Initial Peak (kN) M Mean Force (kN) Displacement (mm) Computational cost (hours)

Figure 4. Material model comparison [66].

By considering all four reviewed parameters, Mat_054-055 can predict the material
behaviour with respect to the energy absorption capability and having a reasonable com-
putational cost compared with the extracted results, as predicted by [3-7,43,53,59,60].

4.4. Element Formulation

The possibility of using under-integrated elements results in a reduction in computa-
tional cost and compromises the accuracy of the prediction. To compare the performances,
several relevant element formulations were employed, and the results have been discussed.
The relevant chosen element formulations are Hughes-Liu, S/R Hughes-Liu, S/R co-
rotational Hughes-Liu, fully integrated and Belytschko-Tsay (default). In consideration of
this test, since energy absorption capability is the main concern, the parameters chosen are
the initial peak, mean crush force and displacement; however, in numerical studies, the
computational cost plays a major role, and therefore, this parameter is also considered.
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Figure 5 shows the differences between the chosen element formulations against the
reference parameter of experimental data. The result of Hughes-Liu element formulation
showed an initial peak of 82 kN, mean crush force value of 90 kN with displacement of
27 mm, and computational cost of 105 h. The total difference in performance value was
13% compared with experimental data. The extracted result from S/R Hughes-Liu showed
an initial peak of 81 kN, mean crush force of 65 kN and displacement of 34 mm, and the
computational cost was 115 h. The mean difference from the experimental data was 7%.

Element Formulation

1
I
L1 ‘II |
. - : . 81

[

Experimental Hughes-Liu S-R Hughes-Liu S-R co-rotational Fully Integrated Belytschko-Tsay
Hughes-Liu
W Initial Peak (kN) ® Mean Force (kN) Displacement (mm) Computational cost (hours)

Figure 5. Element formulation comparison [66].

Both element formulations have staggering computational costs with around 4 to
5 days to converge each of the simulations. The results obtained from S/R co-rotational
Hughes-Liu showed an initial peak value of 80 kN, mean crush force of 66 kN, displacement
of 33 mm and computational cost of 128 h. Fully integrated element formulation, on
the other hand, was off by 24 and 7 kN in the initial peak value and mean crush force,
respectively. Although the computational cost is much lower compared with mentioned
element formulations, both element formulations were off by 6% and 12%, respectively.

The Belytschko-Tsay element formulation, which is the default parameter in LS-
DYNA, was rather close to the experimental data with a computational cost of 28 h. The
initial peak value was 80 kN, mean force value was 67 kN, and the displacement was
33 mm, with a total mean difference of 5%.

By taking into account all four reviewed parameters, the Belytschko-Tsay element
formulation is the cheapest computational cost compared with other element formulations,
as supported by other researchers [3-7,43,53,59,60], which leads to the use of this type of
element formulation hereafter.

4.5. Mesh Size

In numerical modelling, one of the influential parameters is the mesh size. The mesh
sensitivity test is beneficial for establishing a mesh size regarding a specific model to
obtain an acceptable accuracy. In a numerical study, compromising acceptable accuracy for
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computable costs is also relatively important. Six different element sizes were modelled
with 5.5,4.5,3.5,2.5, 1.5, 0.5 mm quad elements (see Figure 6).

Figure 6. Mesh sensitivity models. (a) 0.5, (b) 1.5, (c) 2.5, (d) 3.5, (e) 4.5, (f) 5.5 mm [66].

From a design point of view, the aim is to achieve the cheapest model in terms of
computational cost and predict energy absorption capability with an acceptable accuracy.
As the mesh becomes increasingly finer, the computational cost increases dramatically,
and relatively higher accuracy is achieved. A balance of the two needs to be chosen in
that the energy absorption capability of the model is within an acceptable range and the
computational cost is within an acceptable range.

Figure 7 shows the mesh sensitivity comparison of the modelled mesh sizes mentioned
in Figure 6. The results illustrate a noticeable fact that the mesh 5.5 mm size is too coarse
with very high peak forces and low mean crushing force, with 86 kN difference between the
two. This mesh size has the lowest computational cost; however, the result is nearly 40%
off from the experimental data. As the mesh size becomes smaller, the accuracy improves.
At 4.5 mm, the results improved from the 5.5 mm case study, although the difference is 29%
and at 3.5 mm, the difference is 18%. The peak is higher than the experimental study by
8 kN, and the mean crushing force is lower by 7 kN.

At a mesh size of 2.5 mm, the result is in line with experimental data. The difference
is 5%, and the computational cost is lower than the mesh size of 1.5 and 0.5 mm by 170%
and 280%, respectively. Although the accuracy is 1.5% for both cases, the balanced case to
accurately calculate and predict energy absorption is 2.5 mm, which is supported by many
studies [43,53,59,60].
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Figure 7. Mesh sensitivity comparison [66].

4.6. Trigger Modelling

In experimental studies, a 45° bevelled trigger mechanism was utilised, and similarly,
in numerical studies, a suitable trigger mechanism is needed to initiate the progressive
failure that matches the experimental studies. The maximum crush force in the FEA
model tends to be overestimated significantly [10,54]. Few approaches were raised to
study the effect of different trigger mechanisms on the initial peak value of the load
and mean crushing force (see Figure 8). These case studies are, (a) single-shell with no
trigger, (b) single-shell inward-chamfer, (c) single-shell outward-chamfer, (d) double-shell
level size inward-chamfer, (e) double-shell with 2.5 mm shell size difference inward-
chamfer, (f) double-shell with 2.5 mm shell size difference outward-chamfer, (g) double-
shell with 2.5 mm shell size difference inward-chamfer with different reduced element
sizes, (h) double-shell with 5 mm shell size difference inward-chamfer, (i) double-shell with
2.5 mm shell size difference inward and outward-chamfer.

The results from the case studies are compared in Figures 9 and 10. The aim of this
research is to find the optimum finite element modelling case to obtain a prediction of the
initial peak force value.

Single-shell configuration with trigger mechanism has shown better peaks and mean
crushing force prediction (case b and c) than the one without the trigger mechanism (case
a). However, the double-shell configuration has led to better prediction with less than
5% error compared with experimental data. Outward-chamfer in all cases lead to an
increase in computational costs with lower mean crushing force. Cases (e) and (f) have
shown better prediction of the initial peak values of 80 and 78 kN. The configurations of
the two are similar in sectioning and positioning of the shells, with the outer shell being
2.5 mm (one element size) shorter than the inner shell. However, the difference lays in the
computational costs, in which the outward-chamfer, as shown in all cases, increases by
5-15 h. Furthermore, the trigger mechanism affects progressive crushing behaviour. The
mean crushing force in case (f) has a lower value than the one in case (e).
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Figure 8. Trigger mechanism modelling cases, (a) single-shell no trigger, (b) single-shell inward-
chamfer, (c) single-shell outward-chamfer, (d) double-shell level size inward-chamfer, (e) double-shell
2.5 mm shell size difference inward-chamfer, (f) double-shell 2.5 mm shell size difference outward-
chamfer, (g) double-shell 2.5 mm shell size difference inward-chamfer different reduced element
sizes, (h) double-shell 5 mm shell size difference inward-chamfer, (i) double-shell 2.5 mm shell size
difference inward and outward-chamfer [65].

Case (g) is based on case (e), and the configuration of the trigger is the same. In
this trigger mechanism, the element size is reduced to a smaller size, and this acts as the
trigger mechanism. This technique is supported by [43,44,59,60]. In Figure 10, the reduced
element sizes are compared against their initial peak value and mean crushing force and
computational costs. It can be concluded that as the element size becomes thicker, the peak
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value increases and from 0.05 mm onwards, and this reduction in element size has no effect
on initial peak value.

The prevailing case that matches experimental results is a 2.5 mm sectioned double-
shell configuration with an inward-chamfering trigger mechanism and a reduced element
size of 0.05 mm.
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Figure 9. Trigger model comparison [66].
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Figure 10. Trigger model case (g) comparison [66].
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4.7. Number of Shell(s) Configuration

The effect of the number of shells on the energy absorption prediction of FEM is
investigated. The case studies are 1, 2, 3, 4, 6, and 12 shells (see Figure 11).

Figure 11. Cont.
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Figure 11. Number of shell configurations, (a) 1 shell, (b) 2 shells, (c) 3 shells, (d) 4 shells, (e) 6 shells,
(f) 12 shells [65].

In this study, the crushed morphology is one of the factors that is greatly influenced,
as seen in Figure 11. From the crushed morphology point of view, it can be concluded that,
as the number of shells increase, the symmetricity and prediction of crushing behaviour
improves. Since 12 plies were used in experimental studies, six cases were considered. All
cases were subjected to the same trigger mechanism and applied energy.

52



J. Compos. Sci. 2022, 6,11

200

180

160

140

120

100

o]
o

(2]
o

N
o

N
o

0

In Figure 12, the shell configurations are compared. In single-shell configuration, the
initial peak and mean crushing force is off by 45%. However, in double-shell configuration,
this improves to a 5% difference. The initial peak value is 80 kN with a crushing force of
67 kN. Hereafter, the computational cost is the deciding parameter. Since the crushing
behaviour slightly or minimally improves by adding more shells. This improvement is in
both the initial peak value and mean crushing force value. However, the computational
cost increases rapidly by adding more shells to the model. Using the 12 shell configuration
compared with experimental data, it has a 1.5% difference, and using a double-shell
configuration, it has a 5% difference. From an engineering point of view, this compromising
3.5% results in solving the problem with 4.5 times less computational costs; one takes 28 h
to converge and the other 123 h.

shell configurations vs. computational cost

Experimental

1 Shell 2 shell 3 Shell 4 Shell 6 Shell 12 Shell

M Initial Peak (kN) ~ ® Mean Force (kN)  ® Computaional cost (hours)

Figure 12. Shell configuration comparison [65].

At this stage, since the main concentration is energy absorption capability, the reliable
and cheaper computational cost of double-shell configuration is considered in this study
and is also supported by [43,54,59,60].

5. Model Sensitivity to Physical Parameters

A robust finite element model needs to tolerate small variations in modelling parame-
ters and be able to capture the differences. The aim of this section is to carry out a study
of stability and sensitivity with respect to the material parameters, delamination, friction
and impact loading. The reference model is the one developed earlier in this section and
tweaking the parameters by +10%.

5.1. Material Model

The following parameters from Mat_54-55 in LS-DYNA have been studied: stiffness,
compressive strength, strain to failure in compression and strain to failure in tension. The
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stiffness and strength have an influence on fibre and matrix arrangements, and the strain
to failure is a parameter that influences the experimental energy absorbed per unit of
crushed volume/mass. The developed model will be compared with the experimental
data. The SEA value from the experimental and numerical data should be around the error
percentage, which is 5%.

5.1.1. Laminate Stiffness

In Figure 13, the comparison of laminate stiffness is shown with a change of stiffness
within +10%. The SEA, initial peak and average crushing force are the main concentrations
of this study compared with the relevant FEM reference. It is noticeable that the computa-
tional cost remained the same with minimal change in all cases. The influence of stiffness
on crushing behaviour is illustrated in the results. A 10% increase resulted in an increase in
the initial peak value by 3 kN, the mean crushing force increased to 71 kN, and the SEA
value increased by 4 kJ /kg. The displacement value was affected by a drop of 2 mm. A 10%
decrease resulted in a reduction in initial peak value by 2.2 kN, the mean crushing force
decreased to 63 kN, and the SEA value dropped by 12 k] /kg. The displacement value was
affected by an increase of 6 mm.

Laminate Stiffness (E, &E,)

Experimental

M Initial Peak (kN)

Reference 10% -10%

M Mean Force (kN)  m Displacement (mm) Computational cost (hours)  m SEA (ki/kg)

Figure 13. Laminate stiffness comparison [66].

The results showed that an increase in laminate stiffness caused a higher initial peak
value and mean crushing force value. Vice versa, the reduction in laminate stiffness caused
a reduction in these values, which shows the model is responsive to small changes in
the parameters.

5.1.2. Compressive Strength

Regarding energy abruption capability in the Mat_54-55 card, compressive strength
plays an important role. Figure 14 shows the comparison between compressive strength
with an increase and reduction of +10%. The SEA, initial peak and average crushing force
is the main concentration of this study, compared with reference FEM. The computational
cost remained the same with minimal changes in all cases. Increasing compressive strength
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results in an increase in initial peak value by 6.5 kN, an increase in mean crush force by
4 kN, a reduction in displacement by 3 mm, and an increase in SEA value by 2 k] /kg. A
reduction in compressive strength by 10% results in a reduction in initial peak force value
by 3 kN, a reduction in mean crushing force by 1 kN, an increase in displacement by 1 mm,
and a reduction in SEA value by 3 k] /kg.

Compressive Strength (X & Y¢)

Experimental

M Initial Peak (kN)

Reference 10% -10%

W Mean Force (kN) M Displacement (mm) Computational cost (hours) M SEA (ki/kg)

Figure 14. Compressive strength comparison [66].

The results showed that a reduction in compressive strength caused the mean crushing
force value to drop along with the initial peak value.

5.1.3. Strain to Failure

The strain determines the element deletion, which is an important parameter for
adjusting the model with experimental results. Mat_45-55 allows defining different failure
strains for shear and tension/compression. The model response is governed by the deletion
of elements, as previously mentioned. The failure of the elements is mainly affected by the
strain to failure in compression (DFAILC) and failure in tension (DFAILT) that have been
analysed by the increase and reduction of £10% of these parameters.

Strain to Failure in Compression

In Figure 15, an important influence of the failure strain in compression with an
increase and reduction of +10% on the crushing efficiency is shown. The effect of a 10%
increase in DFAILC results in an increase in the mean crush force of 6 kN. The initial peak
was not affected, the displacement decreased by 4 mm, and the SEA value increased to
53.7 k] /kg, with a 6 k] /kg difference in comparison to the reference model. The effect of a
10% drop in DFAILC results in a drop in mean crushing force value by 5 kN, an increase in
displacement by 7 mm, and a 10 kJ/kg drop in SEA value.
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Strain to failure (DFAILC)

90
80
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60
50
40
30
20
10
0
Experimental Reference 10% -10%
W Initial Peak (kN) M Mean Force (kN) ® Displacement (mm) ® Computational cost (hours) M SEA (ki/kg)
Figure 15. Strain to failure in compression (DFAILC) [66].
Strain to Failure in Tension
In Figure 16, an important influence of the failure strain in tension with increase and
reduction of £10% on the crushing efficiency is shown. The effect of a 10% increase in
DFAILT results in an increase in mean crush force of 5 kN, an initial peak increase of 2 kN,
a displacement decrease of 2 mm and a SEA value increase of 55 kJ/kg, with a 7 k] /kg
difference in comparison to the reference model. The effect of a 10% drop in DFAILT results
in a drop in mean crushing force value of 2 kN, an increase in initial peak value by 5 kN, an
increase in displacement by 2 mm, and a 3 k] /kg drop in SEA value.
Strain to failure (DFAILT)
100
90
80
70
60
50
40
30
20
10
0
Experimental Reference 10% -10%

M Initial Peak (kN) ™ Mean Force (kN) m Displacement (mm) ™ Computational cost (hours) B SEA (kJ/kg)

Figure 16. Strain to failure in tension (DFAILT) [66].
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5.2. Delamination Model

The delamination between the shell was modelled with tiebreak option 8 described in
Sections 2.2 and 4.1 in detail. The current study in this section is to determine the element
size and the sensitivity of the delamination algorithms according to Table 2. To ensure the
mesh is fine enough to avoid premature failure of the interface and instability, the model
sensitivity towards the energy release rate will be analysed.

5.2.1. Tiebreak Contact Element Size Sensitivity

To capture the debonding of the plies, a simple model was created to simulate a DCB
test for a Mode-I delamination test. Different mesh sizes were considered: 1.5 x 1.5 mm,
2.5 x 2.5 mm and 3.5 x 3.5 mm (see Figures 17 and 18).

Figure 17. Tiebreak contact element size test [66].

Force (N)

(1] 10 20 30 40 50 60
Displacement {(mm)
—Eperimental seseeess 1531 Smm FEA - == =252 5mm FEA = « == 35x3.5mm FEA

Figure 18. Force-distance curve of Mode-I delamination, experimental and FEA comparison [66].
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To assure the obtained results would be relevant to experimental data, the FE results
were compared with the experimental data. In Figure 18, all cases have captured the
experimental curve; however, the 1.5 x 1.5 mm and 2.5 x 2.5 mm element sizes have
closer values with minimal differences. The element size of 3.5 x 3.5 mm overestimated
the results throughout, and 2.5 x 2.5 mm, which is the element size (see Section 4.5.), was
concluded to be both accurate enough and computationally cost-efficient.

5.2.2. Delamination Resistance

The aim of this study is to examine the sensitivity and the importance of the effect of
the tiebreak contact PARAM function on the energy absorption capability of the developed
FEM. Once the progressive failure has been established, the debonding of the plies is ruled
purely by normal stress, and according to Equation (13), the G¢y is governed by normal
stress and PARAM from the contact card. An increase in PARAM, therefore, results in an
increase in G¢y proportionally. This method has been used in this study to analyse its effect
on Mode-I delamination resistance.

Figure 19 illustrates the effect of this phenomenon on crushing behaviour and energy
absorption capability of the FEM by an increase and reduction of £10%. The effect of a 10%
increase in G¢y results in an increase in mean crush force by 6 kN, no change in initial peak,
a displacement decrease of 5 mm and a SEA value increase of 54.5 k] /kg, with a 6 k] /kg
difference in comparison to the reference model. The effect of a 10% decrease in Gy results
in a drop in mean crushing force value of 6 kN, no change in initial peak value, an increase
in displacement of 7 mm, and a 5.5 k] /kg drop in SEA value.

Delamination (Energy release rate)

Reference 10% -10%

W Mean Force (kN)  ® Displacement (mm) Computational cost (hours) M SEA (ki/kg)

Figure 19. Delamination resistance comparison [66].

The results indicate that the Mode-I energy release rate has an important influence on
the energy absorption capability, mean crushing force value, displacement and SEA value.
To conclude this, it can be noted that modelling delamination as tiebreak option 8 has
been established to be sensitive towards capturing and affecting Mode-I delamination. The
input parameters have a major effect on delamination resistance. Therefore, it is essential
to validate Tiebreak input parameters as it has been carried out in previous sections (see
Sections 2.2, 4.1 and 5.2.1).
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5.3. Friction

The coefficient of friction is one of the physical parameters that influences the pro-
gression of the simulation. In the literature, many values have been stated, varying from
0.1 to 0.3 for static and 0.1 to 0.2 for dynamic. The chosen values for static friction coef-
ficient is 0.3 and 0.2 for the dynamic friction coefficient [3-7,43,53,59,60]. Both impactor
to inner shell and inner shell to outer shell friction coefficients are set to 0.3 and 0.2 for
static and dynamic, respectively. This is based on trial and error and based on previous
researchers [3-7,43,53,59,60]. This combination enables a sensitive crushing performance.
In this study, the sensitivity of the FEM to friction is studied. The two scenarios are the
friction between the impactor and the inner shell and the friction between the shells.

5.3.1. Impactor to Shell

In Figure 20, the results from the friction between the impactor and the inner shell
are compared based on an increase and decrease of +10%. The influence of cthe oefficient
of friction on mean crushing force is 2.5 and —3.5 kN. The only parameter that is not
influenced by friction is computational cost. The initial peak force increased by 0.5 kN,
which is minimal and small enough to neglect when increased by 10% and no change
with 10% reduction. The main concentration was mean crushing force, displacement and
SEA. With a 10% increase, the mean crushing force increased by 2.5 kN, the displacement
dropped by 2 mm, and the SEA value increased by 3 kJ/kg. By decreasing the friction
by 10%, the initial peak had no effect, the mean crushing force dropped by 3.5 kN, the
displacement increased by 2 mm, and the specific energy absorption decreased to 45.3 k] /kg,
which is around 2.5 kJ /kg. This parameter can influence the energy absorption capability,
and based on the literature, the optimum value is 0.3 and 0.2 for static and dynamic,
respectively [59,60].

Friction (Impactor to inner Shell)

Experimental

M Initial Peak (kN)

Reference 10% -10%

W Mean Force (kN)  m Displacement (mm) Computational cost (hours) = SEA (kJ/kg)

Figure 20. Impactor to inner-shell friction coefficient comparison [66].

5.3.2. Shell to Shell

Many researchers have used friction to simulate delamination, e.g., [59,60]. Friction
influences the energy absorption capability. However, using friction influences the SEA
value, increases friction between the shells, and causes a higher SEA value, and this
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compared with experimental data cannot be considered as a correct FEM, as the SEA
comparison from the experimental and numerical data would be more than the error
percentage. Friction influences the mean crush force and, consequently, affects SEA value.
Due to this, a different approach was considered. Tiebreak option 8 was utilised instead
of friction to model delamination as this contact card can define the Mode-I and Mode-II
energy release rate, which simulates delamination. However, the correct friction between
the shells must be implemented. This friction between the plies also exists in real scenarios,
and its effect on the energy absorption capability must be addressed.

In Figure 21, the results from friction between the inner shell and the outer shell are
compared based on an increase and decrease of +10%. The influence of the coefficient of
friction on mean crushing force is 3 and —3.5 kN. Throughout the study, the computational
cost and initial peak force was unaffected. The main concentration was mean crushing
force, displacement and SEA. With a 10% increase, the mean crushing force increased by
3 kN, the displacement dropped by 1 mm, and SEA value increased by 3.5 kJ/kg. By
decreasing the friction by 10%, the initial peak had no effect, the mean crushing force
dropped by 3.5 kN, the displacement increased by 3 mm, and the specific energy absorption
decreased to 41.8 kJ/kg, which is around 6.5 kJ/kg. This parameter can influence the
energy absorption capability, and based on the literature, the optimum value is 0.3 and
0.2 for static and dynamic, respectively [59,60].

Friction ( Inner Shell to outer shell)
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M Initial Peak (kN) ® Mean Force (kN)  ® Displacement (mm) Computational cost (hours) B SEA (ki/kg)

Figure 21. Inner-shell to outer-shell friction coefficient comparison [66].

5.4. Impact Velocity

In this section, various impact velocities are raised to study and analyse the devel-
oped model against its sensitivity towards capturing the initial peak, mean crush force,
displacement (stroke) and specific energy absorption. In this study, the experimental data
and reference model are compared with different impact velocities and applied kinetic
energies. The cases are 4 m/s (0.84 kJ), 5m/s (1.31 k]), 6 m/s (1.89 kJ) and 8 m/s (3.4 k]).
Understanding how the model is robust with respect to the input kinetic energy would
indicate the range of impact conditions predicted by the model.

Figure 22 shows the extracted results from the simulations. The simulation results
illustrate a similar value or up to 0.4% difference in initial peak value, and the specific
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energy absorption, which indicates the energy absorption per crushed mass, is within 4%
of the reference model. The mean crushing force is slightly affected, although the highest
difference from the reference model is 3.5%.

Impact velocity (Input KE)
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Figure 22. Impact velocity or kinetic energy input sensitivity data [66].

6. Modelling limitations

Based on the study carried out in Section 5, sensitivity towards physical parameters
was studied based on the developed model. The FEA results are influenced by many input
parameters. To develop a model that is capable of predicting energy absorption in an
accurate enough format, a few extracted results must also be acceptable. These parameters
are computational cost, initial peak force, mean crushing force, displacement and specific
energy absorption. A relatively simple model approach leads to high efficiency, and this
was the main concentration of this section. There is a balance between computational cost
and final results that needs to be within an acceptable range of up to 10% [59].

In Mat_54, some parameters have no physical meaning, which means some limitations
might cause the simulation model to be ruled by non-physical parameters. Therefore, the
applicability of the model to another crush scenario must be carried out with care. A change
in geometry and the mechanical properties mean that the model can be adapted to that
specific crash scenario with care and some adjustments.

More advanced material cards are developed with solid elements to improve cap-
turing delamination energy. Further studies are needed on the mechanical properties
of the material and energy release rate in Mode-I and Mode-II. Most importantly, using
solid elements rapidly increases computational costs compared with shell elements. This
technique increases accuracy, although both testing and computational costs increase.

Increasing the material model complexity leads to further test data but is expensive
and increases computational costs. Depending on case studies, from an engineering point of
view, a finite element model with an accuracy of up to 10% is acceptable [59,60]. However,
the developed model has its limitation in showing the fracture and crushing on a smaller
scale, force-displacement characteristics, and debris wedge.
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6.1. Fracture Morphology

Regarding crushed morphologies, to capture axial splits using Mat_54, the DFAILM,
which is the failure strain in the matrix direction [47], can be utilised. Adjusting the value
of DFAILM enables matrix splitting to occur (see Figure 23), as observed in the experiments.
However, this parameter influenced the computational costs to be unreasonably high. Due
to this fact and keeping a reasonable experimental efficiency, DFAILM values were retracted
to original values. It is worth mentioning that, in this research, the main concentration
was capturing energy absorption capability. DFAILM had a marginal effect on energy
absorption capability, as mentioned above. In the material model Mat_54-55, the stacking
sequence plays an important part in crushed morphologies. In Figure 24, the FEM crushed
morphologies of [0]1, are shown, which resembles the experimental crushed morphologies.
However, using 445 leads to inadequate failure modes if DFAILM values exceed 10% to
obtain matrix splitting /separation (see Figure 23b).

Figure 24. Effect of stacking sequence of [0]j, configuration on petal formation of FEM crushed
morphologies using DFAILM [59].

Figure 25 shows the comparison between the reference FEM and increase in DFAILM
by 10% and 20%. The effect of DFAILM on the axial split is shown in Figure 23, which
improves the crushed morphology representation. Although, the results regarding energy
absorption capability, including SEA values, were unaffected by this parameter. Ata 10%
increase, the axial split occurs in this FEM, which causes a 138% increase in computational
costs. Increasing DFAILM by 20% causes a 176% increase in computational costs.
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Figure 25. Strain to failure in matrix direction (DFAILM) [66].

In consideration of these results, capturing an axial split seems rather unreasonable
due to its effect on computational costs. Increasing the DFAILM value by 10 to 20% had
minimal or no effect on the results, and an axial split below 10% in this FEM does not occur.

6.2. Force-Displacement Characteristics

The visual differences in crushed morphologies and the crushing process of composite
tubes and FEA are captured by the force-displacement curve diagram. Figure 26 shows a
comparison between numerical and experimental data.

As described by Hall [17], the experimental data have a serrated shape where the
positive slope segments, e.g., (ab) represents the increase in resistance load due to multiple
crack propagations until point (b) is reached. Further crushing is initiated, causing a
negative slope or drop in resistance force.

In the finite element (dotted black), the oscillations are governed by the element
deletion between fronds, and the amplitudes are a function of the strain to failure of the
element controlling the tearing and the mode-I delamination resistance.

At any stage of the crushing process, the experimental resistance force is governed
by the weakest possible collapse mode(s). The curves from the FEA and experiment
have different amplitudes and ranges (see Figure 26). The amplitudes of the curve and
wavelength of FEA are governed by element deletion, and the element size affects the
wavelengths. Nevertheless, this leads to collapse modes, which are not captured by the
model properly.
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Figure 26. Force-displacement characteristic experimental and numerical comparison [66], (a-b) in-
crease in load and(b—c) decrease in load.

6.3. Debris Wedge

During the progressive crushing process, the fractured material within the Mode-I
opening of the tube becomes trapped in the Mode-I opening mode. This increases the
friction and affects the crack growth and delamination resistance.

The FEM is not able to simulate this effect if element deletion takes place and does
not interfere any longer with the remaining structure. This issue can be resolved by
increasing delamination resistance or increasing friction between the shells if a multi-shell
configuration is utilised.

Some researchers have tried modelling a debris wedge. McGregor [10] used a prede-
fined debris wedge designed as rigid, and Mamalis [4] defined an intermediate layer trying
to represent the pulverised material.

7. Results

Based on the finite element findings and calibrations in this paper and briefly explained in
Section 3, the simulations were carried out under quasi-static and impact loading conditions.

7.1. Material and Experimental Setup

In this study, the composite sections were fabricated from glass/epoxy (p =2250 kg/m?)
with a symmetric twelve-ply quasi-isotropic laminate design of (—45/45/0/90/0/90)s
using hand lay-up techniques. The composite sections were 80 x 80 mm with a total
thickness of 3 mm in size.

In quasi-static testing, a 500 kN load cell capacity hydraulic press was used with a
2 mm/second loading rate. All specimens were allocated with respect to the centre of the
stroke for equal load distributions. The stroke displacement for all specimens was kept at
50 mm. The profile of load—displacement consists of load cell and stroke displacement.

In impact testing, a drop tower with an impactor mass of 108.4 kg was used at 2.0 m
height and 7.022 m/s velocity, and a total energy of 2672 ] was applied to each specimen.
The mass is dropped from a pre-determined height of 2.0 m to initiate and record the load



J. Compos. Sci. 2022, 6,11

against time once it reaches the specimen. It will only stop when the applied energy of
2672 ] is absorbed by the specimen. The hammer is then pulled back up by the machine.
Once the impactor hits the tube leading edge, the load cell records the force history.

7.2. Crushed Morphologies

In this section, the crushed morphologies between experimental and numerical results
are compared (see Figure 27). Part a and b represent the quasi-static loading condition,
experimental and numerical, respectively. Part b and c represent the impact loading
condition, experimental and numerical, respectively. The axial splitting, as mentioned
before, is captured by FEA and shown with a large separation between the elements. The
double-shell configuration can capture the inner and outer petals” formation in both cases.

Figure 27. Plane view morphologies, experimental and numerical comparison, (a) crushed under
quasi-static experimental, (b) crushed under quasi-static numerical, (c) crushed under impact loading
experimental, (d) crushed under impact loading numerical [63,65].

7.3. Force—Displacement Graphs

In this section, the force-displacement graphs are shown in Figure 28. Part a represents
the quasi-static loading condition, and part b shows the impact loading condition. In this
case, the stiffness and the mean crushing force is the main concentration. The stiffness,
which is the initial peak in the graph, is followed by the mean crushing force. In part a, the
experimental data have a mean crush force of 100 kN, an FEA of 98 kN, and an initial peak
value of 88 kN in both the FEA and experimental studies. In part b, the mean crush force
is 69 kN for experimental and 68 kN for numerical, with an initial peak value of 78 kN in
both cases. This shows that the FEM has captured and predicted the behaviour of the GFRP
composite tubes under quasi-static and impact loading.
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Figure 28. Force-displacement characteristic experimental and numerical comparison [66].

7.4. Specific Energy Absorption (SEA) Comparison

The SEA value comparison in this section is to determine the energy absorption
capability of the finite element model compared with experimental studies. In this section,
the differences between the numerical and experimental studies are compared. In Figure 29,
the SEA value of the numerical model under quasi-static loading is 2.6% off compared
with experimental data. The SEA value of numerical studies under impact loading is 3.8%
off compared with experimental data. The aim of this paper is to achieve a 5% difference

and have an efficient model in terms of computational costs and accuracy, which has
been achieved.
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Figure 29. Numerical and experimental SEA of GFRP under Quasi-static and Impact loading condi-
tions [66].

8. Conclusions

The aim of this paper was to develop a finite element model using LS-DYNA to simu-
late the crushing behaviour of composite tubes with a chamfer failure trigger mechanism
under various loadings. Various shell configurations were studied, and a multi-layer shell
element with double-shell configuration produced accurate enough results with a difference
of less than 5% with minimal computational costs compared with other configurations. This
configuration was used to predict energy absorption capability and specific energy abortion,
and other considerations were deformation and damage progression of the composite tubes.
Each shell element or layer can contain either a single ply or multiple plies. The layers were
tied using tiebreak option 8 contact definitions. This contact card has the capability of mod-
elling delamination between the layers through an energy-based approach. The material
card of Mat_54 was used to represent each ply, and a few parameters in the material cards
were studied to find the optimum configurations to match the experimental studies. SOFT
and DFAILC (compression failure strain) were the main parameters that affected the energy
absorption capability, and specific energy absorption was influenced by these parameters.
The sensitivity of the model was studied against the material model, delamination model,
friction and impact velocity. The results show that the model is sensitive towards minimal
input change. The simulation results showed that the failure peak load, mean crushing
force, and SEA all compared very well with the experimental results.

Numerical models are commonly used to predict the mechanical response of simple to
complex geometries as this is a cost-effective approach compared to experimental results.
FEM is utilised to predict various conditions and scenarios and relative optimisation takes
place; however, numerical models, for instance, the one developed in this paper, have
their limitations in showing the fracture and crushed zones on a smaller scale, force—
displacement characteristics, and debris wedges, which are all contributing factors to
energy absorption. Each developed numerical model has its range of validation, which
means the model is capable of accurate prediction to a certain level, and the model is
incapable of good prediction if the input values exceed the range or the input values are
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amended. It is critical to experimentally obtain this range if various scenarios are intended
to be studied [66,67]. Therefore, Double Cantilever Beam (DCB), End-Notched Flexure
(ENF), Three Point Bending, compression, tensile testing, and many more can be utilised to
improve material behaviour and prediction. Maximising resolution of numerical models
can be obtained for various application such as [68,69], by improving prediction of material
behaviour i.e., the mechanical properties, via physical and non-physical parameters, the
discrepancy between experimental and numerical data can be minimised.

The standard deviation between experimental and numerical studies is very low due
to calibration of the model based on trial and error and the parametric study to improve
resolution. However, different scenarios were conducted, impact and quasi-static, to
further understand the discrepancy between a calibrated model and a different scenario
without calibration; hence, in this paper, this was utilised as an indication of prediction.
The calibrated model had a discrepancy of 5% in the experiment, and when the scenario
changed, a similar discrepancy was observed (5%) in the relative experiment.

The calculation errors are all dependent on boundary conditions, mechanical proper-
ties inputs, mesh sensitivity and all other parameters discussed in this paper. The model is
as accurate as the input values. The calculation error might occur in experimental studies,
and measuring the crushed zones, for instance, can make a difference in SEA values.

In conclusion, the developed model in this study has shown to be capable of accurately
capturing the crushing behaviour of the tubes with minimal differences whilst being com-
putational cost-efficient. The numerical and experimental studies are in good agreement.
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CFE crush force efficiency

CFRP  carbon fibre reinforced plastic
GFRP  glass fibre reinforced plastic
DCB  double-cantilever beam

3ENF  three-point-end-notched flexure
KE kinetic energy

14 density

A cross-sectional area

E Young’s modulus

F load

Frnax initial maximum load

Fm mean load

P, peak load

G shear modulus

Gic mode-i interlaminar fracture toughness
Gl mode-ii interlaminar fracture toughness

SEA  specific energy absorption (kj/kg)
wall-thickness

diameter

circumference

axial length

fNng T
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A% volume reduction

V¢ fibre volume fraction
4 Poisson’s ratio

B weight factor

u coefficient of friction

A displacement

0 post crushing displacement

m crushed specimen mass

\%4 volume of crushed specimen

s cross-head distance

a, ALPH nonlinear shear stress parameter

Xt longitudinal tensile strength

Xe longitudinal compressive strength
Yi transverse tensile strength

Ye transverse compressive strength
S1 longitudinal tensile strength

DFAILC  max strain for fibre compression

DFAILT  max strain for fibre tension

DFAILM  max strain for matrix straining in tension and compression
DFAILS  max shear strain

EFS effective failure strain

o) normal stresses

0 shear stresses

o1 longitudinal stress

) transverse stress

012, S12 transverse shear stress

oy ultimate tensile stress

op flexural strength

Ts, So shear strength

NFLS normal failure strength

SFLS shear failure strength

SOFT softening reduction factor for material strength in crashfront elements
TFAIL time step size criterion for element deletion
PARAM  critical normal separation of the surface

FE finite element

FEA finite element analysis

FEM finite element model

UD unidirectional

0 fibre orientation
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Abstract: The benefit of fiber-reinforced composites originates from the interaction between the
fiber reinforcement and the matrix. This interplay controls many of its mechanical properties and
is of utmost importance to enable its unique performance as a lightweight material. However,
measuring the fiber—matrix interphase strength with micromechanical tests, like the Broutman test,
is challenging, due to the many, often unknown boundary conditions. Therefore, this study uses
state-of-the-art, high-resolution X-ray computed microtomography (XRM) as a tool to investigate post
mortem the failure mechanisms of single carbon fibers within an epoxy matrix. This was conducted at
the example of single carbon fiber Broutman test specimens. The capabilities of today’s XRM analysis
were shown in comparison to classically obtained light microscopy. A simple finite element model
was used to enhance the understanding of the observed fracture patterns. In total, this research reveals
the possibilities and limitations of XRM to visualize and assess compression-induced single fiber
fracture patterns. Furthermore, comparing two different matrix systems with each other illustrates
that the failure mechanisms originate from differences in the fiber —matrix interphases. The carbon
fiber seems to fail due to brittleness under compression stress. Observation of the fiber slippage and
deformed small fracture pieces between the fragments suggests a nonzero stress state at the fragment
ends after fiber failure. Even more, these results demonstrate the usefulness of XRM as an additional
tool for the characterization of the fiber—matrix interphase.

Keywords: interphase/interface; X-ray computed microtomography; damage mechanics; finite
element analysis

1. Introduction

Carbon fiber reinforced polymers (CFRP) possess a key role in lightweight structural
design. Thereby, especially the mechanical properties of a CFRP strongly depend on the
interaction between fiber and matrix. The force transfer from matrix to fiber occurs through
the so-called interphase: a three-dimensional individual phase, in which the properties
gradually change from matrix to fiber. Hence, it is influenced by both the properties of the
matrix and the fiber [1,2] and formed by the interaction of the fiber surface with the matrix
during processing [2,3]. However, its spatial dimensions are often not known or are often
simply neglected. Therefore, in contrast to the interphase, an interface is understood as
a geometrically well-defined 2D contact area between distinct phases such as the matrix
and/or the fiber [4-6].

In the loaded case, additional to sufficient adhesive strength between fiber and ma-
trix, also high cohesive strength in the matrix needs to prevail at every point along the
fiber—matrix interphase to achieve a maximum stress transfer [4]. Therefore, the failure
mechanisms of the fiber under mechanical loading depend strongly on the adhesive and
cohesive interphase properties, which are geometrically, and in terms of mechanical proper-
ties, not well defined [1,7]. The discrepancy between actually measured and theoretically ex-
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pected fiber —matrix interaction can be attributed to imperfections (pores/voids/difference
in bulk elastic properties) either at the interface, in the interphase or of the constituents.
Understanding the fiber—matrix interaction is of utmost importance [2,4,7] and many ex-
amples show that controlling the interphase leads to improved mechanical properties of the
whole CFRP composites [8-10]. Describing the interphase in a composite material requires
reliable and reproducible methods for characterization, but due to the small dimensions
and the gradual transition to the volume properties of the matrix, its properties are difficult
to measure [1]. The challenge for quantitative characterization of the interphase is not
only specimen preparation itself but also the entire experimental procedure. There is no
micromechanical test standard to reproducibly determine the interphase quality, e.g., by de-
termining the force transfer between a single fiber and the surrounding matrix. Moreover,
the various methods are not comparable with each other, due to differences in introduced
stress states either caused by the nature of the test itself or the specific specimen dimensions,
as the force can be applied either fiber-sided, as in the pull-out test and the microbond test,
or matrix-sided, as in the Broutman test and the fragmentation test. The interpretation
of their results is often difficult because boundary conditions such as the extension of
the interphase itself or its adhesion to the fiber surface cannot be controlled reliably by
the experiment or accurately modeled in such detail. For example, in the pull-out test,
edge effects must be taken into account, which result in an increase in shear stress at the
fiber’s entry into the matrix resin. In the microbond test, the influence of the geometry of
the matrix droplet and the position of the cutting edges on the resulting stress state has
been demonstrated successfully [11]. All tests mentioned above are based on a description
of the shear stress in the interface instead of the normal stress as the Broutman test [12,13].

Most importantly, the resulting stress distribution in the specimen is often complex
and difficult to assess. Today, it is not possible to measure only adhesive properties
without the influences of the specimen’s geometry and boundary conditions, but since
these quantities cannot be quantified, the real stress distribution in the interphase cannot
be described. Instead, simplifications must be adopted to enable the description of the
stress state to be approximated. Therefore, the properties of fiber and matrix have to be
quantified. Quantifying the first failure at the interphase is a challenging task, after the first
failure friction (slipping) affects the measured quantities, this complicates the interpretation
of the results [14]. Optical investigation methods, such as stress-induced birefringence
used during a pull-out or Broutman test are helpful for describing the micromechanical
failure processes because they visualize the stress distribution along the interface at any
time. However, optical evaluation of micromechanical failure processes are limited to
transparent specimens. Other limitations include limited, region of interest (ROI) depth of
field and resolution.

On the other hand, test methods like nondestructive imaging of the internal struc-
ture of a preloaded specimen via X-ray microscopy (XRM) are capable of supporting the
identification of those stress distributions by the investigation of the fracture pattern post
mortem in great detail. High-resolution 3D X-ray imaging of composite materials, espe-
cially for the analysis of structurally dependent mechanical properties has experienced
significant growth over the last decade, due to enhancements in spatial resolution [15].
However, the application as an additional tool for characterizing CFRP interphases is a
recently evolving topic [15,16]. The 3D visualization of failure, induced by mechanical
loading can help to better understand the complex stress distribution in micromechanical
tests, by combining them with a simulation-based analysis that reproduces the observed
fracture pattern [4,17]. X-ray investigations of CFRP are especially challenging because of
(I) the small diameter of the fibers and (II) the low contrast between carbon-based materials
caused by similar atomic numbers. However, state-of-the-art microfocussed XRM enables
in-line phase contrast and leads to very high-resolution at a distance by using optical and
geometrical magnification.

The potential of the combination of micromechanical interphase testing with high-
resolution XRM analysis for polymeric matrix composites was shown in [16], perform-
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ing fragmentation tests on epoxy and vinylester matrix reinforced flax fiber composites.
The authors observed fiber fragments inside failure zones, which were not detectable
using classical, optical light microscopy. They showed that matrix failure can be observed
at various locations, where fiber fracture occurred in all systems with a good adhesion
between the constituents. In addition, many studies have shown the great potential in
correlating nondestructive structural analyses with mechanical testing to achieve a deeper
insight of the macro-mechanical fiber—matrix interaction [15,18,19].

Understanding the interface interactions between fiber and matrix, based on finite
element (FE) simulations has still not been fully explored. Several authors use cohesive-
zone-modeling to simulate the interface behavior via push-out/push-in tests in comparison
to the experimentally assessed interphase behavior (friction and cohesive interaction of
fiber and matrix). In [20] a cohesive/volumetric FE model, which includes an augmented
Lagrangian treatment of the frictional contact between spontaneously created fracture
surfaces was used. It was able to simulate the spontaneous initiation and propagation
of the debonding crack front. In [21] a parametric FE simulation study of a push-in test
illustrated load separation in two regimes. First, the cohesive fiber—matrix interaction was
investigated and then, with increasing load, a frictional contact between the debonded
part of the fiber and the matrix was simulated. Jager et al. [22] accomplished an FE model
to verify the data of cyclical loading push-out tests that allowed the determination of
the contributions of elastic, plastic and frictional energy. Therefore, a model of several
fibers to simulate the crack initiation and progress in a specific fiber—matrix interface
was used. It was shown that the plastic deformation of the matrix had a huge impact
on the crack initiation in the interface. However, the FE simulation of crack initiation in
the fiber after debonding takes place, and the effects of matrix detachment are not yet
sufficiently evaluated. The influence of fiber sizing on the fiber—matrix debonding via a
unit-cell cohesive damage model for the pull-out test was shown by [23]. With the stress
distribution model the debonding mechanism of the interface could be explained in a way
that the interface debonded first from the matrix.

The present paper describes an in-depth 3D XRM analysis of single carbon fiber—
epoxy matrix-based—delamination failure after a micromechanical compression test (Brout-
man test). The compressive stress applied to a tail-shaped Broutman specimen, with a
single fiber embedded, generates a complex stress distribution within the interphase;
shear stresses are superimposed by normal stresses [17,24]. This promotes an off-axis
delamination between the fiber and the matrix. However, small variations in the geometry,
e.g., caused by specimen preparation, can have large effects on the stress distribution within
the specimen and cause unpredictable failure of the composite. The complexity of the stress
state in the Broutman test specimen has been emphasized by various authors [17,24,25].
Furthermore, the toughness and stiffness of a matrix affect the deformation and failure
behavior of FRPs [26], and thus the stress state under mechanical loading. Thereby, es-
pecially epoxy-based matrices suffer from high brittleness and low ductility, due to their
highly cross-linked molecular network structure. To investigate the full potential of post
mortem high-resolution XRM imaging for a better understanding of interphase failure,
two different matrix systems were compared. The change from a more elastic to a more
brittle matrix affected the failure mechanisms within the Broutman specimen. The tough-
ness as well as the stiffness of the epoxy matrix was altered using a core-shell rubber
nanoparticle modified epoxy resin.

In the present study the challenges and the benefits of XRM as a powerful tool to
analyze single fiber failure on the microscale are demonstrated, using the example of a
brittle and tough epoxy matrix. This should allow a better understanding of (i) the failure
behavior of single carbon fibers within epoxy matrices under compressive loads and (ii)
an assessment of the stress distribution within the Broutman test specimen. The gained
experimental knowledge was then transferred to a simulation-based analysis.
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2. Materials and Methods
2.1. Materials

The study focused on a neat DGEBA-based epoxy resin (Biresin CR144, Sika Deutsch-
land GmbH, Stuttgart, Germany) that was cured by an anhydride curing agent (Aradur
917 from Huntsman Advanced Materials GmbH, Basel, Switzerland [27]) and a toughened
cycloaliphatic epoxy resin. The latter one being toughened with 16 wt.% (final system
concentration) of core-shell rubber nanoparticles (KaneAce MX553 from Kaneka Belgium
N.V., Westerlo-Oevel, Belgium [28]). The reactivity was in both cases adjusted by using a
1-methylimidazol accelerator (DY070 from Huntsman Advanced Materials GmbH, Basel,
Switzerland [29]). Resin and curing agent were stoichiometrically mixed at 40 °C and
cured in a three-step curing cycle: (1) 90 °C for 4 h, (2) 105 °C for 2 h, and (3) 140 °C
for 4 h. The neat DGEBA-based epoxy matrix has a fracture toughness of 0.58 MPa,/m,
the toughened matrix of 1.4 MPa,/m, which allows large scale energy dissipation via the
activation of toughening mechanisms.

For the single carbon fiber (C-fiber) embedded in the specimen, a HTA40E13 (5131) [30]
C-fiber from Toho Tenax (Tokyo, Japan) was used. The fiber was a high tenacity type one,
having a diameter of 7 um. The C-fiber was coated with an epoxy sizing. Material prop-
erties can be seen in Table 1. For better comparability with results obtained by light
microscopy, the selected resin systems were transparent.

Table 1. Material data from the epoxy resin matrix and HTA40 E13 C-fiber, also used for the simplified
debonding FE simulation.

Epoxy Resin Matrix
E [MPa] vI[-]
2150 0.343 Toughened
2940 0.342 Data derived from tensile tests according to DEN EN ISO 527
HTA40 E13 C-fiber
E; [MPa] E; =Ej V12 = Vi3 V23 G2 =Go3 Gz
240,000 * 28,000 ** 0.23 ** 0.3 *** 50,000 ** 28,000 ***

* Datasheet [27,30,31]. ** Literature [32]. *** Assumed.

2.2. Specimen Preparation

In this investigation, nonloaded (as prepared) as well as preloaded Broutman test
specimens were post mortem analyzed via high-resolution 3D XRM. For X-ray imaging,
the specimen size was reduced in several successive steps to achieve a specimen size
suitable for acquisition of the internal structure. (Figure 1). The acquisition of the single
fiber via XRM in the specimen having its original size was not possible (left, grey) due to
the poor contrast of the constituents and the small fiber diameter relative to the specimen
dimensions. Consequently, different specimen geometries and sizes were tested, until it
was possible to visualize the embedded fiber. In a rotationally symmetric specimen (shown
in the red box) the path length for the X-rays remained constant during rotation (between
0.95 and 1.2 mm), the latter resulting in an optimized imaging contrast. Two specimens
were measured for each in Section 2.1 described system.
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Figure 1. Schematic illustration of the Broutman test specimen geometry (grey), the prepared
specimen geometry for X-ray scanning (red) (a) front and (b) side view. Visualization of the operating
force, visualization of the expected resulting failure mechanism.

2.3. Broutman Test

The Broutman test [4,24] is based on a compressive load being applied along the
direction of the embedded fiber (y-direction, cf. Figure 1). Because of the concave shape
of the specimen, the highest compressive stress occurs in the smallest cross-section of the
specimen. Due to the differences in the Poisson ratios of fiber and matrix, especially in the
transverse direction, a debonding at the interphase is promoted (a brief model description
of the test is given in Equation (1) in Supplementary Materials S1). The specimens were
tested in a universal testing machine Zwick RetroLine with a 10 kN load cell. The crosshead
speed was 1 mm/min. The performance of the Broutman test itself with the additional
measurement set-up, were already described in [33]. Five specimens per configuration
(C-Fiber with toughened polymeric matrix, C-Fiber with non-toughened polymeric ma-
trix) were tested. During the test acoustic emission (AE) was applied to determine the
fiber—matrix debonding force. Based on these results, the modelling parameters were
selected. The fiber—matrix debonding force measured for the toughened matrix system
was 5000 N and for the non-toughened matrix system 6500 N (more details are given in
Figures S1 and S2 in S2 and the description in S3).

2.4. Optical Investigation of Specimen

An optical investigation of the Broutman test specimens preloaded and nonloaded was
conducted. Transparent specimens were analyzed with an optical microscope (Leica DM
6000, Wetzlar, Germany), with and without polarized light and with different magnifica-
tions. For the analysis of the internal structure via computed tomography (CT), the contrast
between the substituents must be high enough to identify all phases (matrix, fiber and
interphase) in the specimen and the introduced fracture pattern. Standard CT relies on
the absorption contrast for imaging of the different phases in a material. The attenuation
depends on the density of the respective material, its atomic number and the energy of the
incident photon [15]. Absorption contrast alone is not sufficient to distinguish between
the C-fibers and carbon-based polymeric matrix [34]. With optical high-resolution 3D
XRM, an additional contrast-mechanism, so called in-line phase contrast, can be utilized:
depending on the material tested, the type of X-ray source and energy, the phase differ-
ence between X-ray waves traveling through different materials, a birefringence pattern
in the Fresnel-regime manifests itself, leading to an increased feature detectability com-
pared to simple absorption contrast, allowing for the detection of C-fibers in a polymeric
matrix [15,19].

For nondestructive 3D imaging of the preloaded specimen, a high-resolution XRM
(Zeiss Versa 520, Oberkochen, Germany) was used. Important details of this set-up are the
small spot-size X-ray source, the specimen stage, enabling 360° rotation of the specimen,
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and the optical magnification unit, consisting of a scintillator screen, a microscope lens and
the detector.

Due to the optical magnification in front of the detector, high-resolution at a distance
can be achieved at a specified maximum resolution of 500 nm. The X-ray device has an accel-
eration voltage range of 40-160 kV within a maximum power of 10 W. A 1000 x 1000-pixel
detector was used. The configuration of X-ray accelerating voltage, exposure time, geo-
metrical and optical magnification, filtering and number of projections used is given in
Table 2. As the diameter of the specimens varied slightly over the height in the specified
range due to specimen preparation, the exposure time had to be adapted slightly to achieve
the same number of counts to ensure a constant contrast. The exposure time used for the
nonloaded specimen is marked with an (n), for the preloaded specimen with an (l). Hence,
the settings for preloaded and nonloaded specimens can still be considered as identical.
For the reconstruction, the software tool “Scout-and-Scan Control System Reconstructor”
(Zeiss, Oberkochen, Germany) was used. The analysis of the volume was performed using
VGSTUDIO Max 3.2.2.

Table 2. Different settings used for 3D X-ray microscopy analysis.

Settings Config. 1 Config. 2 Config. 3 Config. 4 Config. 5
Accelerating Voltage [kV] 90 90 160 70 40
. 8 (n) 3 (n)

Exposure Time [s] 3 9(1) 20 5() 10
Objective 20x 40x 4x 20x 20x

Filter Air Air HE6 Air Air
Specimen-detector distance [mm] 22,8 29 230 12,3 12,3
Resolution [nm] 560 281 570 650 650
Number of projections 3001 3001 3601 3001 3001

2.5. Modeling

To investigate the influence of a stochastically occurring debonding failure in the inter-
face between fiber and matrix on the stress distribution within a single C-fiber, a simplified
FE model was used. Boundary conditions in the fiber —matrix interface were changed
to reflect different debonding scenarios, which led to different stress distributions in the
C-fiber. Due to the brittle fracture behavior of the C-fiber these stress concentrations could
imply fracture planes and explain the experimentally observed fracture pattern. As FEM
software, Abaqus 2020 (SIMULIA) was used.

The simplified FE model is presented in Figure 2. Herein, only a section of a C-fiber
embedded in epoxy resin was investigated. The HTA40E13 C-fiber with diameter of 7 um
was surrounded by epoxy resin matrix with a cylindrical shape, 100 pum in diameter. On the
bottom surface boundary conditions constrained any rotations as well as an out-of-plane
displacement. In-plane displacements were allowed to enable deformations due to the
Poisson ratios of the materials, which is a key effect within the Broutman test setup. The top
surface was constrained via a reference point on which the same boundary conditions
applied, except that the top surface was pushed down by 3 um. The interface as a 2D contact
zone in between the C-fiber and the matrix was assumed as ideal bonding and realized
with rough and hard contact conditions. Simulating the interface as a contact allowed the
identification of contact stresses in normal and shear directions later on. The material data
used for the simulation is presented in Table 1 (toughened), where the C-fiber data either
were taken from the datasheet of the supplier, from literature or partially were assumed,
as noted. To avoid misunderstandings, the effects of the interphase on material properties
of the matrix as they would appear in between C-fiber and matrix were neglected in the
FE model. The data for the matrix were measured, according to DIN EN ISO 527. The C-
fiber was simulated anisotropic, the epoxy resin matrix isotropic, both with linear elastic
material behavior.
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Figure 2. FE model for investigation of debonding on internal fiber stresses, setup with boundary
conditions (left), top view with dimensions of the matrix (top right) and surrounded C-fiber with
depicted mesh and fiber diameter (bottom right).

Debonding failure as it would appear during the Broutman test was realized by
disabling certain elements in the contact surface from the C-fiber to the matrix. Thereby,
a so-called cluster defect was assumed (see also Figure 3). Disabling these interface
elements allowed no force transmission in between the C-fiber and matrix and led to
stress concentrations around and within the thus debonded area. Some aspects have to be
taken into account, such that the deactivation of elements leads to discontinuities at the
edges, especially in corners. These discontinuities cannot be avoided due to the singularity
effect caused by the change from not bonded to perfectly bonded. To minimize these
discontinuities, which affect the overall results, certain measures can be used, such as the
reduction of the element size or the element type itself. In our case, the element dimensions
within the center of the defect were 0.25 pm in height and 0.34 pm in width, outside of
the central section 0.50 pm in height with same width. The central section of the defect
had a height of 2 um (marked in Figure 3) and linear hexahedral elements were used (type
C3D8) to allow for a reasonable short computing time of the FE simulation. This enabled
the systematic investigation of different debonding scenarios and their influence on the
stress distribution inside of the C-fiber. The results presented here have been verified by
calculation with a quadratic element type, which exhibited a smaller zone being influenced
by the singularities but showed higher stress peaks at these areas.

The geometry of the debonded area was chosen by a qualitative assumption of the
stress distribution within the Broutman test specimen [4]. The concave shape of the Brout-
man test specimen leads to a concentration on opposite edges of the C-fiber. In consequence,
circumferential stresses lead to two peaks at these edges, whereas in the axial direction the
stresses are comparably high [17]. With the FE simulation setup though, several aspects, i.e.,
the different circumferential stresses, as well as a possible debonding on the opposite side,
were in the first step neglected, due to the simplicity of the FE model and its interpretation.
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Figure 3. Depiction of the investigated debonding scenario of a cluster defect in the fiber—matrix
interface with shown center section of 2 um (only the C-fiber is shown).

3. Results
3.1. X-ray Imaging of as-Prepared Loaded and Nonloaded Broutman Test Specimen

In Figure 4, two X-ray projections of two Broutman test specimens are shown; a non-
loaded specimen (a) and a preloaded specimen (b). The images were taken under identical
imaging settings (Config. 4, Table 2), as described in Section 3.2 and schematically depicted
in Figure 1b. The single C-fiber can be clearly distinguished with high contrast from
the surrounding polymeric matrix. The as described machine settings led to an acquisi-
tion resolution of 650 nm. The mean diameter of the C-fiber can be estimated from the
projections as approximately 7.5 pm, which is well in the range of the expected C-Fiber
diameter, considering the resolution. Using high magnification and in-line phase contrast
in the Fresnel-regime to enhance the overall contrast in the projection led to an excessive
edge-contrast in the resulting projection, which appeared as a distinct black line between
the C-fiber and surrounding matrix. Although the intensity of this artefact depended
among other things on the acceleration voltage and magnification [15], it was not possible
to completely eliminate it. Therefore, conclusions about the interface spatial dimensions
between C-fiber and matrix are somehow speculative. However, the projection on the
preloaded specimen in Figure 4b clearly showed four locations of fiber fracture (A, B, C
and D) along the C-fiber with fracture sections of approximately 25.6 pm in length as a
mean value. A characteristic fracture pattern could be seen with two fracture planes and
a small fracture piece of approximately 2-8 pum in length in between. Figure 5 shows a
high-resolution image of one of these C-fiber fracture sections of the projection shown in
Figure 4. The volume view enabled a 3D representation of that region. This allowed the
determination of the inclination angle of the fracture plane, which was in all observed cases
about £:45° to the load direction.
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Figure 4. Post mortem X-ray projections of two Broutman test specimens taken under identical
settings: (a) nonloaded and (b) preloaded. The C-fiber is clearly visible in the toughened polymeric
matrix, additionally the in-line phase contrast artefacts are visible in both projections as a distinct
black line at both sides of the fiber. A, B, C, D mark the locations of fiber fracture with two fracture
planes each and a small fracture piece in between them. The blue arrows highlight the direction of
force applied during tests (compression).

14 pm
S e

Figure 5. Example of one 3D location of fiber fracture image in high-resolution, taken by XRM,
allowing the measurement of the inclination angle of the fracture planes and the size of the small
fracture pieces between single fragments.
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Figure 6 shows the comparison of differently acquired failure zones extracted from
the middle of preloaded Broutman specimens (toughened matrix) one projection taken
with XRM (a) and two images taken using optical light microscopy, with (b) and without (c)
polarized light. The X-ray projection (Figure 6a) was taken with a magnification of 200 times,
with the settings described in Config. 4 in Table 2. The image, taken with polarized light
(Figure 6b), also shown at 200 times magnification and Figure 6¢ was taken with light
microscopy with a magnification of 500 times. Due to prevailing residual stresses in the
matrix, either induced by the manufacturing process, i.e., shrinkage phenomena, or the
applied loads, the polarized light revealed the areas on the C-fiber surface, where the matrix
was debonded during testing, but the fracture point itself was not resolved in sufficient
detail, so the measurement of the exact fragment length or the inclination angle of the
fracture plane was not possible. The images taken with light microscopy did not visualize
the observed fracture pattern, due to limited magnification and depth resolution. The X-ray
imaging however revealed the most details in high resolution, offered the possibility of
a volumetric visualization and enabled the examination of nontransparent specimens.
Therefore, a quantitative assessment of the fracture in the C-fiber in terms of fragment
length and inclination angle of the fracture plane was easily possible. In our case, the mean
fragment length (L) was 176 um, measured with the light microscope without polarized
light considering five fragments of two different images taken from the same specimen.
The mean fragment length measured with XRM was 146 um, considering five fragments of
two different scans taken from the same specimen. Measuring the exact fragment length is
important for correlation of the fragment length and the stress distribution as Park et al. did,
by comparing the results of the Fragmentation test with those gained with the Broutman
test [25]. Furthermore, only X-ray imaging can visualize those small fracture pieces which
are pushed into the matrix. At some locations this induced a local cohesive matrix failure
mechanism. (Figure 6, blue circle) The orange arrows mark the probably debonded areas.

Figure 6. Comparison between visualization of the same preloaded toughened Broutman test
specimen using (a) XRM, (b) polarized light microscopy and (c) light microscopy. The measured
mean fragment length L for the respective ROl is shown for comparison. The probably debonded
areas are marked by the orange arrows.

Figure 7 presents a projection of the toughened (a) and the non-toughened (b) spec-
imen configuration for two specimens each. The fracture pattern of the non-toughened
specimen was in most cases similar to the already described fracture pattern of the tough-
ened specimen. The fracture section of the non-toughened specimens was approximately
22 um in length as a mean value. The mean fragment length (L) was 183 um, which was al-
most similar to the toughened system. The size of the small fracture pieces varied. The main
visible difference between Figure 7a,b is the degree of fracture. In the toughened specimens,
C-fiber slipping occurred. Additionally the small fracture pieces were pushed into the
matrix, including cohesive matrix failure. The non-toughened specimens showed a smaller
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degree of fracture. After failure under compression, no further load seemed to be applied
to the small fracture pieces. This can also be confirmed by the volume representation of
individual fracture points of both systems, which is shown in Figure 8. A comprehensive
interpretation of the results shown here will be given in Section 3.3. A comparison between
the polarized light microscopy images of the toughened and non-toughened system is
shown in the supplementary information (Figure S3 in 54).

Figure 7. Post mortem X-ray projections of four Broutman test specimens taken under identical
settings: with (a) toughened matrix and (b) non-toughened matrix. All show the already mentioned
phase contrast effect and several locations of fiber fracture with two fracture planes each and a small
fracture piece in between them.

14 pm
-—

Figure 8. Example of one 3D image in high-resolution of a representative fiber fracture of each
tested specimen, (a) with toughened matrix and (b) with non-toughened matrix, taken by XRM,
allowing the measurement of the inclination angle of the fracture plane and the size of the small
fracture pieces between single fragments.

3.2. FE Simulation of the Stress Distribution in the Partially Debonded Fiber—Matrix Interface
and the C-Fiber

With the help of the FE model, described above in Section 2.5, characteristic changes
of the stress distribution in the fiber can be observed as consequences of the localized
debonding of the fiber—matrix interface. In the present case of a cluster defect in the
fiber—matrix interface, this stress distribution is presented in Figure 9 by means of a
cylindrical coordinate system in a frontal and a cut view from the edge of the defect to the
center line. The cut view was chosen to better visualize the stress distribution in the C-fiber.
The left part of Figure 9 presents the axial stress component Ss3, where a stress distribution
with tensional and compressive stress fields relative to the overall compressive load on
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the C-fiber can be observed. In the middle of the debonded area, a compressive stress
concentration was present, whereas in the upper and lower boundary of the debonded
area, tensional stress appeared. The difference between relative compression and tension

however was within single MPa values.
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Figure 9. Effects of a fiber —matrix cluster debonding on fiber stresses, top view of the shown C-fiber segment; full fiber
(left), cut view (right), axial stresses in MPa S33 (top), radial-axial shear stress in MPa Sq3 (middle) and radial stresses in

MPa S;1 (bottom).

The radial stress component Sy; is depicted in the left part of Figure 9, showing a
compression field in the middle of the debonded area, where no stress was transmitted
to the matrix. Regarding the front view, singularities at the edge of the debonding can be
observed, resulting in a peaked pattern of positive radial stresses. Nevertheless, the affected
area of these singularities was small and only appearing at these edges, not influencing
internal or superficial fiber stresses away from the singularities. In the cut view further
positive stress concentrations can be observed leading to a radial expansion of the fiber.

In the middle section of Figure 9, the combined shear stress component S3; in radial-
axial direction is shown. Distinctive maxima and minima can be seen, especially in the cut
view. This distribution of S3; might explain the inclination angle of the fracture plane of
+45° relative to the surface of the C-fiber. By having two fracture planes, a separation of
the C-fiber would lead to the fracture pattern as it can be observed in the X-ray projection
in Figure 4. Accounting for the overall debonding stress, being present in the Broutman test
specimen under compressive load would amplify the effects of the observed distributions
of the stress components S33, S11 and S31, especially at the edges of the debonded area.

3.3. Discussion

The results shown in Section 3.1 revealed a regular fracture pattern, which raises some
questions. For example, how the small fracture pieces between the fragment ends occur.
The experimentally observed fracture pattern can be interpreted in several ways. The small
fracture pieces between fragment ends could be an effect of secondary failure, initiated by
the fragment ends remaining in contact during the test, due to the increasing compressive
force and slip and crush against each other. This would imply that during fragmentation the
normal stress at the fragment ends is nonzero. Several researchers have already assumed
the slippage of fragment ends [24,25,35]. However, comparison of the different systems
(toughened and non-toughened) shown in Figures 7 and 8 shows that the small fracture
pieces in the fracture section are probably not a secondary failure effect. Rather, they appear
to be part of the fracture pattern that occurs during compressive loading. The strength
and the time period during which the fragment ends remain in contact and compress
the small fracture pieces (or pushed them into the matrix) after C-fiber failure seems to
have a correlation with the fiber—matrix interaction. In [24,25] a correlation between the
inclination angle of the fracture plane and the resulting stress distribution was assumed,
while [25] additionally observed that slippage of the broken fragment ends was caused by
the high load bearing of the matrix during compression which resulted in yield phenomena
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which prevented matrix failure. Both assumed a nonzero normal stress at the fragment
ends due to stress discontinuity caused by fiber fracture. The visible fracture pattern with
the small fracture pieces in between assume a fracture plane not perpendicular to the
fiber plane but influenced by the fiber fracture itself. The Broutman test itself can only
be analyzed by determining the inclination angle of the fracture plane in the analytical
modelling of interphase failure. The C-fiber failed in most visible fracture locations brittle,
with an inclination angle of the fracture plane of +45° but also fiber slipping could be
observed. The visible fiber slippage could be attributed to transverse tensile stresses in the
interphase according to [25]. Consequently, measuring the inclination angle of the fracture
plane is of great importance for evaluation of the resulting stress distributions.

The inclination angle of the fracture plane was measured as +45° at almost every
fracture point in our investigation, this indicated a brittle C-fiber failure due to ductile
shear failure under compression as proposed in [36].

By comparing the results of high-resolution XRM with polarized microscopy im-
ages a non-uniform delamination behavior between C-fiber and matrix can be supposed.
This means that stress discontinuities along the C-fiber have to be considered, caused by a
sequence of bonding and nonbonding regions, as stated in [32]. Observing C-fiber failure
due to compression in several planes is an indication of a very good adhesion between
the substituents [36,37]. Hence, for the considered specimens, a good adhesion can be
assumed. Many authors conflict with each other with the expected stress distribution
during the Broutman test and no consistent description could be found so far. In [24]
it was shown that two different failure mechanisms compete during the Broutman test,
fiber failure and fiber—matrix debonding. Fiber—matrix structures with a good interfacial
adhesion always showed fiber failure due to the compressive stress before debonding
occurred. They assumed that the shear properties of the interphase were determined
during Broutman test.

Using high-resolution XRM can help as a post mortem tool to prevent misinterpreta-
tion of measured data. Using the Broutman equation (Equation (1) in S1), the calculated
normal stress is 6.8 MPa (force at first detected failure 5000 N) for the toughened and
8.7 MPa (force at first failure detected 6500 N) for the non-toughened system. In [26]
the macro-mechanical interphase behavior for the same fiber—matrix systems were al-
ready characterized in detail. From qualitative observation of SEM images it was deduced
that toughening the polymeric matrix system resulted in better fiber—matrix adhesion.
These qualitative findings are contradictory to the interfacial strength quantitatively de-
termined by the Broutman test. This might indicate that the calculated debonding stress
based on test data results misleads the understanding of the experimental results if no
further analysis of the system is performed. Reasons for this ambiguity are manifold,
such as geometric inaccuracies leading to different stress states. An alternative explanation
would be that the toughened matrix system failure is more ductile, with a larger overall
deformation than the non-toughened system. This causes an increase in the overall stress
stored elastically in the system, which is then suddenly released leading to more damage
to the C-fiber, which can be seen in the XRM images. However, since the force of the first
failure, determined by AE, was higher in the non-toughened system, this could indicate
that failure occurs gradually, whereas in the toughened system global failure (both cohesive
and adhesive) occurs more or less simultaneously, starting from the center. These would
correlate with the results shown in [25].

C-fiber buckling and C-fiber crushing are all time-dependent processes due to instabil-
ities in the system. The failure mechanism analysis in our research does not depend on a
dynamic process as our purely static FE simulation is well in line with the experimentally
observed fracture pattern. The occurrence of a localized delamination alone leads to the
observed fracture pattern.
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4. Conclusions

Careful analysis of simple X-ray projections, together with high-resolution 3D XRM
images of a Broutman specimen after mechanical loading allow the accurate description of
important details of the observed fracture patterns of the single C-fiber. It was possible to
assess the fragment length, the angle of inclination of the fracture plane and even the size
of small fracture pieces between the broken fragments.

In comparison to classical light microscopy, the analysis via XRM is not limited by
resolution depth and the optical transparency of the specimen. However, in the case
of transparent specimens, polarized light microscopy provides additional information
regarding the location and size of the debonded area of the interphase. To the authors’ best
knowledge, it is the first time a single carbon fiber within a matrix has been visualized via
XRM in such a detailed manner.

With the combination of the presented techniques with regard to the single C-fiber
failure mechanisms, a more profound interpretation of the failure process was possible,
without assuming dynamic effects like a back-slippage of the C-fiber ends or other time-
dependent failure mechanisms.

The C-fiber exhibited shear failure with an almost constant +45° inclination angle of
the fracture plane. The comparison between a toughened and a non-toughened matrix
system indicated how the compression-introduced failure mechanism was influenced by
the properties of the matrix system and the resulting fiber—matrix interaction. The degree
of C-fiber fracture in the matrix gathered visually in the toughened system was higher than
in the non-toughened. This could be an indication that the compression stress is stored in
the matrix and suddenly released to the C-fiber, which leads to a higher degree of fracture
in the toughened system.

Using a simple FE model, the stress distribution, prior to debonding, within the C-fiber
was approximated. The FE simulation gave a first hint that a small debonded area in the
fiber—matrix interface could be sufficient to introduce a stress distribution, which resulted
in fiber failure with the observed fracture pattern. However, the limitation of the ROI
during XRM analysis, the duration of the single exposure, and the phase contrast that
provided further information about the interface are open issues that need further work.
The combination of high-resolution 3D X-ray analysis of a micromechanical test, such as
the Broutman test, together with a more refined simulation model shows a very promising
approach to obtain a deeper understanding of the failure relevant processes in the interface
and the fiber—matrix interphase itself.

5. Outlook

The results presented serve as a starting point for many further investigations. The FE
model can be modified to investigate different debonding and failure mechanisms with
more material-specific values and with additional improvements. The effect of a distributed
debonding, i.e., two debonding locations on opposite sides on the C-fiber, were not consid-
ered here, as well as the effect of plasticity of the matrix or a cohesive zone modelling of
the interphase instead of the simple representation of an infinitesimal interface.

In future activities, the variation of fiber or matrix properties or even the resulting
interphase could be experimentally assessed, e.g., with high-resolution XRM. Therefore,
different C-fiber types should be tested and the resulting failure patterns should be compared.

Most ambitious would be a redesign of the Broutman test specimen tail-shape to
enable real 4D investigations of the interphase, by in situ testing in the XRM. With that,
a better understanding of this micromechanical test could be achieved.

Supplementary Materials: The following are available online at https:/ /www.mdpi.com/article/
10.3390/jcs5050121/s1, S1: Micromechanical description of stress state according to Broutman, S2:
Failure mechanism during Broutman test analyzed with additional methods: Figure S1: Post mortem
polarized light microscopy images of the same Broutman test specimens (non-toughened) taken
after different loading steps (4000 N and 6000 N). Figure S2: The cumulative number of Events of
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class 1, which describes a class of AE events which can be correlated (frequency dependent) with
the fiber and the compression force applied in N for the toughened system, the non-toughened and
two different reference systems. The further results of the tested systems and the test itself will be
published elsewhere. S3: Supporting information about the Broutman test configurations and the
test set-up; S4: Comparision between toughened and non-toughened matrix systems via polarized
light microscopy: Figure S3: Post mortem polarized light microscopy image of the toughened and
the non-toughened matrix system, indicating no visible difference in the degree of fracture.
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Abstract: Due to the high design freedom and weight specific properties carbon fiber reinforced plas-
tics (CFRP) offer significant potential in light-weighting applications, specifically in the automotive
sector. The demand for medium to high production quantities with consistent material properties
has paved the way for the use of high-pressure resin transfer molding (HP-RTM). Due to high experi-
mental cost and number of the operational parameters the development of numerical simulations to
predict part quality is growing. Despite this, erroneous assumptions and simplifications limit the
application of HP-RTM models, specifically with regards to the energy models used to model the
heat transfer occurring during infiltration. The current work investigates the operating parameters at
which the thermal non-equilibrium energy model’s increased computational cost and complexity
is worth added accuracy. It was found that in nearly all cases, using the thermal non-equilibrium
is required to obtain an accurate prediction of the temperature development and resulting final
properties within the mold after the infiltration process.

Keywords: non-equilibrium energy molding; mold filling; process simulation; high pressure resin
transfer molding; openFOAM; porous media

1. Introduction

Pressure on the automotive sector to reduce vehicle weight and thereby reduce en-
ergy usage and greenhouse gas emissions has paved the way for carbon fiber reinforced
plastics (CFRP) due to their favorable weight-specific properties and design freedom [1-5].
However, significant upfront costs for tooling, increased manufacturing time and low
recyclability has limited their application predominantly to the luxury sector [6-9]. Despite
this, there is still a significant push to increase the use of CFRP components in automotive
light-weighting.

Numerous methods exist for producing CFRP components, however, looking specifi-
cally at the requirements for automotive use (high design freedom, low cycle time and high
automation potential), a subset of liquid composite molding, namely Resin Transfer Mold-
ing (RTM), is becoming increasingly popular [2,5,10]. The RTM manufacturing process
starts with draping, wherein a sheet of dry fabric is cut to shape and laid in the bottom half
of a rigid, heated mold. The mold is then closed and resin is injected. Once fully saturated,
the resin is left to cure and once cured, the part is removed for post-processing. Given the
large number of process parameters and high experimental cost, numerous numerical mod-
els have been developed to optimize the resin infiltration process, allowing the designer
to vary parameters such as inlet pressure, injection location(s) and mold temperature to
ensure the component is completely infiltrated [11-13]. However, with increased use of
specialized fabrics, common assumptions such as thermal equilibrium between the solid
(fiber) and liquid (resin) phases—limit the general application and accuracy of current
RTM models.

J. Compos. Sci. 2022, 6, 180. https:/ /doi.org/10.3390/jcs6060180 89

https:/ /www.mdpi.com/journal/jcs



J. Compos. Sci. 2022, 6, 180

During the infiltration stage of RTM, the temperature is constantly evolving due to
the interaction between the preheated mold and preform, the cool injected resin and the
exothermic nature of resin curing. This complex process has been simplified in RTM
models using an equilibrium energy model, whereby the liquid (resin and/or air) and
solid (fiber) phases are treated as though they are at the same temperature locally within
the domain [14-18]. The main rationale for this assumption has been that, despite the
different thermophysical properties of the fiber and resin, the resin has a slow velocity
within the mold therefore permitting the different phases to locally be at effectively the
same temperature. This assumption reduces the complexity of the formulation and the
computational time for solving the energy equation, as it is a single equation which requires
no phase-coupling. However, modern efforts [19,20] to reduce the overall cycle time for
RTM manufacturing include derivatives such as high-pressure resin transfer molding
(HP-RTM). In HP-RTM, resin is injected into the mold at significantly higher rates than
standard RTM (i.e., 20-200 g/s [5]), which drastically reduces the infiltration time. In
addition, to reduce the overall manufacturing time, highly reactive, fast curing resins are
being used to reduce the curing stage [21]. This also has an effect on the infiltration stage,
given that the resins cure more during infiltration, which can result in increased heat being
released. The combination of a high injection rate and rapidly curing resin reduces the
likelihood that the phases are in local thermal equilibrium. Given that the thermophysical
properties of the resin and part warpage are also highly dependent on temperature and
cure evolution, modelling the temperature evolution of the two phases separately can be
crucial for obtaining accurate RTM simulations and to the authors” knowledge has not been
investigated prior to this study [22,23].

The price of increased accuracy in thermal modelling is the requirement of a Local
Thermal Non-Equilibrium (LTNE) formulation, whereby energy transport equations are
solved for both the solid and fluid (resin) phases leading to added complexity and compu-
tational cost. Numerous studies have been conducted to determine the parameters that
dictate when the assumption of thermal equilibrium is valid, however, multiple factors
are at play. In the work done by Calmidi and Mahajan [24] and Straatman et al. [25] on
highly-conductive porous foams, it was stated that the assumption of thermal equilib-
rium is not applicable when the conductivity ratio between the solid and fluid phases
is substantial. This implies that for RTM processes that consider low-conductivity glass
fibers, for example, the assumption of thermal equilibrium may be applicable, however,
this assumption also depends on the infiltration velocity and its impact on the interstitial
(convective) heat transfer coefficient, which impacts the thermal resistance between the
phases. The relative temperatures of the phases are particularly important when the tem-
perature is a threshold related to a phase change, which can be the case in modern HP-RTM.
Quintard and Whitaker [26] proposed a method for determining when the assumption of
local thermal equilibrium is applicable based on:

B _ o 2
<Tﬁ>A<T§Tﬂ> _ <%> {0(1-10)} (1)

where (T,)* and <T5)ﬁ are the intrinsically averaged temperatures of the « and p phases,
respectively, A(T) is the temperature gradient across the domain, Ig, is the mix-node,
small length scale and L(t) is the length scale. Equation (1) suggests that an accurate
prediction of Ig, is required for an accurate determination of when thermal equilibrium
will occur, however, this property is strongly affected by the heat transfer coefficient
between the phases. Due to the wide range of resins, fiber types and fiber weaves, and
noting that this correlation was established for flow over a periodic unit cell subjected
to stratified flow, this increases the potential error in determination of the heat transfer
coefficient, thereby reducing confidence when using the right hand side of Equation (1) to
predict thermal equilibrium for RTM. The left hand side of Equation (1), however, supports
performing a non-dimensional analysis using a range of material properties and operating
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conditions commonly found in the manufacturing of RTM and RTM variant components.
This analysis would provide a comprehensive set of guidelines that would allow for an
accurate determination of when to use thermal equilibrium and thermal non-equilibrium
energy models when modelling the RTM infiltration process.

The current study examines the use of a local thermal non-equilibrium (LTNE) energy
model in RTM. The finite-volume based, multi-phase RTM model, originally developed
by Magagnato et al. [3] in the open source tool box OpenFOAM®, is extended to include
coupled transport equations for the resin (fluid) and fiber (solid) phases, wherein the fluid
equation contains a heat release source term to account for resin curing, and the fluid
and solid equations are linked through a bulk (interstitial) heat exchange term. Model
verification is achieved using a 1D representative geometry to ensure model accuracy. A
non-dimensional analysis is then presented to determine the appropriate material, ge-
ometric, and operating conditions where the LTNE energy model is worth the added
computational cost and complexity. Finally, a sample case of a complex geometry simulated
using both thermal equilibrium and LTNE models is presented to demonstrate the value of
the LTNE approach.

2. Governing Equations and Models for Mold Filling Simulations
2.1. Conservation of Mass and Momentum

RTM mold filling simulations involve solutions of laminar, incompressible flow
through a porous medium. The volume-averaged governing equations for the conser-
vation of mass and momentum, following the approach given by Quintard et al. [27], are

V-v=0 2)
and

v p
Py + LV (W) = —eVps 4 Viv +eS )

where v is the volume-averaged velocity, py is the fluid pressure and € is the porosity. In
OpenFOAM, the multi-phase model solves a single mass-weighted-averaged momentum
equation for the two (or more) fluid phases, therefore, p; and j; are the mass-weighted-
averaged density and dynamic fluid viscosity, respectively, for the fluid phase(s). The
source term, S, is included to account for the flow resistance from the fiber preform. This
resistance is modelled by Darcy’s law [2]:

Vp=Lv @)

where v is the volume-averaged velocity, K is the permeability tensor, y is the dynamic
fluid viscosity and Vp is the pressure gradient in the mold. This formulation of Darcy’s
law is applicable for flows where the Reynolds number based on the pore diameter is small
(Reg < 1). When considering flows at higher Reynolds numbers, the flow transfers into the
Forchheimer flow regime [28], where the pressure drop is quadratically related to the fluid
velocity. This is shown as

2
o uv Vv
where Cy is the inertia coefficient and p is the fluid density. To get Equation (5) to match

the format required for the OpenFOAM momentum source, the volume averaged velocity
can be factored out and the coefficients in the Forchheimer term can be combined to give

__(r 1
S = —(R +§|V\F>v (6)

where F is an inertia resistance term (i.e., 2C 174 / ﬁ) and the negative denotes the resistance
to flow from the porous media.
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The interface of the two phase flow (i.e., resin and air) is solved using the Volume-Of-
Fluid (VOF) method, given as
on

% V- (av) (7)

where « is the fraction of which each volume is filled with the resin phase (« = 1) or air
phase (a = 0).

2.2. Conservation of Energy

The goal for the proposed model is to accurately capture the transient temperature
behaviour for RTM and RTM variants (i.e., HP-RTM). Operating parameter variations can
lead to increased resin velocity, in the case of HP-RTM, as well as increased heat released
when using highly reactive resins. To ensure generality, the model needs to accurately
capture these variations while still maintaining computational efficiency. Given this, both a
thermal equilibrium and non-equilibrium energy model are used and compared.

2.2.1. Thermal Equilibrium

In thermal equilibrium the local fluid and solid temperatures are assumed to be the
same, allowing for a single energy equation to be solved to characterize both phases. The
energy equation for both phases is given as

p(fp%—f +p5Cpp(v-VT) =V -kVT + €5 (8)

where T is the bulk temperature of the fluid and solid, py is the fluid density, Cpf is the
fluid specific heat, and S" is the source term associated with the heat release from the resin
curing. The effective density, g, specific heat, C,,, and thermal conductivity, k, are calculated
using the rule of mixtures [29,30]

- PfPs
S L a— 9
P= pror + oo ©)
Cp = CprUf + Cpsws: (10)
and
k k.
~ s
k= ——"—— 11
kfwf + ksws an

where the weight fractions of the fluid and solid phase, wy and w;, respectively, are
defined as

G/Ps

U= (elpt A=) pp) 12

and
ws =1—wy. (13)

2.2.2. Local Thermal Non-Equilibrium

In the local thermal non-equilibrium (LTNE) approach the fluid and solid phases are
modelled separately. The governing energy equations for the fluid and solid phase, after
volume averaging following the approach given by Quintard et al. [27], and are given as

oT,
0rCpr <€a—tf +v- VTf) =V (kg VTy) +aghs(Ts — Tp) + s (14)

and
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oT.
= e)pSCsa—: =V - ((1—e)ks-Ts) +agshs(Tf —To), (15)

respectively. Here, p¢ and p; are the fluid and solid densities, respectively; C,r and Cs are
the fluid and solid specific heats, respectively; ky is the fluid conductivity, k; is the solid
conductivity tensor; Tf and T are the fluid and solid temperatures, respectively; a fs is the
specific area of the porous media; and /i is the interstitial heat transfer coefficient. The
source term, §" is calculated based on the total reaction enthalpy (Ah) and the cure rate of
the resin (¢), given as

S = Ahé (16)

2.3. Chemo-Rheological Models

During infiltration and curing, it is critical to accurately capture the reaction kinetics
(modelling the progression of the cure degree) and the resulting variations in glass transition
temperature and viscosity due to their use in the source terms of the momentum and energy
transport equations. For a recent review of the experimental techniques used to characterize
the parameters listed in the following models, the reader is to refer to an article by Bernath
et al. [31] and Halley and Mackay [32]. Herein, we discuss the approaches currently used
in RTM modelling.

2.3.1. Reaction Kinetics

There are many different reaction kinetics models that are used in industry, with the
most common being the Kamal-Malkin kinetic model [31] due to its relative simplicity and
small number of fitting parameters. The Kamal-Malkin kinetic model is given as

. dc m n

C:E:(K1+K2~c)~(lfc) (17)
where c is the cure degree, and m and n are fitting parameters. The reaction rate constants,
K; and K3, are given as

E

Ky = A ~exp<—R—lT> (18)
E

Ky = Ay - exp(fR—;> (19)

where A1 and A; are pre-exponential factors, E; and E; are activation energies, R is the
universal gas constant and T is the temperature. Due to its simplicity, the Kamal-Malkin
model is unable to capture vitrification effects; i.e., premature solidification of the resin.
Furthermore, due to the (1 —¢) term, the model will predict that the resin will cure
regardless of the temperature applied. Despite these drawbacks, the Kamal-Malkin model
will be used in the present study due to its common use in commercial softwares. This will
further highlight the effect of the non-equilibrium energy model.

2.3.2. Glass Transition Temperature

As mentioned previously, vitrification occurs when the resin solidifies prior to reaching
is gel point. This is caused by the glass transition temperature approaching the current
operating temperature in the mold. To capture this effect, a model based on the work by
DiBeneditto [33,34] is used:

Tg — Tg,O B Ac
Too—Tgo 1—(1—A)c

(20)
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where Ty is the current glass transition temperature, Ty o and Tg e are the uncured and
fully cured glass transition temperatures, respectively, c is the cure degree and A is a
fitting parameter.

2.3.3. Viscosity

Coupled with the significant dependency on the temperature and cure degree, the
resin viscosity is a significant factor in the momentum source term caused by the porous
media (see Equation (5)). To capture the evolution of the viscosity, the Castro-Macosko
viscosity model is used [23], given as

¢ C1+Cyc
) 1)

T,c) = g
(T, c) '70<Cg_c
where cq is the cure degree at gelation, c is the cure degree, and C; and C; are fitting
parameters. 7, the viscosity of the uncured resin, can be found by

T
n=B- exp(ﬁ) 22)

where B and Ty, are fitting parameters, R is the universal gas constant and T is the temperature.

3. Results
3.1. Grid Independence

Grid independence was also performed on the 2D domain shown in Figure 1 where
the length, L, is 0.1 m and the height, /1, is 0.005m. The parameters of interest in the grid-
independence study are the development of the thermal boundary layer and resultant
temperature profile throughout the domain, therefore, grid independence was performed
by increasing the number of control volumes in the thickness direction, /1. The inlet and wall
temperatures were fixed at 333.15K and 393.15K, respectively. The fiber volume fraction is
50% and the inlet velocity is 0.005m/s. A total of five different mesh densities were used;
three with uniform grid spacing and two with edge refinement towards the upper and
lower walls.

Figure 1. Simple 2D domain used for grid independence study.

Temperature profiles were extracted at two different locations along the length, 25 mm
and 75 mm, and are shown in Figure 2a,b, respectively. At 25 mm, it is seen that the mini-
mum temperature in the domain is consistent among the 5 grids, however, the temperature
gradient at the wall varies dramatically with increased grid resolution. Correctly predicting
this temperature gradient is critical as it dictates the heat flux into the domain. This is ob-
served in the temperature profiles at 75 mm where there is a 30 K temperature discrepancy
between the domains with 4 and 20 cells in the thickness direction. Grid independence
was calculated based on the minimum temperature at 75 mm. Using the grid convergence
index described by Celik et al. [35], it was found that with 20 cells in the thickness direction
with edge refinement, the grid was converged to less than 1%.
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Figure 2. Temperature profiles at (a) x = 25mm and (b) x = 75mm from the inlet after the domain
was fully infiltrated. Note that the legend in (b) is applicable to both figures.

3.2. Temporal Resolution Study

The dependency of the source term, in both the thermal equilibrium and thermal
LTNE energy models, on the simulation time step requires a time-step independence study
be performed to ensure that the predicted temperature rise from the models is correct. This
is achieved by modelling the curing stage and reducing the complexity of the simulation to
1D whereby zeroGradient boundary conditions are applied to all faces in the domain, shown
in Figure 1. This allows the numerically predicted temperature rise to be directly compared
to the analytical temperature rise using

eq=Cy(T,—T) (23)

where € is the porosity, 4 is the total specific heat released, C, is the effective specific heat and
Ty and T are the initial and final mixture temperatures, respectively. For this verification
test, the domain was assumed to be completely saturated with resin (i.e., « = 1), with a
uniform cure degree of 0%. The simulation then ran until a maximum cure degree of 60%
was achieved, at which point the analytical and numerical temperature rise were compared.

The time-step range used in this study was 0.0025s to 5s to predict the resulting
temperature rise error between the analytical determined and numerically predicted tem-
perature. The results are given in Figure 3, which shows that the required time step to
ensure numerical accuracy is 0.01s. With this time step, it was found that there was a
temperature rise error of 0.09%. This result verifies that the heat release model used in the

thermal equilibrium and LTNE energy model are correctly predicting the heat release and
resulting temperature rise.
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Figure 3. Reduction in temperature rise error between simulation and analytical results for decreasing
time-step size.
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3.3. Non-Dimensional Analysis

The increased accuracy of the LTNE energy model comes at the cost of longer compu-
tational time due to the additional energy equation being solved for the solid phase as well
as the coupling required between fluid and solid energy equations. Given the number of
variations on the RTM process, the balance between increased accuracy and computational
requirements may not be inherently clear. To this end, a study was performed to determine
when the LTNE energy model is necessary to provide accurate predictions.

To be able to accurately compare the predicted temperature development during
infiltration, non-dimensional groups that contain the parameters that contribute most to the
temperature evolution are determined. For RTM, these parameters are: (i) the permeability
of the fabric, (ii) the thickness of the part, and (iii) the velocity of the resin being injected.
These parameters can be used to form a Darcy number, Da, and a Peclet number, Pe. The
Darcy number is given as

K
Da = i (24)
where h is the thickness of the domain, and Pe is given as
vh
Pe = — 2
=" 25)
where « is the thermal diffusivity, defined as
k
0=—. (26)
pCp

The influence of Da and Pe are observed in variations of the fluid temperature, both
when compared to the injection and mold temperature, as well as the solid temperature.
These differences are captured using the non-dimensionalized fluid temperature, 6, de-
fined as

T — Topan
0= =—F7— (27)
ST, i — Twan
where Ty is the local fluid temperature, Ty, is the prescribed wall or mold temperature,
and Tj,; in the resin injection temperature. The fluid-solid temperature difference will be
captured using the local thermal non-equilibrium parameter, LTNE, given as

LTNE = Ty — T (28)

where T; is the local solid temperature. A range of Darcy numbers based on the part
thickness, 1, Da € (4.2107%,9.5107%,3.8107%,1073), and Peclet numbers numbers based
on the inlet velocity, v, were varied from Pe € (400,4000). These values were chosen
to provide a comparison over a wide range of part thicknesses and injection velocities
to understand the effect of using an LTNE model on RTM and HP-RTM manufacturing
methods. Each Da and Pe number case is also run for two conductivity ratios (i.e., ks/k 3 of
0.2 and 125) which correspond to the use of either glass or carbon fibers within the mold.
The boundary conditions used for all subsequent simulations are given in Table 1.
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Table 1. Boundary conditions used for non-dimensional analysis cases.

Location Field Type Value
Velocity fixedValue
inlet cure 0%
Ty 363.15K
Ts 393.15K
Velocity noSlip
upperMold Ty 393.15K
T 393.15K
Velocity noSlip
lowerMold Ty 393.15K
Ts 393.15K
Velocity noSlip
wall Ty 393.15K
Ts 393.15K
Velocity
symmetry Ty symmetry
Ts

3.4. Temperature Distribution and Development

The non-dimensional temperature (65) and LTNE profiles are plotted as a function
of the non-dimensional channel height in Figure 4. Since the profiles are all symmetric,
each figure shows data contrasting two conductivity ratios; the left and right sides of
each plot show data for conductivity ratios of 0.2 (black symbols) and 125 (grey symbols),
respectively, for the same Da and channel location. Furthermore, the plots in Figure 4 are
arranged such that the first and second columns show 6 at locations of 25% and 75%,
respectively, and the third and fourth columns show the LTNE at locations of 25% and 75%,
respectively. Each row corresponds to a specific Da number, as denoted by the symbols in
the legend.

Considering first the influence of Da number, the results show that as Da decreases, use of
the LTNE model bears diminishing returns. The cases where Da € (9.5 x 107,42 x 107°) for
a Pe € (400,2000) and a ks /k = 0.2, show the local temperature difference for the fluid and
solids phases is less than 5 K. In these cases, the low conductivities of the fluid and fibers
reduce the influence of the fixedValue boundary condition at the mold wall. This, therefore,
allows the resin to cool the fiber phase and bring them closer to thermal equilibrium. This
is highlighted in Figure 4m—p, for a Pe = 400, where there is no discernible difference
between the fluid and solid temperatures throughout the domain. This suggests that an
equilibrium energy model could be used to model this case as the fluid and solid phases are
in local equilibrium throughout infiltration. However, when considering a ks /ks = 125, the
conductivity ratio has a significant effect on the LTNE, especially at the start of infiltration.
For all Darcy numbers considered, it was found that the higher conductivity ratio increased
the resin temperature significantly faster than the lower conductivity ratio cases. The end
result of this rapid warming is seen in the 6 i profiles at x /L = 0.75, where for each Pe the
resin is closer to the mold temperature. This suggests that for cases where a Pe > 1000 an
LTNE energy model is needed. An additional consideration when performing a comparable
case is the influence that this rapid increase in fluid temperature has on both the cure and
viscosity development during infiltration. Given the increasingly large number of resins
that can be used for RTM, this temperature rise could potentially result in premature curing
or vitrification of the resin.
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Figure 4. (a—p) Non-dimensional temperature and fluid-solid temperature difference for varying
Pe and Da numbers. Values on the left hand side of the vertical dashed line (in black) are for a
conductivity ratio of 0.2 and values on the right hand side of the dashed line (in grey) are for a
conductivity ratio of 125.

As Da increases, an increase is observed in both the local 0 i and LTNE throughout the
thickness of the part, even for the cases where Pe = 400. Although in these cases the Da was
varied based on the height of the part, the increase in Da is also analogous to a reduction in
fiber volume fraction (considering the high dependence the permeability of the fabric has
on fiber volume fraction). This in turn reduces the influence of the fiber phase on the fluid
temperature, which is observed in Figure 4a—d, where for each Pe the fluid temperature
is closer to the mold temperature. The solid phase still contributes to the increase in fluid
temperature, however, due to the transient nature of the flow, this influence is not as
substantial as the mold temperature. The solid phase influence on the fluid temperature
is also affected by the conductivity ratio. The higher the conductivity of the fibers, the
less influence the fluid phase has on the temperature of the solid phase. This is due to
the rapid conduction from the mold to the fibers throughout the domain, maintaining
more of the fiber phase at the mold temperature. The result is an increase in the local fluid
temperature due to the increased heat transfer from the solid phase to the fluid phase.
This effect is highlighted in the LTNE plots in Figure 4, specifically at x/L = 0.25, which
show increased LTNE between the fluid and solid phases for the higher fiber conductivity.
Although this result is not intuitive given that the higher solid temperature would result in
increased heat transfer from the fibers to the resin, the conductivity from the mold wall to
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the fiber phase maintains the fibers at a higher temperature when compared to the lower
conductivity fibers.

The Pe number also has a significant effect on the local fluid temperature during mold
filling due to its direct connection with filling time. Increasing the Pe number reduces the
filling time and consistently results in larger differences between the fluid, solid and mold
temperatures. Increases in Pe number also inherently increase the convective heat transfer
between the solid and fluid phases, but this increase in heat transfer does not always lead
to increases in fluid temperature because of the increased fluid velocity. The reduction
in filling time from a Pe number of 400 to 4000 is 10 times (for a Da = 1 x 1073). This in
turn reduces the time that the increased convection heat transfer has to increase the resin
temperature. The Da number also has an effect on the influence of the Pe number. As
previously mentioned, reducing the Da number results in an increased effect of the mold
temperature on the fluid temperature in the center of the domain. Coupling these two
influences together, it is observed that for a Pe > 1000 number, when the Da number is
reduced, the resulting fluid temperature profile both near the inlet and near end of the
domain is closer to the mold temperature than the injection temperature.

These generic results highlight the utility of the LTNE energy model for RTM and
HP-RTM processes. It is also important to note that additional attention needs to be directed
at cases with large infiltration times since there exists the potential for premature curing
of some resins. Furthermore, a longer infiltration time implies a longer cycle time to
produce parts.

3.5. Fluid Property Development

Capturing the temperature development of the flow front also has implications on
the predicted development of other fluid properties. Two critical properties, the fluid
viscosity and cure degree, are heavily influenced by the history of the fluid temperature as
it infiltrates the mold. This effect is captured by comparing the fluid property development
for the Da = 1 x 1073 and Pe = 4000 case with a ks /k ¢ = 125, using the current LTNE
and thermal equilibrium energy models. The coefficient values for the Kamal-Malkin reac-
tion kinetic model, DiBeneditto glass transition temperature model, and Castro-Macosko
viscosity model are given in Tables 2—4, respectively.

Table 2. Parameter values used for the Kamal-Malkin kinetic model.

Model Parameter Value

Aq 3,862,141.7
Ay 105,920,589,010.0
Eq 62,877.7

E> 321,915.1

m 1.571

n 1.63

R 8.314

Table 3. Parameter values used for the DiBeneditto glass transition temperature model.

Model Parameter Value
T 243.0

Tg,00 406.09

A 0.390
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Table 4. Parameter values used for the Castro-Macosko viscosity model.

Model Parameter Value
C1 3.91
@) 212 x 10713
B 1.414 x 10712
T, 8.489 x 103
R 8.314
cq 0.72

Figure 5 compares the fluid viscosity profile at two different locations within the
domain, x/L = 0.25 and x/L = 0.75. It can be readily observed that the fluid viscosity near
the mold walls is lower for the equilibrium model. This is due to the weighting factors (wy
and w;s) used to calculate the local fluid-solid mixture properties. Equations (12) and (13)
show that the weighting factors are determined based on the density of the two phases.
Considering that the density of fibers is nearly double that of the resin phase and coupled
with the high conductivity ratio between the fluid and solid phases, it is expected that the
model would predict a rapid increase in fluid temperature from the injection temperature
to the mold temperature. This is captured in Figure 5a where it is shown that the viscosity
of the fluid is lower near the wall when compared to the LTNE energy model. The effect of
the rapid increase in temperature is further shown in Figure 5b, where the viscosity of fluid
throughout the domain cross-section is substantially less for the equilibrium model than
the LTNE model. In this respect, the LTNE model is also essential for properly predicting
the pressures required for mold filling and the flow distribution since both are strongly
affected by local viscosity.
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Figure 5. Fluid viscosity development during infiltration for the thermal non-equilibrium and thermal
equilibrium model at a location of (a) 25% and (b) 75% in the domain. Note that the legend in (b) is
applicable to both figures.

The effect of the energy model on the cure degree development is shown in Figure 6.
As with the fluid viscosity, there is a small discrepancy in the predicted cure degree at a
x/L = 0.25, where the cure degree is higher at the walls in the equilibrium model due to
the higher predicted temperature. At x/L = 0.75 this difference increases substantially,
where the non-equilibrium model predicts the average cure degree to be 0.5% and the
equilibrium model predicts 1.9%. The implications of this difference are significant. First,
the source term added to the fluid temperature equation, Equation (16), will predict a larger
heat release at the end of infiltration for the equilibrium energy model. This can lead to
local rises in temperature in the domain, which can result in the prediction of premature
curing. Furthermore, if the curing stage is to be simulated, this result would incorrectly
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predict a shorter curing time, which can have a significant impact on the material properties
of the final parts. Secondly, in both Figures 5 and 6, it is observed that at x/L = 0.75 there
is a transition in the viscosity and cure degree for the equilibrium case adjacent to the mold
walls. The cause of this is the resin being in the domain at the mold temperature. There is an
initial reduction in the resin viscosity near the mold walls as it warms, as seen in Figure 5a
for both cases, but given the higher overall temperature in the domain for the equilibrium
case, the resin reaches the mold temperature considerably faster. At x/L = 0.75 the resin
viscosity is substantially lower for the equilibrium case but there are signs of premature
curing near the walls given the local increase in fluid viscosity. Considering the cure profile
in Figure 6, this increase in viscosity at the walls is due to a sharp increase in the local cure
degree. Given the viscosity’s dependency on the cure degree, this result is expected.
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Figure 6. Cure degree development during infiltration for the thermal non-equilibrium and thermal
equilibrium model at a location of (a) 25% and (b) 75% in the domain. Note that the legend in (b) is
applicable to both figures.

The implications of these results on predicting mold filling behaviour and cure degree
development in RTM components are significant; the most significant being the resultant
flow front predicted from the thermal equilibrium model. The local decrease in viscosity
near the mold walls will result in a higher fluid velocity due its inclusion in Darcy’s law.
This advancing front near the walls can lead to predictions of void formation in the final
part, especially for parts with a high Da or with multiple inlets resulting in multiple flow
fronts meeting. There is also the potential for the prediction of premature curing of the
resin at the mold walls. This can result in the prediction of local hot spots, depending on
the resin and fiber properties, as well as inaccurate prediction of the required time for the
curing stage. Finally, it was found that the computational cost of using an LTNE model was
on the same order of magnitude as the thermal equilibrium. This is due to time scale of the
heat transfer occurring when compared to the time scale of the fluid movement. The VOF
method used to track the infiltration of the resin required a substantially lower time step
than the energy model. This is a significant finding as it means the added computational
cost of the LTNE model is reasonable given the increased accuracy when predicting the
temperature development.

3.6. Complex Floor Geometry

Simulation of resin infiltration in a complex floor geometry is presented as a final case
to further demonstrate the efficacy of the LTNE model compared to isothermal energy
modelling and to thermal equilibrium modelling. The complex mold geometry is shown
in Figure 7a. The computational mesh is shown in Figure 7b, where the domain has been
discretized into 988,000 hexahedral elements. Meshing was performed using the results
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from the grid independence test in Section 3.1 where four cells per mm of part thickness,
with edge refinement towards the upper and lower surfaces, was used. The boundary
conditions, as well as the coefficients for the Kamal-Malkin reaction kinetics and Castro—
Macosko viscosity models, are found in Tables 1, 2 and 4, respectively. The fiber volume
fraction was set to a uniform value of 50% and the fiber orientation was assigned using a
simple geometric approach that established in-plane and cross-plane components based on
the local position of the upper and lower mold faces. While more sophisticated approaches
are available for determining local fiber orientation, for the purpose of demonstrating the
LTNE model, a simple approach was deemed suitable.

(a) Domain.

(b) Discretized domain.

Figure 7. Complicated geometry used for energy modelling comparison. Image (a) shows an
isometric view of the domain, while image (b) shows a surface mesh to illustrate the grid distribution
with respect to geometric features.

3.6.1. Infiltration

The progress of the cure degree during infiltration for each of the four cases is shown
in Figure 8. Columns one and two in Figure 8 consider the assumption of isothermal mold
filling. These results also highlight the significant impact of operating temperature on the
cure degree development during mold filling. As the operating temperature increases,
the maximum cure degree in the domain is shown to also increase. This is further shown
in Table 5, where a 3.6% difference in the maximum cure degree is shown between the
two isothermal simulations. As expected, the areas of highest cure degree are at the edges
of the component, as this corresponds to the resin that has been in the domain for the
longest period of time. A major implication of this, in particular for the isothermal 363 K
simulations, is an incorrect prediction of the required curing time needed to fully cure the
resin. This will be discussed in further detail in Section 3.6.2.

Table 5. Minimum and maximum cure degree values in the domain after infiltration for each energy

modelling approach.

Energy Modelling Approach Maximum Cure Degree Maximum Cure Rate
Isothermal 363 K 0.96% 0.3%/s
Isothermal 393 K 4.6% 1.7%/s

Thermal Equilibrium 4.5% 1.7%/s
Thermal Non-Equilibrium 3.5% 1.6%/s
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Figure 8. Predicted cure degree development during infiltration using different energy modelling
approaches.

The most interesting results are evident when comparing the cure degree distribution
for the equilibrium and LTNE energy models. Considering first the equilibrium energy
model, it is observed that the maximum cure degree does not differ significantly compared
to the isothermal 393 K case (4.5% and 4.6%, respectively, as shown in Table 5). This is
also seen when comparing the cure degree distributions during infiltration. The cure
degree contours shown in Figure 8 are nearly identical at all points during infiltration,
with the only noticeable difference being at the bottom left hand edge of the part. In this
region, the thermal equilibrium model is showing a lower cure degree compared to the
isothermal 393 K case. The similarity in cure distribution is explained by the formulation
used to determine the average material properties used in the equilibrium energy model
(Equations (9)-(11)), in particular Equation (11), used to calculate the mixture conductivity.
For these simulations the conductivity ratio between the solid and fluid phases (ks / k) is 125.
The high fiber conductivity forces a rapid increase from the injection temperature (363 K) to
the mold temperature (393 K) immediately after the resin is injected. The infiltration then
proceeds as though done isothermally at the prescribed mold temperature. As mentioned
previously, this phenomenon is highly dependent on the thermophysical properties of the
resin and fibers. For a lower conductivity ratio (i.e., using glass fibers) there would be a
large discrepancy between the maximum cure degree with the domain when compared to
the isothermal 393 K, as it would take longer for temperature to rise to the mold temperature
in the domain.

This result is consistent with the predicted cure degree development for this complex
geometry, where the Peclet number is 6780. Recall from Section 3.3 that for almost all
cases where the Peclet number is greater than 1000 (with a conductivity ratio of 125), an
LTNE model is needed to accurately capture the development of the fluid temperature
during infiltration. The results predict a longer period of time where the cool injected resin
warms to the mold temperature, when compared to the equilibrium model, as shown by
the large region of less cured resin in center of the complex part. This suggests that the
resin and fibers are not in local thermal equilibrium. The areas where the resin has warmed
to the mold temperature and has been in the domain the longest are at the corners, which
carry the highest resin cure degree of 3.5%. The lower predicted maximum cure degree
means there is overall less variation in the cure degree distribution, when compared to
the equilibrium energy model. The result is a more even development of the cure degree
during the cure stage, which is discussed further in Section 3.6.2.

103



J. Compos. Sci. 2022, 6, 180

3.6.2. Curing

Results of the cure degree and temperature distribution at the end of the infiltration
stage were used as the initial conditions for curing simulations. The resin was allowed to
cure for 180's, using the four energy modelling approaches, and the resulting cure degree
and cure rate at 10s are shown in Figures 9 and 10, respectively. Due to the large change
in cure degree during the curing stage, the cure degree contour plot in Figure 9 only
contains data at 10s. Were a longer time range considered, the fine detail of the cure degree
distribution would be lost. To address this, the cure degree range for each energy modelling
approach (at times 10s, 100's, and 180 s) are shown in Table 6. In the case of Figure 10, the
isothermal 363 K case had a significantly lower cure rate, which if included would have
again resulted in the loss of the fine detail in the cure rate distribution.

Isothermal 363 [K] Isothermal 393 [K] Equilibrium Model Non-Equilibrium Model
Cure Degree (%)
30 4 5 6 7 8 9 10 11 12 13 14 15 16 17180

Figure 9. Predicted cure degree distribution at 10s into the curing stage using different energy
modelling approaches.

Isothermal 393 [K] Equilibrium Model Non-Equilibrium Model

Cure Rate (%/s)
1.2 1.24 1.25 1.26 1.27 1.28 1.29 1.3 1.31 1.32 1.33 1.34 1.35 1.36 1.4

| ' ! '

Figure 10. Predicted cure rate distribution at 10s into the curing stage using different energy mod-
elling approaches.

Columns one and two in Figure 9 show the cases of isothermal curing. The results
further highlight the dependence of the cure degree development on the operating tem-
perature. At the start of the curing stage there is a 12% difference in the average cure
degree between the two isothermal cases. At the end, however, the discrepancy in average
cure degree has grown to 41%, shown in Table 6. This is due to the lower operational
temperature in the isothermal 363 K case which restricts the cure rate during the course of
the curing stage. It should be noted that an operating temperature of 363 K is unlikely to
be used in practice for this case given the additional time needed to cure the component,
however, it reinforces the importance of optimizing the operating temperature through
simulation and for manufacturing of CoOFRP components.
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Table 6. Cure degree distribution ranges for each case during the curing stage.

Energy Modelling Cure Degree Range (Min-Max)

Approach 10s 100 s 180s
Isothermal 363 K 3.4-4.3% 26.9-27.5% 40.9-41.3%
Isothermal 393 K 14.9-18.5% 68.5-69.2% 81.8-82.1%
Thermal Equilibrium 14.5-18.4% 68.4-69.2% 81.8-82.1%
Thermal Non-Equilibrium 12.5-17.6% 68.0-69.0% 81.6-82.0%

Consistent with the infiltration stage, the cure degree distribution for the isothermal
393 K and equilibrium model show nearly identical development during curing. This result
is further highlighted in Table 6 where at each recorded time the minimum and maximum
cure degree varies at most by 0.4% and in the case of 180 it is shown that the cure degree
ranges are identical. Again, this is due to the resin rapidly increasing from the injection
temperature to the mold temperature when using the equilibrium model, resulting in the
model behaving as though the process was done isothermally. An interesting outcome is the
similarity in final cure degree distributions predicted by the isothermal 393 K, equilibrium,
and LTNE models at 180s. To fully understand this outcome, consideration first needs to
be made with regard to the type of curing being performed. Bernath et al. [31] studied the
influence of the type of cure modelling being used (i.e., isothermal versus non-isothermal)
and the ability of the reaction kinetics model to capture the resulting cure degree progression
as compared to experimental data. Their results showed the cure rate profile for isothermal
curing begins with a peak in cure rate which quickly diminishes for the remainder of the
cure cycle. For non-isothermal curing, however, there is a noticeable delay in the peak cure
rate (the magnitude and time of which are highly dependent on the rate of temperature
increase), due to the time needed for the resin to warm. The results of the present study are
consistent with the findings of Bernath et al. [31]. For the isothermal 393 K and equilibrium
cases (for which isothermal curing conditions are used) an initial peak in cure rate was
observed (highlighted again by the higher cure degree at the beginning of the cure stage),
which then quickly diminished during curing. In the case of the LTNE model, which
simulates initially non-isothermal curing, the peak cure rate is observed post-infiltration,
during the curing stage. This phenomenom is further highlighted in Figure 10, where the
LTNE model is showing a cure rate nearly 8% higher throughout the component. The
LTNE model then consistently predicts a higher cure rate for the entirety of the simulated
cure cycle, resulting in a nearly identical cure degree distribution between the three cases.

A comment needs to be made on the limitation of the Kamal-Malkin kinetic model due
to its reduction in accuracy as the glass transition temperature approaches the operating
temperature. Were a more sophisticated kinetic model used, it is hypothesized that the
LTNE case would predict a final cure degree distribution higher than that found in the
isothermal 393K and equilibrium models. This is due to the overall higher cure rate
still present throughout the cure cycle in the LTNE energy model, as well as the results
presented by Bernath et al. [31]. A consistent result seen in their work shows that in the case
of isothermal curing, the final cure degree achieved is highly dependent on the operational
temperature and is consistently less than 100%; a result not found in non-isothermal curing
where the resin maintains the ability to nearly completely cure. A caveat to this, however, is
the unknown effect of combining isothermal and non-isothermal curing. This combination
is found in the LTNE case, where curing is initially non-isothermal, as the cool injected
resin warms to the mold temperature. After 10s of curing, the resin reaches the operating
temperature of 393K and continues the curing cycle isothermally. This likely slowed the
overall peak cure rate, however, allowing the model to maintain an overall higher cure
rate. An implication of this might be when predicting the final material properties as
well as process-induced distortion (PID) [22]. The maximum achievable cure degree has
a significant impact on the final material properties and dictates the amount of chemical
shrinkage that occurs. Chemical shrinkage influences the build-up of residual stresses
leading to PID. This further reinforces the importance of an accurate prediction of the
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temperature evolution given its influence on the cure development. It also highlights the
importance of the reaction kinetic model utilized. As mentioned above, a limitation of
the Kamal-Malkin kinetic model is that it always predicts full resin curing despite the
operating temperature, which is known to not be the case. For a better understanding of
the operating temperature on the maximum possible cure degree as well as the cure degree
progress post-vitrification, the more sophisticated Grindling reaction kinetic model could
be utilized.

4. Summary

The current study was aimed at studying the complexity viability of an LTNE energy
model for obtaining accurate solutions of temperature development in RTM mold-filling
simulations. A general LTNE model was implemented into an existing mold-filling code in
OpenFOAM. A non-dimensional analysis was then conducted over a range of Da numbers,
Pe numbers, and k b / ks ratios to show the non-dimensional fluid temperature and local ther-
mal non-equilibrium development, for a wide range of part types and infiltration strategies.
Results from the non-dimensional analysis show that for a Da € (9.5 x 1075,4.2 x 107%),
Pe € (400,1000) for a ks/kf = 0.2and a Pe = 400 for a ks/kf = 125, the approximation of
local thermal equilibrium is appropriate. However, for all other case runs it was shown
that for an accurate prediction of the resin and solid temperature during mold filling, the
use of an LTNE model was required.

To further understand the implications of using a thermal equilibrium model when
a non-equilibrium model is required, a comparison case was run where Da = 1 x 1073
and Pe = 4000 with a kf /ks = 125 using a equilibrium energy model from the literature
and the proposed non-equilibrium model. The result further highlights the importance
of using a thermal non-equilibrium model. The predicted resin cure degree for the case
using the equilibrium model were substantially higher near the end of the domain due to
the rapid increase in temperature throughout the domain. This resulted in a much lower
resin viscosity, due to its dependency on the cure degree. The implications of this are an
inaccurate prediction of the cure time needed in the curing stage, as well as the potential
for a void to form if multiple flow fronts meet given the advancement in the resin front
near the mold walls. It was also found that the additional computational cost was minimal,
implying that the thermal non-equilibrium model is able to be used effectively in all RTM
infiltration modelling.

A complex floor geometry was then used to evaluate three energy modelling ap-
proaches; isothermal mold filling (at operating temperatures of 363 K and 393 K), thermal
equilibrium, and LTNE energy modelling. Both the infiltration and curing stages were
modelled using the four different energy modelling approaches. The isothermal 363 K
cases highlighted the effect of the operating temperature on the final cure degree, where
a 3.6% difference in the maximum cure degree was found between the two isothermal
mold-filling simulations. When considering the equilibrium energy model, it was found
that the cure degree distribution was nearly identical to that predicted by the isothermal
393K simulation. This was due to the weighting factors used to calculate the effective
thermophysical properties employed in the energy transport equation. The most notable
outcome was that of the LTNE energy model. The LTNE predicted a lower maximum cure
degree as well as a larger area of less cured resin within the domain. This result highlights
the increased accuracy in the predicted temperature development and resulting cure degree
as the results show the fibers and resin are not in thermal equilibrium. The curing stage
highlighted the importance of which energy model was used for the infiltration stage. In
the case of the isothermal 363 K, isothermal 393 K, and equilibrium energy modelling, it
was shown that curing occurred isothermally. The result of an initial peak in the cure rate
during infiltration which quickly diminishes at the beginning of the curing stage. In the
case of LTNE energy modelling, the cure degree development follows a more complex path,
where it initially develops non-isothermally during infiltration and at the beginning of the
curing stage. After 10s of curing the resin has reached the prescribed mold temperature and
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then continues its curing under isothermal conditions. The effect of this has implications
when considering the predicted material properties and PID from each case, given their
dependency on the final cure degree. Moreover, it highlights the importance of the reaction
kinetic model used. The selected Kamal-Malkin kinetic model predicts that resin would
cure fully despite the operating temperature. Using a more complex kinetic model, such as
the Grindling model, would provide better insights into the true final cure degree and cure
degree development given the models ability to predict vitrification. Finally, it was also
found that the use of an adaptive time step dependent on the current maximum cure rate
and minimum cure degree, in conjunction with the LTNE model dramatically reduced the
computational time of the curing stage. This further increases the applicability of an LTNE
energy model for HP-RTM infiltration and curing simulation.
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Abstract: Recent investigations have highlighted the multi-resolution and high throughput charac-
teristics of the spherical indentation experimental and analysis protocols. In the present work, we
further demonstrate the capabilities of these protocols for reliably extracting indentation stress-strain
(ISS) responses from the microscale constituents as well as the bulk scale of dual phase materials
exhibiting bimodal microstructures. Specifically, we focus on bimodal microstructures produced
in an o—f Ti6242 sample. Combining the multi-resolution indentation responses with microstruc-
tural statistics gathered from the segmentation of back-scattered electron images from the scanning
electron microscope allowed for a critical experimental evaluation of the commonly utilized Rule of
Mixtures based composite model for the elastic stiffness and plastic yield strength of the sample. The
indentation and image analyses protocols described in this paper offer novel research avenues for the
systematic development and critical experimental validation of composite material models.

Keywords: composite material; bimodal microstructure; titanium; Ti6242; spherical indentation;
image segmentation; rule of mixtures; effective property

1. Introduction

Microstructures exhibiting two distinct morphologies in the arrangement of their phase
constituents are generally referred to as bimodal microstructures [1,2]. Most commonly,
these microstructures exhibit single-phase equiaxed grains (refers to regions of uniform
crystal lattice orientation in the material microstructure) alongside grains displaying distinct
dual-phase morphologies (e.g., lamellar, dendritic). Examples of such microstructures
can be seen in two-phase steels, alpha-beta brasses, alpha-beta titanium alloys, and bulk
metallic glass-matrix composites. This class of composite microstructures offers tremendous
potential for several advanced technology applications since their effective properties can
be tailored more easily to meet the designer-specified targets through the modulation of
the relative volume fractions and morphological features of their phase constituents.

Our interest in this paper will be on the bimodal microstructures in a—@ Ti alloys. It
is well known that the microstructures in these alloys can be controlled through suitably
designed heat treatments. Generally, one can take the material above the beta-transus
temperature (i.e., temperature where the hcp « transforms completely into bee ) and cool
the material down at different cooling rates to produce a variety of distinct microstructures.
One can also apply heat treatments at temperatures below the beta-transus temperature
to allow for the formation and stabilization of fully x-phase regions known as primary o
grains. Slow cooling generally leads to the formation of parallel secondary o-laths (i.e.,
colonies), whereas higher cooling rates favor the formation of the crisscrossed secondary -
laths (i.e., basket-weave morphology) [3,4]. It is therefore possible to produce a broad range
of bimodal microstructures in a—f Ti alloys through tailored heat treatments. Bimodal
microstructures in «—f3 Ti alloys have been reported to result in improved mechanical
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properties. As a specific example, a bimodal microstructure consisting of approximately
30 vol.% of equiaxed primary « grains and 70 vol.% of lamellar a—f3 has been found to
provide an optimal combination of creep and fatigue properties for compressor disks oper-
ating at high temperatures [3]. Besides the influence of phase morphologies, the mechanical
response of a—f Ti alloys is also strongly influenced by the grain-scale anisotropy of the hcp
o, which is known to exhibit a pronounced crystal lattice orientation dependence [5-10].

Bimodal microstructures have been studied extensively in prior literature in efforts to
understand and predict their effective properties [11-23]. Towards this goal, it is important
to accurately measure the mechanical properties at different length scales of the material.
Of primary interest are the effective properties at the scale of a representative volume
element (RVE) of the material microstructure (i.e., length scales covering multiple grains
and colonies) and properties at the scale of individual constituents (i.e., individual grains or
colonies). At the smaller length scales, protocols involving micropillar compression [24-28],
micro-cantilever beam bending [29-31], and micro-hardness tests [28,32-35] have been
shown to provide valuable mechanical response information for the individual constituents
in these materials. However, these protocols often incur high costs, require tedious sample
preparation procedures, and produce limited amount of data [5,36]. Moreover, hardness
tests produce hardness values that are not easily related to other standard mechanical prop-
erties of the constituents. This is due to the fact that the measured values often exhibit large
variances in the results produced by different research groups due to the inherent variances
in the test and analyses protocols employed [5,37-41]. At the larger length scales (i.e., RVE
scale), the effective properties are typically measured using standard protocols such as
uniaxial tension [42] and compression [43]. The lack of consistency in the experimental
protocols employed at the different material length scales is likely to have contributed sig-
nificantly to the large discrepancies in the multiresolution mechanical properties reported
for several advanced material systems [13,14,34,35,38,39,44-51]. As a specific example,
the micro-hardness measurements of Gupta et al. [48] on basket-weave grains in Ti64
specimens suggested uniaxial yield strength values in the range 950-1308 MPa [39], which
are significantly higher than the macroscale tensile yield strengths measured in the range
of 905-945 MPa by Sieniawski et al. [49] on similar samples (i.e., samples with similar
processing histories). These discrepancies could arise from the differences in the loading
histories (i.e., indentation versus tension) in the measurement protocols employed at the
different material structure scales.

In efforts aimed at establishing consistent and reliable multi-resolution mechanical
testing capabilities, Kalidindi and Pathak [52-54] have developed the spherical indentation
protocols based on the Hertzian theory of elastic contact between two deformable isotropic
solids with quadratic surfaces [55]. These protocols capture the mechanical responses
in the sample at different length scales in the form of load-displacement curves, and
subsequently convert them to indentation stress-strain curves (ISS). At the grain-scale,
these protocols were successfully demonstrated to capture the dependence of the local
mechanical response on the grain orientation in different material classes [5,7,56-60]. At
the macroscale, a consistent set of measurement and analyses protocols were successfully
demonstrated for the reliable evaluation of the effective mechanical properties of the
material [37,61-66]. An attractive feature of these protocols is that they incur significantly
less effort and cost compared to many of the other competing protocols mentioned above,
while requiring relatively small material volumes.

Consistent multi-resolution mechanical test protocols are central to the systematic
evaluation and refinement of composite theories capable of predicting the effective prop-
erties of a material based on the details of the material microstructure and the individual
properties of the microscale constituents. As a specific example, the simple rule of mixtures
(ROM) model is commonly employed [13,16-23], but has only been critically evaluated
in only a few experimental studies [13,16,20-23]. As already discussed earlier, the main
hurdle comes from the lack of consistent protocols that can be applied at the different
material structure length scales. In recent work [20-22], the ROM model was confirmed to
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exhibit impressive accuracy in estimating the effective yield strength of ferrite-martensite
steels [20-22], in spite of the highly simplified assumptions implied by this model.

In this work, we aimed to critically evaluate the performance of the ROM model for
estimating the effective yield strength of a bimodal Ti6242 specimen. This was accom-
plished using multi-resolution spherical nanoindentation protocols on a bimodal sample
exhibiting primary « and basket-weave «—f morphologies. Multi-resolution microstructure
characterization of the samples was conducted using scanning electron microscopy and
electron backscatter diffraction. It is shown that the consistent use of the multiresolution
spherical indentation protocols on the bimodal Ti6262 microstructure produces grain-scale
and macroscale measurements of the yield strengths in the sample that are fairly consistent
with the ROM model.

2. Materials and Methods
2.1. Materials and Sample Preparation

The material chosen for this study was Ti-6Al-25n-4Zr-2Mo (Ti6242) due to its versatil-
ity in producing diverse microstructures through suitable heat treatments. The actual alloy
composition was determined in a previous study by Pilchak et al. [67] to be Ti-5.93A1-2.015n-
4.05Zr-1.88Mo-0.12S5i, with the interstitial contents of oxygen, iron, and nitrogen being 0.107,
0.05, and 0.001 in wt.%, respectively. Atomic absorption and inductively coupled plasma
mass spectrometry was employed to determine the metallic element composition, while
inert gas fusion was employed for the measurement of the smaller elements. Specimens of
dimensions 10.0 mm X 20.0 mm x 2.0 mm were cut using an electric discharge machining
and placed into quartz tubes, which were subsequently backfilled with Argon to protect the
samples from oxidation during the heat treatment process. Heat treatment was designed
such that the microstructure was composed of primary-o and basket-weave morphologies
with large enough grains that allowed the application of the spherical indentation protocols.
Specifically, the specimen was heat-treated at 986 °C (10 °C below the beta transus for
a bimodal microstructure) for 6 h, followed by a water-quenching step to achieve the
desired bimodal microstructures comprising the basket-weave components. Subsequently,
the sample was subjected to a stress-relief heat treatment (700 °C for 4 h) and air-cooled.
The heat treatment was conducted in a Thermo Fisher Scientific, Lindberg/Blue 1100 °C
Box furnace.

Specimen surfaces were prepared for microscopy and indentation following standard
metallography protocols procedures [68]. These protocols removed any oxide or mechani-
cally deformed layers. Specifically, for this work, it was important to minimize the height
disparities on the sample surface due to the unavoidable differences in the polishing rates of
the different microscale constituents present in the sample. Chemo-mechanical preparation
steps utilized on these specimens included surface grinding using silicon carbide papers
(starting with 800 grit and systematically going to 2400 grit), polishing using 9 um, 3 um
and 1 um diamond suspension on a Struers’ (Copenhagen, Denmark) Tegramin Automatic
Grinding Machine, and final polishing on the Buehler’s (Lake Bluff, IL, USA) Vibremet 2
Vibratory polisher for 12 h with a medium consisting of one part of 0.06 um colloidal silica,
4 parts of water, and 1 part of hydrogen peroxide.

2.2. Spherical Indentation

Mechanical characterization of the samples was conducted at room temperature on a
Keysight Nano-Indenter G200 with the Continuous Stiffness Measurement (CSM) option.
Two different tip sizes were used in this study: (i) a 15.2 um radius tip was employed
for the grain scale characterization of primary « and basket-weave (prior 3) grains, and
(ii) a 500 um radius tip was used for the characterization of the bulk response of the sample
over regions comprising a large number of grains. The grain-scale indentations were
placed close to the centers of the grains, and only one indentation was conducted per
grain to avoid proximity with the grain boundary and other previous indentations in the
sample. For the indentations on the primary « grains, the average contact radius at yield
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(over grains of different orientations) was estimated to be about 550 nm (using equations
presented in the next subsection). Since this is significantly smaller than the average size of
the primary « grains of about 10 pm, these measurements are assumed to reflect the local
grain-scale mechanical responses. For the indentations on the basket-weave grains, the
average contact radius at yield was estimated to be about 640 nm. The deformation zone
size in these indentations is significantly smaller than the prior (3 grain size of about 16 um,
but larger than the average « lath thickness of about 18 nm (lath spacing is significantly
smaller in these microstructures). Therefore, the measurements in the basket-weave grains
are assumed to reflect the effective properties of the basket-weave components. For the
indentations with the larger tip, the average contact radius at yield was estimated to
be about 25 um. The deformation zone in these indentations are expected to include
about 13 grains (mixtures of primary « and basket-weave components), and therefore an
ensemble average of these measurements is assumed to reflect the bulk response of the
sample. A total of 150 indentation tests were conducted for this work (about 50 tests on
each grain scale morphology and about 50 tests for the bulk response).

2.3. Spherical Nanoindentation Analysis

The spherical indentation experimental and analysis protocols used in this work are
largely based on Hertz theory, which is mainly focused on describing the deformation dur-
ing frictionless contact between two approaching elastic bodies with quadratic surfaces [55].
The load-displacement relationship for such indentation is expressed as
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where P, E, i Refps and &, denote the indentation load, effective elastic modulus, effective
radius, and elastic indentation displacement, respectively (see Figure 1a).
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Figure 1. (a) Schematic description of the spherical indentation experiment depicting the loaded and
unloaded configurations. (b) Measured load-displacement curve from a typical spherical indentation
measurement, with a zoomed view of the early loading segment. (c) Indentation stress-strain (ISS)
curve extracted from the load-displacement data with the elastic region of the deformation highlighted
in red.

Furthermore, R, E, and v denote the radius, Young’s modulus and the Poisson’s ratio,
respectively, while the subscripts i and s correspond to the indenter and sample, respectively.
The value of Efy is estimated from a segment selected in the initial elastic loading [53]
(the bright colored segment in Figure 1b), and is assumed to be unchanged throughout
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the entire deformation of the material. In the analyses of the initial elastic segment for the
determination of E, 1 Rs is assumed to represent infinity (i.e., R, ff = R;) [53].

The analysis of the indentation load-displacement data starts with a zero-point cor-
rection, which identifies an effective point of initial contact between the indenter and the
sample by finding a segment of the load-displacement curve that complies with Hertz’s
theory (i.e., Equation (1)). This correction accounts for the unavoidable surface artifacts
such as roughness and oxide layers that affect the indentation measurements [53]. The
zero-point correction is implemented using regression techniques that fit the measurements
to the following equation derived from Hertz’s theory [53].

_ar_3(P-P) “
2he ol n)

where (P, h) denote the measured load-displacement values, (P*, h*) denote the zero-point

load and displacement corrections, respectively, and S denotes the CSM (obtained here using a

superimposed load-unloading cycles of 2 nm amplitude and 45 Hz frequency) [69,70].

The use of CSM allows for the estimation of the contact radius, 4, along the complete
monotonic loading history, which can then be used to estimate the indentation stress and
indentation strain values corresponding to every point on the measured load-displacement
curve (see Figure 1b,c). These computations are performed using

S
a=-— 5)
2E.f¢ (
Vind = 3 (6)
4 h
Cind =5 @)

The indentation yield strength, Yj,4, is defined as the indentation stress at a 0.2% offset
indentation plastic strain in the indentation stress-strain (ISS) curve (see Figure 1c).

2.4. Microstructure Characterization and Quantification

The back-scattered electron imaging signal from a Tescan Mira3 field emission scan-
ning electron microscope (FE-SEM) was used for the characterization of the bimodal
microstructure in the sample. Images with a constant view-field of 100 um and size
2048 x 2048 pixels were captured using an accelerating voltage of 15 kV. The acquired
grayscale images were analyzed through a series of image processing steps in order to
label each pixel in the image as belonging to one of the two grain-scale morphologies (i.e.,
primary « or basket-weave). This process is generally referred to as image segmentation,
and the sequence of image processing steps used in this process are referred as segmen-
tation workflows [71-74]. The segmentation workflows utilized in this work were based
on the framework proposed recently by Iskakov and Kalidindi [75]. They comprised the
following steps: (i) gaussian global noise removal using the imgaussfilt function [76] with
a smoothing kernel whose standard deviation was set to 0.9; (ii) global thresholding step
with the imquantize function for which a single specified quantization value of 85 was
selected [76]; and (iii) post-processing steps such as the bwareaopen function [76] to remove
all connected objects that have fewer than 1000 pixels and the imclose function [76,77]
which performs a dilation-erosion dual operation on the segmented areas using a disk
of 3 pixel radius. Segmentation validation involved visual validation, as well as a more
quantitative approach using precision and recall scores [78]. The quantitative validation of
the segmented image was used to determine the parameter values mentioned above. An
example of the application of our segmentation workflow is presented in Figure 2.
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Figure 2. Segmentation workflow applied on a BSE micrograph with view-field of 100 um. (a) Raw
image from the scanning electron microscope device. (b) Image after a gaussian global noise removal
correction. (c). Resulting micrograph after the thresholding step. (d) Final segmented microstructure
representative. (e) Original image with the phase boundaries highlighted in magenta for the visual

validation of the segmentation process.

The crystallographic orientations of the primary « phase grains were measured using
electron back-scattered diffraction (EBSD) mapping in the SEM using an accelerating
voltage of 20 kV. A total of 20 EBSD scans of adjacent and slightly overlapping areas of
150 um x 150 um were imaged using a 0.5 um step-size. Using the TSL OIM Analysis
8 software, the images were suitably stitched to create a single large scan of approximately
680 um x 545 um (see Figure 3a). In order to extract the texture information for the primary
o phase, the image quality parameter was used to filter out the pixels corresponding to the
basket-weave grains as they exhibit low image quality values. The EBSD map showing the
orientations of the primary « grains is shown in Figure 3b. It is seen that the primary o
regions in the sample exhibit a pronounced texture. The area fractions corresponding to
10-degree bins in the declination angle (®) were computed and are summarized in Table 1.

Table 1. Fraction corresponding to each of the binned regions of the primary a phase, and the
corresponding volume fractions of all constituents in the bulk microstructure.

Bimodal Microstructure Statistics

Local State Fraction in «-Phase Fraction in Bulk (f)
o =0°-10° 16% 6.8%
o =10°-20° 6.1% 2.6%
o =20°-30° 1.6% 0.7%
o =30°-40° 2.0% 0.8%
o = 40°-50° 3.0% 1.3%
o =50°-60° 9.7% 4.1%
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Table 1. Cont.

Bimodal Microstructure Statistics

Local State Fraction in «-Phase Fraction in Bulk (f)

« = 60°-70° 17.7% 7.5%

o =70°-80° 14.7% 6.2%

o = 80°-90° 29.1% 12.3%
Basket-weave 0% 57.7%

Figure 3. (a) Compilation of 20 EBSD scans from a Ti6242 bimodal microstructure with primary « and
basket-weave grains. Areas with low image quality correspond to basket-weave grains. (b) Inverse
Pole Figure map of the primary a grains only, with a harmonic tex.

2.5. Prediction of Effective Property

There exist several models in literature for the prediction of the effective elastic and
plastic properties of composites based on microstructure statistics and the properties of
their individual constituents. The classical Rule of Mixtures (ROM) is the simplest among
these. For the bimodal titanium microstructure studied here, this model can be expressed as

Pesf = foPu+ fawPaw ®)

where P and f refer to the property and volume fractions, respectively, subscripts « and
BW refer to the constituent morphologies (primary a and basket-weave, respectively), and
P,rf denotes the effective property of the system.

This model has been evaluated extensively in literature [13,17-23] for predicting the
effective yield strength of the composite. Due to the high plastic anisotropy associated with
the primary o component of titanium alloys [5] (the yield strength of the basket-weave
component does not exhibit a strong dependence on the lattice orientations of the « laths),
in the present study we have re-written Equation (8) as

Pesf = Juge 100 Prge 100 T farge a0 Prsge e+ fage g Pager o0 + fBWPBW %)

where the different f, have already been tabulated in Table 1. The corresponding P, and
Pgyy will be measured using the indentation protocols described above.

It is important to note that P,¢ is also measured using the same indentation protocols
in our study. Therefore, the consistent high-throughput multi-resolution spherical indenta-
tion stress-strain protocols combined with microscopy protocols offer a unique opportunity
to critically evaluate composite models.
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3. Results and Discussion
3.1. Microstructure Statistics

From an ensemble of 10 segmented BSE-SEM images, the average primary o volume
fraction in the sample was determined to be 42.3 4 4.1%. The remaining volume corre-
sponding to the basket-weave morphology was computed as fpyy = 1 — f,. The inverse
pole figure in Figure 3 and the values from Table 1 indicate that the primary « grain normals
in our sample are predominantly aligned with the [1010] and [0001] directions in the hep
crystal. It is also clear that the primary « grains are arranged in a band-like structure,
which is presumed to result from the prior thermo-mechanical deformation applied on
the sample.

3.2. Spherical Nanoindentation Stress-Strain Measurements

The indentation stress-strain curves obtained from the application of the spherical
indentation stress-strain protocols described above on the primary « grains, basket-weave
grains, and the bulk measurements are presented in Figure 4. The values of the measured
indentation moduli and indentation yield strengths in the primary « grains are correlated
to their declination angles in Figure 5. In prior work, it has been shown that the influence of
the other two Euler angles on these measurements is fairly low [5,7]. The results shown in
Figure 5 are in good agreement with the values reported in a previous study, where similar
protocols were applied on the primary « grains in a set of x-, near-x and «—f titanium
alloys [5]. The highest measured indentation yield strength in the primary o grains in our
sample was observed to be about 3 GPa, and corresponded to the grains with their c-axis
oriented parallel to the indentation direction. On the other hand, the lowest indentation
yield strength was measured to be about 1 GPa for grains with the c-axis perpendicular to
the indentation direction. Following the strategy outlined earlier, these measurements were
binned by the declination angle and added to Table 2. Indentation modulus and indentation
yield strength for each bin were determined by applying a polynomial regression using
generalized spherical harmonics (GSH) on the complete dataset [79], and then establishing
the values at the center-point of each bin, as depicted in Figure 5.

Indentation Stress [GPa]

1 4 @ Primary o
@ Basket-weave
© Bulk

1] 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
Indentation Strain

Figure 4. Examples of the indentation stress-strain curves measured in this study. The blue curves
are from measurements on primary a grains, the green curves are from basket-weave grains, and the
pink curves are bulk measurements.
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Figure 5. Results from the spherical indentations performed on the primary a grains, plotted as a
function of the declination angle (®). Experimental results are shown as blue circles, and the values
estimated from regression analysis at the mid points of each bin are depicted as yellow diamonds.

Table 2. Measured indentation moduli and indentation yield strengths for the different microscale
constituents as well as the bulk responses of the material studied in this work. The last row provides
the corresponding predictions from the application of the ROM model.

Spherical Indentation Measurements

Length Scale Morphology Ejnq [GPa] Yinq [GPal
Basket-Weave 121 £ 3.1 1.99 +0.12
® o =0°-10° 125.2 2.73
da =10°-20° 124.1 2.65
P =20°-30° 121.7 2.47
C . Do = 30°-40° 118.4 2.25
onstituents o = 40°-50° 111.9 2.03
D = 50°-60° 106.6 1.79
®x = 60°-70° 100.9 1.60
® o =70°-80° 96.3 1.44
da = 80°-90° 93.7 1.37
Bulk Bimodal 118 £2.6 1.96 + 0.10
ROM Predictions
Bulk Bimodal 114 1.92

The average indentation modulus and the indentation yield strength for the basket-
weave grains morphology were determined to be 121 GPa and 1.99 GPa, respectively
(see Table 2). The corresponding standard deviations were computed as 3.12 GPa and
0.12 GPa, respectively. The measurements indicated a much-reduced variation in the
mechanical properties exhibited by the basket-weave grains, when compared to the cor-
responding measurements on the primary o grains presented earlier. This observation
suggests that the multiple « variants that coexist within a single basket-weave grain tend
to homogenize the elastic and plastic properties to isotropic values at the grain-scale for
this complex morphology.

The results from the application of the spherical indentation stress-strain protocols
for the effective mechanical response are also summarized in Table 2. The average ef-
fective indentation modulus and the averaged effective indentation yield strength were
measured to be 118 GPa and 1.96 GPa, respectively. The low standard deviations of these
measurements (see Table 2) confirm that they reliably reflect the bulk response of the
sample. Assuming an overall isotropic material response and using previously established
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conversion rules [37,52,63,65,80], the sample’s Young’s modulus and the uniaxial yield
strength are estimated as 106 GPa and 996 MPa, respectively. These are in good agreement
with prior reports in literature using conventional uniaxial test methods. For example,
Bertrand et al. [81] reported an uniaxial yield strength of 948 MPa for a similar Ti6242
bimodal sample.

3.3. Evaluation of the Composite Model

The volume fraction information presented in Table 1 along with the mechanical
properties measured by spherical indentation presented in Table 2 were used for the
evaluation of the composite model described in Equation (9). The predictions from this
simple model are also presented in Table 2. The predicted indentation modulus for this
bimodal microstructure was calculated to be 114 GPa. This represents a 3.6% difference
with respect to the measured modulus of 118 GPa. The predicted indentation yield strength
was 1.92 GPa corresponding to a 2.1% difference from the experimentally measured bulk
indentation yield strength of 1.96 GPa.

Prior applications of the ROM on multiphase materials have largely employed Equation (8)
directly [13,15,16,20-23]. They implicitly assumed that the averaged values of the prop-
erties measured from multiple randomly placed indentations in each phase represented
adequately the effective property for the respective phases. While this is likely to be true if
one employs a very large number of indentations, in practice, this is not the case. In this
study, we clearly noticed that Equation (9) produced a significantly better prediction for
the bimodal microstructures, compared to the direct use of Equation (8). This is since the
large area EBSD scan (see Figure 3) provides much more statistically reliable measure of the
different texture components present in the sample. Since the different texture components
(with the different declination angles) exhibit very different indentation properties (see
Figure 5), Equation (9) represents a much more accurate application of ROM. Since the
indentation properties of the basket-weave component did not exhibit a strong depen-
dence on its texture components, there was no need to apply the same approach on the
basket-weave component.

It is emphasized again that the consistent use of the spherical indentation stress-strain
protocols at both the constituents’ scale and the macroscale played an important role in
providing a reliable set of measurements for our study. We believe that the protocols
described in this work have opened several new research avenues for the critical evaluation
and refinement of homogenization models for a broad range of heterogeneous (composite)
materials. Furthermore, the high-throughput capabilities of the techniques described and
the requirements of relatively small material volumes make these protocols extremely
attractive for materials development efforts. This study opens new research avenues
into high-throughput multi-resolution studies of the mechanical response of composite
materials with complex microstructures.

4. Conclusions

This work demonstrates the systematic application of the multi-resolution spherical
indentation and microstructure characterization and analyses protocols for generating the
data required for an improved understanding of the mechanical response of a complex
dual phase metallic alloy sample exhibiting a bimodal microstructure. The sample selected
for this study not only comprised of two different crystal structures (i.e., thermodynamic
stable phases), but also two different morphologies that exhibited distinct anisotropy in
their local mechanical responses. Specifically, the indentation stress-strain curves extracted
at the microscale quantified the degree of anisotropy in each constituent. For the primary
o phase, it was found that the crystal lattice orientation played an important role in the
anisotropic local mechanical response. At the macroscale, the larger micro-indentations
were found to consistently and reliably capture the bulk or effective mechanical response of
the sample. EBSD analysis allowed the correlation of the local mechanical responses in the
individual primary « grains to their crystal lattice orientation. BSE-SEM images were able
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to provide reliable measures of the volume fractions of the two main constituents in the
bimodal microstructures. All of the information from the microstructural analysis as well as
the mechanical characterization was used to evaluate the commonly used Rule of Mixtures
(ROM) models for the effective indentation modulus and indentation yield strength of the
bimodal microstructures. It was found that the ROM predicted indentation modulus and
indentation yield strength were within 4% of the experimentally measured properties.
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Abstract: Spiral steel cables feature complex deformation behavior due to their wound geometry. In
applications where the cables are used to reinforce rubber components, modeling the cables is not
trivial, because the cable’s outer surface must be connected to the surrounding rubber material. There
are several options for modeling steel cables using beam and/or solid elements for the cable. So far,
no study that lists and evaluates the performance of such approaches can be found in the literature.
This work investigates such modeling options for a simple seven-wire strand that is regarded as
a cable. The setup, parameter calibration, and implementation of the approaches are described.
The accuracy of the obtained deformation behavior is assessed for a three-cable specimen using a
reference model that features the full geometry of the wires in the three cables. It is shown that a
beam approach with anisotropic beam material gives the most accurate stiffness results. The results
of the three-cable specimen model indicate that such a complex cable model is quite relevant for the
specimen’s deformation. However, there is no single approach that is well suited for all applications.
The beam with anisotropic material behavior is well suited if the necessary simplifications in modeling
the cable-rubber interface can be accepted. The present work thus provides a guide not only for
calibrating but also for selecting the cable-modeling approach. It is shown how such modeling
approaches can be used in commercial FE software for applications such as conveyor belts.

Keywords: finite element modeling; homogenization methods; steel cables; steel-cable-reinforced
rubber

1. Introduction

Steel cables are an indispensable part of the infrastructure and many engineering
applications because they reliably provide high strengths with low bending stiffness. They
consist of individual steel wires that are wound into strands, which in turn are wound
to form the cable. Since cables consist of many parallel thin wires, their tensile stiffness
is very high, whereas the bending and compressive stiffness are low. Because of this
helical topology of spiral cables, there is a coupling of tensile deformation and torsional
deformation of the cable (see Figure 1). Steel cables have many design options in terms of
steel grade and cable geometry. Much work has been done on computing the influence
of those parameters on the cable stiffness, accounting for the trajectories of the individual
wires and contact between them. Many analytical and semi-analytical solutions have
been developed and are listed in the review papers by Utting and Jones [1], Cardou and
Jolicoeur [2], and the works of Costello [3] and Feyrer [4]. For standard cable types, good
agreement of existing cable models with experiments can be reached. Effects like wire-wire
friction can be captured. Hysteresis effects, the nonlinearity of the cable stiffness, and cable
failure have been studied as well. Most of the work of such cable models is setting up the
geometry, particularly for a non-straight cable; see Wang et al. [5]. Recently, the finite element
method (FEM) has become widely used for modeling the mechanical response of cables:
Jiang et al. [6] modeled a seven-wire strand using cyclic symmetry, and Foti and de Luca di
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Roseto [7] investigated the elastic—plastic effects of the wires. Furthermore, FEM provides a
basis for newly developed simplified models; see Chen et al. [8] and Cao and Wu [9].

Figure 1. A three-cable specimen: (a) unloaded and (b) vertically loaded with a twist due to a
tension/torsion coupling of the cables.

Many of the mathematical cable models refer to tests of a seven-wire strand reported
by Utting and Jones [10], who reported a distinct tension/torsion coupling. When testing
cables, the constraints of the cable ends influence the test results. The cable ends can
be free, clamped, or even welded together. This effect of the cable ends was studied by
Chen et al. [11] for thick cables, and they showed that in cable tests and FEM simulations
of cables, much care must be put into applying the loads.

Modeling steel cables in reinforced rubber on the one hand requires capturing the
influence of the rubber penetrating the cable (see Bonneric et al. [12]). On the other hand, the
outer surface of the cable needs to be connected to the rubber. This interface between cable
and rubber is crucial for the failure of cable-reinforced rubber components, as modeled by
Frankl et al. [13].

Cable-reinforced rubber components can be conveyor belts, for example; see Nordell [14],
Fedorko et al. [15], and Frankl et al. [16]. Obtaining the stiffness of cables that are used
in rubber components requires tests on cables that have been penetrated by rubber (rub-
berized cables). How to separately capture tensile, bending, and torsion stiffness and
the tension/torsion coupling of the cable that is embedded in rubber is a big challenge.
Nordell et al. [17] stated that they developed a special element in the commercial FEM code
ANSYS based on principles described by Costello [3], but did not give any details about
this element.

In the present work, a variety of such cable modeling approaches is evaluated for
their use in rubber components using the commercial FEM code Abaqus [18]. Those
efficient modeling approaches use solid elements, beam elements, or a combination of
both. In some of those modeling approaches, an anisotropic material model is used to
mimic the tension/torsion coupling of the cable. To not have to deal with uncertainties of
tests, the results of a fully modeled rubberized cable are taken as the reference to evaluate
the accuracy of these modeling approaches. In this reference model, all wires and the
surrounding rubber are modeled with a linear elastic and a hyperelastic material model,
respectively. This model is called a full-geometry model, in contrast to the efficient models
that account for wires and rubber in a way such that the overall cable stiffness is captured.

To keep the computational cost low, a seven-wire rubberized strand is used as the
cable. For this cable, the homogenized stiffness matrix is computed from a full-geometry
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simulation similar to what was reported by Cartraud and Messager [19]. The various
cable-modeling approaches are then calibrated and their ability to capture the homoge-
nized stiffness components of the full-geometry model is evaluated. Then, the modeling
approaches are evaluated in a simple rubber shear specimen containing three cables. The
loads applied in these specimens are similar to those in conveyor belts; see Nordell et al. [17].
The full-geometry version of the three-cable specimen is used as a reference, and the stiff-
ness, deformation, and strains in the specimen are used to assess the performance of the
efficient models.

2. Methods

This section introduces the homogenized cable stiffness S;; and a range of efficient
modeling approaches that attempt to mimic this stiffness matrix S;;. The cables are regarded
as linear elastic throughout this study. For typical cable loads, this is a good approximation
despite the nonlinear elastic response of the rubber. This section further describes the setup
of the single-cable FEM model that computes the S;; matrix for a seven-wire rubberized
strand and is used to calibrate and evaluate efficient cable-modeling approaches. Addition-
ally, a FEM model of a three-cable specimen is introduced, which is used to evaluate the
performance of the efficient cable models.

2.1. Cable Stiffness

Figure 2 illustrates the loads (normal load Fy, twist moment My, and flexural moment
M) and corresponding deformations (longitudinal strain &y, twist per length ¢y, and
curvature x) of a cable, which is drawn as a cylinder. Longitudinal shear deformation is
not considered and the elastic bending response is considered to be independent of the
bending direction.

—ce Mb, K
“ Fy, ex

My, o«

Figure 2. Definition of the loads and strains of a cable.

Since we regard small deformations, the stiffnesses in tension and compression and
the stiffness for positive and negative twist are assumed to be the same. The elastic behavior
of the cable can then be described by a stiffness matrix S (or S;;) that couples the loads and
deformations as

ok oEk  dK

FX dex d¢x oK € €x

IMy  IMy M '
My = asxx B(p: BKX Px =S Px (1)
My, oM, oM, OMy K K

Jex d¢x oK

with S defined as
Sxx chp be
S=1| Sex See Soeb 2)
Sox  Sbe  Sub
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Inverting the stiffness matrix S yields the compliance matrix C (or C;;). Similar to the
definition of Young’s modulus, we define stiffness parameters of the cable Eyy, Ex¢, -- . ,
which correspond to the inverse of the components of C:

1 1 1
Ex FX Exx Exe Exw FX
_ g1 1 1 1
Px =S My = Eox Eoo  Egb My (3)
K M, 11 1 M,
Eox  Ebe  Etb

If all non-diagonal terms vanish (all terms except Sxx, S¢¢, and Sy}, are zero), the
values Eyy, E¢ ¢, and Eyy, are the same as Syx, S¢ ¢, and Sy, respectively. If this is not
the case, it means that S is the longitudinal stiffness that is observed when twist and
bending strains are constrained during loading. On the other hand, Exx corresponds to the
longitudinal stiffness when twist and bending are free (My and M,, are zero).

Let us assume that we have a cable that has off-diagonal terms, which means that
tension, twist, and bending are coupled. When we use an efficient cable model that cannot
account for those coupling terms, we can fit either Sxx, S¢ ¢, and Sy, or Exx, E¢ ¢, and Epy,.
In the first case, the modeled cable has the same stiffness as the real cable when all other
strains are set to zero during loading. For tension, this means that torsion ¢, and curvature
x are constrained during loading. When fitting Exy, E ¢, and Ey,y,, the efficient cable model
shows the same stiffness as the real cable during loading in one direction when strains in
the other directions are unconstrained.

For an FEM model of a cable, the cable’s stiffness matrix can be obtained by applying
three orthogonal strain vectors similar to [19]. The stiffness matrix can be built from the
resulting load vectors. If the applied strains ey, ¢x 0, and kg are set to 1, the resulting load
vectors constitute the columns of the stiffness matrix. Otherwise, the terms of the stiffness
matrix must first be divided by the applied strain.

Ex €x,0 0 0
Px = 0 ’ Px,0 ’ 0 (4)
K 0 0 Ko

2.2. Cable-Modeling Approaches

The cables can be modeled either by using solid elements that share nodes with the
surrounding rubber, by using a beam that is coupled in some way to the corresponding
rubber nodes, or with a combination of solid and beam elements (see Figure 3). The nodes
of the beam in the solid/beam approach cannot transmit rotation since a direct nodal
connection is used and the solid element nodes do not have rotational degrees of freedom.
Each option requires a specific calibration of material parameters. These parameters are not
physical but selected such that the whole modeled cable captures the target elastic response.

Our efficient cable-modeling approaches aim to reach Sxx, S¢ ¢, Sx¢, and Sy, as closely
as possible (Section 3.1 will show that Sy, and S}, can generally be neglected). Some
simplified approaches are also investigated that do not account for the coupling term Sy,.

The first challenge is to independently capture the tensile and bending stiffness. This
can be done in the following ways:

(a) Solid elements: Use a material that has different tensile and compressive stiffness.
(b) Beam elements: Set the radius of the beam such that Sy, and Sy, fit the target values.

Solid /beam approach: The whole bending stiffness is captured by the solid elements,
whereas beam elements are used to capture the tensile stiffness that is not captured by the
solid elements; see [16]. The beam elements have a very small cross-section such that the
high tensile stiffness does not affect the overall bending stiffness.
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coupling
% / 1\
T %88gg T
solid beam solid /beam

Figure 3. The three modeling approaches used for the cables: solid, beam, and a combination of both.

In the following, the cable-modeling approaches are presented and their material pa-
rameters are derived. For a linear elastic material model with cubic symmetry, the Young’s
modulus E, the shear modulus G, and the Poisson’s ratio v can be selected independently.
For all models with linear elastic material, v is set to zero in order to avoid unphysical
effects in the cable deformation.

To account for the tension/torsion coupling of the cable, the linear elastic cubic material
can be extended to a special kind of anisotropy that couples 7, and &, in the cylindrical
coordinate system of the cable:

En 0 0 Ex 0 0 Exx

0 Eb 0 0 0 0 £yy

0 0 En O 0 0 €2z . oA En=E

Ex 0 0 G11 0 0 Txy o B =0: { Gll =G (5)
0 0 0 0 Gu1 O Txz

0 0 0 0 0 Gn Vyz

The parameter Ex accounts for the coupling of v, and €,,. Whereas Eq; and Gy; are
taken from the analytical calculations, Ex is calibrated to reach the target Sy, value of the
efficient cable model. If Ek is set to zero, the coupling vanishes and the model corresponds
to cubic material symmetry, with independent values of E and G, and the Poisson’s ratio
is set to zero, as in the cubic approach. This linear elastic material model is suited for
both solid elements and beam elements. Alternatively, a hyperelastic material model with
anisotropic stiffness is used in the solid models. This hyperelastic modeling approach can
account for both the tension/torsion coupling and the tensile and bending stiffness and is
introduced in the next section.

The material parameters of the homogenization approaches can be calculated ana-
lytically or calibrated using FEM models. The analytical calculations are based on the
equations for a beam with circular cross-section and radius R. The tensile stiffness Sy,
torsional stiffness S, ¢, and bending stiffness Sy, of the beam can be written as

Se=EA with A= R? ©)
See =G Ip withIp =05 R* @)
Spend = E1 with I = 0.25 7 R* ®)

The elastic material parameters for the beam, solid, and solid /beam approaches are
derived in the following. There, the S;; components are written in the equations. To fit E;;
with the homogenized cable (see Section 2.1 for details), the S;; terms in the formulas can
be replaced by the corresponding E;j terms, which then, of course, yields the corresponding
stiffness for unconstrained loading.

2.2.1. Solid Approaches

There are two types of solid element approaches, where the material model is
(a) linear elastic (with either cubic or anisotropic material symmetry) or (b) hyperelastic
with anisotropic material response using the Holzapfel-Gasser—-Ogden (HGO) formulation.
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For linear elastic material, the Young’s modulus and shear modulus of the material can be
computed directly from the target values of tensile stiffness Sy and torsional stiffness S, as

_ Sxx
E=72 ©)
G = M (10)
Ip

This approach results in a bending stiffness Speng that can be computed using the cable
radius R by
7 R*

Sbend = ET = Spp (11)

This means that for the solid approach with cubic material, the axial stiffness Sxx and
the torsional stiffness S can be made to fit while the bending stiffness is too high. The
tension/torsion coupling can be captured when the anisotropic linear elastic material is
chosen and the previously introduced coupling term E is calibrated.

The solid approach can account for Sxx, S¢ ¢, Spb, and Sy, when a material model
with anisotropic behavior and a difference in its tensile and compressive stiffness is used.
One such model is the Holzapfel-Gasser-Ogden (HGO) material model [20,21], which
considers a hyperelastic matrix material model with fiber reinforcements. The HGO
matrix uses the neo-Hookean model parameter Cyg; the parameters k; and k; define the
stiffness of the reinforcements. The parameter x defines the level of dispersion of the
fiber directions and lies between 0 for uniaxial orientation and 1/3 for evenly distributed
fiber orientations. In the HGO model, the reinforcements only increase the stiffness of the
material in the fiber direction under tension, but not under compression. It thus provides
the possibility to reach a lower bending stiffness with solid elements, in contrast to the
linear elastic anisotropic modeling approach. For this modeling approach, « is set to zero to
model uniaxial reinforcement. The parameter k; is an additional parameter to account for
nonlinear effects and is set to kp = 1 in this work. The parameter D of the HGO model is
set to zero, which is equivalent to incompressible material behavior. This deviates from the
linear elastic cable models where v is set to 0. Since, compared to the rubber, there are only
small deformations in the cables, this inconsistency is expected to have a negligible effect
on deformations and stresses. Within this HGO approach, the cable is modeled by solid
elements and the orientation of the reinforcements is defined to be wound similar to the
strands in a cable with a helix angle apco. Note that this apgo of the HGO model approach
can differ from the actual helix angle of the cable since it is calibrated to fit the stiffness
components of the cable. The fitting parameters of the HGO approach, therefore, are this
helix angle apGo, the material stiffness parameters of the matrix Cyp, and the stiffness
parameter of the reinforcements k.

2.2.2. Beam Approaches

When the cable is modeled using beam elements, the beam radius r can be used to
also fit the bending stiffness of the cable. To that end, the equations for Sxx and Sy, can be
formulated for the two unknowns, E and r:

Sy = Er?m (12)
4
Spp = EX 4r (13)

After eliminating r by inserting Equation (12) into Equation (13), the Young’s modulus
can be written as
_ S
T4 Sbb

(14)
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This expression for E can be inserted into Equation (12) to yield the beam radius r:

[ Sxx

Using Equation (10), the shear modulus of the beam can be calculated from the radius
r and the desired S, as
G =500 _ 2500 (16)
Ip Tt
This means that the beam approach can capture Sy, S¢ ¢, and Sy, by adjusting E,
G, and r. Furthermore, Sy, can be captured using a calibrated Ex of the linear elastic
material model.

2.2.3. Solid/Beam Approaches

For a combination of solid and beam elements, the Young’s modulus of the solid
elements Ej is calculated from the bending stiffness:

£, = b a7)
I

The shear modulus follows directly from the torsional stiffness; see Equation (10).

A beam radius 1y, is applied to the beam elements, which is a factor of 1000 smaller
than the actual cable radius. Thus, the contribution of the beam elements to the torsional
and bending stiffness can be neglected. The Young’s modulus for the beam elements is
chosen such that the combination of solid stiffness and beam stiffness add up to the desired
longitudinal stiffness Syx:

Sxx —Es A

E, =
2
T Yb

(18)

2.3. Single Cable Models

In this section, two kinds of single cable models are introduced. The first is a model
with fully modeled steel wires and rubber. This model is used to obtain the cable stiffness
matrix S;;, which serves as a reference for the other models. The modeling with steel wires
and rubber is referred to as full geometry in the following. The second kind of single cable
models are the efficient cable models, which are set up to mimic the reference stiffness S;;
using solid elements, beam elements, or a combination of both.

The load definition and the computation of the stiffness are the same for the full-
geometry cable model and the efficient single cable models. At the center of the two ends of
the modeled cable, reference points are defined. All nodes of the two end surfaces (or end
nodes in the case of the beam models) are rigidly coupled to the corresponding reference
point. The load is applied at the right-side reference point while the left-side reference point
is completely fixed. This constraint of the radial displacements introduces an additional
stiffness to the model. It thus must be checked whether the modeled cable length L, is
long enough for the influence of these end effects to vanish. The models are analyzed using
the implicit nonlinear solver of Simulia Abaqus [18].

2.3.1. Full-Geometry Single-Cable Model

The full-geometry cable model uses a seven-wire rubberized strand as a very simple
example of a cable. The strand geometry is defined in Figure 4 and Table 1. It is adapted
from [7], but to provide a good-quality mesh [12], the rubber gap between the middle wire
and the outer wires is increased. The steel of the wires is modeled linear elastically using a
Young’s modulus as given in [7], E = 188 GPa, and Poisson’s ratio v = 0.3; the helix angle & of
the strand is 11.8°. A perfect bond between the rubber and the steel wires is modeled (they
share the same nodes in the interface) such that there can be no debonding or friction. The
rubber is modeled as a Mooney-Rivlin hyperelastic material model with its parameters Cyg,
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Co1, and d; taken from [22] as 0. MPa, 0. MPa, and 0. MPa, respectively. The full-geometry
single-cable model uses two meshing options: (a) bilinear hexahedral elements with hybrid
formulation (C3D8H) for the rubber elements and reduced integration (C3D8R) for the
steel elements and (b) quadratic tetrahedral elements with hybrid formulation (C3D10H)
both for rubber and steel elements.

The strand length Ly ang of a cable is the axial distance at which one wire is completely
wound around the cable axis. This length Lgnq depends on the helix angle a and the
distance between the cable axis and the axis of the wire. In the case of the seven-wire strand
used, the strand length of the six outer wires is calculated as

Lstrand = (ri + 1o+ d) = 118.8 mm (19)

27
tan(w)

L Lﬁ\hl(' ‘_l
>l

o

Figure 4. The geometry of the full-geometry single-cable model with its key parameters.

Table 1. Geometric parameters of the seven-wire strand.

Parameter Name Value
Radius r (mm) 6
inner radius r; (mm) 1.95
outer radius o (mm) 1.75
gap d (mm) 0.25
winding angle « (°) 11.8

The wires in the strand can be wound in two directions, referred to as the z-type and
the s-type, where z is wound like a right-hand screw and s like a left-hand screw. All single
cable models use the z-type (see Figure 4) and for the efficient models of s-cables needed in
the tree-cable specimen, Sy, of the z-type cable is multiplied by —1.

2.3.2. Efficient Single-Cable Models

As stated in Section 2.2, the efficient cable models can be divided into approaches
that use cubic material models and approaches that use some kind of anisotropic material
response. The latter can be implemented using a linear elastic or hyperelastic material
model to account for the tension/torsion coupling of the cables. For both the cubic and
anisotropic approaches, cable models consisting of beam elements, solid elements, or both
solid and beam elements can be set up. Table 2 defines the combinations of elements and
material models used in this study.

Table 2. Options of the efficient modeling approaches in terms of elements and material models used.

Linear Elastic Hyperelastic
Approach Cubic (E, G, v =0) Anisotropic (E, G, Ex) HGO (Cqg, k1, agco)
Solid X X X
Beam X X -

Solid /beam X - -
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The grey areas in Table 2 indicate the combinations that had not been implemented.
The hyperelastic material model is used for solid elements only. The solid/beam does
not use anisotropic solid material because there, the solid elements represent only a small
part of the cable’s tensile stiffness. This means that the tension/torsion coupling could
not be achieved. The solid /beam approach does not use anisotropic material for the beam
because the beam rotation cannot be transmitted through the nodes they share with the
solid elements.

The parameters for the efficient cable models (Ex for the anisotropic solid and beam
models and all parameters of the HGO model) are derived as described in Section 2.2. The
calibration procedure of those parameters uses a Nelder-Mead algorithm [23]. For the
length of the efficient single-cable models, 40% of the strand length (40% of 118.8 mm) have
proven to be sufficient and the global mesh size is set to 1 mm. In the longitudinal direction,
the length of the elements is set to 3 mm. For the anisotropic approaches that can feature
tension/torsion coupling, S;; components are used to obtain the model parameters. Note
that for the solid and beam model, Ex is calibrated to best fit Scoyple- With the solid HGO
approach, all four S;; components are used for the calibration. Although more increments
are needed for convergence in the HGO approach, the resulting force and moment curves
are approximately linear within the modeled load range. To ensure that the minimum
found for the HGO approach in the calibration procedure is not a local one, three starting
points of the Cyg, k1, and apgo parameters are evaluated: 600 MPa, 10,000 MPa, 5°; 600 MPa,
26,500 MPa, 11°; and 500 MPa, 10,000 MPa, 20°. They all yield approximately the same
results as those stated in Section 3.2. The efficient single cable models are meshed by
bilinear hexahedral elements with hybrid formulation (C3D8H) for the solid regions and
linear beam elements (B31) for the beams.

2.4. Model of the Three-Cable Specimen

The cable modeling approaches are assessed using an FEM model of a three-cable
shear specimen. The geometry and boundary conditions of the specimen are defined in
Figure 5. The corresponding geometry parameters are defined in Table 3.

All nodes on the left faces of the two outer cables are fully constrained. Similar to
the single-cable models, the right face nodes of the central cable are rigidly connected to
a reference point that is used to apply the displacement load of 10 mm in the x-direction.
During loading, all other displacements of the reference point except the rotation around
the x-axis are constrained. When the center cable is pulled in the positive x-direction, the
load is transferred through the rubber to the outer cables that are fixed on the left side.
The cables are modeled as defined for the full-geometry cable model or the efficient cable
models. The rubber properties defined in Section 2.3.1 are taken for the rubber region.
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Figure 5. The geometry of the three-cable specimen. Contact is defined in the orange-dashed regions.

The orange-dashed lines in Figure 5 mark regions that can come into contact when
the specimen is loaded. This contact is defined using a penalty algorithm and friction-
less behavior. For the model with full geometry, quadratic hybrid tetrahedral elements
(C3D10H) with a typical edge length of 1.25 mm are used. This model contains about

131



J. Compos. Sci. 2022, 6, 152

620,000 elements. The efficient cable models use bilinear hybrid hexahedral elements and
reduced integration with a typical element edge length of about 1 mm and a swept mesh
along the x-axis. In the sweeping direction, the element edge length is set to 3 mm. This
swept mesh is important for the beam-type modeling approach, where the rubber nodes
that lie on the outer cable surface are rigidly connected to the beam node that has the same
x-coordinate, as illustrated in Figure 3. The models with solid and solid /beam approaches
use about 77,000 elements and the beam approach models contain about 33,000 elements.
The same element types as stated in Section 2.3.2 are used.

Table 3. Geometry parameters of the three-cable model.

Parameter Name Value
length L (mm) 100
height H (mm) 62
depth T (mm) 20

outer cable length Loyt (mm) 100
cable end length Lg4s (mm) 10
cable distance d ,pje (mm) 8

Several combinations of s-type and z-type cables are possible in the specimens. Here,
the setup with bottom, central, and top cable s, z, and s is used, respectively. For this szs
setup, the outer cables and the center cable want to rotate in opposite directions. Note that
for a cable-reinforced component with a large number of parallel cables, the component
will not be as free to twist as the three-cable specimen, and the stresses will be affected by
the cable’s tension/torsion coupling.

3. Results and Discussion

In this section, results are presented first for a single cable using the full-geometry
and efficient modeling techniques. Afterward, results of three-cable specimen models are
presented. The cable-modeling approaches are evaluated using the three-cable models in
terms of the specimen’s stiffness, deformation field, and strain fields in the rubber.

3.1. Full-Geometry Single-Cable Model

The full-geometry model of the seven-wire strand is used to obtain the components
of the stiffness matrix that are used to evaluate the efficient cable models. Here, we look
into the nonlinearity of the overall stiffness response of the full model and the influence
of element type, mesh size, and cable length on the cable’s stiffness, which is relevant for
the full-geometry three-cable specimen of Section 3.3. The length of the modeled cable is
quantified as a fraction of the strand length (the axial distance so that the outer wires are
completely wound around the cable axis, as described in more detail in Section 2.3.1) and
denoted as relative cable length.

To show the nonlinearity in the cable stiffness, two load cases are studied. A cable
load (ex0, ¢x, 0, %0) of (5%, 0,0) and (0,0, 10/m) is applied in load case A and load case B,
respectively. Figure 6 shows the axial force Fy, the torsional moment My, and the bending
moment Mj, of the cable over the longitudinal strain ey (load case A, Figure 6a) and over
the curvature « (load case B, Figure 6b). For a mesh size of 0.5 mm and a relative cable
length of 0.8, the F and My plots are approximately linear, whereas the M}, curve shows a
slight nonlinearity towards higher curvatures.

The influence of cable length and mesh size are investigated for applied loads of
ex = 0.5%, ¢x =2 rad/m, and « = 1/m, which are applied individually. The longitudinal
strain of 0.5% corresponds to a maximum Mises stress of Oiises = 960 MPa in the central
wire and a total force of F, = 60 kN. We here assume that those loads cover the relevant
range for the intended applications and that nonlinear effects that occur at higher loads can
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be neglected. The stiffness parameters are evaluated as secant stiffnesses of the loading
curves and are plotted over the cable length and mesh size in Figure 7. The range and units
of the individual stiffness parameters Sxx, S¢ ¢, Sbb, Sx¢, and S are quite different. To
better visualize the dependency of those parameters on the cable length and mesh size,
they are plotted relative to their respective most accurate values (such as those obtained for
either highest cable length or smallest mesh size, as explained in the following).

500 4 —*— Fy[kN]
—o— M, [KN mm]
—o— M, [KN mm]

force, moment
~ w -
=3 (=3 >
=) = >
1 1 1
force, moment
1

100 b
(b)
0 T T T T T T T T T
0 1 2 3 4 0 2 4 6 8 10

longitidinal strain ¢, [%] curvature x [m_l]

Figure 6. Tensile force, torsional moment, and bending moment plotted over (a) the longitudinal
strain ex and (b) the curvature x of the seven-wire strand model for a mesh size of 0.5 mm and a
relative cable length of 0.8.

In Figure 7a, the cable length is varied for linear hexahedral elements with reduced
integration and a fixed mesh size of 0.5 mm. The relative cable length of 1.4 is assumed to
give the most accurate results, so those S;; components are used to normalize the respective
results of the other models. As expected, the rigid connection from the cable ends to their
corresponding reference points introduces numerical artifacts that increase the evaluated
Sij components for smaller cable lengths. The bending stiffness Sy, is particularly sensitive
to these cable end effects.

The element type and mesh size are varied in Figure 7b for a constant relative cable
length of 1.2, since this is the length for which the stiffness parameters have already
reached a plateau, as shown in Figure 7a. The results for the smallest mesh size of the
quadratic tetrahedral elements (0.75 mm) are used to normalize S;;. The curves for bilinear
hexahedral and quadratic tetrahedral elements show that the finer the mesh size, the higher
the computed stiffness components. For the hexahedral elements, no clear plateau of S;;
components is reached for the finest mesh size of 0.3 mm. This indicates that bilinear
hexahedral elements would need to be much finer to accurately compute the cable’s
stiffness. The quadratic tetrahedral element results show a plateau at a mesh size of about
1 mm. Similar to the cable length study, the bending stiffness Sy, is most sensitive to the
mesh size. The 1.25 mm mesh with quadratic tetrahedral elements (see the pictogram in
Figure 7b) yields acceptable computation times and quite accurate results: The stiffness
parameters are up to 4% lower than for a mesh size of 0.75 mm. Therefore, in the bigger
three-cable specimen models with full geometry, quadratic tetrahedral elements with a
mesh size of 1.25 mm are used.

Table 4 lists the model size, necessary RAM, and computation time for the full-
geometry single-cable models of Figure 7. To keep the table short, only model parameters
of the maximum and minimum cable length (length study) and mesh size (mesh study) are
listed. For bilinear hexahedral elements, no mesh convergence is reached at a mesh size of
0.3 mm with computation times of 20 min. The finest quadratic tetrahedral element results
took about 5 min to compute.
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Figure 7. Relative stiffness components of the strand model with (a) varied cable length using
bilinear hexahedral elements with a mesh size of 0.5 mm and (b) varied mesh size with both bilinear
hexahedral and quadratic tetrahedral elements for a relative cable length of 1.2.

Table 4. Information on the model size, necessary RAM to load the full stiffness matrix, and compu-
tation time (four cores of a six-core Intel Xeon E5-1650 v3 @ 3.5 GHz workstation with 128 GB RAM)
for the full-geometry single-cable model (tensile load case) with varied element type, relative cable

length, and mesh size.

Mesh Type Relative Length ~ Mesh Size (mm) Nodes Elements Dl;i:?ieosn(:f RN.:;ZS(?\T];’) Com_lPi‘;lt:ﬁo“
Hex. 02/2 05 14427/158021 10,162/109965 40397/396291 2403085 07 min/a54
Hex. 14 03/12 A7L907/14352 344606/8744  1203365/35068  19867/205 010 min/008

Tet. 14 075/2 40509/36,660 26702/14304  100875/82,882  738/442 436 min/0:43

The finest mesh size of the tetrahedral elements is assumed overall to give sufficiently
accurate S;; components. Those S;; components for the quadratic tetrahedral elements
with a mesh size of 0.75 mm and a relative cable length of 1.2 are therefore extracted. The
efficient cable models are set up to fit these components:

Sxx qu) be
Sex See Seb
Sox  Sbe  Stb

(20)
11,7932 kN 7,746.3 kN mm 0
= | 79413 kN mm 15,593.5 kN mm?> 0
0.5 kN mm —07kNmm?  10,837.4 kN mm?

Since the matrix is nearly symmetrical, we make it symmetrical by setting Sy, and Sy, ,,
which are much smaller than the other components, to zero and introduce a parameter
Scouple that we use in the following for both Sk and Sex:

Sxb = Spx = Scpb = sb(p =0 (21)

Sxp + Sex

Scouple = > = S>,<<p = Sl(px (22)
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This simplification results in only four S;; parameters that should be reached in the
efficient cable models; see Table 5. Inverting the simplified S;; matrix yields E;;. As mentioned
in Section 2.1, the cubic modeling approaches can be fitted based on either S;; or E;;.

Table 5. Stiffness parameters S;; and E;; from the full cable model with quadratic tetrahedral elements
(mesh size of 0.75 mm) and cable length per strand length of 1.2.

Sax 11,793 kN Exx 7848 KN
See 15,594 kN mm? Epo 10,376 kN mm?
Scouple 7843 kN mm Ecouple —15,601 kN mm
Sbb 10,837 kN mm? Epp 10,837 kN mm?

3.2. Efficient Single-Cable Models

The cable-modeling approaches introduced in Section 2.2 are set up as described in
Section 2.3. Table 6 lists the parameters that are either calculated analytically or calibrated
using the cable FEM models. To obtain the model parameters, the stiffness parameter
Sij or Ejj are used. For the approaches that do not have a tension/torsion coupling, the
parameters are calculated once with S;; and once with Ej;.

Table 6. Material and geometry parameters for the efficient cable models from analytical calculation
or calibration by FEM models.

Fit Towards E (GPa) G (GPa) Ex * (GPa)
Solid Ej 69.39 5.097 -
Sij 104.3 7.660 17.32
Fit towards Cyp * (GPa) k1 * (GPa) k**[1] apco * (°)
Solid, HGO Sij 0.7581 26.47 0.0 14.08
Fit towards E (GPa) G (GPa) 7 (mm) Ex * (MPa)
Beam Ej 452.2 216.6 2.35 -
S 1021 735.1 1.917 531.5

ij

Solid /beam Fit towards Esoliq (GPa) Geolid (GPa)  7peam ** (mm)  Epeam (GPa)
E 10.65 5.097 0.006 58,740,000

Si]‘ 10.65 7.660 0.006 93,628,000
* Calibrated to fit Sjj. ** Chosen values.

ij

Figure 8 shows the components of S;; and E;; obtained for the cubic modeling ap-
proaches. The diagrams use a logarithmic scale with relative values normalized to the
target S;; or E;; values stated in Table 5. Figure 8a,b show the stiffness values for cable
model parameters calculated to fit S;;. As expected, the stiffness parameters obtained for S;;
plotted in Figure 8a fit well to the target values, except for the bending stiffness in the solid
approach, which is too high by a factor of 9. The fit of the beam and solid /beam approaches
is equally good. The E;; components for the same efficient cable models, however, are
about 53% higher than the components of the full-geometry model. When the cable models
are calibrated to E;; (see Figure 8c,d), the E;; components fit well, but components of Sij
are lower by about 36%. This shows that for a cable that has tension/torsion coupling
(Sxe # 0), an efficient cable model with cubic material can fit either S;; or E;; but not both
at the same time. Sy corresponds to the stiffness in tension with constrained torsion and
Eyx to tension with free torsion. When using such a cable model with cubic material, the
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model’s parameters should be calculated depending on the application of the model. If
the application is unknown, an intermediate stiffness of S;; and E;; should be used for
the models.
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Figure 8. Components of S;; and E;; relative to their target values for varying cable-modeling
approaches without anisotropic material behavior. The parameters of the models are calibrated to
(ab) fit S;; or (c,d) fit Ej;.

Three efficient cable-modeling approaches that can account for the tension/torsion
coupling are investigated, and their S;; and E;; components are plotted in Figure 9. Similar
to the cubic approaches, the bending stiffness of the solid approach is too high by a factor
of 7.8. The solid, solid~-HGO, and beam approaches can capture S;; well; see Figure 9a. The
largest differences are observed for Sy, in the solid-HGO approach, which is 22% higher
than the target value. Note that due to having only three calibration parameters in the
HGO approach, the four independent stiffness parameters cannot all be fitted at the same
time. Other HGO parameters such as D, kj, and « could be fitted as well but do not help to
improve the accuracy of S;;.

The components of the E;; matrix of the solid and the beam approach in Figure 9b fit
well to the target E;; components, except for the Ey, of the linear elastic solid approach.
For the solid-HGO approach, only the Ey, component fits well, whereas the other E;;
terms are lower by 46% to 60%. This is due to an amplification of the deviation of the S;;
components since the S;; matrix is inverted to calculate E;;. Furthermore, the convergence in
the simulations with the solid HGO approach is bad, which requires many more iterations
in the FEM simulation. The solid approach can therefore be used for applications where
bending does not play a role, and the beam approach can be used in all cases where
inaccuracies related to the coupling of the beam nodes to the rubber are acceptable—for
example, because the rubber/cable interface is not of special interest in the model.
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Figure 9. The three anisotropic efficient cable-modeling approaches with their relative stiffness values

in terms of (a) S;; and (b) Ej;. Note that the parameters of the efficient models were calculated or fit
to reach S;;.

3.3. Three-Cable Models

The three-cable shear specimens of the szs-type with efficiently modeled cables are
now evaluated in terms of stiffness, deformation fields, and stress fields, and compared to
the full-geometry results. The rubber between the outer and the central cable is sheared,
and the forces in the cables causes them to rotate in opposite directions, which is only
slightly hindered by the rubber.

3.3.1. Stiffness of the Three-Cable Specimens

Figure 10 shows the longitudinal force Fx and the end rotation of the central cable ¢y
versus the end displacement uy. The dashed black line and the solid lines illustrate the
response of the full-geometry and efficient approaches, respectively. A linear relation of
both Fy and ¢y with respect to 1y can be seen.

full geometry

solid, isotropic (E;;)
solid, isotropic (Su)
solid, anisotropic
solid, HGO

beam, isotropic (E;)

-, [deg]

beam, isotropic (Sij)

beam, anisotropic

0 T T T
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solid/beam, isotropic (£;)

solid/beam, isotropic (Sij)

Figure 10. Force-displacement and end rotation-displacement plots of the three-cable szs-type
specimen with free end rotation .

There is good agreement between the F, curves of all the efficient cable-modeling
approaches, but they all lie above the Fy of the model with full geometry by about 14%.
This can partly be explained by the non-uniform strain fields in the full-geometry model.
Furthermore, the results in Section 3.1 show that the mesh of the full-geometry three-cable
model can underestimate the cable stiffness by up to 4%, which can also contribute to this
difference. In addition, the full-geometry model has a layer of rubber around the wires
that can be sheared (see Figure 4, where the gap from the six outer wires to the surface of
the whole cable can be written as 7 — r; — 2 r, — d = 0.3 mm). In the efficient models, this
outer gap is assigned the same material properties as the rest of the cable, which is much
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stiffer than the rubber. When an efficient model is fitted to test data, the cable radius thus
should be set to not include this layer of rubber to avoid this overestimation of stiffness in a
rubber component. The end rotations of the central cable ¢y, plotted in Figure 10, are zero
for all cubic modeling approaches since those models do not account for tension/torsion
coupling. The anisotropic beam and anisotropic solid approaches show a good agreement
with the full-geometry approach, whereas the solid-HGO approach overestimates the end
rotation by about 150%.

The model size in terms of number of nodes, number of elements, degrees of freedom,
necessary RAM to load the full stiffness matrix, and computation time are listed in Table 7
for all approaches in the three-cable model. There is a substantial difference in model size
and computation time between the full-geometry approach and the efficient approaches,
with the full-geometry model requiring about 50 GB of RAM to load the full stiffness matrix
and a computation time of 4:35 h. The efficient three-cable models, on the other hand, need
less than 2 GB of RAM and compute in about 2 min.

Table 7. Information on the model size, necessary RAM to load the full stiffness matrix, and compu-
tation time (four cores of a six-core Intel Xeon E5-1650 v3 @ 3.5 GHz workstation with 128 GB RAM)
with varied model setup of the three-cable models.

Nodes Elements Dl;%:ieosrzf RN :;zs(ﬁrg) Comp. Time
Full geometry 1,528,220 641,279 3,282,099 50,509 4:35h
Solid 165,198 77,642 338,343 1953 2:16 min
Beam 74,053 33,990 165,081 843 0:46 min
Solid /beam 166,056 78,071 393,630 1961 1:45 min

3.3.2. Deformations of the Three-Cable Specimens

The tension/torsion coupling of the cables can cause a twisting of the specimen. One
key result variable of this twist is the difference of the out-of-plane displacement u,, which
is plotted in Figure 11. If u, is the same above and below the central cable, there is no
twist—the displacement is merely a result of the Poisson effect in the rubber (especially
the peaks at the right-hand side, which can be seen most clearly in Figure 11e). Otherwise,
a twisting of the specimen occurs, which can be assessed by the 1, displacement at the
top and bottom surface. Since such behavior can only be described by the anisotropic
cable-modeling approaches, only one of the cubic approaches (solid /beam, fitted to S;;) is
shown for reference.

For the full-geometry model of Figure 11a, there is a distinct difference in the u, fields
above and below the central cable: On the top and the bottom of the specimen, a u, of
0.7 mm and —0.7 mm is computed, respectively. Note that the highest values of u, at the
top face occur at about 60% along the length of the rubber block in the specimen. The results
for the cubic cable-modeling approach (see Figure 11e) show a completely symmetric u,
field with respect to the xy-plane. The anisotropic solid approach in Figure 11b shows the
same trend as the full-geometry model, but with a less pronounced twist of the specimen.
The solid-HGO approach in Figure 11c, on the other hand, drastically overestimates the
out-of-plane displacement of the specimen with u, on the top and bottom of the specimen
of 1.7 mm and —1.7 mm, respectively. The best agreement with the full-geometry model is
obtained by the anisotropic beam approach of Figure 11d: The u, fields are only slightly
different above and below the center cable, with the top and bottom maximum values of u,
occurring on the right end of the rubber block.

The poor performance of the HGO model can be explained by the unwanted coupling
factors inherent to this approach. In addition, the HGO approach requires the highest
computational effort for a convergence of the simulation. The better fit of the anisotropic
beam approach compared to the anisotropic solid approach can only be attributed to their
difference in bending stiffness: Since the twisting of the specimen is associated with a
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bending deformation of the cables, the excessive bending stiffness of the solid approach
affects these results.

top face

(d) (e)

Figure 11. Contour plots of the out-of-plane displacements 1, in mm for (a) the full-geometry model
and the four efficient cable-modeling approaches (b) solid, anisotropic, (c) solid, HGO, (d) beam,
anisotropic, and (e) solid/beam, cubic (fit to S;) of the three-cable szs-type specimen with free
end rotation.

3.3.3. Stresses in the Three-Cable Specimens

In many cases of reinforced rubber components, cable/rubber debonding and rubber
failure is more relevant than deformations. Thus, the stresses in the rubber are evaluated
in the following. It is assumed that the maximum principal stress o7 is the best indicator
for rubber failure. Figure 12 shows o7 for the full-geometry model and various efficient
modeling approaches. The specimen is cut in the plane of the cable axes. The main load
of the rubber is shear between the central cable and the outer cables. These shear stresses,
however, are not uniform and feature surface effects near the free surfaces at both ends
of the rubber block (points A, A’, B, and B’): The highest 07 occurs at the junction of the
center cable and the rubber on the right-hand side of the specimen (point A and point
A’). Those maximum values of ¢y amount to 12.54 MPa, 9.74 MPa, 9.87 MPa, 10.17 MPa,
and 9.11 MPa for the full-geometry, solid—anisotropic, solid-HGO, beam-anisotropic, and
solid /beam (fitted to Sjj) approach, respectively. The junction of cable and rubber material
imposes a singularity. This means that those stresses depend on the mesh size in the model,
which must be accounted for in failure predictions. For relative comparisons like geometric
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studies with similar mesh, such results can be used nonetheless. There are also high stresses
at the junction of the outer cables and the rubber on the left-hand side of the specimen
(point B and point B’).
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Figure 12. Contour plots of the maximum principal stress o7 (MPa) for (a) the full-geometry model
and the four efficient cable-modeling approaches (b) solid, anisotropic, (c) solid, HGO, (d) beam,
anisotropic, and (e) solid/beam, cubic (fit to S;;). The three-cable szs-type specimens are cut in the
plane defined by z = 0.

The stress field in the full-geometry model shown in Figure 12a shows additional
peaks where the cable wires reach farthest into the space between the center cable and
the outer cables. This effect introduces another parameter to the model: If such a region
coincides with the surface of the rubber block (is close to point A or A’), the stresses will
be considerably higher. This effect is not studied here but should be considered when
predicting the failure of cable—rubber specimens.

The stress fields in the models with efficiently modeled cables are more uniform.
The stresses generally increase towards the right side of the specimen. Similar to the
full-geometry approach, the highest maximum principal stresses occur at points A and A’.
The highest maximum principal stress o7 in the solid /beam approach (see Figure 12e) of
9.11 MPa is lower than that of the other modeling approaches (9.87 MPa to 10.17 MPa). This
can be explained by the very low Young’s modulus of the solid elements in the solid /beam
approach, which leads to a shear deformation between the beam and the cable surface. The
differences in the highest computed o7 of the varying cable-modeling approaches are rather

140



J. Compos. Sci. 2022, 6, 152

low, indicating that for such three-cable specimens, a stress-based failure assessment is
not sensitive to the selection of the modeling approach. There is a slight increase in the
o1 peaks due to the coupling term. For example, the beam approach computes maximum
o1 = 10.17 MPa in the anisotropic approach and o7 = 10.02 MPa in the cubic approach.

4. Conclusions

A variety of approaches for efficiently modeling the elastic response of a steel cable
in a reinforced rubber component is introduced and evaluated both as a single cable
and in a three-cable shear specimen. The aim is to reach an accurate representation of
the high tensile stiffness, the high torsional stiffness, the low bending stiffness, and the
tension/torsion coupling of steel cables. The modeling approaches considered consist of
beam elements, solid elements, or a combination of both. In addition to an approach with
linear elastic material behavior and cubic material symmetry, a special kind of anisotropic
linear elastic material model is selected and fitted to capture the tension/torsion coupling.
Furthermore, an approach using an anisotropic hyperelastic material model (HGO) is
evaluated. The cable-modeling approaches are able to model the target stiffness of the cable
to a varying extent:

e  Solid linear elastic approaches: The bending stiffness is too high, but the other stiffness
components are captured.

e  Solid approach with anisotropic hyperelastic material: Only three parameters are
available to fit four independent stiffness parameters. Not all four of them can be
calibrated accurately at the same time. At least one of them differs up to 20% from the
target value.

e  Beam approach: All components of the target stiffness can be captured. However, the
beam nodes are rigidly coupled to the rubber nodes at the cable surface, which is only
valid if the cable is considerably stiffer than the rubber.

e  Solid/beam approach: The tension/torsion coupling could be implemented in the
beams, but the beam rotations would need to be coupled to the solid nodes. This
coupling would induce numerical artifacts and is thus not implemented. Furthermore,
the solid elements in the solid /beam approach have a very low Young’s modulus that
can lead to unphysical shear deformations inside the cable.

From those observations, the best modeling approach can be selected for a given
application. The key questions for this selection is whether the cables experience a bending
deformation and whether the tension/torsion coupling plays an important role in the
model’s application. Generally, the anisotropic beam approach is easy to calibrate and
can capture the stiffness of the cable well. Inaccuracies introduced by the coupling of
rubber nodes to the beam may not be acceptable, like in applications where evaluations
at the rubber/cable interface require solid elements in the cable. In this case, the solid
approach can be used if the cable bending is not relevant or the solid /beam approach if the
tension/torsion coupling can be neglected. If both bending and tension/torsion coupling
need to be captured, the HGO approach can be used, but it is associated with considerable
discrepancies of all components of the stiffness matrix.

This work shows how to calculate and calibrate the geometric and material parameters
of all cable modeling approaches and how to implement them. There is no approach that is
suited for all possible applications, such as conveyor belts, hydraulic hoses, or tires. The
modeling approach should be selected with care based on the type of loads the cables are
exposed to in the application.
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Abstract: Mechanical properties of fiber-reinforced polymers are sensitive to environmental influ-
ences due to the presence of the polymer matrix but inhomogeneous and anisotropic due to the
presence of the fibers. Hence, structural analysis with mechanical properties as a function of loading,
environment, design, and material condition produces more precise, reliable, and economic structures.
In the present study, an analytical model is developed that can predict engineering values as well as
non-linear stress—strain curves as a function of six independent parameters for short fiber-reinforced
polymers manufactured by injection molding. These parameters are the strain, temperature, humidity,
fiber content, fiber orientation, and thickness of the specimen. A three-point test matrix for each
independent parameter is used to obtain experimental data. To insert the effect of in-homogenous
and anisotropic distribution of fibers in the analytical model, microCT analysis is done. Similarly,
dynamic mechanical thermal analysis (DMTA) is done to insert the viscoelastic effect of the material.
The least mean square regression method is used to predict empirical formulas. The standard error
of regression for the fitting of the model with experimental stress—strain curves is closely controlled
below 2% of the stress range. This study provides user-specific material data for simulations with
specific material, loading, and environmental conditions.

Keywords: analytical model; stress—strain curve; short fiber-reinforced thermoplastic

1. Introduction

Short fiber-reinforced polymer (SFRP) parts are widely used in industries as they
can be easily molded into complex shapes. However, the orientation of the fibers varies
from one point to another in composite structures. In complex shapes such as the dome
of a pressure vessel or plastic gears, plastic axle, bicycle seats, etc., the fiber angle varies
locally due to the geometry of the structure, fabrication process, and type of fiber used
in the composite material. This induces a strong heterogeneity throughout the structures,
enhancing anisotropic mechanical behavior. For continuous fiber composites, finite ele-
ment (FE) analysis is well developed to consider variations in fiber angle locally in stress
analysis [1-5], whereas for SFRP parts, the micromechanical models in the FE analysis
use the same empirical formulas that are used for continuous fiber composites with some
modification. Due to the short fiber length, the randomness of the fiber arrangement
significantly varies throughout the specimen. Hence, local fiber orientation distribution
affects material characterization. Changes in the microstructure of short fibers should be
considered in the calculation of mechanical properties in specimen level analysis and then
in finite element analysis of the component.

For example, injection-molded short fiber-reinforced plates show fibers aligned to-
wards the molding direction in outer peripheral layers and transversely deviated in the core
layer. Therefore, heterogeneity and anisotropy in material properties should be considered
in structural analysis. Mechanical properties of an injection-molded specimen are the
combination of the mechanical properties of each layer. Such properties can be estimated
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by developing a model as a function of the degree of anisotropy of each layer. Engineering
values created by such a model can insert the variation of local fiber orientation in the
FE analysis of an injection-molded component [6]. In addition to fiber contribution, the
polymer also contributes to sensitivity in mechanical properties due to environmental con-
ditions such as temperature and humidity. Hence, in designing SERP parts, the sensitivity
of mechanical properties due to both the fiber and polymer matrix should be considered
in material data. Such material data inserted in FE analysis will provide an economical,
effective, and precise design.

One of the material data components is the stress—strain curve. The aim of this project
is to develop a model that can provide the stress-strain curve considering inhomogeneity
and anisotropy of the material due to fiber orientation distribution and sensitivity towards
environmental conditions in addition to material selection. In stress analysis, the material
is pulled with a certain pulling speed, which develops strain in it. Due to the strain, the
resistance in the material increases, called stress. Hence, stress o is dependent on strain «.
Therefore, the mathematical formula for this model should be as follows:

o= fle) @

Stress varies linearly until a certain point, which indicates elastic deformation. It
follows Hook’s law of elasticity. After the yield point, the material no longer follows
Hook’s law due to strain hardening or plastic deformation. Ramberg and Osgood used a
three-parameter equation to predict stress—strain relationship beyond the yield point. The

equation is as follows [7,8]:
I a\"
&= Fg + k (;k) (2)

E, is Young’s modulus or the elastic modulus and oy is proof stress corresponding to
the plastic strain k. Parameter 1 describes the bend of the stress—strain curve. The elastic
part of the stress—strain curve, which is the first part of the equation, follows Hook’s law
of elasticity whereas the plastic part of the stress—strain curve, which is the second part of
the equation, follows a power law of the non-dimensional stress ratio. This equation was
designed initially for metals such as aluminum where k was generally accepted as 0.2% of
the plastic strain and 7 is a material constant, which is calculated based on 0.01% to 0.2%
proof stress [9,10]. This value gives the measure of work hardening or plastic deformation.
It varies from 0-0.5 [11]. Equation (2) predicts the stress—strain curve until 0.2% of plastic
strain for metals, but after that it cannot follow the curvature of the stress—strain curve
accurately [10]. To overcome this limitation, the stress—strain curve is divided into elastic
and plastic regions. Tayler series expansion of the Ramberg—-Osgood (RO) equation is
used for fitting the stress—strain curve in the plastic region [12]. However, this equation
uses values of the plastic strain at ultimate and yield limit to calculate the value-modified
material constant n [13]. Kamaya et al. [9] used the yield and ultimate strength value to
develop a modified version of the RO equation with the help of the ] integral. The accuracy
of the curves varied from 2-10%. The RO equation requires values of k, 1, and plastic strain.

To predict the stress—strain curve for a composite material, the fiber orientation distri-
bution should be considered. Several numerical approaches were developed in LS-DYNA
by overlapping fiber orientation distribution from an injection molding simulation model
to the finite shell element of the anisotropic structural simulation. [14-17]. Dean et al. [18]
tested a macro-mechanical model in which the average of the layerwise fiber orientation
tensor in each direction (flow direction of injection molding and transverse direction) was
inserted in a macro-mechanical invariant based on the anisotropic constitutive model
mentioned in [18,19]. This FE simulation requires a huge computational time and cost.

An analytical model can be a more economical solution in the design of SFRP. Several
analytical models were developed to predict the mechanical properties of SFRP using failure
criteria usually used for unidirectional (UD) laminates such as the Tsai-Hill criterion [20],
theory of linear elasticity for orthotropic material, Halpin—Tsai—Nielsen criterion [21],
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etc. [5,22,23] by considering the specimen as a pile of three UD laminates. The fiber
orientation distribution within these layers varies according to the thickness of the injection-
molded plate [18].

The thickness of the specimen has a significant influence on anisotropy as well as
mechanical properties, especially in injection-molded plates. The fiber fraction ratio aligned
to the flow direction is high in thin plates (1 mm) as compared to thick plates (>2 mm) [20,24].
Due to the difference in the fiber orientation distribution, there is a significant difference
in the normalized modulus as the thickness of the specimen increases. The E modulus of
a 0° fiber-oriented specimen decreases whereas at 90°, increases with an increase in the
thickness of the specimen [20]. Moreover, temperature increases the difference in the tensile
modulus with the thickness of the specimen for fiber angles greater than 30° [20]. This
could be due to matrix-dominated behavior at a fiber angle higher than 30° since the matrix
(polymer) is sensitive to temperature. Hence, a single model, which can insert synergetic
effects of all influential parameters is required to predict the mechanical behavior of SFRP.

Therefore, in this project, an analytical model is developed, which provides material
data (stress—strain curve) considering the influence of environmental, loading, material,
and design condition.

o = f(e, temp, fo,fc,RH, th) 3)

The aim of this project is to develop a formula as mentioned in Equation (3), which
can predict the stress-strain curve at any arbitrary temperature (temp), fiber orientation (fo)
and fiber content (fc), relative humidity (RH), and thickness of the specimen (th). Sensitivity
in mechanical properties due to the fibers can be considered by inserting fiber orientation
and fiber content in the formula. Temperature and humidity will add more pronounced
viscoelastic behavior of the polymer in the formula.

If we compare a stress—strain curve of a metal and composite material, it is evident
that in metals, the stress—strain curve transits quickly and steeply from the elastic to plastic
region (Figure 1b). However, in SFRP, this transition is gradual and slow (Figure 1a).
Therefore, the stress—strain curve for SERP should be divided into three distinguished parts,
which are defined as follows:

e Linear part: the part of stress—strain curve before the elastic limit (blue part in
Figure 1a).

e  Onset of the bend: This is the part of the stress—strain curve where the graph starts
following a curve. The end-limit of this part will be the start of a line. This limit can
be calculated through trial and error and can vary with material composition. This
can also be referred to as the elasto—plastic region in the case of metals (yellow part in
Figure 1a).

e  Offset of the bend: This part of the stress—strain curve is approximately linear after
the bend. This can also be referred to as the plastic region. This curve starts from the
offset of the bend until fracture of the specimen (red part in Figure 1a).

These three parts can be predicted separately by using some mathematical functions.

The Ramberg-Osgood (RO) equation cannot be used here because it requires the
value of the plastic strain. To calculate the plastic strain, values of stress and strain are
required. However, in this project, both of these values for an arbitrary material condition
are not available.

Therefore, a new empirical formula should be developed. The first step in designing
the empirical formula is to predict the elastic modulus. Several models were developed to
predict the elastic modulus, i.e., rule of mixture (ROM), inverse rule of mixture (IROM),
and Halpin Tsai and Bowyer-Bader model [5,23,25]. All these models are designed for
fiber laminates where fibers are continuous and compactly packed. All these models use
the fiber volume fraction and other geometric parameters of the fiber. They require the
elastic modulus of the fiber and matrix separately. This requirement of the measuring
volume fraction ratio and fiber length makes the model user unfriendly and complicated.
Moreover, equations involved in these models do not consider the change in temperature
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and moisture, which modifies not only the elastic modulus of the fiber and polymer but
also the length of the fiber [20]. Hence, a model using the mass fraction ratio is more
friendly and practical. There is no need for extra effort in converting the mass fraction to
the volume fraction. A model described in [26] uses the mass fraction of the fiber. However,
this model cannot accommodate variation in temperature.
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Figure 1. Exemplary stress—strain curves of SFRP (PA46 GF15) at (a) and metal (steel) at (b).

The modulus of elasticity varies with temperature if the fibers are in the transverse
direction of the load. The longitudinal modulus of elasticity of the UD laminate GF PP is
independent of temperature, whereas the transverse modulus of elasticity has a decaying
tendency with increases in temperature [27]. An empirical formula mentioned in [27] to
predict the elastic modulus has inserted a factor of the normalized temperature ratio with
the melting point of the polymer. It predicts the E modulus quite accurately but cannot
accommodate variations in the fiber angle. Zhai et al. tested the famous Mori-Tanka
micromechanical model [28] to predict the elastic modulus with different temperatures and
fiber angles [29]. The model requires the orientation tensor [30], elastic moduli of fiber, and
matrix and fiber length ratio. This model is dependent on the shape factor of the fibers.
Neither fiber angle nor temperature is an independent variable in this model, which is
the requirement for this study. To add the variation of the elastic modulus of composite
material due to temperature, viscous behavior of the polymer must be inserted in the form
of mathematical functions.

In this project, a model is designed in which the relationship between the microstruc-
tural properties and mechanical properties of composite material is developed. This is
done by studying the arrangement of fibers and matrix in the material at its micro-scale
level and by studying temperature-dependent behavior of the polymer. Micro-computer
tomography (uCT) analysis helps us to understand the fiber arrangement and its influence
on mechanical properties. The stiffness of the polymer is dependent on the temperature.
DMTA (Dynamic mechanical thermal analysis) describes the stiffness of the material over
the whole temperature range. Parameters of these analyses should be included in the
formula for the stress—strain curve in the form of some empirical equations, which will be
described in Section 3. In Section 2, experimental methodology, observation of tensile tests,
and the development of an analytical model will be discussed.
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2. Methodology and Experiment

Short glass fiber-reinforced polyamide (PA46 GF) with different fiber contents (15, 30,
and 60 percent by weight) was used to develop the stress—strain model. To add sensitivity
of the material towards temperature and humidity in the model, DMTA was conducted.
All specimens were pre-conditioned for 50% RH following the methodology described in
standard DIN EN ISO 1110 for pre-conditioning of polyamide. Small dog bone specimens
of type 1BA from standard DIN EN ISO 527-2 were milled from injection-molded plates
with a dimension of 80 x 80 mm?. The fiber angle of the specimen was varied by rotating
the specimen with respect to the molding direction of the injection-molded plate. The
number of specimens per plate was determined on the basis of prior fiber orientation
distribution analysis.

2.1. Fiber Orientation Distribution Analysis

The fiber orientation in the injection-molded plates is not uniform throughout the
thickness, width, and length of the plate [15,18,20]. Fibers at the outer periphery of the
plates are aligned towards the molding direction, whereas at the core they are transversely
deviated. Hence, fiber orientation distribution analysis is necessary to select the position
for the specimens in the plate where maximum fibers are oriented towards the assigned
direction (molding direction). Inhomogeneity of fiber distribution varies with the fiber
content, thickness, and position of the specimen with respect to the plate.

Therefore, three specimens from each plate were milled as shown in Figure 2. A
small section at the center of ex-centric and centric specimens was scanned by pCT. Fiber
distribution and orientation tensor [30] were studied with the help of the software VG
Studio from Volume Graphics®. Fiber angles with respect to the molding direction were
compared in each layer of the specimen. Orientation tensor, index of anisotropy, and the
variation of the core-shell layer thickness were calculated [30,31]. The index of anisotropy
is a quantitative way to characterize a sample on a scale of 0 to 1 where 0 is isotropic and 1
is perfectly anisotropic [32]. The optimum number of specimens per plate for the tensile
tests was determined by comparing all these factors in ex-centric and centric specimens for
each test matrix point. Tensile tests for each ex-centric and centric specimen were also done
to quantify the deviation in the mechanical properties within the plate. The specimens
with the highest fraction of fibers orientated towards the assigned orientation (i.e., with
respect to the molding direction) and highest index of anisotropy were chosen for further
tensile tests.

* Material characterization
* UCT scan of specimen through ZEISS Xradia
Versa
= 3D NDT imaging
* 500 nm spatial resolution
- fibre orientation distribution analysis through
VG Studio Max

I' 8 =
GRAPHICS

Figure 2. Material characterization to find out the optimized position of the specimens in the injection-
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molded plate.

2.2. Test Matrix

Three test points per independent variable were taken as shown in Table 1. With three
experimental points, a linear function (or line) can be predicted. However, there are only
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two testing points for the thickness of the specimen. Hence, the thickness is a nominal
variable rather than numerical.

Table 1. Test matrix to produce experimental data for the stress-strain model.

Fiber Content Fiber Orientation Thickness Temperature Humidity
15%, 30%, 60% 0°,30°,90° ‘g m —20°C, RT, 80 °C 50% RH

Fiber orientation in Table 1 is the assigned orientation of the specimen with respect
to the molding direction. The number of specimens per plate was determined based on
fiber orientation analysis mentioned in Section 2.1. In each specimen, most of the fibers
are orientated towards the assigned orientation. The local fiber orientation distribution is
not considered in this analytical model. Humidity is kept constant at 50% RH to reduce
experimental efforts. However, the analytical model has a capability to insert humidity
as numerical variable [33] Five tensile tests were conducted for each test matrix point to
reduce data scattering. The same procedure was used for DMTA tests [33].

2.3. Experimental Observation

Tensile tests were performed on a uniaxial tensile testing machine with a load cell of
10 kN or 250 kN depending upon the fiber content of the material. Strain was calculated by
digital image correlation from the video captured by a high-resolution 2D camera system.
A climatic chamber was attached to perform tensile tests at high and low temperature. This
chamber cannot control humidity. However, the effect of high temperature on the moisture
content in the specimen was considered negligible if the specimens with a fiber content
of 30% remained in the chamber for 8 min, those with a fiber content of 60% remained
for 5 min, and those with a content of 15% remained for 17 min or less. None of the tests
took more time than these. Hence, the relative humidity of the specimens was assumed to
be constant throughout the tests. High and low temperature tests were closely controlled
for the isothermal condition with a variation of -2 °C, but the room-temperature test was
not that closely controlled. It varied from 17-27 °C. To ensure uniform distribution of the
heat, a thermocouple was attached in close proximity at the center of the specimen. All
experimental stress—strain curves are plotted in Figure 3. From the graphs, it can be easily
concluded that the fracture strain is lower at a lower temperature and vice versa due to the
inverse relationship of stiffness and ductility.

As shown in Figure 3, the stiffness of the curves at —20 °C are quite high as compared to
80 °C of the same material. The water content in the specimens is frozen at low temperature
such as —20 °C. This increases the stiffness of the material. Moreover, due to the sensitivity
of the polymer to temperature, stiffness varies due to the glass transition temperature of the
polymer. At low temperature, in this case, —20 °C, PA46 is in the glassy state. Therefore,
the curve shows higher stiffness as compared to 80 °C where PA46 stays in a rubbery state.

Curves for the higher fiber content show higher stiffness. However, with lower
orientation angles, the stress—strain curves show higher stiffness. Hence, it is concluded
from this observation that the mathematical formula must have special parameters or
procedures to accommodate the variation in stiffness with respect to the fiber content, fiber
orientation as well as humidity and temperature. Since the same observations were noticed
in the curves of storage modulus, a similar approach is used to develop an analytical model
for the storage modulus [33]. Differences in Young’s modulus between fiber orientations
are due to the fiber content. The higher the fiber content of the specimen, the higher
the difference in Young’s modulus for the same fiber orientation. Similarly, the strength
of the material increases linearly with the fiber content [34]. The variation of Young’s
modulus with respect to the fiber orientation within the same fiber content is not linear.
This is well explained in the classical laminate theory. Young ’s modulus of fiber-reinforced
composites shows hyperbolic behavior if the fiber angle changes in regard to the loading
direction [5,20]. Similar behavior is seen in the experimental curves of the storage modulus
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for the same material and specimens through DMTA [33]. Thus, Young s modulus could
be predicted by the storage modulus.
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Figure 3. Experimental tensile test curves for PA46 GF60 and PA46 GF15 with all three fiber orienta-
tions (0°, 30°, and 90°) for 3 mm (in small boxes; curves are shown separately according to the fiber
contents GF15 and GF60).

From the mathematical point of view, the stress—strain curves in Figure 3 can be
divided into three parts as described earlier. The linear part can be described by the
Young s modulus. Then, it follows a bend. In the case of SFRP, this onset of bending is
longer as compared to metals. After this bend, the material shows purely plastic behavior
that could be described as a straight line with lower/minimal slope. This approach will be
used in designing empirical formulas.

2.4. Analytical Approach

An analytical approach for prediction of the stress—strain curve can be divided into
two steps. First, the stiffness of the material should be predicted. This will help to predict
the linear part of the curve. Later, the non-linear part of the curve can be assumed based
on some mathematical formulas. Young’s modulus from tensile tests and the storage
modulus from DMTA tests is similar based on the basic principle of testing [35,36]. In
tensile tests, specimens are strained in a quasi-static condition. In DMTA tests, the specimen
is subjected to oscillatory strain under varying temperature. Stiffness has been calculated at
each temperature, which consists of the storage modulus and loss modulus. Therefore, the
stiffness of the composite material should follow the same behavior as the storage modulus
curve with respect to the temperature [37,38].

To analyze and validate the hypotheses, all values of storage modulus calculated from
the DMTA tests were plotted against Young s modulus determined by tensile tests for
several fiber orientations, fiber contents, and temperatures as shown in Figure 4. A linear
relationship can be observed between Young ‘s modulus and storage modulus by using the
least mean square method of regression. Hence, Young “s modulus can be predicted with
the help of the storage modulus model.
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Figure 4. Experimental Young 's modulus plotted on the scale of the storage modulus of correspond-
ing material data.

Experiments performed at room temperature were discarded because room tempera-
ture lies in the glass transition temperature range of PA46 (1540 °C). In this region, the
curve of the storage modulus is very sensitive to small temperature deviations. To predict
the stiffness of the material, the storage modulus for arbitrary conditions is required. A
separate analytical model for the storage modulus is designed that can predict the storage
modulus with four independent parameters (i.e., fiber content, fiber orientation, temper-
ature, and humidity). The development of this model called the storage modulus model
is described in a conference paper [33]. The next step is to design the formula for the
non-linear part of the stress—strain curve. The stiffness of the composite is the combination
of fiber and matrix behavior. The fiber contributes towards stiffness of the composite
whereas the polymer influences the toughness. As shown in Figure 3, the sensitivity of the
stress—strain curve with respect to temperature and humidity is also due to the presence
of the polymer. Therefore, the stress curve is a collection of the behavior contributed by
both the fiber and polymer. Similar observations can be noticed in the storage modulus
model [33]. In other words, the fiber content increases linearity, whereas the polymer
influences the commencement of curvature in the stress—strain curve. The stress values
in the elastic range are not exactly linear, which can be seen clearly from Figures 1 and 3.
It is a combination of a line and a curve. This is due to the combination of the fiber and
matrix. The plastic deformation of the matrix happens much faster as compared to the
fibers. This has been investigated by plotting the rate of change of the E modulus through-
out the test, which is expected to be constant or near constant at least at the elastic range
of the stress—strain curve. This happens in metals, but in short fiber-reinforced polymer
(especially PA46), this is not the case. Thus, a single mathematical function cannot predict
the stress of the composite material. It can be considered as a combination of linear and
non-linear functions in which the linear function influences the stiffness and the non-linear
function influences the toughness of the curve. Linearity or slope of the stress—strain curve
is governed by the fiber content. Each value of stress in Equation (3) can be assumed as
weighted moving average of the fiber and polymer contribution biased by the fiber content
by weight. Equation (3) can be described as:

__ Fiber content[%] 100 — Fiber content|%]
o= TR )+ e fu) @

Here, f;(¢) and f,;(¢) are the mathematical functions for linearity and non-linearity of
the curve, respectively. fj(e) is a linear function with E modulus of the composite. This
E modulus is predicted by the storage modulus model by simply inserting all arbitrary
conditions. However, the non-linear function f,;(¢) can be a single or a combination of
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mathematical functions. The non-linear function will be estimated based on observations
of experimental data of the material.

Since the experimental data were evaluated on the basis of standard ISO 527-2 [39],
Young “s modulus is calculated using the range from 0.05% to 0.25% for the strain. Similarly,
the elastic limit for the predicted curve should be 0.25% strain. As mentioned in Section 1,
the predicted curve should also be divided into three parts. The offset of the bend in the
stress—strain curve could start from a certain fraction of the fracture strain. For example,
one-fourth of the fracture strain could be considered as offset of the bend. This value is
calculated through trial and error or by observation. An initial estimate of the offset of
the bend can be estimated by fitting the Holloman equation of strain hardening [40] to the
available experimental data. Hence, the elaborated version of Equation (4) is as follows:

O = Fiberlg%ntentf’(s) T 1007Fil{6;bcnntentfnll (8) [E < 0.250/0}
etpl = Fiberlg%nfent Eﬂ0.25%[£ 4 lOO*Fil{tarOcantenffnll(s) [0.25% < &< x% FS} (5)
Ty = fui, (€) + Telplo,rs [e > x% FS]

funn (€) & fup(€) = any mathematical function, FS = fracture strain

Equation (5) shows the formulas used to predict three parts of the stress—strain curve,
i.e., linear part, onset of bending and offset of bending, as illustrated by Figure 1. E,,s, .
is the value of the apparent elastic modulus at 0.25% strain. The first part of the stress is
referred to as 0,, which indicates the elastic part of the stress—strain curve. The second part
is 011, which refers to the onset of the bend of the stress—strain curve, which starts from
0.25%e until x% of the fracture strain. This x value has been estimated by trial and error.
The initial value has been estimated by plotting the Hollomon equation [40] on the graph
of true stress and plastic strain. The strain values, from where the Hollomon equation
fits linearly to the plastic strain is considered as the first initial estimate for the value of x.
The last part of the stress—strain curve is the offset of the bend, which is denoted by 0y;.
The non-linear equation/s iterate from the strain values at x% of the fracture strain until
fracture strain. oy, ¢ is the stress value at x% of fracture strain (FS), which is the initial
value for the iteration. In this analytical model, the non-linear function f,; is described
by two separate mathematical functions for the onset and offset of the bend, that is f,,
and f,,, respectively. Equation (5) was used to fit all experimental data, taking strain
as an independent variable. For the non-linear function, a set of or single mathematical
equations are used that can imitate the curvature nature of the onset and offset of the
bend in the stress—strain curve. A curve-fitting method from python coding language was
used to determine the best-fitting parameters for the mathematical functions mentioned in
Equation (5).

To add temperature as an additional independent variable, the value of the fracture
strain at the particular temperature is required. Similarly, the fitting parameters of all
mathematical functions must be predicted. Hence, another code in python language was
written to predict fracture strain and fitting parameters. The algorithm of this code is
described in the next Section 2.5.

2.5. Analytical Model to Predict Fracture Strain and Fitting Parameters

To insert additional variables such as temperature, fiber content, fiber orientation,
and thickness in Equation (5), fracture strain must be predicted first. Then, the fitting
parameters for function f,; and f,, in Equation (5) can be predicted. The value of the
fracture strain and the fitting parameters are predicted by using the algorithm shown in
Figure 5. An analytical model for the storage modulus was developed based on the same
test matrix as mentioned in Table 1 [33].
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Figure 5. Algorithm used to predict the fracture strain (FS) for each material condition, Th: thickness
of the specimen, FO: fiber orientation, FC: fiber content, Temp: temperature, Wish FO, Wish FC, and
Wish FS are analytical models to predict values.

This algorithm as shown in Figure 5 is followed by the code to predict the fracture
strain. There are three different models named Wish FO, Wish FC, and Wish FS. As the
names says, these models provide the values of the fracture strain or any fitting parameter
for the mathematical functions at an arbitrary temperature, fiber orientation or fiber content.
From model Wish FS, the value of the fracture strain is predicted for different temperatures,
whereas from Wish FO, the fracture strain is predicted for different fiber orientations.
Similarly, Wish FC predicts the value of the fracture strain for different fiber contents.
The workflow or procedure to predict the values from these models is described in the
next paragraph.

Wish FS creates a normalized curve of the storage modulus with respect to temper-
ature. Experimental fracture strain values for —20 °C and 80 °C are projected on this
normalized curve. Hence, the normalized value for fracture strain at any temperature can
be calculated by projecting on this normalized curve. The experimental fracture strain of
room temperature has been excluded. Room temperature is in the range of 17 to 27 °C.
The exact temperature was not recorded. The glass transition temperature for PA46 lies in
this range. On the other hand, the storage modulus model is sensitive to temperature [33].
The more accurate the temperature values, the more accurate the prediction of the fracture
strain. The experimental fracture strain of any two values of the fiber content or fiber
orientation in the case of Wish FO will be projected on the normalized curve. Now the
normalized value of fracture strain at any arbitrary fiber orientation or content can be
calculated by mapping back the normalized value of the storage modulus at that particular
fiber orientation or content.

The same algorithm will be run to calculate the fitting parameters for the mathematical
functions. The algorithm in Figure 5 will again execute replacing the fracture strain with the
required fitting parameter. For the 4P model with four independent variables, the algorithm
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will be executed separately for all fitting parameters of the mathematical functions for each
iteration. Repetition and a combination of executing these three models (Wish FS, Wish FC,
and Wish FO) can predict the fracture strain and fitting parameters at any arbitrary fiber
orientation, fiber content, temperature, and thickness.

3. Comparison of Analytical Models with Experimental Data

Equation (5) is used to predict the stress—strain curve. First, strain is taken as an
independent variable and the curve is predicted with the help of curve fitting by the least
square method. The standard error of regression is calculated. This model is called the
1P model. Later, all other additional independent variables are inserted with the help of
the algorithm mentioned in Figure 5. This model is called the 4P model. The value of the
fracture strain will instruct the iteration code of the 4P model to stop iterating the values
of stress at a certain strain value i.e., fracture strain. Apart from the fracture strain, the
fitting parameters of all mathematical functions for any arbitrary material condition are
also required. The same algorithm mentioned in Figure 5 is used to predict these values
as well.

3.1. 1P Model with One Independent Variable

The 1P model predicts the stress—strain curve directly by fitting to experimental data.
The fracture strain value of each model curve is taken from experimental data. Hence,
the standard error of regression is quite low as shown in Figure 6. The standard error
of regression of the model curves (red) is less than 2% of the stress range. To predict the
stress—strain curve for any temperature between —20 °C and 80 °C, the 4P model is used as
described in the next section.

PA46GF15_3mm_0° — anc

-20.0°C = 1.70293690 25.0°C = 1.01764465 80.0°C £ 0.21888556

-20°C — model -20°C
— °C

—— model 25°C

— 80°C

= model 80°C

Standard error of regression o

2 4 10 12 14

8
Strain[%]

Figure 6. 1P stress—strain model with strain as an independent variable ¢ = f(e). Green lines are
experimental data and red lines are model data (1P model). The room temperature test is considered
as 25 °C.

3.2. 4P Model with Four Independent Variables

The fracture strain and other fitting parameters of mathematical functions are predicted
based on the procedure and concept described in the algorithm mentioned in Figure 5.
Some of the parameters are predicted by the storage modulus model [33], for example,
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the stiffness of the material. The stiffness of PA46GF varies with temperature. Hence, the
storage modulus model creates variation in the stiffness according to the viscous behavior.

Figure 7 shows verification of the 4P model with experimental data. Here, green
curves are experimental stress strain curves whereas red curves are the 1P model, and
colorful dotted lines are the 4P model. It shows that there is a cluster of curves near —20 °C
and 80 °C. This verifies that the stress—strain model is working according to the viscous
behavior of the material. For 50% RH conditioned PA46, the glass transition region lies
between 15° and 40 °C. The variation in the stiffness below and above the glass transition
temperature is less compared to the glass-transition temperature region. Therefore, the
stress curves at temperatures ranging from 10 to 40 °C are uniformly spread out. Hence,
incorporating the storage modulus model to predict the E modulus is a very important part
of this analytical model.

PA46GF30_3mm_90°_50%RH

Experimental curves ! v

Standard srror of regression o

4P -20.0°C = 212885266 25.0°C & 195.97981232 80.0°C & 0.31902987
1P -20.0°C = 155286430 25.0°C = 100125247 80.0°C = 0.33269363
2 4 & 8 10 12
Strain[%]

Figure 7. 4P stress-strain model, which provides the stress—strain graphs at any arbitrary fiber
content, fiber orientation, and temperature o = f(¢, temp, fc, fo). Results for PA46GF30, 3-mm-
thickness, and 90° orientation are displayed as an example. Green curves are experimental curves,
red lines are model data with the 1P model, and dotted colorful data are 4P model with four

independent parameters.

In the glass-transition region, the stress values are highly sensitive to the temperature
as Young’s modulus varies strongly with temperature. Room temperature lies in this region.
However, the exact temperature of the laboratory was not measured. Hence, the standard
error of regression of the 4P model at room temperature, which is assumed to be 25 °C,
shows abnormally high values. The error has been accumulated from the 1P model to the
4P model due to four occurrences of the prediction of the fitting parameters and fracture
strain. Some non-physical behavior of the curves is noticed at the higher temperature. For
example, at the junction of two mathematical functions, there is a sudden drop of the curve,
which is mathematically correct but physically incorrect with respect to the stress behavior
of the material. Excessive bending of the stress—strain curve could be mathematically true
based on the equations used but physically incorrect with respect to the material behavior.
To reduce such non-physical behavior of the mathematical functions, some check functions
were inserted in the 4P model. However, the other stress—strain curves for —20 °C and 80
°C show standard error of regression less than 2% of the stress ranges. The same model has
been verified with experimental data for 2-mm-thick specimens and with the experimental
data for dry specimens (room temperature condition).
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4. Discussion and Conclusions

The paper proposed an analytical model that predicts the stress—strain curve for
injection-molded SFRP considering five extra independent variables, namely, the fiber
content, fiber orientation, temperature, humidity, and thickness of the specimen. The
empirical formulas accommodate synergetic effects of each parameter by incorporating
fiber properties with the help of pCT analysis and polymer properties with the help of
DMTA analysis. This is the reason behind achieving an accuracy of 2% of the stress range
in the prediction of mechanical properties. Mechanical characterization shows that the
mechanical properties of the SFRP are strongly dependent on viscous behavior of the
polymer. At temperatures higher than glass temperature, the polymer is in a rubbery phase.
Hence, SFRP shows ductile behavior in the stress—strain curve whereas at temperatures
lower than the glass transition temperature, it shows brittle behavior. In the glass transition
region, the storage modulus varies almost linearly, and the stress-strain curves are equally
spread out.

This model is developed for injection-molded short glass fiber-reinforced polyamide
PA46. The following assumptions are considered:

e  The stiffness of the material is predicted through the storage modulus. The frequency
used for DMTA analysis is 10 Hz. It is assumed that the DMTA test at this frequency
can be similar to the quasi-static tensile test.

e  The variation of the stiffness of the material with respect to fiber orientation is assumed
to be linear due to a lack of experimental points.

e  Itis assumed that the fracture strain and fitting parameters of all mathematical func-
tions follow the same storage modulus curve from DMTA [33].

Further research can be done to determine the relationship of the frequency of the
DMTA test to the tensile test. In this way, another model can also be designed to predict the
fatigue behavior of SFRP. It would be interesting to develop a similar model for continuous
fiber-reinforced composites and other matrices. The approach of the model will remain
the same if the matrix material changes except for some modifications in the mathematical
functions. Similarly, an analytical model for other loading conditions can also be devel-
oped, for example, compression or shear loading. Since this model has thickness as an
independent variable, layer-wise mechanical properties for injection-molded specimens
can also be extracted [6].

In engineering design, the stiffness, strength, yield strength, and ultimate strain are
more important than the fracture strain. In most of the cases, a component is designed until
the yield strain of the material with a factor of safety. Hence, this model provides these
values with high accuracy, which is suitable for component development. This model can
be inserted in FEA. In-situ material data provided from this analytical model according to
the change in the testing environment can be mapped in each finite element. This will help
the simulation engineer to design economical and reliable SFRP parts.
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Abstract: Lithium-based batteries with improved safety performance are highly desired. At present,
most safety hazard is the consequence of the ignition and flammability of organic liquid electrolytes.
Dry ceramic-polymer composite electrolytes are attractive for their merits of non-flammability,
reduced gas release, and thermal stability, in addition to their mechanical strength and flexibility.
We recently fabricated free-standing solid composite electrolytes made up of polyethylene oxide
(PEO), LiBFy salt, and Lij 4 AlxGey_«(POy4)3 (LAGP). This study is focused on analyzing the impacts
of LAGP on the thermal decomposition characteristics in the series of PEO/LiBF,/LAGP composite
membranes. It is found that the appropriate amount of LAGP can (1) significantly reduce the organic
solvent trapped in the polymer network and (2) increase the peak temperature corresponding to
the thermal degradation of the PEO/LiBF; complex. In the presence of LAGP, although the peak
temperature related to the degradation of free PEO is reduced, the portion of free PEO, as well as its
decomposition rate, is effectively reduced, resulting in slower gas release.

Keywords: lithium; LAGP; electrolyte; composite; thermal decomposition

1. Introduction

Lithium-ion batteries (LIBs), because of their high energy density and good dis-
charge/charge cycle life, have evolved and dominated in markets from powering electronic
devices and electric vehicles to energy storage in renewable grid systems. In these broad
applications, occasional firing or explosive accidents resulting from LIBs have raised serious
concerns. At present, battery researchers and manufacturers are dedicating to develop
lithium-based batteries with improved safety performance, in addition to enhancing their
power specs [1-7]. External protections, with the help of electronic accessories, like thermal
fuse, pressure vents, and PTC element, have been integrated in LIB batteries to mitigate
thermal runaway. However, internal protection based on the choice of safe materials is
believed to be the “ultimate” solution to the safety issue. Recently, many key battery
components have been developed towards minimizing thermal runaway, including surface-
modified electrodes, non-flammable electrolytes, multifunctional separators, overcharging
or flame-retardant additives, and thermally switchable current collectors.

Solid electrolytes, referring to ion-conducting ceramics or dry polymers, as well as
polymer—ceramic composites, have many merits and are known for non-volatility, non-
flammability, and high thermal decomposition temperatures, etc., to address the safety
issues [8,9]. Composite polymer electrolytes (CPEs), which combine characteristics of
polymer and ceramic electrolytes, with potential to overcome the drawbacks of each kind,
are becoming more attractive [10-13]. For instance, the unique mechanical properties
of CPEs provide enough strength to resist lithium dendrite penetration and meantime
flexibility to ensure good interface contact. All-solid-state LIBs made up of CPEs are
becoming more attractive and are recognized as a key technology for next-generation
energy-storage systems.
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Research on the thermal stability and safety of LIBs made up of dry CPEs is still in
the infancy stage [14]. Extensive studies on CPEs had emphasized on increasing ionic
conductivity, improving mechanical flexibility, and enhancing interfacial stability [15-23].
In the published reports, most thermal characteristics of CPEs presented are limited to
temperatures below 100 °C, within which the glass transition temperature (Tg) and crystal-
lization temperature (Tc) are known to be critical to ionic conductivities. In some papers,
thermalgravimetric decomposition profiles up to 500 °C were presented, while in-depth
analyses on the decomposition behaviors of CPEs are lack of discussion. Among sparse
reports on thermal stabilities of PEO (polyethylene oxide)-based electrolytes, inconsistences
or controversial conclusions are noted. Xia and Angulakshimi [24,25] observed that the
addition of LiTFSI to PEO increased thermal decomposition temperature (T ge) of PEO from
200 °C to 300 °C. However, Joost [26] found that Tge. of PEO was lowered in PEO/LiTFSI
and that the decomposition has multiple stages. Similarly to CPE systems, Cheng [27]
found that adding 30% LLZO increased the Tge. of PEO, while Piana [28] observed an
opposite trend in the PEO/LAGP-based electrolytes.

Among various CPE formulations, active ceramic fillers with high ionic conductivities are
favorable, especially when a high content of ceramic fillers is required. Lij, AlyGey_«(PO4)3
(LAGP) is known for its high room-temperature ionic conductivity (1073-107* S/cm) and
good stability with moisture. Furthermore, it is risk-free of thermal runaway and subse-
quent fires and allows high-temperature operation [29-32]. Researchers have studied the
electrochemical characteristics of PEO/LiTFSI/LAGP systems and demonstrated their sat-
isfactory cycling and rate performances in lithium-ion, as well as lithium batteries [33-36].
In our previous publications, we have reported the method of fabricating free-standing
lithiated PEO with LAGP solid composite electrolytes and investigated the impacts of
lithium salt and LAGP loading on electrical and mechanical properties [37,38]. To our
knowledge, there is sparse in-depth research on thermal stability and safety matters in the
PEO/Li-salt/LAGP electrolyte systems, especially with the composition of high LAGP
loadings. This study is focused on understanding the impact of LAGP ceramic loadings on
thermal decomposition characteristics of PEO and LiBFy in the PEO/LiBF,/LAGP compos-
ite systems. LiBF, salt was selected in consideration of its favorable conducting merits in
liquid electrolytes and its thermal properties fundamentally distinguished from LiTFSI. We
performed in-depth quantitative analyses based on the thermogravimetric results, which
will be presented in this paper.

2. Materials and Experimental

A series of free-standing membranes from pure PEO, PEO/LiBFy, to lithiated PEO
with different amounts of Lij 4Aly 4Geq 6(POy4)3 (LAGP) were fabricated and analyzed in this
study. PEO at a molecular weight of 400,000, anhydrous LiBF,, and anhydrous acetonitrile
(AN) are all purchased from Sigma-Aldrich without further treatment. LAGP powders
were synthesized via a two-step solid reaction method. The mixture of precursors was
firstly heated at 600 °C for 6 h in air at a rate of 1 °C/min. The resultant powders were
then subjected to milling in a high-energy shaker mill (SPEX Sample Prep 8000M Mill,
Metuchen, NJ, USA) for 3 h before firing at 900 °C at a rate of 2 °C/min for 24 h in air. The
as-synthesized LAGP powders were further milled for 24 h until the average particle size
was in the sub-micron range.

Acetonitrile is the solvent used to dissolve PEO and LiBF,. LAGP, LiBF,, and PEO with
predetermined compositions were mixed in AN at 50 °C in a dry room with a controlled
moisture level. Afterwards, the viscous solution was transferred into a glove box (with
moisture less than 5 ppm). Casting and drying were executed in the glove box at a pressure
of 1 kPa followed by a constant argon flow at room temperature for up to five days. All of
the membranes were sealed and stored in the glove-box prior to usage. Detailed synthesis
process, structures, morphologies, and ionic conductivities of the electrolyte membranes
were reported elsewhere [37].
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In all of the electrolyte membranes, the molar ratio of EO to Li is fixed at 8.0 which
was reported to have highest ionic conductivity [39]. This value corresponds to the mass
ratio of 3.75 between PEO and LiBF4, i.e., % = 3.75. The composition of LAGP relative

to (PEO + LAGP), i.e., (%L increases from 20 wt% to 60 wt%.
The nomenclature of the samples, the nominal weight percentage of each component

and corresponding mass ratios are listed in Table 1.

Table 1. The nomenclature of the composite electrolyte membranes and the nominal composition of
each component in the samples.

Sample Name  LAGP (wt%)  PEO (wt%)  LiBF4 (wt%) e e
PEO 0 100 0

PEO/LiBE, 0 78.95 21.05 3.75
LAGP20 16.48 65.93 17.58 0.20 3.75
LAGP30 25.28 58.99 15.73 0.30 3.75
LAGP40 34.48 51.72 13.79 0.40 3.75
LAGP50 44.12 44.12 11.76 0.50 3.75
LAGP60 54.22 36.14 9.63 0.60 3.75

All of the samples were analyzed using the TA Instrument TGA Q5000. A few prelim-
inary tests were performed to determine the appropriate temperature range. Excluding
the LAGP portion, all other components completely decomposed below 450 °C. Hence
the systematic TGA tests were set from room temperature to 450 °C. The heating rate was
varied from 5 to 20 °C/min. At different heating rate, the characteristics of the TGA profile
did not alter except the temperatures of weight loss uniformly shifted with the heating
rate, which is common in thermal analyses. Hence, a high heating rate of 20 °C/min
was selected in this study to align with the rapid thermal runaway process. The samples
weighted between 15 mg and 20 mg were loaded into open platinum pans. The purge
gas was nitrogen. The sample flow rate was 25 mL/min and the balance purge gas ran
at a flow rate of 10 mL/min. TA Trios software was used to calculate the first derivative
thermogravimetric data (DTG). The weight loss was determined from TGA profiles. The
onset temperature, (Tonset), the peak temperature (Tp), and the max weight loss rate within
each thermal event were determined from the DTG profiles.

3. Results and Discussion

The TGA and DTG profiles of the PEO/LiBF,/LAGP series are shown in Figure 1a,b.
For better comparison and visualization, the TGA plots superimpose all together while the
DTG profiles are plotted with a constant offset on the y-axis. Three distinguishable thermal
events are observed from the electrolyte membranes. An initial small amount of weight
loss occurs in the temperature range of 60-160 °C. Major weight loss onsets in the vicinity
of 230 °C for all the electrolyte membranes independent of LAGP content. The thermal
decomposition completes at 430 °C or lower. Within 230 °C and 430 °C, the electrolyte
membranes exhibit two distinct thermal events with a different peak temperature and max
decomposition rate. When the temperature exceeds 430 °C, the weight remains constant,
showing a long plateau. The amount of weight loss, onset and peak temperatures, and the
weight loss rate appear to vary with membrane compositions, which will be analyzed and
discussed in the following section.

Figure 2 plots the first event weight loss (below 160 °C) as a function of LAGP amount.
With increasing LAGP amount in the CPE membranes, the weight loss within this tempera-
ture range shows a reducing trend. Commercial pure LiBF, salt with no special treatment
is known to contain traces of HF acid, which is inevitable upon exposure to moisture
in production and storage. According to Lu [40], about 2.1 wt% weight loss peaked at
73 °C was observed in TGA from pure anhydrous LiBFj, resulting from the free HF acid
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removal. Based on the composition of LiBF, in our electrolyte membranes, the maximum
HF acid amount is estimated to be less 0.4 wt%. However, seen in Figure 2, the PEO/LiBF,
membrane has a total weight loss of 12.8 wt% below 160 °C. In the LAGP60 membrane, the
weight loss decreases to 4.5 wt% but still more than ten times the estimated HF amount.
Since all our membranes were fabricated in a dry room and stored in a glove box with
moisture less than 5 ppm, this weight loss cannot be related to the removal of free HF or
any uptake moisture.
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Figure 1. (a) TGA and (b) DTG profiles (offset by 0.4 interval for better visualization), obtained from
the series of PEO/LiBF,;/LAGP composite electrolyte membranes. For comparison, pure PEO plots
are included.
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Figure 2. The experimental weight loss below 160 °C and the calculated amount of AN solvent
trapped in the electrolyte membranes as a function of LAGP content.

In fabricating polymer electrolyte membranes, acetonitrile solvent was used to dis-
solve the PEO and LiBF, salt. Due to the strong interaction between LiBF, and acetonitrile,
a certain amount of AN solvent could be trapped within the electrolyte membranes after
the drying process. This phenomenon was reported previously [41,42]. The boiling point of
acetonitrile is 82 °C. When it is associated with a lithium salt, the evaporation temperature
will increase but can be completely evaporated under 160 °C [43]. Accordingly, we submit-
ted that the weight loss between 60 °C and 160 °C observed in the electrolyte membranes
corresponds to the amount of AN trapped. Based on the membrane composition and the
weight loss, the amount of AN trapped is calculated and also plotted as a function of LAGP
loading (see Figure 2). In the neat PEO membrane, there is only 0.35 wt% AN solvent
trapped. By contrast, 11.4 wt% AN is trapped in the PEO/LiBF, electrolyte membrane.
Interestingly, the addition of ceramic LAGP appears to weaken the LiBF4-AN interaction,
leading to the gradually reduced amount of AN in the membranes. The impact of LAGP is
also reflected by the slightly decreased evaporation rate and inflection point as a function
of LAGP content (see Figure 1b).

The major weight loss seen between 230 °C to 430 °C is the consequence of the thermal
decomposition of LiBF; and PEO, as LAGP is known to be inactive to either LiBF4 or
PEO and remains thermally stable below 450 °C. Pure LiBF; powder or PEO membrane
completes thermal decomposition in one event peaked at 277 °C and 417 °C, respectively,
consistent with previous reports [40,44,45]. Seen in Figure 1, all the electrolyte membranes
exhibit two distinct thermal events, with different weight-loss slopes (see Figure 1a) and two
rate peaks (see Figure 1b), in this temperature range. Hereby, we refer to the two thermal
events as stage-1 and stage-2 decompositions of the electrolyte membrane. The transition
temperature (T;_,,) from stage-1 to stage-2 is selected at the saddle point between the two
weight-loss rate peaks. Stage-1 regime (230 °C to Ty _,7) is related with decomposition of
LiBF,, while stage-2 regime (T _;, to 430 °C) is the characteristic of free PEO decomposition.

Figure 3a plots the weight loss at each stage, i.e., M; for stage-1 and M; for stage-2, as
a function of the LAGP content. It is interesting to see that M; is more than the nominal
amount of Li-salt, suggesting that a portion of PEO are complexed with LiBF4 and degraded
at the lower temperature. Considering the M; value is the sum of all the LiBF, (M pr4)
and complexed PEO portion (Mpgo,) in the electrolyte, i.e., My = Myigrs + Mpro,c,
the mass ratio of W will reflect the mass ratio between PEO and LiBF, in the

M;—Myipps _ MpeO,c

complex. Therefore =
i3 7 MLiBF4 Myiprs

. On the other hand, the M, value corresponds to
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Figure 3. (a) Mass losses in stage-1 (M;) and stage-2 (My) between 230 °C and 430 °C; (b) mass
ratios, i.e., M1 /My, calculated Mpgg /My g4 in the complex, Mpgo . /Mpgo ¢, as well as nominal
Mpgo,n/MLiBF4n in the electrolytes membranes, in correlation with LAGP content.

. . L M M .
Figure 3b show that the series of mass ratios, i.e., %, Mooe, UEEOC as a function
2 LiBF4 PEO,f

of LAGP content in the membrane. For comparison, the nominal ratio between PEO

and LiBF,, I\I\/;I;Eg;: = 3.75, is also included in Figure 3b. Interestingly, all the mass ratios
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change insignificantly with LAGP content. From the values of 7 MeeOc it jg determined that

the EO/Li* molar ratio is in the range of 4.0-5.0 for all the elecEﬂ?cFﬁyte membranes. This
observation corroborates well with the fact that PEO and lithium salt can readily form
complexes with EO/Li ratio in the range of 4-6 [46,47]. The present results suggest that
stable complexes of (PEO),LiBF, exist in all the PEO/LiBF,/LAGP membranes and they

are dominant in the thermal degradation within stage-1. Seen also in Figure 3b, MPEgi

changes insignificantly with LAGP content, indicating the portion between the complex
PEO and free PEO is constant in all of the electrolyte membranes.

Figure 4 plots the peak decomposition temperatures related with the two thermal
events. In the PEO/LiBF; membrane, the peak decomposition temperature of stage-1 (T}, 1)
is at 318 °C, higher than pure LiBF, (277 °C), but much lower than free PEO (417 °C). The
stage-2 decomposition at an almost constant rate is centered around 415 °C, characteristic of
free PEO. Apparently, the “complexed” PEO appears less stable than “free” PEO, possibly
catalyzed by LiBF,. In the electrolyte membranes consisting of LAGP, Tp,1 increases to
345 °C in LAGP20, followed by a slightly decrease to 331 °C in LAGP50. Tp,; recovers
to 317 °C in LAGP60. This trend can be attributed to the impacts of excess LAGP on
weakening interactions between PEO and LiBF;. The presence of LAGP has a more
significant impact on the free PEO decomposition at stage-2. The peak temperature of
“free PEO” (T},2) is reduced to 370 °C in LAGP20 membrane and gradually recesses till to
339 °C in LAGP60 membrane. LAGP appears to accelerate the free PEO decomposition at
reduced temperatures.
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Figure 4. Two peak temperatures, T}, 1 and Tp», within the major decomposition occurred in all
the membranes.

The 450 °C residue in all the electrolyte membranes should be made up of the nominal
LAGP, LiF decomposed from LiBF4, and PEO ashes. The actual amount of PEO ashes,
calculated by subtracting the masses of LAGP and LiF from the residue, is plotted as a
function of LAGP (see Figure 5). Neat PEO results in ash residue of 2.06 wt% at 450 °C. For
comparison, the projected values, assuming the ash is proportional to the PEO amount,
is also plotted in Figure 5. Results show that the actual PEO ash from the PEO/LiBF,
electrolyte is only 1.02 wt%, about 60% of the projected value. The actual amount of
PEO ashes continuously decreases upon increasing LAGP content and reaches almost
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zero in the LAGP60 membrane. This observation supports the findings discussed in the
previous session that the presence of lithium-salt and LAGP ceramics catalytically accelerate
PEO decomposition.
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Figure 5. Projected and actual amount of PEO ashes in the 450 °C residue from all of the electrolyte
membranes in relation with the nominal LAGP composition.

The impacts of LAGP on the thermal stability of the electrolyte membranes can be
considered in the following aspects. Firstly, adding ceramics effectively reduces the active
amount of polymer and lithium salt, and hence, the amount of gas release resulting from
their decomposition [48]. This is readily observed from the TGA profiles. Seen in Figure 1a,
the total released gas at 450 °C is 90 wt% for PEO/LiBFy, 70 wt% for LAGP30, and only
30 wt% for LAGP60. Taking occurrence at 50% mass loss, the temperature increases from
320 °C for PEO/LiBFy, to 345 °C for LAGP20 and 360 °C for LAGP50. Secondly, the major
decomposition rate decreases and peak temperature increases in the presence of appropri-
ate LAGP. Seen in Figure 1b, the maximum decomposition rate at the peak temperature is
much lower in PEO/LiBF4 compared with virgin PEO membrane. As LAGP composition
increases, the maximum decomposition rate is continuously decreasing. For the stage-1
decomposition event, the peak rate is 1.0 wt% per °C occurring at 320 °C for PEO/LiBFy,
while the peak rate is reduced to 0.4 wt% per °C occurring at 336 °C for LAGP50. Thirdly,
although the presence of LAGP reduces the peak decomposition temperature of the “free
PEO” portion (about 40 wt% of total PEO composition), the presence of LAGP reduces
the gas-release rate simultaneously. For instance, the stage-2 peak decomposition rate
is 2.6 wt% per °C for the neat PEO membrane but this rate reduces to 1.3 wt% per °C
for the LAGP50 electrolyte membrane. In general, a reduced decomposition rate can
delay flame ignition and spread over the material [35]. We performed a flammability
test on the PEO/LiBF,;/LAGP membranes. Neat PEO and PEO/LiBF, electrolyte mem-
branes were easily ignited and quickly burned into ashes upon contact with flame. A
significant reduction in flammability with self- extinguishing behavior was observed in
the LAGP20 and LAGP30 membranes. When LAGP content is 50 wt% or greater, the
composite electrolyte membranes could not be ignited even after repeated exposure and
direct contact with the flame. This observation is consistent with Guo’s results from the
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PvDF-HFP/LiTFSI/LAGP system [35]. The thermally stable LAGP ceramic can act as a
barrier capable of reducing/preventing ignition and flammability.

4. Conclusions

This study was intended to perform in-depth quantitative analyses on the series of free-
standing PEO/LiBF,/LAGP composite electrolyte membranes based on thermogravimetric
results. Major thermal decomposition begins at 230 °C and completes at 430 °C, observed
in all of these electrolyte membranes. It is found that the present membrane fabrication
and drying process results in 11 wt% of AN solvent trapped in the PEO/LiBF; electrolyte
membrane. The AN in the electrolyte membrane will not only lead to potential safety
concerns but also affect electrochemical performance. The presence of LAGP can effectively
reduce the amount of AN trapped in the membrane when drying at room temperature. The
decomposition of PEO/LiBF4 shows a maximum rate of 1.0 wt% per °C at 320 °C, much
lower than neat PEO. The reduction can be attributed to the complex formation between
PEO and Li-salt. Adding and increasing the amount of LAGP ceramic particles into the
PEO/LiBF; electrolyte system, there are several benefits towards improving the thermal
stability of the electrolyte membrane. Increasing the LAGP composition in the electrolyte
membrane effectively reduces the net amount of flammable PEO and LiBFy, as well as the
solvent trapped in the electrolyte membrane. As a result, the net amount of gas release
from the electrolyte membrane can be significantly reduced upon thermal decomposition.
With an appropriate amount of LAGP (e.g., 20-30 wt%), the peak temperature reflecting
decomposition of the PEO/LiBF; complex can be increased by several tens of degrees
Celsius. Although the decomposition of free PEO portion in the electrolytes occurs at a
lower temperature in the presence of LAGP, its peak decomposition rate is reduced, which
is beneficial to delay flame ignition and spread and, therefore, to mediate the dramatic
thermal runaway.

Author Contributions: Conceptualization, H.H.; methodology, ].D. and H.H.; formal analysis, H.H.;
investigation, ].D. and H.H.; data curation, ].D. and H.H.; writing—original draft preparation, H.H.;
writing—review and editing, H.H.; supervision, H.H. All authors have read and agreed to the
published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Balakrishnan, P.G.; Ramesh, R.; Kumar, T.P. Safety mechanisms in lithium-ion batteries. J. Power Sources 2006, 155, 401-414.
[CrossRef]

2. Wen,],; Yu, Y, Chen, C. A Review on lithium-ion batteries safety issues: Existing problems and possible solutions. Mater. Express
2012, 2, 197-212. [CrossRef]

3. Wang, Q. Ping, P; Zhao, X.; Chu, G; Sun, J.; Chen, C. Thermal runaway caused fire and explosion of lithium ion battery. ]. Power
Sources 2012, 208, 210-224. [CrossRef]

4, Feng, X.; Ouyang, M.; Liu, X; Lu, L.; Xia, Y.; He, X. Thermal runaway mechanism of lithium ion battery for electric vehicles:
A review. Energy Storage Mater. 2018, 10, 246-267. [CrossRef]

5. Liu, K Liu, Y; Lin, D.; Pei, A.; Cui, Y. Materials for lithium-ion battery safety. Sci. Adv. 2018, 4, eaas9820. [CrossRef]

6. Feng, X.; Ren, D.; He, X.; Ouyang, M. Mitigating Thermal Runaway of Lithium-Ion Batteries. Joule 2020, 4, 743-770. [CrossRef]

7. Song, L.; Zheng, Y.; Xiao, Z.; Wang, C.; Long, T. Review on Thermal Runaway of Lithium-Ion Batteries for Electric Vehicles.
J. Electron. Mater. 2022, 51, 30-46. [CrossRef]

8. Goodenough, ].B.; Singh, P. Review—Solid Electrolytes in Rechargeable Electrochemical Cells. ]. Electrochem. Soc. 2015, 162, A2387-A2392.
[CrossRef]

9. Manthiram, A.; Yu, X.; Wang, S. Lithium battery chemistries enabled by solid-state electrolytes. Nat. Rev. Mater. 2017, 2, 16103.
[CrossRef]

10. Capuano, E; Croce, F; Scrosati, B. Composite polymer electrolytes. J. Electrochem. Soc. 1991, 138, 1918-1922. [CrossRef]

11.  Agrawal, R.C; Pandey, G.P. Solid polymer electrolytes: Materials designing and all-solid-state battery applications: An review.
J. Phys. D Appl. Phys. 2008, 41, 3715-3725. [CrossRef]

12.  Gao, Z.; Sun, H.; Fu, L. Promises, challenges, and recent progress of inorganic solid-state electrolytes for all-solid-state lithium

batteries. Adv. Mater. 2018, 30, 1705702. [CrossRef]

167



J. Compos. Sci. 2022, 6,117

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

Chen, L.; Li, Y.; Li, S.; Fan, L.; Nan, C.; Goodenough, J]. PEO/garnet composite electrolytes for solid-state lithium batteries: From
‘ceramic-in-polymer’ to ‘polymer-in-ceramic’. Nano Energy 2018, 46, 176-184. [CrossRef]

Wu, Y.,; Wang, S.; Li, H.; Chen, L.; Wu, E. Progress in thermal stability of all-solid-state-Li-ion batteries. InfoMat 2021, 3, 827-853.
[CrossRef]

Masoud, E.M.; El-Bellihi, A.-A_; Bayoumy, W.; Mousa, M. Organic-inorganic composite polymer electrolyte based on PEO-LiClO4
and nano-Al,Os filler for lithium polymer batteries: Dielectric and transport properties. J. Alloy. Compd. 2013, 575, 223-228.
[CrossRef]

Choi, J.; Lee, C.-H.; Yu, J.-H.; Doh, C.-H.; Lee, S.-M. Enhancement of ionic conductivity of composite membranes for all-solid-
state lithium rechargeable batteries incorporating tetragonal Li7La3Zr2012 into a polyethylene oxide matrix. J. Power Sources
2015, 274, 458-463. [CrossRef]

Zhao, Y.; Huang, Z.; Chen, S.; Chen, B.; Yang, ].; Zhang, Q.; Ding, E; Chen, Y.; Xu, X. A promising PEO/LAGP hybrid electrolyte
prepared by a simple method for all-solid-state lithium batteries. Solid State Ion. 2016, 295, 65-71. [CrossRef]

Chen, B.; Huang, Z.; Chen, X.; Zhao, Y.; Xu, Q.; Long, P; Chen, S.; Xu, X. A new composite solid electrolyte PEO/Li;oGeP;S;2/SN
for all-solid-state lithium battery. Electrochim. Acta 2016, 210, 905-914. [CrossRef]

Wang, W.; Yi, E; Fici, A.J.; Laine, R M.; Kieffer, J. Lithium ion conducting poly(ethylene oxide)-based solid electrolytes containing
active or passive ceramic nanoparticles. J. Phys. Chem. C 2017, 121, 2563-2573. [CrossRef]

Blake, A.J.; Kohlmeyer, R.R.; Hardin, J.O.; Carmona, E.A.; Maruyama, B.; Berrigan, J.D.; Huang, H.; Durstock, M.F. 3D printable
ceramic-polymer electrolytes for flexible high-performance Li-ion batteries with enhanced thermal stability. Adv. Energy Mater.
2017, 7, 1602920. [CrossRef]

Wang, X.; Zhang, Y.; Zhang, X.; Liu, T,; Lin, Y.; Li, L.; Shen, Y.; Nan, C. Lithium-salt-rich PEO/Lig 3Lag 557 TiO3 interpenetrating
composite electrolyte with three-dimensional ceramic nano-backbone for all-solid-state lithium-ion batteries. ACS Appl. Mater.
Interfaces 2018, 10, 24791-24798. [CrossRef] [PubMed]

Zhu, L.; Zhu, P; Fang, Q.; Jing, M.; Shen, X.; Yang, L. A novel solid PEO/LLTO-nanowires polymer composite electrolyte for
solid-state lithium-ion battery. Electrochim. Acta 2018, 292, 718-726. [CrossRef]

Cha, J.H.; Didwal, PN.; Kim, ].M.; Chang, D.R.; Park, C.-J. Poly(ethylene oxide)-based composite solid polymer electrolyte
containing LiyLa3Zr,O1; and poly(ethylene glycol) dimethyl ether. J. Membr. Sci. 2019, 595, 117538. [CrossRef]

Xia, Y.; Fujieda, T.; Tatsumi, K.; Prosini, P.P,; Sakai, T. Thermal and electrochemical stability of cathode materials in solid polymer
electrolyte. |. Power Sources 2001, 92, 234-243. [CrossRef]

Angulakshmi, N.; Dhanalakshmi, R.B.; Kathiresan, M.; Zhou, Y.; Stephan, A.M. The suppression of lithium dendrites by a
triazine-based porous organic polymer-laden PEO-based electrolyte and its application for all-solid-state lithium batteries. Mater.
Chem. Front. 2020, 4, 933-940. [CrossRef]

Joost, M.; Kunz, M.; Jeong, S.; Schonhoff, M.; Winter, M.; Passerini, S. Ionic mobility in ternary polymer electrolytes for lithium-ion
batteries. Electrochim. Acta 2012, 86, 330-338. [CrossRef]

Cheng, SH.-S.; He, K-Q.; Liu, Y.; Zha, ].-W.; Kamruzzaman, M.d.; Ma, R.L.-W.; Dang, Z.-M.; Li, RK.; Chung, C. Electrochemical
performance of all-solid-state lithium batteries using inorganic lithium garnets particulate reinforced PEO/LiClOy electrolyte.
Electrochim. Acta 2017, 253, 430-438. [CrossRef]

Piana, G.; Bella, F; Geobaldo, F.; Meligrana, G.; Gerbaldi, C. PEO/LAGP hybrid solid polymer electrolytes for ambient temperature
lithium batteries by solvent-free, “one pot” preparation. ]. Energy Storage 2019, 26, 100947. [CrossRef]

Thokchom, J.S.; Gupta, N.; Kumar, B. Superionic Conductivity in a Lithium Aluminum Germanium Phosphate Glass—Ceramic.
J. Electrochem. Soc. 2008, 155, A915-A920. [CrossRef]

Kumar, B.; Kumar, J.; Leese, R.; Fellner, ].P.; Rodrigues, S.J.; Abraham, K.M. A solid state rechargeable long cycle life lithium-air
battery. . Electrochem. Soc. 2009, 157, A50. [CrossRef]

Chung, H.; Kang, B. Increase in grain boundary ionic conductivity of Li; 5Aly 5Geq 5(POy)3 by adding excess lithium. Solid State
Tonics 2014, 263, 125-130. [CrossRef]

Robinson, ].P.; Kichambare, P.D.; Deiner, J.L.; Miller, R.; Rottmayer, M.A.; Koenig, G.M., Jr. High temperature electrode-electrolyte
interface formation between LiMn; 5Nig 504 and Liy 4Alg4Geq ¢(POy)3. J. Am. Ceram. Soc. 2018, 101, 1087-1094. [CrossRef]
Jung, Y.-C.; Lee, S.-M.; Choi, J.; Jang, S.S.; Kim, D.-W. All Solid-State Lithium Batteries Assembled with Hybrid Solid Electrolytes.
J. Electrochem. Soc. 2015, 162, A704-A710. [CrossRef]

Wang, C.; Yang, Y.; Liu, X.; Zhong, H.; Xu, H.; Xu, Z.; Shao, H.; Ding, F. Suppression of lithium dendrite formation by using
LAGP-PEO (LiTFSI) composite solid electrolyte and lithium metal anode modified by PEO (LiTFSI) in all-solid-state lithium
batteries. ACS Appl. Mater. Interfaces 2017, 9, 13694-13702. [CrossRef]

Guo, Q.; Han, Y,; Wang, H.; Xiong, S.; Li, Y; Liu, S.; Xie, K. New class of LAGP-based solid polymer composite electrolyte for
efficient and safe solid-state lithium batteries. ACS Appl. Mater. Interfaces 2017, 9, 41837-41844. [CrossRef]

Sung, B.-].; Didwal, PN.; Verma, R.; Nguyen, A.-G.; Chang, D.R.,; Park, C.-J. Composite solid electrolyte comprising
poly(propylene carbonate) and Lij 5Alp 5Gej 5(PO4)sfor long-life all-solid-state Li-ion batteries. Electrochim. Acta 2021, 392, 139007.
[CrossRef]

Lee, ].; Howell, T.; Rottmayer, M.; Boeckl, J.; Huang, H. Free-standing LAGP/PEO/LiTFSI composite electrolyte membranes for
applications to flexible solid-state lithium-based batteries. J. Electrochem. Soc. 2019, 166, A416—-A422. [CrossRef]

168



J. Compos. Sci. 2022, 6,117

38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

Lee, ]J.; Rottmayer, M.; Huang, H. Impacts of Lithium Salts on the Thermal and Mechanical Characteristics in the Lithiated
PEO/LAGP Composite Electrolytes. ]. Compos. Sci. 2021, 6, 12. [CrossRef]

Sircar, A.K.; Weissman, P.T.; Kumar, B.; Marsh, R. Evaluation of doped polyethylene oxide as solid electrolyte. Thermochim. Acta
1993, 226, 281-299. [CrossRef]

Lu, Z,; Yang, L.; Guo, Y. Thermal behavior and decomposition kinetics of six electrolyte salts by thermal analysis. ]. Power Sources
2006, 156, 555-559. [CrossRef]

Xuan, X.; Zhang, H.; Wang, J.; Wangt, H. Vibrational Spectroscopic and Density Functional Studies on Ion Solvation and
Association of Lithium Tetrafluorobrate in Acetonitrile. J. Phys. Chem. A 2004, 108, 7513-7521. [CrossRef]

Foran, G.; Mankovsky, D.; Verdier, N.; Lepage, D.; Prébé, A.; Aymé-Perrot, D.; Dollé, M. The Impact of Absorbed Solvent on the
Performance of Solid Polymer Electrolytes for Use in Solid-State Lithium Batteries. iScience 2020, 23, 101597. [CrossRef] [PubMed]
Commarieu, B.; Paolella, A.; Collin-Martin, S.; Gagnon, C.; Vijh, A.; Guerfi, A.; Zaghib, K. Solid-to-liquid transition of polycarbon-
ate solid electrolytes in Li-metal batteries. J. Power Sources 2019, 436, 226852. [CrossRef]

Chen, P; Liang, X.; Wang, J.; Zhang, D.; Yang, S.; Wu, W.; Zhang, W.; Fan, X.; Zhang, D. PEO/PVDEF-based gel polymer electrolyte
by incorporating nano-TiO, for electrochromic glass. |. Sol-Gel Sci. Technol. 2017, 81, 850-858. [CrossRef]

Barroso-Bujans, F.; Fernandez-Alonso, F.; Cerveny, S.; Parker, S.F,; Alegria, A.; Colmenero, J. Polymers under extreme two-
dimensional confinement: Poly(ethylene oxide) in graphite oxide. Soft Matter 2011, 7, 7173-7176. [CrossRef]

Rodrigues, L.; Silva, M.; Veiga, H.; Esperanca, M.; Costa, M.; Smith, M.J. Synthesis and electrochemical characterization of
aPEO-based polymer electrolytes. J. Solid State Electrochem. 2012, 16, 1623-1629. [CrossRef]

Zheng, ].; Hu, Y. New insights into the compositional dependence of Li-ion transport in polymer—ceramic composite electrolytes.
ACS Appl. Mater. Interfaces 2018, 10, 4113. [CrossRef]

Enotiadis, A.; Fernandes, N.J.; Becerra, N.A.; Zammarano, M.; Giannelis, E.P. Nanocomposite electrolytes for lithium batteries
with reduced flammability. Electrochim. Acta 2018, 269, 76-82. [CrossRef]

169






lLL-'#"‘E‘L : Journal of
..E'LE .-'!'.% Composites Science

Article

FE Modelling and Simulation of the Size Effect of RC T-Beams
Strengthened in Shear with Externally Bonded FRP Fabrics

Amirali Abbasi, Zine El Abidine Benzeguir, Omar Chaallal * and Georges El-Saikaly

Citation: Abbasi, A.; Benzeguir,
Z.E.A.; Chaallal, O.; El-Saikaly, G. FE
Modelling and Simulation of the Size
Effect of RC T-Beams Strengthened in
Shear with Externally Bonded FRP
Fabrics. ]. Compos. Sci. 2022, 6,116.
https:/ /doi.org/10.3390/jcs6040116

Academic Editor: Stelios K.

Georgantzinos

Received: 23 March 2022
Accepted: 7 April 2022
Published: 12 April 2022

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

Department of Construction Engineering, Ecole de Technologie Supérieure, University of Quebec,
Montreal, QC H3C 1K3, Canada; amirali.abbasi.1@ens.etsmtl.ca (A.A.);
zine-el-abidine.benzeguir.1@ens.etsmtl.ca (Z.E.A.B.); georges.el-saikaly@etsmtl.ca (G.E.-S.)

* Correspondence: omar.chaallal@etsmtl.ca

Abstract: The objective of this study is to conduct a finite-element (FE) numerical study to assess the
effect of size on the shear resistance of reinforced concrete (RC) beams strengthened in shear with
externally bonded carbon fibre-reinforced polymer (EB-CFRP). Although a few experimental studies
have been done, there is still a lack of FE studies that consider the size effect. Experimental tests
are time-consuming and costly and cannot capture all the complex and interacting parameters. In
recent years, advanced numerical models and constitutive laws have been developed to predict the
response of laboratory tests, particularly for issues related to shear resistance of RC beams, namely,
the brittle response of concrete in shear and the failure modes of the interface layer between concrete
and EB-CFRP (debonding and delamination). Numerical models have progressed in recent years
and can now capture the interfacial shear stress along the bond and the strain profile along the fibres
and the normalized main diagonal shear cracks. This paper presents the results of a nonlinear FE
numerical study on nine RC beams strengthened in shear using EB-CERP composites that were tested
in the laboratory under three series, each containing three sizes of geometrically similar RC beams
(small, medium, and large). The results reveal that numerical studies can predict experimental results
with good accuracy. They also confirm that the shear strength of concrete and the contribution of
CERP to shear resistance decrease as the size of beams increases.

Keywords: size effect; reinforced concrete beams; finite-element method; shear strengthening;
externally bonded carbon fibre-reinforced polymer (EB-CFRP) composites

1. Introduction

In the last two decades, very few FE studies have been dedicated to RC beams strength-
ened in shear EB-FRP or any types of strengthening with composite materials [1] made of
CFRP [2,3]. However, given the lack of accurate constitutive laws at that time, these early
FE studies did not consider the bond between concrete and FRP, nor did they simulate
the interaction between concrete and steel reinforcement [4-11]. Recently, some FE studies
have concentrated on shear strengthening using embedded-through-section (ETS) and
near-surface-mounted (NSM) techniques [12-14]. With recent advances in the development
of high-performance FE programs and constitutive laws, numerical studies can better sim-
ulate and accurately predict the outcome of experimental tests in terms of load-deflection
response, behavior of the interface between concrete and EB-FRP, and the strain distribu-
tion along fibres [13,15-35]. Nevertheless, among these studies, very few have considered
either the size effect of EB-FRP-strengthened RC beams [33,34] or the crack band model
along with the concrete smeared crack model. This was the main impetus to carry out this
study to assess the size effect by means of a numerical approach, by implementing both
crack models in modelling the concrete and by considering the interface behavior between
EB-FRP and the concrete substrate.

Given their complex behavior under loading, as well as their brittle rupture without
warning, shear failure in RC beams has long been a major concern in structural engineering.
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Therefore, practicing engineers often privilege the sequence by which flexural failure occurs
before shear failure. Lack of shear strength in RC beams can be due to various interacting
factors. Neglecting the size effect in codes and guidelines and thereby overestimating the
ultimate shear capacity in the design process is an example of the effect of such factors. In
recent years, the trends towards using FRP composites for rehabilitation and strengthening
of RC beams have become intensified due to the high strength-to-weight ratio and tensile
strength of FRP composites, which can compensate for the shear-strength deficiency of
existing RC beams. It has been established that when the beam size is increased, the shear
strength decreases due to the so-called size effect [36-38]. Many parameters affect the size
effect, either mitigating or amplifying it by controlling the width of the diagonal shear
crack—for example, the rigidity of FRP sheets [39]. Even though comprehensive studies
have been performed on the effect of size in RC beams, research studies related to the size
effect on RC beams strengthened with EB-FRP are limited. FE analysis can be implemented
instead of experimental testing to obtain an inside view of the shear-stress profile variation
along the interface layer and the distribution of stress on the fibres during loading. Most
analytical models proposed by codes and guidelines are based on experimental results
and can be prone to errors (human error, defects in laboratory machines, restricted tools...).
Therefore, the results obtained from these models are not as accurate as those from FE
methods for capturing the shear resistance contribution of concrete and EB-FRP through
appropriate evaluation of strain distributions on the fibres.

The FE method is a cost-effective and precise tool for replacing experimental tests as
long as the models are simulated based on reliable and logical assumptions. A few FE
studies have been performed on the size effect of RC beams strengthened in shear with EB-
CERP, but either their assumptions were very simplistic, such as perfect bonding between
concrete and EB-CFRP, which does not reflect the response of such a beam (location of the
shear crack), or they fail to mention the assumptions used in their simulations. As explained
in the following sections, the developed 2D-FE model was preferred to 3D models because
it is less time-consuming and simulates the propagation of the shear crack in concrete with
higher precision. Note that the shear crack is a major parameter in predicting the size effect.

As illustrated in Figure 1, the shear contributions of EB-FRP predicted by ACI 440.2R
2017 for over 50 beams with different depths varying from 80 mm to 682 mm strengthened
in shear with continuous U-wrap and strips were compared with their corresponding
experimental tests (see Appendix A Table Al for details). The beams were classified into
three categories depending on their depth (Figure 1). As the depth of the specimens and
their corresponding EB-FRP bond lengths increased, the ACI 440.2R (2017) guidelines
clearly overestimated the shear contribution of EB-FRP, which may indicate the existence of
an additional size effect due to the contribution of EB-FRP to shear resistance. In fact, the
models of most guidelines overestimate the contribution of EB-CFRP to shear resistance in
large specimens.

In the current study, nine RC-T beams without steel stirrups [39] were selected for
simulation. The beams were grouped into three series (small, medium, large). In each
series, one beam was considered a control (not strengthened with EB-FRP), and the others
were strengthened with one and two layers of EB-FRP. The results from the simulated
models were validated with experimental tests.

The objectives of the present study were to evaluate the size effect and the shear
contributions of concrete and EB-FRP, as well as the effect of an increase in EB-FRP rigidity,
on the three series of specimens (different sizes) through numerical investigation. Capturing
the response of the interface layer between concrete and CFRP sheets, as well as the
distribution of strain along the main fibre of CFRP fabrics during loading, is of paramount
importance when using FEA, given their impact on the size effect. Therefore, the impact
of the response of the interface layer, the strain distribution along the fibre, and the fibres
intercepted by the main diagonal shear crack on the size effect will be studied carefully,
along with the failure modes, the load-deflection response, and the pattern of shear cracks.
The novelty of this study is to conduct FE research on the size effect and to show the
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development of the shear stress and strain in the interface layers and fibres during the
loading process. Furthermore, by extracting the strain distribution curve on the fibres
that intercepted the main shear crack, it would be possible to measure the distribution
factor leading to the effective strain experienced, which is far lower than the effective strain
introduced in codes and guidelines.
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Figure 1. Comparison of the predicted ACI 440.2R 2017 code and experimental results.

2. Finite-Element Modelling
2.1. Suggested FE Modelling

The assumptions implemented for a simulation related to the types of crack models
for concrete, steel bar, CFRP sheets, and the interface layer between concrete and CFRP are
described in the following sections. Because the beam was not under stress in the normal
direction to the plane of the beam, the plane stress model was used for concrete. Steel bars
and CFRP sheets were modelled by 2D truss elements that contributed to transferring the
stress in the direction of the truss element. Dynamic implicit analysis was implemented
to overcome the convergence problem. Indeed, because the divergence occurred due to
the brittle behavior of concrete and the nonlinearity of the interface layer between concrete
and CFRP (delamination and debonding), general static solvers (static, general and static,
Riks) cannot capture the nonlinearity of materials during imposed targeted displacement.
Details of the implicit dynamic analysis implementation are described in [40].

2.2. Constitutive Models of Materials
2.2.1. Concrete Cracking Models

Various types of concrete cracking models can be used with FEA. The discrete crack
model, the rotating smeared crack model, and the fixed smeared crack model are some
examples. Considering the discrete crack model, a crack is introduced into the model
geometry, where crack propagation occurs along the border of the element in FEA, proving
its mesh objectivity. Furthermore, the location of the crack in the model must be defined in
advance, which shows the dependency of this technique on how the precise initiation of
the crack is predicted. Unlike the discrete crack model, there is no need to predefine the
cracking initiation location in the smeared crack model because probable cracking zones
and directions are recognized through the smeared crack technique. Elements lose their
stiffness as the crack propagates in the smeared crack approach, whereas the stress-strain
relation in concrete considers cracks a continuum and predicts the deletion of elements
when a crack path is detected. The smeared crack approach can be classified into two
categories: the rotating smeared crack approach and the fixed smeared crack approach.
The differences between them are their theories for crack direction and their shear retention
factor. The deficiency of the smeared crack model is that when element size decreases,
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it leads to zero energy dissipation in the softening part of the stress—strain curve in the
tensile concrete material, resulting in strain localization [35]. To address strain localization,
some limiters have been proposed, among which the crack band model implemented in
the concrete damage plasticity framework has been proved to address mesh objectivity
challenges resulting in convergence problems [41]. The function of the crack band model
is to convert the width of the crack band to the cracking strain caused by the crack and
softening behavior of the concrete in the tension, as shown in Figure 2.

35
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Figure 2. Relation between cracking width and tensile stress adopted from [42].

2.2.2. Concrete Response in Compression and Tension

Because the RC T-beams in the present study behave in their plane, a four-node plane
stress element (CPS4) was implemented to simulate concrete. Various models have been
proposed to represent the uniaxial behavior of concrete in compression, among which
the model introduced by [43] (see Equation (1)) features a reasonable prediction of the
ascending and softening parts of the concrete material curve, as shown in Figure 3.
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Figure 3. Stress-strain model for uniaxial compression in concrete introduced by [43].
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where ¢, and ¢, are the maximum concrete compressive stress and strain obtained from
experimental tests, equal to f/ = 30 MPa and 0.002, respectively; E. is the concrete modulus
of elasticity E. = 4730,/ f! (MPa) according to [44]; and ¢ and € are the applied compressive
stress and corresponding strain during loading of the cylindrical specimen, respectively.

To define tensile concrete behavior in the descending and softening parts, the model in-
troduced by [42] on the basis of numerous stress-crack displacement tests was implemented
in this study as follows:

3
T _ w (—ags) _ W 3\
7 1+ <c1 wcr) }e o (1 +c1 )e 2)
514 3)
Wer = 0. 153——
fi
fL-8Y
fi=14( 150 @
7\ 0.7
G = (0.0469:1(,2 —05d, + 26) <{—6> )

where w is the crack width during loading; w,, is the crack width at the moment when no
stress can be transferred between the two sides of the crack; f; is the maximum concrete
tensile stress; ¢ is the tensile stress in the specimen during the stress-crack displacement
test; Gy is the fracture energy, which in addition to Equation (5) can be obtained from the
area of the stress-cracking displacement graph (Figure 2); c; = 3 and ¢, = 6.93 are constant
parameters proposed by [42]); and d,, is the largest aggregate dimension.

2.2.3. Definition of Compressive and Tensile Damage to Concrete Damage Plasticity (CDP)

To define concrete damage in both compression and tension, represented by the
softening part of the stress—strain curves, the proposed model introduced by [45] was
considered as follows:

ke s
die = (1-k)eP+0/Eg =
=

o) e
eP—(e—2,)+0/Ey ife <0

(6)

where d; . is the damage parameter in both tension and compression, EP is the plastic strain
rate, k is the rate of inelastic strain when stiffness degrades (") to inelastic strain when
stiffness is constant (¢”), and &, is the cracking strain when the plastic strain rate is zero. The
smeared crack model is implemented in the concrete damage plasticity (CDP) framework.
Therefore, the stress—strain behavior of concrete in tension is transformed to stress-cracking
displacement through the crack band model €/ = w;/h [45]. Furthermore, the graphs
in Figure 4a,b obtained from Equation (6) are applied for both tensile and compressive
damage in concrete versus cracking displacement and plastic strain, respectively (for 10
mm element size). It has been proven that concrete damage plasticity (CDP) is able to show
the response of concrete with high accuracy even for different types of concrete beams such
as precast segmental concrete beams [46,47].

175



J. Compos. Sci. 2022, 6,116

0.8

0.6

0.4

Tensile damage indication

0.2

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18
Cracking strain

(a)

1.2

0.8

0.6
0.4 /
0.2

0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016
Compressive plastic strain

(b)

Figure 4. Tensile concrete damage model (for 10 mm element size): (a) compressive concrete damage
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models; (b) proposed by [45].

2.3. Bond-Slip Model for Concrete—Steel Reinforcement and Concrete~CFRP

To predict the ultimate shear capacity of an RC beam shear-strengthened with EB-
FRP, the interaction between concrete and FRP composites should be defined precisely;
otherwise, the software cannot identify the potential failure modes between concrete and
CFRP, such as debonding and delamination. Early simulations assumed a perfect bond
between the components of such beams, resulting in overestimation of the load-carrying
capacity of the specimens. In addition, the perfect bond model between concrete and
EB-CFRP has an effect on the distribution, direction, and position of shear cracks, leading to
incorrect debonding and delamination. Because no slips were observed between concrete
and longitudinal bars, a perfect bond model was assumed between the concrete and the
longitudinal steel reinforcement. As for the bond between the concrete substrate and
EB-CFRP, a two-dimensional, four-node cohesive element (COH2D4) that could capture
both debonding and delamination failures in the model was implemented in ABAQUS.
To define the properties of the cohesive elements, a simplified bond-slip law introduced
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by [48] was implemented in this study (Figure 5). The ascending and softening parts of the
bond-slip curves were defined as follows:

S .
T:Tnmx‘/glfsgso (7)

T= Tmaxe_“(%_l) ifs>s) (8)

2— (w /(sfsin[j))

here sg = 0.0195Bu fi, G = 03080 \/fr, & = — 1, P = || 20— 2
where s ,Bwft f ,Bw \/ﬁ 9 } Gf50 _% /Sw 1+(wf/(sfsin[3)) ’
fibre orientation. In the direction normal to the cohesive layer, which is representative of
interface delamination, the following model was implemented for the cohesive layer to

estimate the initial stiffness:

and § =

1

teoncrete tepoxy
Econcrete Ee;voxy

Kun = (9)

where feoncrete is the substrate thickness of concrete, tepoxy is the thickness of epoxy, and
Econcrete and Eepoxy are the concrete and epoxy moduli of elasticity, respectively. The
maximum tensile strength normal to the cohesive layer was also assumed equal to the
maximum strength of concrete in tension.
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Figure 5. Bond-slip model between concrete and CFRP proposed by [48].
2.4. Modelling Internal Steel Reinforcement and EB-CFRP

To model the internal steel reinforcement and the external CFRP fabric, two-node 2D
truss elements (T2D2) were implemented in the current study. Details of the simulation are
illustrated in Figure 6. The elastic—plastic material was assigned to the steel reinforcement
where bilinear response of the stress—strain behavior of steel bars in tension was assumed
instead of nonlinear behavior after reaching the elastic limit to reduce calculation time
(Figure 7a). As for EB-CFRP, the material was considered elastic until rupture in such a
way that CFRP fibres could contribute to shear resistance through their tensile strength
(Figure 7b) while their compression strength was zero. Based on [40], it was assumed that
when FRP wrap is modelled by truss elements, the space between truss elements should

I
be approximately Sy = % to achieve reasonable agreement with continuous FRP fabrics.
Therefore, the space between the truss elements modelling CFRP fibres was set to 10 mm,
10 mm, and 5 mm for large, medium, and small beams, respectively.
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Figure 6. 2D simulation of the strengthened RC T-beams and their defined elements in ABAQUS.
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Figure 7. Stress—strain relation for (a) steel reinforcement and (b) CFRP fabrics.
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3. Experimental Investigation

Nine RC T-beams without steel stirrups were selected from the experimental tests
(control and strengthened using EB-CFRP) conducted by [39] to investigate the size effect
by means of FEA. In addition, this study assessed the impact of increasing the rigidity of
EB-CFRP on its contribution to the shear resistance of RC beams. The results are presented
in terms of (1) load-deflection responses, (2) strain profiles along the normalized diagonal
shear cracks, (3) strain profiles along the fibre direction, and (4) variation of interfacial shear
stress profiles along the cohesive layer. Details of the geometry, steel reinforcement position,
and configuration of EB-CFRP are illustrated in Figure 8. These beams were grouped into
three series of RC T-beams that were geometrically similar, but of different sizes: large,
medium, and small, abbreviated as L, M, and S, respectively. One beam in each series
was not strengthened and served as a control beam. The specimens were subjected to a
three-point loading scheme. The geometry and properties of the nine selected specimens
are presented in Table 1.

745
| 6-M10 508
[ . 0 4 - o] - 5 M10
& O ™
:.1
L'y
i " i ]
b i il
e . of ix2M - i !
e i i
‘,7— 2% 25M e o U-wrap CFRP sheets dem==td ) o=\ 1o
U-wrap CFRP sheets 25,
e L] L 152 | . Chamfer
U-wrap CFRP A -

sheets

Large size beams (L)

275

Chamfer
Medium size beams (M) Small size beams (S)
(a)

Load
Continuous EB CFRP U-wrap sheet

Strain gauges on longitudinal steel
Is

!
Beams ! Is
Small 3000 1580
Medium 4520 3110
large 6400 | 4430

1: total length of beams (mm); Is : distance between supports (mn)

(b)

Figure 8. Details of beams: (a) cross-sections of large, medium, and small specimens (mm) and (b)
elevation of beam and position of three-point loading ([39]).
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Table 1. Geometry and property of material in studied beams.

Series
S0-Con S0-1L S0-2L
Specimen S.50.Con M.S0.Con L.S0.Con S.50.1L M.S0.1L L.S0.1L S.50.2L M.S0.2L L.S0.2L
f! (MPa) 30 30 30 30 30 30 30 30 30
a/d 3 3 3 3 3 3 3 3 3
Beam length, mm 3000 4520 6400 3000 4520 6400 3000 4520 6400
j3
I Flange height, 5, mm 55 102 150 55 102 150 55 102 150
g
Lg) Flange width, by, mm 270 508 745 270 508 745 270 508 745
Web height, h,,, mm 165 304 455 165 304 455 165 304 455
Web width, b, mm 95 152 275 95 152 275 95 152 275
Shear span 525 1050 1575 525 1050 1575 525 1050 1575
- . 2 x M15 + 6 x M30 + 2 x M15 + 6 x M30 + 2 x M15 + 6 x M30 +
Tensile bars 2xMi0 XMy s 2xMi0 XMy s 2xMi0 XMy s
Tensile yielding stress, MPa  420-440 470 420-470 420-440 470 420-470 420-440 470 420-470
z MOd“‘“SG‘l’f:g?‘C“Y Es 175-200 200 210-200 175-200 200 210-200 175-200 200 210-200
m
3 Compressive bars 4% §8 6xMI0 6 xMIO 4% 8 6xMI0 6 x MI10 4% ¢8 6xMI0 6 x MI10
Compressive yielding 650 440 440 650 440 440 650 440 440
stress, MPa
Modulus of elasticity E;, 215 200 200 215 200 200 215 200 200
GPa (C)
Configuration - - - Ct-U Ct-U Ct-U Ct-U Ct-U Ct-U
8 Thickness of fabrics, - - - 0.066 0.107 0.167 0.132 0214 0.334
E tcprp, mm
(] ..
E Modulus of elasticity R B ~ 231 231 234 231 231 234
) E;, GPa
|9
S Tensile strength, MPa - - - 3650 3650 3793 3650 3650 3793
Number of layers - - - 1 1 1 2 2 2

4. Validation with Experimental Tests

As mentioned earlier, the simulated model has been validated by the experimental
tests carried out by [39]. The element size for discretization of the small beams (one- and
two-layer strengthening) and the control beam was 5 mm, 10 mm, and 10 mm for small,
medium, and large beams, respectively. These sizes have shown good agreement between
numerical and experimental results.

4.1. Failure Modes, Crack Patterns, and Ultimate Load-Carrying Capacity

Negative strain shows as compression in concrete, which mainly occurs around the
supports and the load plate. Figure 9 shows the numerical results, which illustrate the main
shear crack distributions in all strengthened beams by means of the principal logarithmic
plastic strain in the plane of the beams. As shown in Figure 9, regardless of size, the
patterns of shear cracks for small, medium, and large beams strengthened with two CFRP
layers were similar (Figure 9a,c—e), starting in the mid-depth of the web and extending to
the support and the web/flange intersection to propagate horizontally towards the load
plate. The results for the medium and large strengthened specimens with one CFRP layer
(Figure 9b—d) followed the same trend.
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Figure 9. Cont.
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Figure 9. Crack pattern obtained from simulation in ABAQUS for specimen at complete failure: (a) spec-
imen 5.50.2L; (b) specimen M.S0.1L; (c) specimen M.S0.2L; (d) specimen L.S0.1L; (e) specimen L.S0.2L.

Experimental tests of the control beams (small, medium, large) showed similar crack
angle patterns with one single diagonal shear crack, appearing as a crack band at mid-
height of the web and propagating toward the web soffit (support) and the flange (load
application point) of the beam. As shown in Figure 10, the maximum crack angle occurred
at mid-depth of the beams and then decreased as the crack extended towards the support
and the load application point. The crack patterns predicted through numerical analysis
were in good agreement with experimental results (Figure 10a-d). The failure thresholds of
the control specimens with increasing load are presented in Table 2.

(©

Figure 10. Crack pattern obtained from FEA and experimental testing for control beams at ultimate
states: (a) S.0L.Con; (b) M.OL.Con; (c) L.0L.Con.
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Table 2. Failing procedure of control specimens as increasing load for experimental and numerical tests.

Imposed Load
Experimental Test Numerical Prediction
Specimen Failt(llzeN Ifoad Shea:;'( gl)'acks Fail:ll:; I)“oad Shea(;( 1(\_‘Ir)acks Py /Pesy,
5.50.Con 58 19 (31%) 62 25 (40%) 1.06
M.S0.Con 130 45 (35%) 128 60 (46%) 0.98
L.S0.Con 283 73 (25%) 293 89 (30%) 1.03

Note that the flexural and shear cracks in the small and medium specimens occurred
at approximately the same ratio of the ultimate loads. However, this ratio decreased
considerably for large beams, indicating the possible existence of a size effect in large
specimens that reduced their shear strength capacities as depth increased. Numerical
results showed that the ultimate load of the medium beam was 106% higher than that of
the small beam, and that the ultimate load of the large beam was 372% and 128% higher
than those of the small and medium ones, respectively. The failure loads occurred at 62,
128, and 293 kN, whereas shear cracks formed at 25 kN, 60 kN, and 89 kN applied loads
for small, medium, and large beams, respectively. This was in good agreement with the
experimental results (see Table 2). Single diagonal shear cracks formed in control beams
(small, medium, and large), giving rise to shear failure in all specimens. This confirms
the results obtained by [49]. Moreover, based on the experimental results, the shear crack
angles in small, large, and medium beams were 42°, 37°, and 24° respectively, which are
comparable with the numerical results (Figure 10a—d).

As shown in Figure 10, crack patterns in all control specimens were similar regardless
of specimen size. However, the large beams featured more distributed minor cracks,
probably due to wider cracking and the resulting loss of aggregate interlock (Figure 10c).
Delamination of the interface layer occurred in all strengthened specimens when the
stresses normal to the interface layer exceeded their maximum resistance (2.3 MPa). The
delamination started from the top edge of the CFRP wrap located at the web/flange
intersection and then extended horizontally and propagated vertically towards the top
parts of the main diagonal shear crack. The stress normal to the interface layer at the
web/flange intersection exceeded 2.3 MPa, which is the maximum strength in the normal
direction of the interface layer.

As beam depths decreased from 525 mm to 350 mm and then to 175 mm, the behavior
of the specimens changed from brittle to ductile, as indicated by the load-deflection response
with a plateau (Figure 11a). Numerical results commonly overestimate the load-carrying
capacity of a beam by approximately 6% because the bond between longitudinal bars and
concrete is assumed perfect and an implicit dynamic is implemented to solve the model,
thus amplifying deflection and load in the dynamic analysis [35,40]. However, as long as
the parameters in the dynamic analysis are defined appropriately (time increment, loading
time, and loading scheme), it can be an appropriate replacement for static analysis [35,40].
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Figure 11. Numerical vs. experimental load-deflection response: (a) control beams; (b) beams

strengthened with one CFRP layer; (c) beams strengthened with two CFRP layers.
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The results of the numerical and experimental tests are summarized in Tables 3 and 4
in terms of ultimate load (Pyax), deflection at Py, shear contribution of CFRP (Vcrgp),
shear gain due to CFRP (Gcrrp), maximum shear force (V7), maximum shear stress in the
section v = Vr/(by % d), loss of shear stress in medium and large specimens with respect
to the small beam v (%), and ultimate strain contributed by CFRP fabrics in each specimen.

Table 3. Comparison between experimental and numerical results in terms of load deflection and
ultimate shear strength contributed by concrete and CFRP fabrics.

Piax (KN) Apyay(mm) Vi(kN) Verrp (KN) Failure Mode

Specimens Exp. Num. Exp. Num. Exp. Num. Exp. Num. P/ Prnax Exp. Num.
5.50.Con 58 62 1.8 1.9 38 41 - - 1.06 Shear Shear
M.S0.Con 130 128 2.6 3.1 86 85 - - 0.98 Shear Shear
L.50.Con 283 293 3.7 4 182 189 - - 1.03 Shear Shear
S.50.1L 93 98 5.4 5.2 62 65 23 24 1.05 Shear Shear
M.S0.1L 189 195 42 3.9 125 130 39 45 1.03 Shear Shear
L.S0.1L 518 550 7.1 7.2 334 354 151 165 1.06 Shear Shear
S.50.2L 106 112 49 4.23 71 75 32 34 1.05 Shear Shear
M.S0.2L 191 202 41 4.8 127 134 40 49 1.05 Shear Shear
L.S0.2L 506 543 7.5 8 326 349 144 160 1.07 Shear Shear

Table 4. Comparison between numerical and experimental results in terms of shear gain and loss.

Loss in Shear Stress

ShearF?{Ia’i?)/l?ue to Shear Stress in Concrete  with Respect to Control
? Beam (v%)
Specimens Exp. Num. Exp. Num. Exp. Num.
5.50.Con - - 2.31 2.46 - -
M.S0.Con - - 1.62 1.59 30 35
L.S0.Con - - 1.26 131 45 47
S.50.1L 60 58 3.71 391 - -
M.S0.1L 45 52 2.35 2.44 37 38
L.S0.1L 83 87 2.31 245 38 37
5.50.2L 84 83 4.26 4.51 - -
M.S0.2L 47 58 2.38 2.51 44 44
L.s0.2L 79 85 2.26 241 47 47

4.2. Load-Deflection Responses

Figure 11 compares the experimental and numerical results in terms of ultimate load-
carrying capacities and displacements for the nine specimens. Note that shear strengthening
with EB-CFRP fabrics showed higher levels of strength in specimens strengthened with
one layer by about 58%, 52%, and 88% for small, medium, and large beams, respectively,
with respect to control beams. Furthermore, the deflections corresponding to the maximum
load (Apmax) of specimens strengthened with one EB-CFRP layer increased by 173%, 25%,
and 80% with respect to control beams, which could be attributed to the fact that CFRP
fabrics control the deflection of specimens (Figure 11). Nevertheless, by adding two CFRP
layers, no considerable additional deflections were observed in the specimens compared to
those strengthened with one layer. The results of the load-deflection data obtained from
numerical analysis are highly comparable with experimental observations, showing that
the simulated model can predict laboratory tests with high accuracy.
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5. FE Simulations and Results

This section is dedicated to FE simulations and analyses. The results are presented in
terms of (a) shear strength for control and strengthened beams, (b) distribution of strain on
the fibres along the diagonal shear crack, and (c) strain distributions along the CFRP fabric
and interfacial shear stress at the cohesive layer.

5.1. Shear Strength and Loss in Control and Strengthened Beams

This section presents the FEA results for shear strength and shear loss due to the size
effect. The size effect had an impact on strengthened beams in the way that the shear stress
contributed by CERP fabric decreased in specimens strengthened with one CERP layer, from
1.45MPa in §.50.1L to 1.14 MPa in L.S0.1L. Table 4 compares the numerical and experimental
results. The specimens of the third series, which were strengthened by two layers, resulting
in higher CFRP rigidity, showed similar results, with shear stress decreasing from 2.05 MPa
in S.50.2L to 1.1 MPa in L.S0.2L. As illustrated in Figure 12, adding a second layer of
EB-CERP increased the shear stress in the small beam before delamination by 30%, that is,
from 1.45 MPa to 2.05 MPa. This gain in shear stress decreased in the medium specimen
by 7% and in the large specimen by 3%, indicating that the size effect has an impact on
the shear stress contributed by both concrete and CFRP. Nevertheless, more investigations
are required to clarify the relation between the size effect and the rigidity of CFRP as the
specimen dimension increases.
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Control beams One layer Two layers
Specimens

Figure 12. Shear stress contributed by concrete and CERP fabric (FE results).

5.2. Distribution of Strain on the Fibres along the Diagonal Shear Crack by FEA

Assessing the strain profile along the main diagonal shear crack resulted in a better
understanding of the behavior of fibres and their contribution to shear strengthening as
the size of specimens and the rigidity of CERP fabrics increased. By evaluating the strain
distribution along the shear crack path, it is possible to locate the maximum crack width
and to understand how debonding and delamination occur on both sides of the crack.
The main diagonal shear cracks had an almost linear pattern for specimens strengthened
with two layers of CFRP fabric and a semi-parabolic shape for those strengthened with
one CFRP layer (Figures 9 and 10, respectively). Because the strain distribution on the
fibres along the main diagonal shear crack constitutes the basis on which the distribution
factors for the strain are established, the response of the strain in fibres intersected by the
normalized shear crack is evaluated in this section. Note that the distribution factor Dggp
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introduced by [50] is a function of the average strain on the fibres intercepted by the shear
crack and the maximum strain experienced by fibres at a specific load, as follows:

Y1 €FRP,

Drrp = (10)

N€max

where erpp; is the strain in the ith specific fibre intercepted by the shear crack, # is the
number of fibres crossed by the diagonal shear crack, and €,y is the maximum strain
experienced by the fibre at ultimate state.

The formula introduced by [51] for the shear contribution of EB-FRP is:

hy . (cotf + cotB)sinf
Sf

Vf = fo,ftfwf (11)
where f, is the effective stress in the FRP intercepted by the main shear diagonal shear
crack that can be obtained through the distribution factor (Drgp) given by [40].

fre = Erefe = EfemaxDrrp (12)

in which ey, is the effective strain in FRP wrap, Ey is the FRP modulus of elasticity, and
Drrp is the distribution factor obtained from Equation (10).

As shown in Figure 13a—f, the strain distributions along the shear crack are illustrated
by four displacement levels corresponding to four phases: (1) the crack initiates at mid-
depth of the web, (2) all fibres intercepted by shear cracks are in active phase (experiencing
strain) just before initiation of delamination at the tip of the crack, (3) delamination at
the cohesive layer is already formed and developed at mid-distance of shear crack paths
(effective bond lengths start to decrease), and (4) one of the fibres intercepted by the shear
crack is exposed to maximum strain during the loading process.

Regarding the series of small specimens, as displacements reached 2.23 mm and
2.79 mm in specimens strengthened with one and two layers, respectively, the shear crack
initiated at mid-distance of the shear crack path from the end of the normalized distance.
Then it propagated toward the bottom edge of the beams and the edge of the intersection
between webs and flanges. When the displacements at the loading points reached 3.92 mm
and 3.81 mm, the maximum strains on CFRP fabrics were 0.00637 and 0.00246 in S.S0.1L
and S.50.2L, respectively (Figure 13a,b). At this stage, shear cracks had completely formed,
and all the fibres intersected by shear cracks were in the active phase (from the tips to the
ends of the shear crack). The strain values on fibres intersected by the shear crack on the
top part of the crack then dropped suddenly to zero due to delamination and to the short
bond length compared to the bottom part of the crack. During that process, the cracks at
the edge of the intersection between the flange and the web propagated horizontally.

The maximum strains experienced by fibres before entirely losing the CFRP shear
contribution were 0.00866 and 0.00266 in S.50.1L and S.50.2L, respectively. These values
are in good agreement with the corresponding experimental results—that is, 0.00714 and
0.00216, corresponding to 45% and 13% of CFRP ultimate strain, respectively. Note that the
values of strains on fibres obtained from numerical analysis are larger than those obtained
from experimental tests because dynamic implicit analysis was used to solve the models
from which the amplified strains were recorded, whereas such an amplification did not
exist in the static analysis [40]. Furthermore, strain gauges installed on EB-CFRP fabrics
measure the average strains, which are lower than the maximum strain obtained from
FEA [35]. For the medium beams, shear cracks appeared at mid-distance of the shear crack
path when displacements at the loading points reached 3.36 mm and 3.15 mm in beams
strengthened with one and two layers of CFRP fabric, respectively. When the displacements
reached 4.73 mm and 5.44 mm in M.50.1L and M.S0.2L, respectively (Figure 13c,d), the
main diagonal shear cracks in both specimens became complete, and at this stage, all
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Strain distribution along the fiber

0.003

0.0025

0.002

(=]
(=3
S
—_
W

0.001

0.0005

fibres crossed by shear cracks (from the tips to the ends of the cracks) experienced stress
and strain.

The maximum strains experienced by the fibres just before delamination were 0.0032
and 0.0033 in M.S0.1L and M.S0.2L, respectively, as presented in Figure 13c,d, representing
20% and 21% of the ultimate strain of the fibres. After these maximum strains were reached,
an inactive zone where more fibres lost their contribution to shear strengthening (zero
strain) developed at the support. The maximum strains obtained from numerical analysis
were in good agreement with experimental results (i.e., 0.00248 and 0.0027 in M.S0.1L
and M.S0.2L, respectively). The same scenario was observed for the large specimens,
from the initiation of shear cracks to the complete failure of EB-CFRP. Therefore, all fibres
were in active modes as complete shear cracks formed, and at this stage, displacements
reached 7.26 mm and 8.27 mm in L.S0.1L and L.S0.2L, respectively (Figure 13e,f)), just
before delamination.
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Figure 13. Distributions of strains on fibres crossed by normalized distance along the main diagonal
shear path: (a) specimen S.50.1L; (b) specimen S.50.2L; (c) specimen M.S0.1L; (d) specimen M.S0.2L;
(e) specimen L.S0.1L; (f) specimen L.S0.2L. Phase 1: initiation of main diagonal shear crack. Phase 2:
all the fibres intersected by shear crack in an active phase. Phase 3: development of the loss of the
shear contribution of the fibres at tips of the shear crack. Phase 4: the maximum strain recorded on
fibres before the complete loss of the shear contribution of the fibres at the top part of the shear crack.

The maximum strains experienced by the fibres were 0.00415 and 0.00161 in L.S0.1L
and L.S0.2L, respectively, which were very close to experimental values (0.00369 and 0.0016,
respectively). Therefore, the maximum strains reached on EB-CFRP in large specimens
(L.S0.1L, L.S0.2L) decreased in comparison to small beams by 53% and 40% in beams
strengthened with one and two layers, respectively, resulting in a size effect on both
concrete and CFRP shear contributions. Likewise, in the control beams (Figure 10a—c),
the pattern of shear cracks at the final states in strengthened specimens as obtained from
numerical analysis was in good agreement with experimental tests, confirming that the
assumptions applied for simulation were accurate (Figure 9a—e).

5.3. Strain Distributions along the CFRP Fabric and Interfacial Shear Stress at the Cohesive Layer

By evaluating the strain distribution on fibres along with the normalized distance of
the crack path, it is possible to locate the maximum vertical crack width. Those fibres that
experience more strain before losing their shear contributions are located at the maximum
crack width. Moreover, the vertical width of the crack can be calculated by summation of
the interfacial slip along the two sides of the crack and the deformation of the CFRP fabric
in the debonding area [35]. Therefore, after the maximum crack width was located and
calculated, the strain distribution and the interfacial shear stress along the fibre intersected
by the shear crack at its maximum width were evaluated to further investigate the size
effect on the shear contribution of EB-CFRP.

The FEA strain profile along the fibre and the shear stress profile along the interface
layer for L.50.1L and L.S0.2L are presented in Figure 14a,b and Figure 15a,b, respectively.
The results are presented in terms of strain development along the fibre direction and the
interfacial shear stress along the interface layer in which debonding can be observed. Each
graph shows the strain distributions and the interfacial shear stress at six displacement
stages, in which the first three steps are related to initiation and development of the
shear crack just before delamination, and the next three steps represent the initiation of
delamination to complete loss of strain in the fibre. This yields six curves corresponding to
six levels of displacement. As shown in Figure 14a,b and Figure 15a,b, there is a similarity
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between the strain distribution along the main fibre direction and the strain response
obtained from the pullout tests.
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Figure 14. Strain profile and interfacial shear stress along the fibre and interface layer intercepted by
maximum crack width (specimen L.S0.1L).
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Figure 15. Strain profile and interfacial shear stress along the fibre and interface layer intercepted by
maximum crack width (specimen L.S0.2L). Steps 1,2,3: the initiation and development of the shear
crack just before the delamination procedures. Step 4,5,6: the procedure from the initiation of the
delamination to the complete loss of strain in the fibre.

As soon as the shear crack appeared in L.S0.1L at 5.6 mm displacement, the fibre
started to contribute to shear resistance. By increasing the load and the corresponding
displacement, the amount of strain increased to a maximum of 0.00415. The maximum
strain occurred at mid-depth of the specimen and then decreased gradually toward the top
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edge of the web/flange intersection. The amount of strain experienced by the lower part
increased more than that on the top edge of the fibre because there was more effective bond
length in the bottom crack part of the U-wrap configuration, in which the fibres below the
shear crack were fixed.

Note that at the peak of the strain profile and when strain was constant, interfacial
shear stress was zero, indicating the delaminated zone. At the third stage, during develop-
ment of the delaminated area, this zone propagated in the top part of the crack, as evidenced
by zero interfacial shear stress and zero strain in the strain profile (Figures 14 and 15). As
the displacement reached 12.37 mm, complete delamination occurred in specimen L.S0.L1,
and likewise in specimen L.50.2L. In addition, the amount of strain on the fibres along the
main diagonal shear crack decreased in all specimens strengthened with two CERP layers
compared to specimens strengthened with one CFRP layer. Unlike the medium specimens,
where increasing rigidity did not significantly change the maximum strains on the fibres,
the maximum strains in all the small and large specimens (strengthened with one and
two CERP layers) decreased with increasing size, indicating the existence of an additional
size effect on CFRP shear contribution. However, there is a need for more investigations
regarding the relation between the size effect and the increase in CFRP rigidity. To compare
maximum strain results on the contribution of CFRP fabrics to the ultimate specimen shear
strength, the following dimensionless value Vr/ (b, x d X f!) was introduced [34]. This
formula defines a dimensionless unit of the ultimate shear capacity of the beam versus the
maximum strain on fibres. Therefore, it can evaluate the impact of the size effect on the
ultimate specimen shear capacity (Figure 16a,b).

The maximum vertical strains were measured at the widest parts of the shear cracks.
As shown in Figure 16a,b, both small specimens (5.50.1L, 5.50.2L) showed more shear
contribution of EB-CFRP than the medium and large beams. This confirms the existence of
a size effect because it was expected that by increasing beam size and consequently FRP
bond length, more FRP shear contribution should be obtained. In addition, despite their
longer effective bond lengths, large specimens experienced less vertical strain on the fibre
than small specimens, which confirms the results of previous investigations [34,39] that as
beam size increases, the shear strength contribution of CFRP decreases.

In conclusion, absorption of vertical strains through the fibres is greater in smaller than
in larger specimens despite the fact that both beam sizes have the same ratio of CFRP fabric.
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o
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X Y S VS
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X
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<
. 004 ............................................................................................
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Figure 16. Cont.
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Figure 16. Correlation between maximum dimensionless shear capacity of specimens versus maxi-
mum strain along the fibre: (a) specimens strengthened by one layer of CFRP fabric; (b) specimens
strengthened by two layers of CFRP fabric.

6. Conclusions

This research study has reported on advanced FE modelling of RC beams strengthened
in shear with EB-FRP fabrics, with emphasis on the size effect on the shear contribution
of RC beams shear-strengthened with EB-CFRP. The results obtained from FEA were in
good agreement with the experimental results. Nine RC-T beams (three control beams and
six strengthened beams in shear with EB-FRP) were simulated in ABAQUS. The results
obtained from the numerical model were related to shear crack patterns, load-deflection
curve, shear stress contributed by concrete and CFRP fabric, distributions of strains on fibres
crossed by normalized distance along the main diagonal shear path during the loading
process, and correlation between maximum dimensionless shear capacity of specimens
versus maximum strain along the fibres, demonstrating that the proposed FEA is capable
of capturing the response of the RC-T beams with high accuracy if the assumptions are
defined properly. Furthermore, compared to experimental tests, FEA provided more precise
observations and parameters during loading. The following conclusions can be drawn
from this study:

e By increasing the rigidity of EB-CFRP in small specimens, the shear contribution of EB-
CFRP showed a considerable increment, but in large specimens, EB-CFRP experienced
a reduction in its absorption of shear stress due to the size effect.

e  Delamination on the top parts of the diagonal shear cracks was the dominant failure
mode compared to debonding, especially in medium and large specimens strength-
ened with EB-CFRP fabric.

e Areduction factor to account for size effect is of paramount importance. The reduction
factor could be incorporated either into the effective strain or into the distribution
factor, which are included in the model to express the shear contribution of EB-FRP.

e  The delamination failure initiated suddenly around the tips of the shear crack, where
the bond length was minimal.

e  Considering strain profiles and interfacial shear stress along with the fibres and the
interface layers, when the strain profile reached its peak value or became constant, the
interfacial shear stress became zero.
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Abstract: The quality of the fiber orientation of injection molding simulations and the transferred fiber
orientation content, due to the process-structure coupling, influence the material modeling and thus
the prediction of subsequently performed structural dynamics simulations of short-fiber reinforced,
thermoplastic components. Existing investigations assume a reliable prediction of the fiber orientation
in the injection molding simulation. The influence of the fiber orientation models and used boundary
conditions of the process—structure coupling is mainly not investigated. In this research, the influence
of the fiber orientation from injection molding simulations on the resulting structural dynamics
simulation of short-fiber reinforced thermoplastic components is investigated. The Advani-Tucker
Equation with phenomenological coefficient tensor is used in a 3- and 2.5-dimensional modeling ap-
proach for calculating the fiber orientation. The prediction quality of the simulative fiber orientations
is evaluated in comparison to experiments. Depending on the material modeling and validation
level, the prediction of the simulated fiber orientation differs in the range between 7.3 and 347.2%
averaged deviation significantly. Furthermore, depending on the process—structure coupling and
the number of layers over the thickness of the model, the Kullback-Leibner divergence differs in a
range between 0.1 and 4.9%. In this context, more layers lead to higher fiber orientation content in
the model and improved prediction of the structural dynamics simulation. This is significant for local
and slightly for global structural dynamics phenomena regarding the mode shapes and frequency
response behavior of simulative and experimental investigations. The investigations prove that the
influence of the fiber orientation on the structural dynamics simulation is lower than the influence
of the material modeling. With a relative average deviation of 2.8% in the frequency and 38.0% in
the amplitude of the frequency response function, it can be proven that high deviations between
experimental and simulative fiber orientations can lead to a sufficient prediction of the structural
dynamics simulation.

Keywords: short-fiber reinforced thermoplastic components; injection molding simulation; fiber
orientation; structural dynamics; material modeling

1. Introduction

Short-fiber reinforced thermoplastics are an essential group of engineering materials
in modern vehicle powertrains due to their significant lightweight potential. Under Noise-
Vibration-Harshness (NVH) aspects, short-fiber reinforced plastics offer good vibration
isolation and thus noise isolation behavior. This is due to the favorable stiffness and damp-
ing behavior. For efficient prediction of the stiffness and damping of short-fiber reinforced
plastics, established material models are based on multi-stage homogenization methods.
The principle of all methods is that the microstructure and thus the properties of the com-
posite are described with mathematical-physical models. Thereby, the consideration of
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the fiber orientation via the process-structure coupling is fundamental. By conditioning
the material models with direction-dependent properties, discrete material parameters are
assigned to each element of the simulation depending on the local fiber orientation tensor.
Therefore, the quality of the prediction of the fiber orientation in the injection molding
simulation influences the prediction quality of the structural dynamics simulation. Further
information corresponding to the homogenization methods and the process—structure
coupling is provided in [1-8]. Glaser shows in [9] that the prediction quality of structural
dynamics simulations of a short glass fiber reinforced thermoplastic intake pipe can be
significantly increased by considering the fiber distribution and thus the anisotropic stiff-
ness and damping. The main focus of this study is on the procedure and advantages of the
process—structure coupling. However, information and boundaries to calculate the fiber ori-
entation are not provided. Studies by Schmachtenberg et al. [10] additionally use advanced
experimental methods to calibrate the simulation models. Arping [11] and Kremer [12] use
a similar method to homogenize the properties of the fiber-reinforced plastic component
and recalibrate the models of the structural dynamics simulation through reverse engineer-
ing. Thereby, material modeling is the focus of the research. The simulative fiber orientation
is considered a fixed boundary condition. The disadvantage is that errors caused by an
insufficient simulative fiber orientation are compensated by the reverse engineering of
the material model. Influences on the results caused by the quality of the simulative fiber
orientation are largely not considered. State-of-the-art extended approaches additionally
pursue the consideration of the material properties depending on the boundary conditions,
such as frequency, temperature or humidity. There exists a large number of publications
dealing with the structural dynamics design of fiber-reinforced plastic components under
NVH aspects [13-18]. However, all existing publications have in common that the reliable
prediction of the fiber orientation in the injection molding simulation is assumed. The
boundary conditions and fiber orientation models used by the injection molding simu-
lations are mainly not explained. However, there can be significant differences in the
prediction quality of the fiber orientation, depending on which fiber model is used and how
the models are calibrated. Furthermore, as a result of the process—structure coupling, there
is always a loss of information about the fiber orientation between the injection molding
model and the finite element (FE) model, which is not sufficiently considered in existing
publications [1].

The aim of this research is to investigate the influence of the fiber orientation from
the injection molding simulation on the resulting structural dynamics FE simulation of
short-fiber reinforced thermoplastic components. In the first section of this paper, the state
of art and the applied method for calculating the fiber orientation using injection molding
simulations are explained. Furthermore, the method used to investigate the influence of
the fiber orientation on the prediction quality of the structural dynamics simulation is
presented. In the last section, the results of the simulative and experimentally investigated
fiber orientation, as well as the prediction quality of the corresponding structural dynamics
investigations, are discussed.

2. State of Art and Methods

In the first part of this section, the state of art for fiber orientation calculation with
injection molding simulations is discussed. Following the proposed method for the simula-
tive and experimental characterization of the fiber orientation is presented. In the last part,
the focus is on the method for the experimental characterization by modal analysis and
the structural dynamics simulation model of the short-fiber reinforced plastic components.
In this research, the proposed methods are implemented for two types of short-fiber rein-
forced thermoplastics. On the one hand, polyamide 6.6 (PA66) is a common engineering
plastic, and on the other hand, polyphthalamide (PPA) is a high-performance plastic, each
with 50 wt.% short glass fiber reinforcement (GF50) [19,20]. As a representative composite
component for investigating the influence of fiber orientation on structural dynamics, the
so-called engine bracket is investigated. In modern combustion engines, the engine bracket
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is mounted on the crankcase and transmits the powertrain-induced operating vibrations
into the vehicle structure. For further information about the functionality of the engine
bracket, please refer to [15-18,21,22].

2.1. State of Art of Injection Molding Simulations for Fiber Orientation Calculation

The prediction of the fiber orientation in injection molding simulations is based on the
so-called continuity equation according to Fokker-Planck [23,24]. This is derived from the
velocity field of the fluid and thus the hydrodynamic forces acting on the fiber. Extended
by a diffusion term to describe the fiber interaction in the fluid field, the Folgar—Tucker
equation [25] is formed:

il—lf = =V-(py) + DV, M)

1 corresponds to the fiber probability density function (PDF) at time ¢, V is the gradient
operator, p is the change of the fiber orientation and D; is the fiber interaction coefficient.
The first part of the equation can be summarized as a hydrodynamic term and the other
as a diffusion term. Applied to injection molding simulations of composite components,
solving Equation (1) is numerically extremely cost-intensive. For this reason, the PDF is
mainly substituted by an evolution equation of the fiber orientation tensor A:

dp _dA . h
PrT A=A +A ®
with
27T T
A=Ay = / / P (O, @) sin @IOID. ®)
0 0

Thus, Ah corresponds to the hydrodynamic part and Ad to the diffusion part of
the Folgar-Tucker Equation. Equation (2) is numerically stable for calculating the fiber
orientation of plastic components in injection molding simulations. On this basis, a large
number of publications exist which follow different approaches for the formulation of
the hydrodynamic and diffusive parts. Advani and Tucker formulate in [26] an extension
of the Fokker-Planck Equation to consider the rate of change of the second-order fiber
orientation tensor A, which is calibrated by a phenomenological approach via the parameter
C;. Huynh shows in [27] that the prediction of the calculated fiber orientation can be further
improved by a scalar reduction factor k. Wang et al. [28] extend this reduction factor by a
reformulation of the second-order fiber orientation tensor A through a decomposition of
the eigenvalues A and eigenvectors e. This forms the reduced strain closure (RSC) model,
which is an established method for calculating fiber orientation. A comparable established
approach is shown by Phelps and Tucker in [29], whereby the phenomenological parameter
Cj is replaced by a rotary diffusion tensor C. This forms the so-called anisotropic rotary
diffusion (ARD) model and thus the basis of advanced models [29-32]. An overview of
macroscopic fiber orientation models is discussed in [24].

Furthermore, the decomposition of the second-order fiber orientation tensor m;—;\’ is
dependent on the fiber orientation tensor of the next higher-order A:

Y _ fia). @

dt

Established methods use the formulation of a closure approximation. This approxi-
mation of the higher-order fiber orientation tensor Ay is based on mathematical assump-
tions [23,24,33]. In general, the increased information of the higher-order tensors is usually
not fully captured by the closure formulations. Advani and Tucker show in [26] a linear
summation of all products from the components of the second-order fiber orientation
tensor A;; and the Kronecker delta J;; to approximate the higher-order tensor. By neglect-
ing the linear terms, the quadratic closure is formed and by combining the linear and
quadratic approach, the hybrid closure is formed [26]. Furthermore, the so-called natural
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closure of Verleye and Dupret should be mentioned [34], where the fourth-order orientation
tensor Ay is defined as a function of the second-order tensor f (Al-]-). This forms the
basis of various advanced approximations methods [24,35]. Advanced models pursue
an exact formulation of the fourth-order fiber orientation tensor [36,37], the use of neural
networks [38,39], distribution reconstruction methods [23,33,40,41] or the reconstruction of
even higher-order fiber orientation tensors [33,42]. However, to ensure numerically cost-
effective fiber orientation calculations in injection molding simulation, hybrid or natural
closures are still widely used today [24]. An overview of existing closure formulations is
discussed in [23,24,33].

2.2. Methodology for Simulative and Experimental Fiber Orientation Investigations

According to the state of art, the Advani—Tucker Equation is used as the basis for
calculating the fiber orientation in this research. The hydrodynamic part is defined as:

Al (W-A—AW)+&D-A+AD-2A:D), ©®)

and the diffusion part as
- d
A =29-C°-(I—A), (6)

with W as vorticity tensor, ¢ as particle shape function, D as strain rate tensor, 7 as the
magnitude of the strain rate tensor and I as a unit tensor. C° corresponds to a phenomeno-
logical coefficient tensor for describing the fiber interaction and is calibrated through
experimentally determined fiber orientations. Thus, the diffusion part is equivalent to a
rotary diffusion approach by the appropriate definition of C°. To evaluate and calibrate
the phenomenological parameters of the injection molding model, uCT investigations are
carried out. For this purpose, material plates are created by varying the geometry or the
process parameters, and uCT specimens are investigated at selected positions according
to the fiber orientation. It is important to choose specimen positions that allow a repre-
sentation of the microstructure and thus a reliable investigation of the fiber orientation.
Under the usage of simple plate geometry, a small number of uCT specimens are taken
in an evenly distributed way. When transferred to the injection molding simulation of
short-fiber reinforced plastic components, significant differences in the prediction qual-
ity of the fiber orientation can occur [4,8,21]. As a result, extended methods include a
recalibration of the default parameters of the simulation in comparison to uCT specimens
taken from plastic components [8,43]. At the component level, uCT specimen positions are
selected with significantly different geometric or material-specific characteristics in order
to calibrate the simulation for robustness. The geometric aspects include, for example,
different wall thicknesses, ribs or triple points. This allows a direct recalibration of the
injection molding model. On the other hand, material-specific aspects are, for example, in-
or ejection positions or impact points of the plastic melt. These aspects allow a recalibration
of the injection molding model in case of process-related errors or damage analyses. Based
on the experimentally determined fiber orientations, the simulation model parameters
are calibrated with numerical or mechanistic methods. The injection molding material
model is sufficient if the deviation between simulated and experimentally determined fiber
orientation is minimized for several parameter variations [8,43]. Figure 1 schematically
shows the procedure for a multi-stage calibration of the calculated fiber orientation from
injection molding simulations.

In this research, injection molding simulations are performed using two commercial
software programs. On the one hand, 2.5-dimensional (2.5D) injection molding simulations
were conducted with the software CADMOULD®from SIMCON. The simulations were
conducted in the scope of contract simulations by PART Engineering respectively. Thereby,
the hydrodynamic part of the Advani-Tucker Equation equals a natural closure (NC)
formulation to approximate the fourth-order tensor A;j;. Furthermore, the fiber interaction

CN C

tensor C¥ = in the diffusion part depends on the alignment factor in the middle layer
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«g, in the boundary layer ag and on the rotational velocity factor . This corresponds to
the phenomenological coefficients in CADMOULD®, which are calibrated in comparison
to uCT results. The initial coefficient tensors Cé\,’ g 1\51 for the respective material S originating
from a database of the CADMOULD® software. These are defined as default values for both
the PA66GF50 and the PPAGF50 material as ax = 0.92, ag = 0.92, Br = 0.15. To maximize
the calculated information of the fiber orientation from the injection molding simulation,
10 elements are defined uniformly over each wall thickness. In comparison, 3-dimensional
(3D) injection molding simulations were conducted with the software MOLDFLOW®
from AUTODESK. The simulations were conducted in the scope of contract simulations
by Daimler Trucks AG respectively. Here, an orthotropic closure (OC) is defined in the
hydrodynamic part and the coefficient tensor C* = CO¢ depends on the scalar interaction
coefficient C; and the asymmetric coefficients of the rotational diffusion D;, D,, D3. This
corresponds to the phenomenological coefficients in MOLDFLOW®. The initial coefficient
tensors C()O,]'“:,I'fF originated from a database of the company BASF SE. These are defined as
default values C; = 1.0, D; = 1.0, D, = 0.8, D3 = 0.15. To maximize the fiber orientation
information from the injection molding simulation with MOLDFLOW®, 14 elements are
defined uniformly over each wall thickness.

Init. coefficient tensor
Default database

v5
CU
o Recalibration
uCT i dunti g . ion of deviati
Experimemaifiher{ Numerical fiber : - A; = min.
orientation tensor A°7 orientation tensor Aj v w5
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Duviation of arestation [eeree e
. i i
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Figure 1. Method for calibrating the calculated fiber orientation of injection molding simulations in
comparison to experimental uCT investigations.

To evaluate the prediction quality of the simulative fiber orientation, experimental
uCT investigations are evaluated in comparison at the plate and component level, as seen
in Figure 2. At the plate level, the uCT specimens are extracted equally distributed from
the plate geometry. The dimensions (length x width x thickness) of the plate geometry
are (180 mm x 180 mm X 2 mm). In comparison, uCT specimens at the component level
are extracted with a focus on geometric aspects of the engine bracket. As a result, a pCT
specimen is extracted from a side rib and the upper end of the bracket. The approximate
dimensions of the engine bracket are (215 mm x 135 mm x 135 mm) with a thickness of
the surfaces and ribs between 2-5 mm. In the current case, the dimensions of the pCT
specimens both at the plate and component level are approximate (5 mm x 5 mm x 2 mm).
Figure 2 provides an overview of the geometry on the plate and component level and
shows the specimen positions. For evaluation, Ajq corresponds to the component of the
second-order orientation tensor A;; in the main flow direction. Ay, corresponds to the
component transverse to the main flow direction and A3z to the component in the thickness
direction. Figure 2 schematically shows the evaluation directions of the components of the
second-order orientation tensor A;;. The uCT investigations are performed with the 3D-
nanoCT Phoenix Nanotom from GE Sensing Technologies GmbH. The fiber orientation is
evaluated using VGSTUDIO MAX software from Volume Graphics GmbH. To compare the
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simulative and experimentally determined fiber orientations, a process-structure coupling
to FE models of the geometry of the uCT specimens is performed. Regarding the injection
molding simulations, a discretization of 10 elements through the wall thickness of the FE
model is defined to ensure comparability. The process—structure coupling is performed with
the software CONVERSE® from PART Engineering GmbH. Figure 3 shows the proposed
approach for evaluating and recalibrating the simulative fiber orientation from injection
molding simulations in comparison to the experimental uCT results.

Figure 2. Geometry of the plate (a) and component level (b) and corresponding uCT specimen
positions (P1-P5, B1-B2). Evaluation directions of the fiber orientation (c).
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Figure 3. Proposed approach for calibrating and comparing the calculated fiber orientation of
injection molding simulations to experimental uCT investigations.

2.3. Methodology for Experimental and Simulative Structural Dynamics Investigations

To investigate the structural dynamics of the short-fiber reinforced plastic components,
modal analyses are carried out. Excitation of the system forces a structural response at
the resonant frequency. This is characterized by transfer behavior. The response function
represents the relationship between the out and input signals of the system. According to
existing investigations, modal analyses are carried out with an elastic bearing of the plastic
components [21]. The aim of the elastic bearing is that the impact effects of the surrounding
system on the plastic component are minimized. Thus, the stiffness and damping of
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the bearing are defined, that there is no superposition on the resonance frequencies and
amplitude of the response function of the plastic component. By applying the plastic
component with bearing in a climate chamber, the temperature and humidity can be
set reproducible.

The basis for the simulation of the structural dynamics of short-fiber reinforced,
thermoplastic components is the material model of stiffness, damping and viscoelasticity.
According to existing investigations, the Arbitrary-Reconsidered-Double-Inclusion (ARDI)
material model is applied [4]. This corresponds to a two-stage homogenization method of
the stiffness and damping from the properties of the composite. In the first step, the effective
stiffness and damping are calculated from the properties of the fibers, the matrix and the
interphase properties between them. In the second step, a material database is generated
by transforming the effective stiffness and damping tensors over a discrete number of fiber
distribution functions (ODF). An assignment of the properties is based on the minimum
error deviation between the discrete orientation tensors of the material database and the
orientation tensor of each element of the composite component. The orientation tensors of
the component are taken from corresponding injection molding simulations, Section 2.2.
Next, the geometry of the plastic component is discretized into an FE model. Here, the
number of elements of the discretized model controls the provided fiber orientation tensor
significantly from the injection molding simulation [1]. As a result, to investigate the
influence of the fiber orientation on the prediction quality of the structural dynamics
simulation, the surface mesh remains identical, and the number of elements over the wall
thickness is iteratively increased. In the last step, the boundary conditions of excitation and
bearing are modeled. To avoid additional simulative impacts, a two-dimensional node-force
excitation is applied. Furthermore, an unbound numerical bearing is assumed. Figure 4
provides an overview of the method for the experimental and simulative characterization
of the structural dynamics of the short-fiber reinforced plastic components.
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Figure 4. Method for the experimental and simulative characterization of the structural dynamics of
short-fiber reinforced thermoplastic components.

Figure 5a shows the experimental setup for investigating the structural dynamics
of the short-fiber reinforced, thermoplastic engine bracket by modal analyses in free-
supported bearing. The engine bracket is suspended with 4 aramid ropes. Preliminary
investigations confirmed that this leads to an optimum between stiffness and damping
of the bearing method and thus minimizes a reaction on the engine bracket [44-46]. An
electrodynamic shaker from BRUEL & KJAER type 4809 [47] is used for excitation. This
is equipped with a BRUEL & KJAER type 8001 impedance measuring head and stinger
to record the excitation force [48]. The structural dynamics response is recorded with a
3D laser vibrometer type PSV-500 from Polytec [49]. The measurement mesh consists of
145 scanning points with a focus on the qualitative evaluation of the mode shapes, as well
as quantitative evaluation of the force reaction function (FRF), as shown in Figure 5b. In the
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present case, the experimental FRF is defined as the ratio between the spatially averaged
acceleration spectrum of all scanning points on the front surface of the engine bracket and
the excitation force. The experimental modal analysis is performed at constant conditioning
of 23 °C and 0% relative humidity. To simulate the structural dynamics of the engine
bracket, the surface geometry is discretized into 137,128 elements in the first step, as shown
in Figure 5c. Next, the number of FE elements is varied via the component thickness to
investigate the resulting influence. The simulative FRF is defined as the ratio between the
spatially averaged acceleration spectrum of all nodes on the front surface of the engine
bracket and the excitation force, as shown in Figure 5d. Figure 6 shows the proposed
approach for evaluating and comparing the experimental and structural dynamics of the
short-fiber reinforced thermoplastic engine bracket.

Figure 5. (a) Setup for the experimental investigation of the structural dynamics of the engine bracket.
(b) Experimental scanning point mesh. (c) Simulative surface mesh of the engine bracket geometry.
(d) Evaluation nodes for simulative FRE.
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Figure 6. Proposed approach for the experimental and simulative characterization and comparison
of the structural dynamics of the short-fiber reinforced thermoplastic engine bracket.

3. Results

3.1. Simulative and Experimental Fiber Orientation Investigations

Figure 7 shows the experimental fiber orientation tensors (CT) in comparison to the
simulative fiber orientation tensors with CADMOULD® (CM) and MOLDFLOW® (MF)
over the normalized position for the initial coefficient tensors Cé\[g;&[ and Cool(fﬁ: for the
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material PA66GF50 and for an evaluation on plate level. For quantitative comparison of
the calculated fiber orientation with CM and MF to the CT results, the relative deviation of
the averaged fiber orientation tensors is shown in Table 1.
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Figure 7. Experimental (CT) and simulative (CM, MF) components of the fiber orientation tensor A;;
plotted over normalized position for PA66GF50 at plate level (P1-P5).

Table 1. Relative deviation of the averaged orientation tensors from experiment A;; c and simulation
Ajjcms Aijmr of PA66GFS0 on plate level (P1-P5).

Nr.
P1 P2 P3 P4 P5 Average
Comp.

An,cr — Al,em 8.9% 5.9% 2.9% 14.5% 4.0% 7.3%
A cr — Ancm 29.2% 21.9% 15.4% 60.4% 16.3% 28.7%
Aszzcr — Aszcm 16.9% 15.4% 4.5% 13.3% 15.5% 13.1%
An,cr — A1,mMF 6.2% 5.7% 6.9% 20.4% 7.4% 9.3%
A cr — A MF 21.9% 20.2% 18.9% 65.5% 11.3% 27.6%
Asz.cr — A3 MF 88.3% 91.9% 126.3% 117.4% 97.8% 104.4%

Figure 7 shows that the boundary layer equals the main part of the fiber orientation

tensor of the uCT results. Furthermore, the majority of the uCT results have a pronounced
middle layer. P1 and P4 even show a change in the main fiber orientation A1y cr, whereby
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the fibers in the middle layer are oriented transverse to the main flow direction. The
comparison between Ay cr, Ay cr and Aqq,cm, Ax,cm shows, in general, a good predic-
tion of the fiber orientation by the simulation with CM approach, as shown in Table 1.
The comparison between A1y c1, Az cr and Ay mr, Az mr shows a good prediction, too.
However, both the CM and MF results show, in general, that the development of the middle
layer is not sufficiently represented. On the one hand, according to the evaluation method,
elements are missing in the middle of the FE model. This results in a loss of information
in the process—structure coupling since only a weighted average of the calculated fiber
orientation tensor from the injection molding simulation is transferred [1]. On the other
hand, the Advani—Tucker Equation with the rotary diffusion approach only allows a
limited representation of the fiber orientation in the middle layer [8,34,38]. Furthermore,
Figure 7 shows that the component A3z ir has a high deviation compared to Asz c7. This
difference can be explained by the method used to calculate the fiber orientation of the
highly filled material coupled with the 3D modeling. As a result, the fiber orientation
tensor is not only influenced by the phenomenological coefficient tensors, but also by the
three-dimensional flow field and thus by the hydrodynamic part of the Advani-Tucker
Equation, see [8]. Figure 8 shows the experimental (CT) and simulative (CM, MF) fiber
orientation tensors for the coefficient tensors C(I)\’]g;\z, Cg %AlF for the material PA66GF50 at
the component level. Table 2 shows the corresponding deviations of the averaged fiber
orientation tensors.

_All.iifr — Az cr Agzer == Ayyep ~ Aggom ™ Aszem Ay mr Azzmr Az mr

Bl

T 09 +
g 0ne 4
4y \
Z 07 4 \,}"
]
= 06 + /)
Zos ¢ VY
=NiFa 3
<
= 03 + o~
E 02 4 :
g 01+
0+ — — + +
(1] 0.2 0.4 0.6 0.8 10 0.2 0.4 0.6 0.8 1
POSITION [-] POSITION [-]

Figure 8. Experimental (CT) and simulative (CM, MF) components of the fiber orientation tensor A;;
plotted over normalized position for PA66GF50 at component level (B1-B2).

Table 2. Relative deviation of the averaged orientation tensors from experiment A;; c and simulation
Ajjcms Aijmr of PA66GF50 on component level (B1-B2).

Nr.

Comp. B1 B2 Average
Aner = Anem 22.8% 7.9% 15.3%
A cr — Ancm 20.1% 29.0% 24.6%
Agzcr — Azzcm 20.7% 30.9% 25.8%
Ancr = Anmr 16.9% 9.4% 13.1%
Apcr — Axn,MF 16.3% 36.1% 26.2%
Aszcr — A3z MF 162.8% 281.2% 221.9%

Figure 8 shows the CT results of B1, where a pronounced boundary layer with a change
in the main fiber orientation occurs. In comparison, no middle layer can be identified.
Thus, a significantly different trend of the fiber orientation compared to the plate level
can be determined at specimen position B1. Figure 8 also shows that the fiber orientation
tensors of the CT result B2 are comparable to those in the plate level. Following this
allows a robust check of the injection molding simulations according to the calculated
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fiber orientation. Figure 8 shows differences in the prediction quality of the CM and
MF results compared to the CT results of specimen B1l. Thereby, the CM results show
a good prediction of the boundary layer, while the prediction of the MF results is not
sufficient. An inverse prediction quality can be identified for the middle layer. On the
other hand, the CM and MF results show a good prediction of the CT results at specimen
B2. Thus, it can be assumed that good predictions of the fiber orientation can be achieved
at the component level for similar flow conditions compared to the plate geometry. The
quantitative comparison between Ay ct, Ay cr and Ay cm, Azo,cm and Aqy pr, Ao MF
shows a sufficient prediction of the fiber orientation, Table 2. Furthermore, it can be shown
on the component level that Az yr has a high deviation compared to Az; cr. Finally, it
should be mentioned that both at the plate and component level, the prediction quality

of the CM and MF results could not be further improved by a parameter study of CII\]CCN}
and C?]Sul

Next, the robustness of the injection molding simulations is checked in the presence of
a material variation. Figure 9 shows the CT, CM and MF fiber orientation tensors for the
coefficient tensors C(’)\,] CCI\EI and Cgf/ﬁ_- for the material PPAGF50 at plate level. The CT results
show a small boundary and significant middle layer. Thereby, the CM and MF results show
a significant deviation compared to the CT results. It is assumed that this deviation is due
to the loss of information of the evaluation method and the process—structure coupling.
Further, the coefficient tensors C(I)\,]g}\i and C(?, gAZF are insufficient. The evaluation of the
relative deviation of A1qct, Axcr, A3z cr to Ar1,cm, Axn,cm, Asscm and A1y mr, Az, mE,
Aszz,mr also show an insufficient prediction of the fiber orientation, as shown in Table 3.
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Figure 9. Experimental (CT) and simulative (CM, MF) components of the fiber orientation tensor A;;
plotted over normalized position for PPAGF50 at plate level (P1-P5).

Table 3. Relative deviation of the averaged orientation tensors from experiment A;; c and simulation
Ajjcms Aijmr of PPAGF50 on plate level (P1-DP5).

Nr.
P1 P2 P3 P4 P5 Average
Comp.

An,cr — Al,em 14.9% 15.4% 19.0% 10.8% 10.5% 14.1%
At — Ancm 42.7% 49.6% 58.4% 29.4% 24.9% 41.0%
Aszcr — Aszcm 48.9% 40.9% 40.5% 27.8% 43.0% 40.2%
An,cr — A,mMF 18.2% 20.4% 19.9% 12.3% 10.7% 16.3%
A cr — A MF 37.9% 37.9% 44.4% 41.4% 30.6% 38.4%
Agz,cr = Asz,MF 232.9% 299.2% 300.2% 219.4% 232.4% 256.8%

Figure 10 shows the CT, CM and MF fiber orientation tensors for the coefficient tensors
Cg/]g}@ and COOE,}% for the material PPAGF50 at the component level. The CT results of Bl
show a significant boundary layer with a change of the main fiber orientation and a small
developed middle layer. The CT results of B2 show a pronounced boundary and middle
layer comparable to the PA66GF50. The comparison between CT and CM results shows

with the difference in the relative deviation of A (Aij,CT — Ajjc M) = 15.0% an improved
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prediction of the fiber orientation in comparison to the investigations at the plate level,
Tables 3 and 4. In this context, with a difference of A(Ajjcr — Ajmr) = —25.5% the
comparison between CT and MF results shows an increased deviation compared to the
plate level. Thereby, it can be shown that the boundary and middle layer of specimen
B1 are sufficiently predicted by the CM results but not by the MF results, as shown in
Figure 10. However, the CM and MF results show a comparable prediction of the fiber
orientation of specimen B2. The quantitative comparison between A1q ct, Ax 1, Ass.cr
and A11,cm, Ax,cm, Ass,cm shows a sufficient prediction of the fiber orientation, Table 4.
In this context, the comparison between All,CTr AZZ,CT’ A33,CT and All,MFf AZZ,MF/ A33,MF
shows an increased deviation due to the insufficient prediction quality of A3z r.
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Figure 10. Experimental (CT) and simulative (CM, MF) components of the fiber orientation tensor
A plotted over normalized position for PPAGF50 at component level (B1-B2).

A parametrical study of the coefficient tensor C shows that the prediction quality
of the fiber orientation can be improved at the plate level The phenomenological coef-
ficients of the optimized coefficient tensor C M are redefined as agx = 0.11, ag = 0.9,
Br = 0.05 Figure 11 shows the CT and CM flber orientation tensors for the optimized
coefficient tensor C zCCA/% of the PPAGF50 material at plate level. Figure 11 shows that the
prediction quality of the CM results of the boundary and middle layer is sufficiently im-
proved. Furthermore, the comparison between A1y c1, A2y o1 to A11,cMm, A2z,cm confirms
that the prediction quality of the fiber orientation can be optimized, as shown in Table 5.

Table 4. Relative deviation provided in [23,50]. Figure averaged orientation tensors from experiment
Ajjcr and simulation A;; cpm, Aijmr of PPAGF50 on component level (B1-B2).

Nr.

Comp. B1 B2 Average
An,cr — Al,em 9.7% 10.9% 10.3%
A cr — Ancm 14.1% 15.3% 14.7%
Aszcr = Azzcm 14.6% 33.1% 23.9%
An,cr — A1,mMF 28.2% 12.6% 20.4%
A cr — A MF 21.8% 18.6% 20.2%
Aszcr — A3z MF 276.9% 417.6% 347.2%
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Figure 11. Experimental (CT) and simulative (CM) components of the fiber orientation tensor A;;
plotted over normalized position for PPAGF50 at plate level (P1-P5) in optimized condition C,NCCN%

Table 5. Relative deviation of the averaged orientation tensors from experiment A;; c and simulation

Ajjcm of PPAGF50 on plate level (P1-P5) in optimized condition Cchci\i .

Nr.

P1 P2 P3 P4 P5 Average
Comp.
An,cr — Al,em 10.1% 11.2% 15.9% 9.0% 9.5% 11.2%
A cr — Ancm 29.4% 43.2% 49.1% 29.0% 23.4% 34.8%
Azzcr — Az cm 49.0% 40.9% 40.5% 27.8% 43.0% 40.2%

Next, the robustness of the CM simulation for PPAGF50 with optimized coefficient
tensor CINCCA% is tested on the component level, as shown in Figure 12. Specimen B1 shows
higher deviations between CT and CM results in the expression of the middle layer. Further-
more, the comparison between the CT and CM results at specimen B2 shows significantly
higher deviations. This is due to the significant adjustment of the alignment factor ag
which leads to a higher deviation between CT and CM results, as shown in Table 6. In
summary, it can be shown that an optimized coefficient tensor at the plate level does
not necessarily constitute an improved prediction quality of the fiber orientation at the
component level. Thus, limits of the calculation method of the fiber orientation and the
modeling in injection molding simulation are reached. The default values of the initial

coefficient tensors Cé\]cc}\i and C(?Icvﬁ- are therefore considered as balanced optimum for
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the calculation of the fiber orientation at plate and component level with an averaged
relative deviation of (Aij,CT — Ai]',CM)PA66 = 19.20/0, (Aij,CT — Ai]',MF)PAéé = 67.1% and
(Ajjcr — Aij/CM)PPA = 24.1%, (Ajjcr — A,'j,MF)PPA = 116.6%. This is an expected re-
sult since the suppliers of the material databases provide an extensive optimization of
the phenomenological fiber interaction coefficient tensors, see [8,43]. If a significantly
increased prediction quality of the simulative fiber orientation is necessary, case-specific
optimizations of the component in injection molding simulations are required.
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Figure 12. Experimental (CT) and simulative (CM) components of the fiber orientation tensor A;;

over normalized position for PPAGF50 at component level (B1-B2) in optimized condition C,NCCN%

Table 6. Relative deviation of the averaged orientation tensors from experiment A;; c and simulation

Ajjcm of PPAGF50 on component level (B1-B2) in optimized condition CINCCA’; .

Nr.
Comp B B1 B2 Average
Ancr — Anem 12.4% 31.7% 22.1%
AZZ,CT — AZZ,CM 18.6% 45.1% 31.9%
A33,CT — A33,CM 14.6% 33.1% 23.9%

Finally, the influence of the process—structure coupling is investigated. Thereby, the
Kullback-Leibner divergence between the experimental and simulative orientation distri-
bution is evaluated. The Kullback-Leiber divergence represents the similarity between
probability distributions. Thus, low divergence equals a high similarity and vice versa. For
simulative reconstruction of the orientation distribution, the maximum entropy method
(MEM) is used. Further information on the Kullback-Leiber divergence and the MEM is
provided in [23,50]. Figure 13 shows Kullback-Leibner divergences Dk} between CT, CM
and MF fiber orientation distribution for PA66GF50 and PPAGF50 at the component level
(B1-B2) plotted over the layers of the FE model. Figure 13 shows that the CM results at
10 layers have the smallest deviation compared to the CT results. In comparison, the devia-
tion of the MF results at 10 layers is significantly increased due to a high deviation between
Asz,cr and Aszzcy. Furthermore, this influence is more pronounced for the PPAGF50.
By reducing the number of layers in the process—structure coupling, the transferred fiber
orientation content is reduced. This leads to an increased deviation between experimental
and simulated fiber orientation distribution. In general, from 10 layers to 1 layer, there
is an increased deviation due to a loss of fiber orientation content originating from the
injection molding simulation. This is due to the process—structure coupling. By reducing
the number of FE layers, a weighted average of the simulative fiber orientation tensors
from the injection molding simulation is transferred. This averaging method significantly
influences the deviation regardless of the material, the specimen position and the type of
injection molding simulation.
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Figure 13. Kullback-Leibner divergences D; of the fiber orientation tensors of the simulation
Ajjcm, Aij,mr compared to the experiment Aj; cr of the PA66GF50 (black) and PPAGF50 (grey) on
component level (B1-B2) and plotted over the number of layers of the FE-model.

3.2. Experimental and Simulative Structural Dynamics Investigations

Figure 14 shows the experimental FRF of the PA66GF50 and PPAGF50 engine bracket.
The first relevant mode shape in the frequency range between 400-500 Hz corresponds to a
global torsional mode, as shown in Table 7. Due to the higher stiffness of the PPAGF50, the
resonance frequency of the torsional mode is shifted by 6.0% towards higher frequencies
compared to the PA66GF50. Furthermore, the amplitude is increased by 5.7% due to
the lower damping of the PPAGF50. A comparison via the Modal Assurance Criterion
(MAC) shows comparability of 90.2% between the experiments. Above 1900 Hz, the second
relevant mode shape is a global bending mode of the engine bracket, as shown in Table 7.
Comparable to the first mode shape, the higher stiffness of the PPAGF50 leads to a shift of
the resonance frequency by 5.5% towards higher frequencies. However, compared to the
previous trend, the amplitude of the PPAGF50 is 61.3% lower than the PA66GF50. It can
be assumed that the frequency-dependent structural damping is more pronounced than
the material damping. This assumption is reliable by the fact that the MAC analysis shows
comparability of 82.6% only. A similar comparison can be shown for the third relevant
mode shape, a local surface vibration, as shown in Table 7.

Comparable to the second mode shape, the PPAGF50 shows a stiffer behavior and
higher structural damping. Thus, the resonance frequency is shifted by 5.1% towards higher
frequencies and the amplitude is 40.3% lower compared to the PA66GF50. Furthermore,
the MAC analysis shows comparability of only 69.9%. This results in significantly different
mode shapes. Pronounced mixed, local mode shapes characterize frequency ranges above
2300 Hz. A definite evaluation and interpretation of the resonance peaks are no longer
ensured. Following, the three identified resonances according to Table 7 are used for further
comparison with the simulation. Considering the deviations between the experimental
results, it is assumed that not only a superposition of material and component proper-
ties occurs, but also the overall structure influences the results, see Section 2.3, Figure 5
and [21,46,51]. Thus, the experimental structural dynamics investigations represent a trend
and not an exact behavior.
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Figure 14. Experimental FRF of the modal analysis of the PA66GF50 and PPAGF50 engine bracket.

Table 7. Experimental mode shapes with resonance frequency, amplitude and MAC value of the
modal analysis of the PA66GF50 and PPAGF50 engine bracket.

Mode-Shape with Relative Displacement [-]

_ Resonance Ampl. Res. MAC
1 ' |

Frequency [Hz] Frequency [m/s?/N] Value [%]
MIN MAX
Global torsion
0° PA66GF50 PA66GF50
419 34.4
90.2
" PPAGF50 PPAGF50
446 36.5
Global bending
+180° 0° —~180° PA66GF50 PA66GF50
2011 63.1
..
82.6
1
J PPAGF50 PPAGF50
2128 39.1
Local surface
+180° ° -180° PA66GF50 PA66GF50
2172 40.6
S
69.9
[ PPAGF50 PPAGF50
2287 29.0

Concerning the proposed approach of Section 2.3 and the results of Section 3.1, more
than six elements over the thickness do not lead to an increase in the fiber information
content in the FE model, as shown in Figure 13. Furthermore, the engine bracket in the
simulation is considered with a discretization between 1 to 6 element layers over the
component thickness in this results section. The evaluation of the FRF of the simulations
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in the relevant frequency range allows the identification of the mode shapes, as shown
in Table 8. Comparable to the experiment, the relevant global torsion and bending mode
of the engine bracket can be identified in the simulation. Both in the simulation with
fiber orientation from CM and MEF results, a high MAC value can be verified for all
layers. Furthermore, local surface mode shape can also be identified. However, with an
average MAC value of 74.0%, the simulation shows noticeable differences compared to
the experiment. Nevertheless, a comparison of all performed simulations with numerical
fiber orientation from CM and MF results is sufficient. The evaluation of the simulations
of the PPAGF50 engine bracket provides comparable mode shapes and MAC values for
all layers. Corresponding to the experiments, this is an expected result, as the stiffness,
damping and viscoelasticity of the PPAGF50 cause a shift in the resonance frequency and
amplitude. Thus, the mode shape is only slightly affected. Furthermore, the mode shapes
and MAC values of the simulation of the PPAGF50 engine bracket are not displayed.

Table 8. Mode shapes of the structural dynamics simulation and MAC values in comparison to the
experiment of the PA66GF50 engine bracket.

Mode-Shape
I O N - Sim. MAC Value [%]
MIN. MAX.
Global torsion 1 Layer 2 Layer 3 Layer
+180° 0° —~180° 89.4 89.6 90.1
M
4 Layer 5 Layer 6 Layer
90.5 90.4 91.6
1 Layer 2 Layer 3 Layer
87.9 89.8 89.2
MF
4 Layer 5 Layer 6 Layer
90.6 90.1 90.2
Global bending 1 Layer 2 Layer 3 Layer
+180° 0° -180° 82.4 82.7 83.8
(@1
4 Layer 5 Layer 6 Layer
83.8 84.1 84.7
1 Layer 2 Layer 3 Layer
80.8 80.1 80.7
MF
4 Layer 5 Layer 6 Layer
80.4 80.6 81.3
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Table 8. Cont.

Mode-Shape
[ T T T | Sim. MAC Value [%]
MIN. MAX.
Local surface 1 Layer 2 Layer 3 Layer
+180° 0° -180° 73.9 739 74.8
M
4 Layer 5 Layer 6 Layer
73.9 74.2 75.1
1 Layer 2 Layer 3 Layer
73.7 73.6 73.0
MF
4 Layer 5 Layer 6 Layer
73.9 73.1 74.9

Figure 15 shows the experimental FRF of the PA66GF50 engine bracket compared to
the structural dynamics simulation with fiber orientation tensor of the CM and MF results.
Figure 15 shows for the global mode shapes (torsion, bending) the highest deviation of
the FRF from the simulation with 1 layer compared to the experiment. This applies to the
simulations with CM and MF fiber orientation, as shown in Table 9. This shows a good
correlation to the deviations with a process—structure coupling of the fiber orientation, as
shown in Figure 13. This trend is continued for a simulation with 2 and 3 layers. Thereby,
increasing the number of layers generates an increased fiber orientation content and thus
reduces the deviation between experimental and simulated FRF. Contrary, increasing the
number of layers to 4 and 5 using the CM results shows a slight increase in the deviation
between experimental and numerical FRE. It can be assumed that increases in the deviations
are due to the weighted averaging of the orientation tensor in the process-structure cou-
pling, see [1]. Further, this influences the material modeling and the structural dynamics
simulation, as shown in Figure 6. However, by increasing the number of layers to 6, a
reduction in the deviation between experimental and numerical FRF can be shown, using
both the CM and MF results.

Table 9. Relative deviation of frequency and amplitude between simulations and experiment of the
PA66GF50 engine bracket for identified mode shapes with fiber orientation from CM and MF results.

Layer
Mode Shape Sim. v 1 2 3 4 5 6
Relative deviation frequency [%]
Relative deviation amplitude [%]
oM 9.2 8.8 7.2 7.6 7.6 6.7
46.0 417 413 428 43.0 39.5
torsion
MF 8.0 7.2 74 6.8 7.2 6.1
34.6 421 45.1 421 40.9 36.2
M 54 49 3.1 3.7 3.7 2.7
bendi 33.8 44.5 48.6 52.3 50.3 35.9
ending
MF 2.1 1.6 1.6 14 1.6 0.6
28.5 38.8 34.2 41.4 39.4 25.4
M 1.2 0.7 0.4 0.4 0.4 0.6
. 27.1 21.3 42.0 38.4 44.4 45.1
surface
MF 1.2 1.7 1.7 1.9 1.7 0.7
12.1 5.1 7.8 10.3 8.4 13.8
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Figure 15. Experimental (EXP) and simulative (CM, MF) ERF of the structural dynamics investigations
of the PA66GF50 engine bracket. Simulations are plotted as a function of used FE-layer (L).

A comparative evaluation of the local mode shape (surface) shows an inverse trend
of the deviation when increasing the number of layers from 1 to 6, as shown in Figure 15
and Table 9. By increasing the number of layers, the boundary and middle layer of the
fiber orientation are more pronounced in the process-structure coupling. Weighted over
the component thickness, this leads to a reduction of the stiffness in the material model.
As a result, the entire FRF shifts towards lower frequencies. The influence of the material
modeling applies to both the local and the global structural dynamics phenomena and
shows a good correlation to existing material modeling studies, see [4,7,15,21].

Figure 16 shows the experimental FRF of the PPAGF50 engine bracket compared to the
simulation with fiber orientation tensor of CM and MF. Figure 16 shows that the simulation
with CM results in the global torsion mode that increasing the layers from 1 to 6 leads to
a shift in the resonance frequency. Thereby, increasing the layers improves the mapping
of the fiber orientation, which positively affects the stiffness and damping of the material
model. Furthermore, it can be shown that the simulations with 6 layers allow the best
prediction of the structural dynamics, as shown in Table 10. However, this is not the case
for the simulations with MF results. Thereby, the increase of layers leads to an increase
in the deviation between experiment and simulation. Again, the fiber orientation of the
MF results affects the stiffness and damping of the material model. The evaluation of the
global bending mode and local surface mode shows a comparable trend for the CM and MF
results. Increasing the layers reduces the deviation between simulated and experimental
FREF, as shown in Figure 16 and Table 10. However, side resonances are formed in the
simulation, which cannot be identified in the experiment. The influence of a high local
deviation between experimental and simulated fiber orientation becomes significant and
leads to different local stiffness and damping in the material model.
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Figure 16. Experimental (EXP) and simulative (CM, MF) ERF of the structural dynamics investigations
of the PPAGF50 engine bracket. Simulations are plotted as a function of used FE-layer (L).

Table 10. Relative deviation of frequency and amplitude between simulations and experiment of the
PPAGF50 engine bracket for identified mode shapes with fiber orientation from CM and MF results.

Layer

Mode Shape Sim 1 2 3 4 5 6
Relative deviation frequency [%]
Relative deviation amplitude [%]
oM 14 0.4 15 0.8 0.4 0.1
8.8 46.2 441 45.0 43.0 41.2
torsion
ME 2.3 1.9 1.9 2.4 2.6 2.9
43.7 42.5 41.8 429 41.7 38.6
oM 3.7 2.7 1.0 0.4 0.1 0.6
bend 45.5 42.8 42.4 38.2 36.9 33.6
endin
& MF 2.2 2.5 2.4 1.8 1.6 1.3
47.0 46.0 46.7 411 39.9 36.8
oM 34 2.4 0.2 0.6 1.0 15
" 38.5 35.4 319 34.1 32.8 29.2
surface
ME 2.7 3.1 3.1 3.1 2.9 2.6
42.0 40.9 43.6 50.3 49.3 46.7

Concerning existing works of literature, the results of this research significantly show
the importance of reproducibly describing the boundary conditions of the injection molding
simulation, the process—structure coupling and the material modeling. With the used frame-
work of the integrative simulation, relative averaged deviations of 2.8% in the frequency
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and 38.0% in the amplitude of the FRF can be proven in the structural dynamics simulation,
as shown in Tables 9 and 10. Furthermore, it can be shown that high deviations between
experimental and simulative fiber orientation tensors can lead to a sufficient prediction
of the structural dynamics simulation. This can be verified for global and local structural
dynamics phenomena.

4. Conclusions

This contribution investigates the influence of fiber orientation from injection molding
simulation on the structural dynamics simulation of the short-fiber reinforced thermoplastic
components, e.g., engine brackets made of PA66GF50 and PPAGF50. The Advani-Tucker
Equation with rotary diffusion approach and phenomenological fiber interaction coefficient
tensor was used to calculate the numerical fiber orientation. The comparison of the exper-
imental and simulative fiber orientations shows a sufficient prediction of the PA66GF50.
Optimizations of the interaction coefficients on the plate and component level constitute no
further improvements. On the other hand, optimizations of the interaction coefficients of
the PPAGF50 on the plate level lead to an improvement and, on the component level, to
an insufficient prediction of the simulative fiber orientation compared to the experiments.
Simulations of the structural dynamics of the PA66GF50 and PPAGF50 engine bracket show
that increasing the layers over the component thickness of the model leads to an improved
prediction quality compared to the experiment. This can be shown for global and local
structural dynamics phenomena. However, from a simulative point of view, the differ-
ence in the FRF with different layers is significantly smaller than the loss of information
of the fiber orientation due to a process—structure coupling. In summary, the following
conclusions can be derived:

e  Optimizing the fiber interaction coefficients at the plate level does not necessarily
impose an improved prediction at the component level.

e The process—structure coupling significantly influences the transferred fiber orientation
content with the corresponding number of layers.

e  Simulative fiber orientations with high deviation compared to the experiments can
provide a sufficient prediction in structural dynamics simulation.

e  The prediction quality of the structural dynamics simulation is slightly affected by the
fiber orientation and significantly by the corresponding material model of stiffness,
damping and viscoelasticity.
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Abstract: Additively manufactured parts play an increasingly important role in structural appli-
cations. Fused Layer Modeling (FLM) has gained popularity due to its cost-efficiency and broad
choice of materials, among them, short fibre reinforced filaments with high specific stiffness and
strength. To design functional FLM parts, adequate material models for simulations are crucial, as
these allow for reliable simulation within virtual product development. In this contribution, a new
approach to derive FLM material models for short fibre reinforced parts is presented; it is based
on simultaneous fitting of the nine orthotropic constants of a linear elastic material model using
six specifically conceived tensile specimen geometries with varying build direction and different
extrusion path patterns. The approach is applied to a 15 wt.% short carbon-fibre reinforced PETG
filament with own experiments, conducted on a Zwick HTM 5020 servo-hydraulic high-speed testing
machine. For validation, the displacement behavior of a geometrically more intricate demonstrator
part, printed upright, under bending is predicted using simulation and compared to experimen-
tal data. The workflow proves stable and functional in calibration and validation. Open research
questions are outlined.

Keywords: short fibre reinforced plastics; SFRP; fused layer modeling; FLM; fused deposition
modeling; FDM; material models; simulation

1. Introduction
1.1. Motivation

Additively manufactured parts for structural applications have gained importance
in recent years in both research and industrial applications, shifting from models and
prototypes towards end use parts and products [1,2]. This development is accompanied by
the need for suitable processes and materials as well as reliable simulation models, as the
Design for Additive Manufacturing (DfAM) pre-process is largely based on virtual product
development [2,3]. Through virtual product development, fulfilment of requirements and
an efficient development process can be ensured preceding the physical product [4].

In terms of material choice, especially fibre reinforced polymers (FRP) have gained
importance due to their favourable specific stiffness and strength and wide range of appli-
cations [5-12] while their material costs in AM can be lower than for metal AM materials,
although overall cost including machining and labour has to be considered [13]. Concern-
ing the choice of FRP, Such et al. [14] cite a patent [15] which considers short FRP a “sweet
spot” between mechanical performance (best: endless fibre) and manufacturability (best:
no fibre at all). Both short fibre and endless fibre FRP can be manufactured using the Fused
Layer Modeling (FLM) process, which allows for higher design freedom when compared
to other FRP-capable processes such as Laminated Object Manufacturing (LOM; limited
fibre orientation capabilities) or stereolithography (SLA; very limited fibre orientation capa-
bilities and low fibre weight fraction, only with short fibre FRP) [16]; moreover, correlating
with low material costs, FLM is commonly more readily available when compared to other
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AM processes such as Laser Sintering (LS). For these cost-efficiency, mechanical property
and design freedom reasons, this contribution focuses on the derivation and application of
material models for short fibre FRP FLM-printed structural parts. To introduce the principle
of FLM, the hot-end of a FLM printer and its schematic illustration is given in Figure 1a.
Extrusion beads of heated thermoplastic filament are laid side-by-side on a printing plat-
form, initially; and on top of preceding layers, subsequently. In-plane orientation of beads
is divided into contours (outer border walls) and infill (inner structure between border
walls). Overhangs are upheld by support structures which are removed after printing.
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Figure 1. FLM printing: (a) Photo of short 15 wt.% carbon-fibre reinforced PETG-CF15 getting printed
on a Raise3D Pro2 Plus (left) and corresponding schematic of FLM hot-end (right); (b) Illustration of
various current FLM material modeling approaches as described in the text.

1.2. State of the Art and Objectives

For the effective design of structural parts, several attempts have been made to enable
simulation-based design, which predominantly address the mechanical characterization of
standard test specimens, mostly tensile testing, to derive a certain set of material parameters.
The following section provides an overview of existing approaches.

There has been broad research in the mechanical characterization of FLM test specimen
which to a large extent focused on unreinforced polymers, mostly acrylonitrile butadiene
styrene (ABS). Montero, Ahn et al. [17] in 2001 scrutinized ABS tensile specimen with
various geometries for material characterization and compared these FLM results with
injection-molded samples. FLM samples yielded 65-72% of the strength of injection-molded
parts. Furthermore, from testing experience, build rules for FLM parts were derived:
(1) tensile loads should be carried axially along the “fibres”; (2) radii shall be built using
contours (instead of lines/grid rasters); (3) negative air gap (bead overlap), Figure 1b, in-
creases strength and stiffness (air gap larger than —0.002 inches, i.e., 0.0508 mm); (4) “Shear
strength between layers is greater than shear strength between roads” [17]; and (5) bead
width and temperature do not affect strength, but have to be considered concerning build
time, surface quality and wall thickness. In the following year 2002, Ahn, Montero et al. [18]
published a contribution concerning the anisotropic material properties of FLM ABS. The
air gap, road width, model temperature, ABS color and raster orientation were varied and
their influence on mechanical properties (tensile and compressive strength) studied; this
led to a complement to their building rules: (6) Tensile loaded area tends to fail easier
than compression loaded area (later tests indeed showed a tendency towards that, how-
ever, there is variation in results [19-21]). A large impact of FLM process parameters on
mechanical properties was also found by Pei et al. [22] as well as Ning et al. [10], largely
confirming Ahn and Montero’s build rules, though Ning et al. additionally point out that
there is a sweet spot in printing temperature: a temperature too low provokes weak layer
interbonding, while a temperature that is too high implicates more pores, decreasing tensile
properties. Li et al. [23] proposed a geometrical ellipse-based theoretical material model for
FLM parts, which was successfully validated using tensile tests (3.1 to 7.1% of deviation

226



J. Compos. Sci. 2022, 6, 101

between material model and experiment). This model accounts for voids produced by the
FLM process, Figure 1b, and is, in turn, based on a Stratasys® ABS P400 material model
by Matas et al. [24]. Bellini et al. [25] proposed a method to derive orthotropic material
models for FLM parts with pre-defined infill rasters of [0° 90° +45° —45°] and Delaunay-
Triangulation based “domain decomposition” infill. This method (which will be adapted
and altered later in this contribution) is based on different build-up and infill orientations
in six specimen geometries to derive the nine orthotropic material constants. Domingo-
Espin et al. [26] also used Bellini’s orientation for a [+45° —45°] infill and validated the
method successfully with a hook-like geometry made of polycarbonate (PC). The authors
pointed out, however, that the quality of fit of the orthotropic model depends on build
orientation and even proposed an isotropic material model for certain cases. Rodriguez
et al. [27] proposed a unit-cell based mesoscale method to model FLM-printed ABS and
validated their model with less than 10% deviation from experiment. Lee et al. [28] also
used ABS to compare FLM, 3D printing (ink jet based) and “nano composite deposition
system” (mechanical micro machining included) concerning raster orientation, air gap,
bead width, color, and model temperature with focus on compression strength under
different build directions (axial and transverse). Compressive strength for FLM was found
to be 11.6% higher for axially than for transversely printed specimen. Other, more recent
research on unreinforced FLM specimen encompasses Cantrell et al. [29], who included
digital image correlation (DIC) in their tensile testing of different infill lay-ups ([+45 —45],
and [0 90]) of FLM ABS specimen. It was found that there is little effect of these stacking se-
quences on Young’s modulus and Poisson’s ratio; however, shear modulus and shear yield
strength were largely affected with variation between results ranging up to 33%. Specimen
made of PC behaved similarly; specimen printed upright (tension direction orthogonal
to layers), on-edge (flat, but flipped 90° along the longest axis) and flat (tension direction
parallel to layers) produced variations of similar magnitude [29]. A Finite Element (FE)-
mesostructural model for ABS P400 was conceived and applied by Somireddy et al. [30].
The positive impact of a negative air gap was confirmed therein (“tightly packed”) and a
Classical Laminate Theory (CLT)-model was derived to be applied on a 2D FE model of a
component. Sheth et al. used a representative volume cell simulation approach with 4 by
4 roads (extrusion beads) and tested this model under varying angles from 0° in steps of
15° to 90°, which showed very good accordance.

Addressing short carbon-fibre reinforced ABS with varying fibre weight percentage
(10, 20, 30 and 40 wt.%), Tekinalp et al. [31] found that there is up to 91.5% alignment
of fibres in printing direction which leads to significant tensile strength and stiffness
increases against unreinforced specimen (+115% and +700%, respectively). The authors
also reported nozzle clogging above 30 wt.% fibre content and intensely scrutinized the
effect of short fibre reinforcement on voids in and between beads; within beads, voids
increased, between beads, voids decreased. These benefits of using FRP within the FLM
process sparked interest and further research: Duty et al. [32] scrutinized Big Area Additive
Manufacturing (BAAM, nozzle diameter 2.5-7.6 mm instead of the more commonly used
0.2-0.8 mm in FLM) with 13 wt.% short carbon fibre reinforced ABS; anisotropy, stiffness
and strength were again increased significantly when compared to unreinforced polymers.
A comprehensive overview of various fibre-matrix combinations with different fibre weight
fractions was given by Brenken et al. [7]. Mostly, axial to transverse (plane, i.e., within
printer platform) stiffness and strength are listed, except for interlayer stiffness and strength
by Love et al. [33] For completeness, it is stated that further reviews on 3D printing of FRP
have been written by Kabir et al. [11] and Parandoush et al. [16].

To conclude, it can be stated that current specimen-based research largely focuses
on comparison between axial and transverse tensile properties (largely within the printer
platform plane) or the transfer of specifically built specimen properties (e.g., individual
lay-ups in infill) to rather geometrically limited FLM parts. Other approaches include
mesoscale models, whose applicability to more complicated geometries and infill patterns,
which exploit the large DfAM design freedom, is yet to be shown; and/or 2D models,
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which may be questionable in case of large through-thickness stresses. A more general
approach for deriving material models and transferring these to arbitrary geometries seems
necessary to enhance practical applicability and flexibility.

1.3. Objectives and Novelty of This Contribution

This contribution therefore intends to meet the following objectives: (a) Provide a
systematic approach to FLM FRP material characterization, which is also transferable to
more complicated part geometries, including calibration and validation; (b) Simultaneous
fitting of an orthotropic material model (nine constants with moduli and Poisson’s ratios)
for arbitrary lay-ups in infill instead of pre-defined infills and (c) scrutiny of the fitting
by comparison of orthotropic material model results, which are obtained from calibration
within a certain range of error to the experiments, during validation to analyse the effectivity
of the method.

The novelty of the work is, firstly, that the z-direction of the printed layer structure is
also to be investigated in detail. Secondly, the consideration of component experiments for
the validation of the material models is a particular feature of this research. Multiaxial stress
states and orthotropic properties are considered during validation. Such investigations
have rarely been published before, but promise to offer a great value to enhance the practical
applicability of the derived material models.

2. Materials and Methods

Figure 2 presents the overall methodology of this contribution, which consists of four
steps: specimen concept and printing (1), experiments (2), fitting of the orthotropic material
model (3) and validation simulation/experiment (4).

Orthotropic FLM simulation

Simulation of
validation
experiment

Experiments
(Calibration /

Fitting of
orthotropic
constants

Specimen concept &
printing

Figure 2. Overarching methodology of this contribution.

In the first step, specimens are conceived, which are intended to reflect the orthotropic
constants, such as a longitudinally printed 0° tension rod for Young’s modulus E, parallel
to the extrusion beads in axial direction. With these, calibration experiments are conducted
(2) which yield force, displacement, stress and strain results. These results, in turn, are
used to fit the orthotropic material model parameters of the specimens’ FE simulation
models simultaneously for all geometries/infill patterns (3). The orthotropic material
model is then applied for validation of the results using a different geometry (“XX-rib”): an
orthotropic simulation model fully depicting internal extrusion paths is compared to the
force-displacement curve derived from the validation experiment.

2.1. Specimen Geometry, Slicing and Printing

Figure 3a presents the specimen geometry used, which is a Becker tensile bar and can
be used for both high-speed and quasi-static testing [34,35] and thus allows for flexibility for
further extensions towards high-speed testing. In this contribution, only quasi-static testing
is performed. Experiments at elevated strain rates and in the fatigue range have already
been successfully carried out in [36,37] on injection-molded SFRP with this specimen
geometry. The tensile bars have a thickness of 4 mm so these can be tested on testing
equipment with a higher force range.
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Upright 45° Upright 45°

Primarily -

Figure 3. Specimen geometries: (a) Becker specimen, technical drawing; (b) Specimen alignment and
infill and their allocation to orthotropic constants, sliced by Raise3D ideaMaker software [38].

The orientation on the build platform and infill of the specimen are an extension of
the work by Bellini et al. [25]. Six specimens are used overall, Figure 3b:

e The tensile bar is printed flat on the printing platform with longitudinal infill (Flat 0°,
FO° in the following), intended to primarily yield Young’s modulus in longitudinal
direction Ey;

e  Same orientation, but with perpendicular infill (F90°) for Young’s modulus in perpen-
dicular direction in-plane Ey;

e  Upright position with infill printed in the same direction as F90°, thus called Upright
90° (U90°), intended to explain interlayer modulus E;;

Flat printed position with 45° infill within plane (F45°) for shear modulus Gy,;
Diagonally printed position (45° to plane) with parallel infill to walls, thus called
U45°-90° for shear modulus Gyz;

e  And diagonally printed position, yet with perpendicular infill to walls (like FO°), thus

called U45°-0° for shear modulus Gy,.

Thus, for all specimens, 0°-direction in infill is used when a Young’s modulus or shear
modulus concerning the x-direction of the material model is to be calibrated; 90° in infill for
y-direction; and 45° in in-plane infill or build orientation for shear. For each tpecimen, a FE
simulation depicting both outer geometry and infill is set up using the approach presented
by the authors [39]. This process is described in Section 2.2.

The specimens were printed on a Raise3D Pro2 Plus FLM printer using a 0.6 mm nozzle
(instead of smaller nozzles, to avoid clogging by short fibres) at 254 °C nozzle and 60 °C
build plate temperature. Infill extrusion width percentage was 105% (overlap/negative
air gap). As printer filament, 1.75 mm FormFutura CarbonFil (15 wt.% short carbon fibre
reinforced PETG [40]) filament was used. Support and wall/infill structure were both
printed using CarbonFil and separated manually. Printing speed was 40 mm /s for most
parts and reduced to 20 mm/s for upright samples. Both calibration (tensile) and validation
(XX-1ib) specimens were printed with this same slicing template.

2.2. Simulation and Fitting of Orthotropic Material Parameters

The setup of the specimen simulations is based on two inputs: First, the real, printed
Becker samples are measured in each dimension (length, width, height) and the mean over
each specimen geometry’s samples dimensions is calculated (one length, width, and height
for each specimen geometry F0°, F90°, U90°, F45°, U45°-90° and U45°-0°, respectively).
CAD models with this real geometry are created-not of the nominal geometry; thus, later
FE models fit the real geometries appropriately. Second, for each geometry, the building
source (G-Code) from the slicing software is used as an input for the mapping of inner
material trajectories. A FE model is set up with in-plane element size aligned with printed
beads width (for the 0.6 mm nozzle utilized this is approximately 0.6 mm). Element layer
heights in z-direction, in turn, correspond to printed layer heights of 0.2 mm. Thus, infill
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orientation can be depicted properly. Boundary conditions and loads are configured as
in the physical experiment (fixed at the bottom, given displacement at the top area on
both sides of the tensile bar). The final, mapped FE model for FO° is presented in Figure 4
alongside the extrusion paths from building source (outer walls in red, inner walls in green,
infill in yellow).

FE model

Figure 4. Building source (G-Code, left) mapped to FE model (right) for the first specimen (FO°)

Building Source

Layer height
0.2 mm

using the approach presented by the authors [39].

The mapping of the extrusion paths from building source to the FE mesh show
accordance in the areas of both wall (red / green) and infill (yellow). The same procedure
is repeated for all other specimen orientations and infill patterns, as presented again
exemplarily for F45° in Figure 5.

Building Source

-

FE model

Layer height
0.2 mm

Figure 5. Building source (G-Code, left) mapped to FE model (right) for the fourth specimen (F45°)
using the approach presented by the authors [39].

Based on the six simulations, a fitting workflow is established, Figure 6. All specimen
simulations are fed by the same orthotropic material model with its nine constants, which
at the same time constitute the design variables for fitting.
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Specimen F90° FLM FE Simulation

Specimen U90° FLM FE Simulation

Parameter Fitting Vay

Specimen F45° FLM FE Simulation (Response Surf.) Vyz

FLM FE Simulation

Specimen U45°-90°

Specimen U45°-0° FLM FE Simulation

Figure 6. Fitting method in detail: F = flat, U = upright specimen as in Figure 3.

For each of the specimen simulations, ten equidistant force-displacement-pairs, lon-

gitudinal strain-displacement-pairs, and transverse strain-displacement pairs (overall
3-10 = 30 pairs) are extracted as outputs and compared to the averaged correspond-
ing pairs of the respective experiments. The method to select these ten force-displacement
pairs follows the steps below:

Average the experiment data to obtain one force-displacement, one longitudinal strain-
displacement, and one transverse strain-displacement curve for each of the six samples
(18 curves total).

Find the linear parts of the curves (from displacement = 0 to the end of the linear
part), for reference of the experimental data see the results section (Section 3). This
is done to allow the linear elastic model to fit to the actual linear section of the curve.
To obtain this linear limit, the following steps were taken and are proposed as a
solution: (1) Smooth the average curve by a moving average of 10 measurement
pairs; (2) Calculate the slope between each curve point and its predecessor dy/dx;
(3) Calculate the curvature by calculating the “slope’s slope”, in turn; and (4) find the
first occurrence where the percentage difference in curvature is smaller than a certain
threshold (here, 0.75% were used arbitrarily). The threshold depends on the desired
“strictness” of linearity; the smaller, the stricter. To avoid considering the initial, rather
noisy data within the first part of the experiment, the linearity detection starts after
10% of the experiment curve data. (4) Finally, 10 equidistant displacement points
are selected from the linear span of deformation [Syiy; yiu; Stinmax)- Using a mapping
function, the closest (minimum-difference) data pairs from the averaged, but still
discrete experiment data are selected.

Results of this method for stress-strain curves are depicted in Figure 7 for the six

specimen and in detail for U90° (right). Detected linear curve segments are shown as
red-dashed lines, the equidistant value pairs scattered as red “x” markers.

Stress in MPa

A
» ’ ’/’
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/
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" : /
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Strain in %

Figure 7. Results of the detection of linear area within experimental averaged results.
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Concerning the fitting itself, for each specimen an error measure between simulation
and experiment curves is calculated for later comparison of fitted material models. Mean
Absolute Percentage Error (MAPE) is selected as error measure, as it allows condensation
of individual errors into one aggregate number per geometry and pair category (that is,
three error measures per specimen, for reaction force, longitudinal, and transverse strain,
respectively; 6-3 = 18 error measures in total) and does not “average out” negative and
positive deviations between simulation and experiment, as simple Mean Percentage Error
(MPE) would. At the same time, the percentage error is independent of scale, which
is important as strains are much smaller in absolute terms than forces. Overall fitting
target is then to minimize the unweighted average of all error measures. That omission
of weighting implies that equal importance is paid to all specimen geometries and their
quantitative results (force, longitudinal/transverse strains). Fitting of the strains alongside
force-displacement further allows to calibrate the Poisson’s ratios of the orthotropic material
model in addition to the Young’s and shear moduli. An overview of the aggregation
approach is finally presented in Figure 8.

EE EE EE .
ilsclseflsilsclsolsilselsolsilselsoforloelseflofloc]oc]
Mean Absolute Percentage Error (6-3 = 18) - MAPE
Minimize: Mean of 18 MAPEs

Figure 8. Fitting: Aggregation of error measures in detail.

For fitting of the material parameters, response surface based optimization from
ANSYS Software [41] is used with the built-in multi-objective genetic algorithm (MOGA)
for optimization. Force value “tolerance” for target value search in the algorithm was
set to 10 N (<1% of expected force values), strain tolerance to 0.01% (<1% of expected
strain values).

2.3. Validation

To evaluate the prediction quality of the calibrated material model, a three-point
bending test is compared in experiment and simulation for validation. The specimen
geometry used is a cross-ribbed beam called XX-rib, dimensions specified in Figure 9a
and CAD model in Figure 9b, manufactured upright. Because the FLM-printed specimens
show quite large deviations from the nominal shape, these are measured at several points.
For the simulation, wall thicknesses are used which correspond to the average geometric
dimensions of all measured specimens. This average specimen geometry has a length of
60.3 mm, a height of 8.5 mm and a width of 20.6 mm. The wall thickness of the cover plate
is 2.6 mm, that of the side walls 2.1 mm and that of the ribbing 2.2 mm. The setup of the
simulation, with the specimen resting unrestrained on the supports and a load applied by
the flexure fin, is shown in Figure 9¢c. The contact interfaces between the steel tool and the
specimen are modeled with a coefficient of friction of 4 = 0.3.

2.4. Conduct and Evaluation of Experiments

The experiments to characterize the tensile specimens are carried out on a servo-
hydraulic high-speed testing machine, Zwick HTM 5020. It allows tests to be conducted
with loads of up to 50 kN and test speeds from the quasi-static range to 20 m/s. For the
characterization presented here, a load cell suitable for forces up to 10 kN is used, which
provides a sufficiently fine resolution of the low test forces to be expected.

The test setup is shown in Figure 10 and consists essentially of the lower, fixed
clamping and the upper clamping, which is set in motion by the hydraulic piston from the
crosshead. The optical measuring system GOM ARAMIS 3D HHS is used for contactless
measurement of the movement of the upper clamping and the deformation of the specimen
itself. The measuring system works according to the principle of digital image correlation
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(DIC), whereby the strain on the sample surface is measured by distorting a stochastic grey
value pattern, the displacement of the upper fixture as a translation of discrete points.

2
i

AP

20

(a) (b) (0

Figure 9. XX-rib specimen geometry: (a) Specimen, technical drawing with main dimensions; (b) 3D
model of and FLM-printed XX-rib specimen; (c) Bending load case for XX-rib specimen as applied in
FE simulation. All contacts modeled using a coefficient of friction of y = 0.3.

nodbobr

X
|

. 2

Figure 10. Experimental setup with lower and upper clamping and speckled specimen.

The tensile tests are performed at a speed of 1 mm/s and recorded at a sampling rate
of 1 kHz. The experiments of the targeted 6 specimen geometries are repeated 5 times
each. Force values are recorded image-synchronously so that a load value is available for
each recorded deformation state. This allows the creation of force-displacement as well as
stress-strain curves. From the knowledge of the stress-strain relationship, Young’s modulus
and Poisson’s ratio are calculated for the different specimen types following DIN EN ISO
527 [42,43]. The stiffness values obtained in this way are to be used as starting values for
the subsequent optimization of the material model.

Since several specimen types have a border of the parallel area pointing in the longitu-
dinal dsirection even if the orientation is different (e.g., visible in Figure 5), a correction of
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the measured Young’s modulus must be carried out for these specimens. This treats the
parallel perimeter area and the differently oriented inner area like a parallel connection of
springs. The respective area fractions of the total sample cross section are obtained from an
analysis of the fracture surfaces of the destroyed samples. The following applies here:

Epgp = a-Ex + B-Ey 1)

With Epgpe being the overall stiffness of the specimen F90° including longitudinal
borders and a transversal infill, Ey and E, being the stiffness in each direction. « and f are
the respective are fractions of the border layers and the filling.

In this way, the Young’s moduli in X, y and z directions are calculated from the
experiments on samples F0°, F90° and U90°. To determine the values of the shear modulus,
the samples F45°, U45°-90° as well as U45°-0° are used for the off-axis tensile test as well as
the Poisson’s ratio [44]. In accordance to Bellini et al. [25], the shear modulus is calculated
from the measured stiffness as follows:

Egs

Gy = 2-(1+ vyy)

@

Although a linear elastic material model will be calibrated and used in the simulation,
it is expected that the material behavior in the real experiments be noticeably non-linear.
Therefore, the linear range found according to Figure 7 is used for the calibration of the
material model.

To validate the material model, 3-point bending tests are carried out on cross-ribbed
beams, called XX-rib, cf. Figure 9. The steel supports with a spacing of 46 mm are
filleted with a radius of 2 mm, the fin with a radius of 5 mm. The resulting force is
measured by using a load cell in the upper piston. The indentation of the fin, like the
movement of the upper restraint of the tensile tests, is measured by means of digital image
correlation, resulting in force-displacement curves. The validation experiment is repeated
for 7 specimens each.

3. Results

This section presents the results of the investigations carried out, namely those of
the experiments necessary for the calibration and the parameter fitting in the simulation.
Furthermore, the results of experiments and simulations for validation are presented.

3.1. Calibration
3.1.1. Experiments

The results of the tensile tests carried out are summarized in Figure 11 in the form of
force-displacement curves (a) and stress-strain curves (b) for the different orientations.All
curves displayed are averaged over the number of repeated experiments. The highest
results by far are achieved by the sample F0°, reinforced in the tensile direction, with
an average maximum stress of 85.8 MPa. As expected, the upright-printed sample U90°
performs weakest, showing a mean maximum stress of 18.3 MPa. When looking at the
curves, an overall non-linear behavior is noticeable, with a linear range being identified
for all samples at the beginning of the loading. This linear range is used to calibrate the
Young’s moduli of the material model.

According to the calculation procedures described in Section 2.4, the Young’s moduli
and shear moduli as well as the Poisson’s ratios were determined as shown in Table 1. The
values shown are averaged over the number of experiments.

The parameters determined in this way are used as starting values for the subsequent
simulative parameter fitting.
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Figure 11. Results of experimental testing, averaged: (a) Force-displacement curves; (b) stress-
strain curves.
Table 1. Material parameters determined from experiments, rounded.
Ex Ey z Vxy Vyz Vxz ny Gyz Gz
MPa MPa MPa - - - MPa MPa MPa
8212 2615 1437 0.28 0.11 0.10 883 637 634

3.1.2. Simulation and Parameter Fitting

Following the description in Section 2.2, for each of the six specimens, displacement-
force, displacement-longitudinal strain, and displacement-transverse strain curves (to-
talling 6-3 = 18 curves) were fitted at 10 displacement points (i.e., 18-10 = 180 output
parameters overall) using the 9 orthotropic constants of the material model as input param-
eters for all the six FE specimen setups. The displacement-strain curves are intended to
derive the Poisson’s ratios primarily, while the displacement-force curves should explain
Young’s and shear moduli. Figure 12 presents the results for each of the 18 curves with the
specimen geometries listed horizontally and the three curve types vertically.

Opverall, the fitting quality is adequate (MAPE < 20%) in most cases, as also presented
quantitatively in Table 2. The material parameters of the best response surface method opti-
mized fit are given in Table 3. In comparison to the start values (in italics in Table 3), larger
deviations occur in E;. This seems logical as in the experimental specimen, there is a certain
fraction of 0° walls in the cross section which overstates longitudinal stiffness in comparison
to Ey which depicts purely 90° infill (no walls). The analytical estimation displayed in Equa-
tion (1) seems to still overestimate the value. Poisson’s ratio vy, and shear modulus Gy, are
greatly increased during the fitting, which can be explained again by a large proportion of
walls within the cross section of specimen U45°-0° (refer Figure 3b, right). U45°-0° is thus
not sufficient to explain the XZ-constants. In comparison, expectedly, the completely-0°
specimen F0° yields a relative fitted-measured-difference in E of just —0.7% (8153 MPa
fitted vs. 8212 MPa measured). For the lying-down and upright specimens F0°, F90°, U90°
and F45° fitting is visually accurate in the graphs above overall. For F90° the MAPE in force
and transverse strain are higher in comparison (25% and 35%, respectively). In terms of
displacement-force, this is explainable as the detected “linear” curve segment is not really
linear and shows a disadvantage of the “linear-detection” method: small changes in local
curvature might, nonetheless, yield large overall curvature. In terms of transverse strain,
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the poorer fitting might be due to a compromise of the optimization of other parameters
(e. g., longitudinal stiffness of walls in FO°). For the upright-diagonal specimen U45°-90°,
displacement-force yields poorer fitting quality, partly due to the linearity issue (first three
data points are fitted quite well with MAPE < 25%). For U45°-0°, transverse strain results
are less precisely fitted, in accordance with U90° (large influence of 0° infill).
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Figure 12. Fitting of force-displacement, transverse strain-displacement, and longitudinal strain

simulation results (grey lines) to experimental results (ten red points each, identified above).

Table 2. Mean absolute percentage error (MAPE) for each fitting, rounded to full percent (larger
values than 30% are highlighted in grey).

F0° F90° uU90° F45° U45°-90° U45°-0°
MAPE (F —s) 14% 9% 25% 13% 49% 17%
MAPE (ey —s) 10% 8% 35% 19% 6% 42%
MAPE (g, —s) 20% 21% 14% 14% 21% 12%

Table 3. Material parameters determined from simulation-based fitting, rounded. Experimental start
values from Table 1 are repeated in italics.

Ex E, E. Vay vyz Vyz Gy Gy: Gaz
MPa MPa MPa - - - MPa MPa MPa
8153 1949 1549 0.31 0.17 0.36 1096 642 1120
8212 2615 1437 0.28 0.11 0.10 883 637 634

To scrutinize whether specimen geometries influence the desired parameters (Figure 3b)
and whether the measured strains at least partly determine Poisson’s ratios, a correlation
coefficient analysis is conducted using sample points from the response surface. Correlation
coefficients between the input parameters and orthotropic constants are given in Table 4.
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Table 4. Linear correlation coefficients between input and output parameters. Blue: Correlation
coefficient > 0.8 or < —0.8; Orange: Correlation coefficient in [0.6; 0.8] or in [-0.8; —0.6].

Ey Ey E. Vxy Vyz Vxz ny Gyz Gy
FO° 0.99 0.40 0.32 0.23 0.23 0.38 0.43 —0.08 0.15
F F90° 0.52 0.98 0.40 0.66 0.50 0.39 0.44 0.27 0.31
(reaction forces U90° 0.24 0.35 1.00 0.53 0.61 0.65 0.63 0.32 0.44
at boundary) F45° 0.64 0.73 0.58 0.61 0.57 0.61 0.84 0.26 0.36
U45°-90° 0.10 0.46 0.77 0.58 0.66 0.67 0.62 0.81 0.69
U45°-0° 0.14 0.44 0.76 0.59 0.71 0.65 0.59 0.73 0.81
Fo° 0.05 —0.63 —0.45 —0.92 —0.63 —0.46 —0.41 —0.38 —0.35
€x Fo0° 0.06 —0.81 —0.36 —0.87 —0.61 —0.29 —0.33 —0.38 —0.36
(transverse U90° 0.05 —0.09 —0.82 —0.47 —0.64 —0.80 —0.56 —0.42 —0.50
mean strain) F45° —0.09 —0.75 0.02 —0.45 —0.20 0.11 0.28 —0.10 —0.06
U45°-90° —0.43 —0.01 —0.59 —0.10 —0.12 —-0.27 —0.23 0.56 0.19
U45°-0° —-0.39 —0.08 —0.60 —0.15 -0.15 —-0.27 —0.23 0.52 0.30
FO° —0.56 0.25 0.30 0.50 0.49 0.35 0.36 0.79 0.51
€y Fo0° —0.39 0.23 0.19 0.45 0.43 0.27 0.23 0.44 0.36
(longitudinal U90° —-0.29 —0.05 —0.48 0.07 0.20 0.01 —0.10 0.45 0.41
mean strain) F45° —0.32 0.61 0.27 0.59 0.48 0.25 0.02 0.64 0.52
U45°-90° 0.55 —0.08 0.05 —-0.11 —0.12 0.01 0.08 —0.85 —0.40
U45°-0° 0.59 0.19 0.25 0.09 0.00 0.20 0.27 —0.62 —0.51

Young’s moduli Ey, Ey and E; correlate with FO°, F90° and U90° reaction forces nearly perfectly. Similarly, Gy,
Gy and Gy; are closely linearly correlated with the reaction forces of F45°, U45°-90° and U45°-0°. Poisson’s
ratios correlate with the transverse strains especially of FO°, F90° and U90° (transverse strain is measured with
negative sign, thus smaller — larger absolute — transverse strain correctly correlates with larger ratios). The former
also correlate considerably with reaction forces. In contrast to Young’s moduli, no clear assignment of a single,
individual specimen to a certain ratio can be made. Shear modulus Gyz positively correlates with longitudinal
strain for FO° and F45° and negatively with longitudinal strain for U45°-90°. Young'’s modulus Ey also correlates
with the longitudinal strain of F45°. Longitudinal strain correlation is very much dependent on the overall
geometry and infill (displacement is pre-defined in the FE model) and overall variations are small (10% variation
in yields about 1% variation in €, of F90°, for example).

3.2. Validation
3.2.1. Experiments

The results of the bending tests are shown as force-displacement curves in Figure 13. It
shows the averaged curve as well as the results of the individual tests, which have a certain
scatter. The values of the maximum force are between 253 N and 289 N, the indentation
reached between 0.73 mm and 0.86 mm. For the averaged curve, the maximum force is
276 N at an indentation of 0.79 mm.
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Figure 13. Force-displacement curves for single specimen 1 to 7 as well as averaged.
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The scatter of the individual experiments may be due to the geometric inequality and
the deviating wall thicknesses of the additively manufactured samples. The averaged force-
displacement curve is therefore used for the subsequent comparison with the simulation.

3.2.2. Simulation and Material Model Validation

Application of the fitted material model (Table 3) in the simulation of the XX-rib
demonstrator yields the following force-displacement-curve, Figure 14.
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Figure 14. Calibrated material model applied to upright-printed XX-rib specimen bending simulation
compared to experimental result (force-displacement-curve above, average percentage error (APE)
below; MAPE = 35%).

Despite the XX-rib being printed in an upright manner and tested under bending-
thus, transferring the load rather inhomogeneously both between and within layers under
different infill and contour directions—the overall match between simulation and experiment
is considered satisfactory (overall MAPE is 35%). Within 0 mm to 0.5 mm displacement
(maximum longitudinal strain approximately 1.8%) the FE model stiffness is higher than
the physical demonstrator’s stiffness. In this interval, the majority of the overall MAPE is
caused (~52.6%). From there on to 0.8 mm displacement, this is inversed. The MAPE in
this interval is small (~4.0%).

4. Discussion: Advantages, Disadvantages, and Open Research Questions of
Simultaneous Parameter Fitting

Simultaneous fitting of the orthotropic material constants offers advantages in com-
parison to the frequently pursued simple testing of longitudinal and transverse Young’s
modulus, which merely yields these two constants (plus Poisson’s ratio vy, in-plane, if mea-
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sured): (1) A comprehensive, orthotropic, linear elastic material model with its 9 constants
can be derived; (2) The obtained material model is capable of predicting the structural
behavior under more complicated build direction, load case and wall/infill preconditions,
as was demonstrated for the XX-rib demonstrator; (3) The approach is systematic, based on
FLM-printable tensile test specimen. It is fully simulation-based and, therefore, integrable
into digital workflows within product development.

The printing effort for the elaborate tensile specimens, especially U45°-0° and U45°-90°
with their large proportion of support structures, constitutes a downside of the approach;
moreover, for stability, both specimens require printed walls which in the case of U45°-0°
are largely orthogonal to the desired infill direction.

Overall simulation effort is satisfactory and can be done on a regular workstation
within a few hours, as the RSM allows for a limited number of simulations to obtain the
response surface (instead of, for example, direct optimization using a simulation solver
run at a time for each parameter set update). Naturally, the linear elastic material model
only allows for linear simulation outcomes and, therefore, only a limited precision at
approximating real, non-linear XX-rib specimen behavior; however, prediction quality
appears satisfactory.

Open research questions are therefore: (i) Other, more easily printable specimen for
deriving Gy, and Gy, should be conceived to simplify and accelerate printing (less support)
as well as interpretation of fitting results (less orthogonal-wall proportion in U45°-0°,
thus more direct derivation of Gy;). This measure would improve fast applicability of the
approach. (ii) The linearity measure could be improved to account for slow, but steady
variations in curvature change. (iii) A more sophisticated material model than linear elastic
could be fitted to better account for the actual, non-linear FLM material behavior. (iv) Other
demonstrator parts should be tested in the future to have more reliable data on prediction
quality. (v) Process parameter influence on the structural behavior and material model
should be scrutinized more deeply, as these have a significant influence in this regard [10]
and are frequently adapted, for example to minimize warping [45]. (vi) For future work, it
should furthermore be checked whether an experimental model validation is also possible
with further tensile tests, for example with other specimen geometries, in order to enable
the validation in laboratories where there are no possibilities to carry out bending tests.
(vii) Finally, it will be essential to carry out investigations in the area of fatigue in order
to ensure the long-term, operationally safe use of components made of fibre reinforced
FLM materials.

5. Conclusions

FLM material models play a significant role in designing and ensuring the functional
properties of structural parts. In this contribution, a systematic approach to derive or-
thotropic FLM material models was motivated, described, and applied using 15 wt.%
short carbon fibre reinforced PETG filament (FormFutura CarbonFil). For calibration,
six specimen geometries intended to explain the six moduli of the orthotropic material
model were conceived and printed as further development of Bellini et al. [25]. All or-
thotropic constants were fitted simultaneously using the RSM method. Quantitatively,
correlation analysis showed the intended correlation between specimen geometry reaction
forces and the respective material parameters. Poisson’s ratios were fitted using longitudi-
nal and transversal, averaged experimental strain data. The correlation analysis indicated
that multiple specimen reaction forces were influenced by these ratios. Overall calibration
quality was satisfactory with the majority of MAPEs below 20%. Validation was conducted
using an upright-printed, rib-stiffened bending specimen (“XX-rib”) to ensure that or-
thotropic constants apart from “simple” longitudinal and transversal Young’s moduli are
necessarily used to explain material behavior. Validation quality was satisfactory observing
the fitting graph. MAPE was higher for lower displacements and small for larger displace-
ments, showing the original non-linear behavior of the real specimen. In the described way,
material parameters of an orthotropic model were identified, which are summarized in
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Table 5. The model has been successfully validated for longitudinal strains of up to 1.8%
and can be used for simulation.

Table 5. Overview of the identified material parameters for 15 wt.% short carbon-fibre reinforced
PETG filament (Formfuture CarbonFil).

Ey Ey E; Vxy Vyz Vxz Gy Gyz Gz
MPa MPa MPa - - - MPa MPa MPa
8153 1949 1549 0.31 0.17 0.36 1096 642 1120

The overall approach looks promising to be used as a systematic approach for deriving
FLM material models in virtual product development. Open research questions were
outlined.
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Abstract: For some categories of aircraft, such as helicopters and tiltrotors, fuel storage systems must
satisfy challenging crash resistance requirements in order to reduce or eliminate the possibility of
fuel fires and thus increase the chances of passenger survival. Therefore, for such applications, fuel
tanks with high flexibility (bladder) are increasingly used, which are able to withstand catastrophic
events and avoid fuel leakages. The verification of these capabilities must be demonstrated by means
of experimental tests, such as the cube drop test (MIL-DTL-27422). In order to reduce development
costs, it is necessary to execute experimental tests with a high confidence of success, and, therefore, it
is essential to have reliable and robust numerical analysis methodologies. The present work aims
to provide a comparison between two explicit FE codes (i.e., Abaqus and Ls-Dyna), which are the
most frequently used for such applications according to experimental data in the literature. Both
codes offer different material models suitable for simulating the tank structure, and therefore, the
most suitable one must be selected by means of a specific trade-off and calibration activity. Both
are able to accurately simulate the complex fluid-structure interaction thanks to the use of the SPH
approach, even if the resulting sloshing capabilities are quite different from each other. Additionally,
the evolution of the tank’s deformed shape highlights some differences, and, in particular, Abaqus
seems to return a more natural and less artificial behavior. For both codes, the error in terms of
maximum impact force is less than 5%, but, even in this case, Abaqus is able to return slightly more
accurate results.

Keywords: SPH; hyperelastic; drop test; fuel tank; FEM; explicit analysis; bladder; tiltrotor

1. Introduction

The runway-independent aircraft concept is progressively becoming more prominent
in civil aviation thanks to its ability to improve public mobility in areas where airport
infrastructures are not highly developed. Horizon 2020 Clean Sky 2 FRC IADP Next
Generation of Civil Tiltrotor Technology Demonstrator (NGCTR-TD) is an example of
European-funded research in the sector of VTOL aircraft. NGCTR-TD is the innovative
Civil Tiltrotor Technology Demonstrator [1,2] with a configuration that will go beyond
current architectures for this type of aircraft. NGCTR-TD is currently under development by
Leonardo Helicopter (helicopter division of Leonardo Company, leader in Italian aerospace
and defense), and it is shown in Figure 1.
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Figure 1. NGCTR tiltrotor, courtesy of Leonardo Helicopters (https:/ /svppbellum.blogspot.com/20
20/01/il-next-generation-civil-tiltrotor.html, accessed on 28 January 2022).

Because the tiltrotor is able to operate as both a helicopter and an aircraft, the airwor-
thiness specifications are a combination of CS-25 and CS-29 Airworthiness Requirements,
and in some cases, specific tailoring is necessary. For their VTOL capability, tiltrotors have
to comply with crashworthiness requirements according to CS-29, similarly to helicopters.
The fuel storage system of the NGCTR-TD consists of bladder tanks installed inside the
wing structures. Crashworthiness is one of the most demanding aspects to consider in the
design of VTOL fuel tanks in order to satisfy passenger survivability requirements. Among
the various requirements, tanks have to successfully pass a drop test from a height equal
to 15.2 m according to CS 29.952 [3] by showing no leakage after the drop. Moreover, the
tanks must possess sufficient flexibility and foldability in order to be installed through
suitable access doors placed on the lower skin of the wing and to be used for inspection
and maintenance activities. NGCTR-TD has 14 fuel bladder tanks, all located in the wing
structure [4]. As an example, the V22 has 16 fuel tanks, 10 integrated into the wings and
6 in the fuselage, holding from 5489 to 13,779 L of fuel [5]. The NCGTR-TD fuel storage
system is based on bladder tanks manufactured from very flexible and resistant rubberized
materials. Each tank provides a fuel barrier against fuel and fuel vapor leakages and
mechanical resistance in case of a crash, puncture or penetration. All tanks are completed
with co-cured metallic flanges and valves to connect the fuel storage system with fuel and
venting lines.

Not only must the tanks be designed according to crashworthiness requirements, but
the wing itself must have crashworthy features, such as the ability to separate itself from
the fuselage to ensure that a crash is survivable. This is necessary to prevent the fuselage
from being crushed due to the inertial load related to the wings, fuel and nacelles and to
let passengers escape from the aircraft. This feature is also present in military tiltrotors,
such as Bell V-22 tiltrotor [6]. The civil application should require an experimental test to
prove the effectiveness of any solutions devoted to breaking the wing in specific sections.
Experimental and numerical studies of a full-scale regional fuselage drop test without any
wings installed [7-9] have demonstrated that the fuselage damage is located mainly on
the lower section of the fuselage, while the upper part is not critically damaged [10,11].
No evidence on the structural behavior of the wing during a crash has been obtained
under crash conditions. In the 1960s, the US Army introduced the first military regulation
(MIL-DTL-27422) that defined the certification requirements for fuel storage systems to
be installed in a helicopter. The crashworthiness of a tiltrotor tank is based on CS-29
and MIL-DTL-27422 specifications, similarly to a helicopter [12]. As described in MIL-
DTL-27422, the drop impact test must be conducted to verify the structural behavior in
a dynamic regime of the fuel tank, both in the standalone configuration (cube drop test)
and in the partially integrated configuration with the surrounding structure [13]. The
Federal Aviation Administration (FAA) funded research on crash-resistant fuel systems for
commercial aircraft with the aim of providing data that are useful in reducing the possibility
of fire due to crash events [14,15]. Anghileri [16] investigated the fuel tank crashworthiness
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from experimental and numerical points of view. Fuel sloshing during crash events was
studied by means of numerical models, which were validated by comparing their outputs to
experimental results [17]. Using parallel computing, Li et al. [18] investigated the dynamic
behavior of a fuel tank in a dynamic impact event with the ground, demonstrating that such
an algorithm is able to run with a high speed-up ratio and parallel efficiency. Luo et al. [19]
studied the crashworthiness of a fuel tank for helicopter applications by means of the
finite element method (FEM) in order to verify the energy absorption capabilities of the
textile layer and protection frame. Kim et al. [20] used the commercial FE code Ls-Dyna to
simulate the dynamic response of fuel tanks installed in a rotorcraft. An accurate study
based on analytical, numerical and experimental results was performed to investigate the
structural performance of tanks with energy-absorbing fixtures under dynamic pressure
and blast load conditions [21,22].

The activities aimed at developing the next-generation fuel storage system of NGCTR-
TD are part of the DEFENDER project, and within the design and analysis work package,
an innovative aspect is represented by the setup of high-fidelity methodologies and models
to support the tank design, especially its performance against crash and impact loads. The
final aim is to provide models that are validated by means of a full-scale crash test on the
most critical tank plus the wing surrounding its composite structure. The activity will be
performed with an incremental approach, which passes through numerical-experimental
validation, the simulation of a cube-like tank test and, finally, a full-scale test. The study
presented herein is one of the basic steps foreseen for the final objective of the high-fidelity
crashworthiness simulation. In particular, in this work, two numerical models for the
prediction of the structural response of a cube-like tank under impact load conditions were
developed and verified by comparing their results with experimental data available in
the literature.

2. Experimental Test Case Description

In order to validate the numerical model, experimental data available in the literature [23]
were used. Yang et al. performed two drop tests on a fuel tank filled with water (to replace
real fuel). The fuel tank was realized with a flexible structure made of an external fabric
nylon layer and an inner sealing layer. The tank was 760 mm long and wide and its height
is about 600 mm. In order to execute the drop test, according to the specification, the tank
was filled with about 350 kg of water. In the drop impact test, the tank was lifted to a
specific height by means of a crane and dropped on a rigid impact surface instrumented
with four load cells with a capacity equal to 2000 kN. The impact surface was a steel plate
and was 80 mm thick; therefore, it can be reasonably considered rigid. They performed two
drop tests using two different drop heights: 15.2 and 19.8 m. The impact velocities related
to these drop heights are 17.3 and 19.7 m/s, respectively. For the following numerical
comparison, only the impact velocity equal to 17.3 m/s was taken into account, because it
is related to a standard drop height, as reported in MIL-DTL-27422.

3. Numerical Model Description

The validation of the experimental test, as previously described, was performed by
means of a numerical model, realized with two different software packages: Abaqus and
LS Dyna. The experimental test was simulated by means of a 3D FE model composed of
three parts: the fuel tank, the ground and the fuel. In particular, the fuel tank was modeled
by using shell elements with a thickness of 2 mm and fuel with SPH elements, and the
ground was discretized by means of rigid elements in Abaqus and a rigid wall in Ls-Dyna.

For both ABAQUS and Ls-Dyna models, the same mesh density was adopted in
order to remove any dependency by the discretization technique. The tank structure
was discretized by means of 31728 shell elements, while the number of smooth particle
hydrodynamics (SPH) elements used for modeling the fuel was 537936. The platform used
for the numerical simulations is an HP Z840 workstation, equipped with an Intel Xeon
E5-2620 v3 CPU @ 2.40 GHz and 128 GB RAM. Considering that the simulated event time is
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200 ms (even if the most relevant part is up to 50 ms), the computational time is about 4.5 h
for Abaqus and about 4 h for Ls-Dyna (both codes run adopting the parallel solution with
4 cores). Obviously, this small difference is also related to the requested output; therefore,
the difference in computational time is not too relevant. Figure 2 reports the adopted
numerical model with schematic detail of SPH elements and the fluid-structure interaction.

Impact Surface

Fuel (water) Tank

Yole®
Figure 2. FE model.

Fuel (water) :::::: SPH Elements

Tank [ Shell Elements

3.1. Boundary Conditions

The tank is subject to a free-fall form and height equal to 15.2 m; therefore, the impact
velocity is about 17.3 m/s. The ground was simulated by means of rigid elements.

Further, from the reference work, it can be assumed that the impact angle is not equal
to zero, but it is worth noting that such a condition is quite hard to obtain. The impact
angle is about 3° around both the X and Y axes. Figure 3 schematically reports the adopted
boundary conditions.

Tank Reference
System

Impact Velocity
17.3m/s

e

Global Reference
System

V.
L

Bladder Tani Rigid Surface

Figure 3. Boundary conditions.

3.2. Smooth Particle Hydrodynamics Method (SPH) and Water Material Model

Smoothed particle hydrodynamics (SPH) are represented by three-dimensional ele-
ments with three degrees of freedom and defined by their center of mass. These elements
have their own shape functions that depend on the connectivity of the particles. The
interpolation distance between the particles, called smoothing length, furnishes the location
and provides information about transmission among the different particles.

In the SPH approach, the water was simulated as particles with the same dimensions
and distances without mass. The velocity and energy of the particles at any time can be
solved by means of a function f(x). The value of this function can be approximated for
particle data by Equation (1):

N
(F(xi)) =3 —f ()W (xi — x;, ) @
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where h is the smoothing length, m; and p; are the mass and density of the particle, x; and
x;j are the positions of particles, and W is the kernel interpolation.

In particular, we consider two particles (i and j) to be nearest neighbors. If the distance
between particles i and j is lower than the radius of the sphere of influence of j, then i
is connected to j. The dimension of the sphere of influence is a multiple of the particle’s
smoothing length, and the multiplication factor depends on the kernel used to create the
smooth particle’s shape function.

Therefore, the value of a variable for particle j can be obtained by adding the contribu-
tions of particle i contained within the influence radius. The interpolation kernel used in
this analysis was proposed by Monaghan [24].

The behavior of the fluid material inside the fuel tank is determined by the equa-
tion of state (EOS), which relates the pressure and the material volume change rate in a
physical state.

The equation for the conservation of energy equates the increase in internal energy
per unit mass, E;, to the rate at which work is being performed by stresses and the rate at
which heat is being added. In the absence of heat conduction, the energy equation can be
written as: 3E 19
PT[":(pfpbv)EaferSerQ 2)
where p is the pressure stress, defined as positive in compression; py, is the pressure stress
due to the bulk viscosity; S is the deviatoric stress tensor; e is the deviatoric part of the
strain rate; and Q is the heat rate per unit mass.

The equation of state is assumed for the pressure as a function of the current density,
0, and the internal energy per unit mass, E,;.

Since the internal energy can be eliminated, it is possible to write the EOS as a p
versus V relationship (where V' is the current volume) or, equivalently, a p versus 1/p
relationship that is unique to the material described by the equation-of-state model. This
unique relationship is called the Hugoniot curve and is the locus of p-V states achievable
behind a shock (see Figure 4).

Py

pHI] 1

pIIIUj | Ny -1
1 1 p
P Py

Figure 4. A schematic representation of a Hugoniot curve.

The Hugoniot pressure, py, is a function of density only and can be determined, in
general, by fitting experimental data.

There are different formulations of EOS, and the most common form for the water
description is the linear Us—Up equation, which is given by:

2
PoCp
pH=—""5 3)
(1-sy)

where ¢y and s define the linear relationship between the shock velocity, Us, and the particle
velocity, Up, as follows:
Us = co+ Sup (4)
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With the above assumptions, the linear Us—Up Hugoniot form is written as

c2 _ Toy

where pocoz is equivalent to the elastic bulk modulus at small nominal strains.

3.3. Tank Material Model

The fuel tank structure is a crash-resistant composite fabric composed of a rubber layer
and a nylon layer. A different formulation is used for each of these materials.

Rubber materials have very small compressibility compared to their shear flexibility.
This behavior can be modeled by means of hyperplastic material. In fact, the hyperplastic
material model is isotropic and nonlinear, is valid for materials that exhibit an instantaneous
elastic response to large strains and requires that geometric nonlinearity be accounted for
during the analysis step since it is intended for finite-strain applications.

Hyperelastic materials are described in terms of a “strain energy potential”, U(e),
which defines the strain energy stored in the material per unit of reference volume (vol-
ume in the initial configuration) as a function of the strain at that point in the material.
There are several forms of strain energy potentials available in Abaqus to model approx-
imately incompressible isotropic elastomers: the Arruda-Boyce form, the Marlow form,
the Mooney-Rivlin form, the neo-Hookean form, the Ogden form, the polynomial form,
the reduced polynomial form, the Yeoh form and the van der Waals form. For this ma-
terial description, the Marlow form is used. A strain energy potential is constructed
that will reproduce the test data exactly and that will have reasonable behavior in other
deformation modes.

The form of the Marlow strain energy potential is:

U = Ugep (Tl) + Uyl (]81) (6)

where U is the strain energy per unit of reference volume, with Uy, as its deviatoric part
and U, as its volumetric part; I; is the first deviatoric strain invariant and is defined as:

=2+ + 5 @)

where the deviatoric stretch A; = ]~ 5 Aj is the total volume ratio, J¥! is the elastic volume and
A; is the principal stretch. The deviatoric part of the potential is determined by providing
either uniaxial, equibiaxial or planar test data, while the volumetric part is determined by
providing the volumetric test data, defining Poisson’s ratio or specifying lateral strains
together with uniaxial, equibiaxial or planar test data.

Additionally, the fabric layer has very low compressibility compared to its shear
flexibility, and for this reason, the hyperelastic material model was also adopted for the
fabric layer.

The most suitable mathematical model is the Ogden form. A strain energy potential is
constructed that will reproduce the test data exactly and that will have reasonable behavior
in other deformation modes.

The form of the Ogden strain energy potential is:

U= izi(/\ X@"‘—a)+%%{(]“—1)2i ®)

2
i=1 % i=1
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where 4; is the deviatoric principal stretch A= ]*%/\,-; A; is the principal stretch; N is a
material parameter; and y; , «; and D; are temperature-dependent material parameters.
The initial shear modulus and bulk modulus for the Ogden form are given by:

N 2
— Ko = 9
o 1_221% 0= b ©)

Since the fabric layer is stiffer and stronger than the rubber layer, its behavior is
predominant, and for this reason, the Ogden material model was used to reproduce the
structural behavior of the tank skin.

3.4. Tank Material Properties

The tank structure is made in a composite material that has a fabric nylon layer and
an inner rubber layer aimed at ensuring impermeability to the fuel. Generally, the rubber
layer is co-cured on the fabric layer, and the connection is very strong; possible failures
involve both layers. The global response of the tank material can be related to a hyperplastic
material, and therefore, a suitable material model was adopted in both Abaqus and Ls-
Dyna. The best approach to defining the structural behavior is by means of obtaining
the experimental stress—strain curve in a uniaxial tensile test. The density of the woven
material is 1150 kg/ m3, and the average thickness of the woven material is 2 mm. The
stress—strain curve of the woven material, used as input, is reported in Figure 5.

Stress-Strain Curve

Figure 5. Stress-strain curve of the woven material.

4. Numerical Results

In the following, the comparison between Ls-Dyna and Abaqus results is shown.
Figure 6 shows the deformed shape of the fuel tank in terms of global displacement
(vectorial sum) for several time steps in order to provide a sort of deformation time-history.

The next figure shows that, generally, the two models behave quite similarly to each
other. In particular, since the structure is very flexible, it begins to deform and is crushed in
the lower area (the one that first comes into contact with the rigid ground). The internal
fluid, under the action of inertial forces, pushes the tank structure downwards, introducing
amoderate deformation state to the upper part. The magnitude of the global displacement is
comparable between the two models, and therefore, the overall deformation of the structure
does not present striking differences. However, it is equally evident that the structural
response starts to exhibit some differences at around 40 ms. In fact, the Abaqus model
seems to be softer, and therefore, the upper central part is subject to greater displacements.
This is explained by the fact that the liquid begins to press towards the lateral walls in the
bottom region (see also the following figures that report a sectional view). The fluid then
generates an empty region that is unable to support the tank structure, and therefore, it
collapses. On the other hand, in the LS-Dyna model, this peculiarity is not evident, and
this is associated with the greater rigidity of the structure, which is therefore unable to
accommodate fluid dislocations.
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Figure 6. Global displacement contour plot. Left: Ls-Dyna model; right: Abaqus model.

Figure 7 shows the time histories of the strain of the bladder fuel tank for both the
Ls-Dyna and Abaqus models. The distribution of the strain is quite different between the
two models, even if, in terms of absolute values, they are still comparable. The biggest
differences occur after the rebound stage. At 20 ms, the LS-Dyna model has a wide band
with fairly high strain values (about 38%), so the area subject to high stretching is quite
extensive. In the Abaqus model, on the other hand, only the areas close to the vertical
edges show high strain values (around 32%). It is reasonable to assume that the largest
strain values should be concentrated just in these areas, because the structure will try to
eliminate the existing bends in order to accommodate fluid sloshing. The parts far from the
edges, on the other hand, will be subject almost exclusively to a tensile stress state.
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Figure 7. Strain distribution on tank structure. Left: Ls-Dyna model; right: Abaqus model.

After the rebound, at 40 ms, in the LS-Dyna model, a wide region with high strain
values remains (obviously, the values are smaller than those related to the maximum
crushing step). On the other hand, in the Abaqus model, the regions with high strain
values are always very reduced and localized in the bending areas. However, it should
be noted that at 40 ms, the deformation state of the bottom regions presents comparable
values between the two models (about 12% for Ls-Dyna and 14% for Abaqus). The top of
the Ls-Dyna structure has an average strain state of about 4%, while in Abaqus, this area is
not notably stressed since the average strain is about 0.4%. All of this, again, highlights the
greater flexibility of the Abaqus model compared to the Ls-Dyna model.

Finally, at 50 ms, although the colors could be misleading, the maximum values on the
top are comparable and are equal to about 10%. This is due to the fluid, which, after the
rebound, is concentrated towards the area with minimum resistance, i.e., the central area,
and pushes the tank from the inside upwards.
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Figure 8 shows a section of the tank in which it is possible to see the global displace-
ment of the SPH elements. The sectional view provides a clear overview of the behavior of
the fluid inside the tank. Prior to 20 ms, there are no significant differences between the
two models, as observed in the previous results. Even in this case, the greatest differences
occur after the rebound phase. The Abaqus model allows for greater mobility of fluid
particles, and thus, the sloshing is much greater. In fact, it is possible to note a clear mixing
of the particles. Further, the 50 ms frame can explain the strain distribution on the top
region. In Abaqus, the particles are more able to concentrate towards the central region,
and therefore, in this area, the pressure is much greater. It is equally important to note that
both models are able to accurately simulate the fluid—structure interaction. The particles
remain contained within the tank and are able to slide easily on the internal walls. For
example, at 10 ms, it is evident that there are large tank portions in which the fluid is not in
direct contact with the structure.
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Figure 8. SPH global displacement field. Left: Ls-Dyna model; right: Abaqus model.

The force time-history curve (Figure 9) provides a global depiction of the good correla-
tion level achieved by both models. The whole phenomenon is dominated by two force
peaks, which are related to the first contact time and to the maximum crushing time. In
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reference to this, the Abaqus model is more accurate since the Ls-Dyna model estimates the
presence of a third peak (although with a reduced value). This could be related to the lower
liquid fluidity (less sloshing), which leads to the concentration of inertial forces in more
than two events. In addition, the overestimation of the second force peak by the LS-Dyna
model could be related to the fact that the greater force is due to greater mass (therefore,
more fluid is concentrated in the contact region due to a lower mobility capability and
therefore a decreased ability to spread itself over a larger surface).
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Figure 9. Numerical-experimental comparison in terms of impact force time-history.

In particular, the first experimental impact load peak is about 622 kN, whereas the
value determined from the Abaqus model is 637.15 kN (+2.40%), and the value related
to the Ls-Dyna model is 595.29 kN (—4.33%). As said before, the second force peak is
well estimated by the Abaqus model since the error is about —7.45%, and it is quite
overestimated by the Ls-Dyna model, which has an error of about +36%. Finally, both
models overestimate the contact time by about 10 ms.

Another aspect to underline is that the experimental results do not show zero force
after the rebound (an event that should occur at around 60 ms). This could be due to a
poor damping capacity of the impact surface, since such structures are subject to significant
rebounds if no catastrophic failures occur. Therefore, the comparison after that time step is
not realistic.

5. Conclusions

This paper provides a comparison between two numerical models developed by means
of two different explicit FE codes: Abaqus and LS-Dyna. The quality of the numerical results
was verified by numerical-experimental comparison with respect to experimental data
available in the literature related to the standard cube drop test for fuel tank certification.

e  Having reliable and robust numerical models is a key factor in both realizing a good
design and reducing the costs related to product certification. In fact, this research
activity is motivated by the need to define numerical models applicable to the design
and verification phases of the fuel storage system of the NGCRT-TD. In order to per-
form a fair comparison, the developed models have the same peculiarities; therefore,
both simulate the tank structure by means of shell elements and a hyperelastic material
model, and both models use the SPH approach for modeling the fluid. In particular,
the most suitable mathematical formulation for the tank structure is the Ogden model.
The material calibration curve was established using experimental tensile test data
on samples consisting of a nylon layer and a rubber layer (the latter is essentially
introduced to ensure the sealing capability).

e The results show that both codes are able to achieve an excellent correlation level with
comparable computation costs. For both models, the error related to the maximum
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impact force is smaller than 5% (a slightly better result was obtained with the Abaqus
model). Both codes overestimate the duration of the main crash event (i.e., up to the
rebound) to a similar extent. More significant differences can be found regarding the
second peak of the impact force (relative to the instant of maximum crushing). In this
case, Abaqus is clearly more accurate since the second peak is estimated with an error
of about 7%.

e  Regarding the structural response of the tank, the Abaqus model is able to simulate
greater flexibility. This allows both better accommodation of the movements of the
internal fluid and therefore a more realistic deformation mode, and it provides a strain
distribution with reduced average values localized in a few regions, such as the edges.

e  Finally, as regards the dynamics of the fluid particles, minimal differences are found
up to the maximum crushing time, but after that, the differences are more significant.
The Abaqus model is able to simulate a high state of particle mixing, and therefore,
the resulting sloshing is more extensive and more realistic. It would be interesting
to experimentally study the real degree of sloshing in such crash events. This is,
obviously, a key aspect since, due to the high material flexibility, the fluid is able to
stretch the tank structure with its pressure.
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Abstract: This work aims to enhance and validate a systematic approach for the structural finite
element (FE) analysis of thermoplastic impregnated 3D filament winding structures (fiber skeletons).
The idealized modeling of geometrically complex fiber skeletons used in previous publications
is refined by considering additional characteristic dimensions and investigating their mechanical
influence. Moreover, the modeling approach is transferred from the meso- to the macro-level in
order to reduce modeling and computational effort. The properties of meso- and macro-level FE
models are compared using the example of simple loop specimens. Based on the results, respective
application fields are defined. In the next step, the same modeling approach is applied to a more
complex, three-dimensional specimen—the inclined loop. For its macro-level FE model, additional
material characterization and modeling, as well as enhancements in the modeling of the geometry,
are proposed. Together with previously determined effective composite properties of fiber skeletons,
these results are validated in experimental tensile tests on inclined loop specimens.

Keywords: 3D filament winding; commingled yarn; fiber skeleton; geometry modeling; finite element
analysis; structural simulation

1. Introduction

The 3D filament winding technology, also referred to as 3D Skeleton Winding tech-
nology (3DSW), is a design and production approach that allows lightweight potentials
to be exploited to a particularly high degree. Its concept consists of winding thermoset
or thermoplastic impregnated reinforcement fibers (e.g., glass or carbon fibers) onto a
winding form, whereby (after curing or solidification of the polymer matrix) a so-called
fiber skeleton is created. In comparison to the conventional filament winding process for
the production of rotationally symmetric composite structures, the robot-based coreless
3D filament winding process offers greater geometric flexibility, allowing more complex,
topology-optimized fiber skeletons to be realized. The impregnated fibers are usually
wound around load introduction locations and support points (mostly implemented as
metallic inserts) so that the fiber orientation is ideally aligned with the load paths. This
allows occurring loads to be transferred directly into the continuous fibers in a form-fit
manner, leading to high utilization of the fibers” mechanical properties. Depending on the
application, the fiber skeletons are used either as pure skeletal structures [1-3] or as local
reinforcements within molded parts or laminates [4—6]. In both cases they generally serve
to carry significant mechanical loads while minimizing the component’s mass [4,7,8].
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Quantitative methods are needed that allow precise estimates of the fiber skeletons’
load bearing capacity and load-dependent deformation. While the mechanical behavior
of wound ring reinforcements under internal pressure (with a constant, rectangular cross-
sectional area) can be estimated on the basis of analytical equations [9], finite element (FE)
analysis is generally used for the structural assessment of more complex winding structures.
Depending on the size of the fiber skeleton considered and the failure modes investigated,
different FE modeling approaches are suitable. In the simulation of large fiber skeletons
(e.g., lightweight installation profiles, ship cabins or building structures) highly simplified
geometry models are used. An overview of this modeling approach is given in [10]. As can
be seen in [1,2,11-13] the fiber strings are usually modeled as one-dimensional rod or beam
elements, while the fiber deflection points are represented by rigid connections of these
elements. This approach enables precise estimates of elastic deformations of large wound
trusses at low modeling and computational effort. However, it is not suited for precise
simulations of the failure mechanisms typically occurring at the fiber deflection points that
usually determine the fiber skeletons’ bearing capacity under tensile loading [8,9,14]. Since
those are of great importance in the dimensioning of small fiber skeletons often serving as
local reinforcement in structural components, in this case, more realistic geometry models
are created. As can be seen in [15,16], the (idealized) orientation of the fibers is mapped
and represented in the geometry models—notably at the fiber deflection points. In this
context shell and/or solid elements are used, enabling the consideration of orthotropic
material properties and the precise analysis of stress distributions. Thus, failure criteria and
damage evolution models for unidirectionally reinforced composites can be implemented
and, consequently, besides elastic deformations, failure-critical locations as well as critical
loads and failure sequences are also evaluated. In this context, most widely used are the
failure criteria of Hashin [17], Puck [18] and the Maximum Stress Criterion as well as the
degradation models according to Lapczyk et al. [19] and Puck [18]. In order to also simulate
relative movement and/or delamination between individual winding layers, mesoscopic
geometry models are created in [5,9,20], that is, all windings are modeled individually and
their interactions are defined either by isotropic separation layers or contact definitions
(bonded/frictional/frictionless). Validation studies for such detailed approaches to the FE
simulation of fiber skeletons show that the agreement between calculated and measured
mechanical behavior greatly depends on a realistic geometry model. Thus, it is found in [5]
that the consideration of geometry modifications caused by subsequent pressing of the
wound fiber skeletons is crucial to obtain precise simulation results. In [15], it is shown that
the tensile loading capacity of a wound loop is strongly influenced by the loop’s thickness
(in loop plane), but degressively increases with it. A theoretical rationale for this is given
in [9] where the relevance of geometric non-linearities is pointed out in this context.

In [21], the authors of the present paper introduce a systematic approach to the struc-
tural FE simulation of fiber skeletons. It is summarized in the following two paragraphs.
The advancements to this approach generated in the present paper are listed in bullet point
form at the end of this section.

First, as can be seen in Figure 1a, it is shown that fiber skeletons generally have four
different structural constituents (structural constituents: phases within a structure showing
clearly distinguishable mechanical properties): the impregnated roving (A), the roving-
roving interface (B), the insert-roving interface (C) and the insert (D). Consequently, all
modeling and investigation steps are carried out on a mesoscopic level. Using the example
of the chosen materials (windings consisting of a polypropylene-glass fiber commingled
yarn, inserts made of aluminum), the respective mechanical behavior of the different struc-
tural constituents is characterized experimentally. On the basis of these measurements,
material models for the structural constituents are selected and parametrized. The elastic
behavior and strength of (A) are defined by transversely isotropic constants. Local initial
failure is determined by the Maximum Stress Criterion and the subsequent local degra-
dation is defined by a reduction of the elastic constants following the Material Property
Degradation Method (MPDG) [22-24]. The mechanical behavior of (B) is defined by a bilin-
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ear cohesive zone model (CZM) according to [25]. It covers elastic and plastic deformation
as well as detachments. (C) is not experimentally examined in [21]. It is simplified as a
frictionless contact, as it is assumed not to be a significant influence in the experiments
performed. The elastic behavior of (D) is assumed to be isotropic. No failure model is
defined for it, as aluminum inserts within fiber skeletons typically do not show signs
of failure.

Impregnated
m\.ﬁngg[ﬂ
Polymer matrix
Reinforcing fibers

Roving-roving
= interface (B)

Intertaca (CF
I insert (D)
(@)

step (iii)

Step

2

(i)

LT: Loop thickness (locally adapted)

CWW: Contact width between ad-
jacent windings (locally adapted)

AiW: Cross-sectional area of indi-
vidual winding (globally constant)

(b)

(iii)

Figure 1. (a) Structural constituents within fiber skeletons, adapted from [21]; (b) Distinction of
characteristic areas in a simple loop (shafts (i, ii) and wraps (iii)) and definition of characteristic
dimensions, adapted from [21].

Besides the isolated consideration and characterization of the structural constituents
described above, the geometric modeling of the fiber skeletons is also an essential part of
the systematic approach presented in [21]. Geometry modeling is of particular importance
in the structural simulation of fiber skeletons, since certain dimensions have a considerable
influence on the stress distribution [14] and consequently also on the calculated load
bearing capacity [5,15]. Detailed geometry modeling of fiber skeletons is challenging as—
due to the manufacturing process—they usually do not show clearly identifiable contours
and shapes. In the 3D filament winding process, a limb yarn is wound around inserts or
stretched freely into space, depending on the location in the fiber skeleton. As a result,
the windings assume cross-sectional shapes that are geometrically complex to describe
and may vary over the course of the winding path. Consequently, geometry models of
fiber skeletons must be an idealization of reality—this is especially the case with respect
to skeleton models that are not (yet) physically present and thus cannot be measured.
Figure 1b graphically summarizes the geometry modeling approach developed in [21].
Similar to geometry modeling based on repeating unit cells (RUC), as used for example
in the structural simulation of conventionally filament wound (rotationally symmetric)
composite structures [26,27], the fiber skeleton considered (simple loop) is first divided into
characteristic areas in which the windings assume clearly distinguishable arrangements. In
this regard the two shafts (i, ii)—which contain different numbers of windings due to the
final overlap applied in the winding process—as well as the two identical bolt wrappings
(iii) are distinguished. In the second step, characteristic dimensions are defined which are
assumed to have an important influence on the mechanical behavior of the fiber skeleton
and are therefore modeled as realistically as possible in each of the characteristic areas.
Here, the local loop thickness (LT), the local contact width between adjacent windings
(CWW) and the globally constant cross-sectional area of the individual winding (AiW) are
considered. To ensure simple modeling of these characteristic dimensions, the windings
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are modeled with a rectangular cross-section. The described modeling approach strives to
be as precise as necessary to accurately represent the skeleton’s mechanical behavior while
being as simple as possible to implement.

While performing the work described in [21] and while evaluating the first validation
results, some potential improvements and extensions to the developed approach were
identified which are addressed in this paper and briefly summarized below.

e During modeling of the geometry, more potentially relevant dimensions were found
(Section 2.2.2). They are included in this paper’s models and their mechanical effects
are examined (Section 3.2.2).

e It has been shown in [8,21] that delamination has an influence on the mechanical
behavior (i.e., the load-displacement curve) of tension-loaded simple loops. However,
this influence decreases at higher winding numbers. This indicates that at higher
winding numbers, mesoscopic modeling may be abandoned in favor of a time-efficient
macroscopic modeling approach (Section 2.2.2), which neglects the roving-roving
interface (B). Both modeling approaches are compared using the example of simple
loops in this paper (Section 3.2.5).

e The loops’ stiffness measured in N/mm, hereafter referred to as spring constant K,
was overestimated in the simulations in [21]. This deviation as well as possible reasons
are examined experimentally (Section 3.2.3). Based on the findings, the fiber-parallel
Young's modulus (E|) of the impregnated roving (A) is adapted to the loops’ effective
elastic behavior.

e After intensive consideration of simple loop structures, the knowledge is transferred
to the modeling and simulation of inclined loops and thus to three-dimensional
fiber skeletons (Section 3.3). Since relative movements between windings and inserts
may occur in this case, the insert-roving interface (C) is characterized in this context
(Section 3.1).

2. Materials and Methods
2.1. Specimens and Mechanical Testing
2.1.1. Materials

The materials correspond to the ones used in [21]. All windings as well as the plates
for the friction tests are made from the polypropylene-glass fiber (PP-GF) commingled
yarn Twintex ® RPP60 1870 B provided by the manufacturer Owens Corning. It has a fiber
volume content of 35 vol.-% and a linear density of 1870 tex (g/km). The polypropylene
filaments contained in it are colored black. All inserts and the slider for the friction tests are
made from aluminum. Table 1 lists the elastic constants and strength values used in the
FE simulations.

Table 1. Elastic constants and strength values used in the FE simulations, adapted from [21].

Elastic Constants ?

/ b
PP-GF roving EH [MPa] E | [MPa] GHl [MPa] G| [MPa] YL [-1 vy [-] v [
23,953 3750 1225 1125 0.32 0.32 0.59
Alumi E [MPa] v
uminum 71,000 0.33
Strength Values ?
b
PP-GFroving X/l [MPal Rjc[MPa] ~ Ry¢[MPa]  R;c[MPa] Ry, [MPa] R, [MPa]
987.9 274.0 6.7 44.6 17.0 17.8
@ 1 1: parallel to fiber orientation, L: transverse to fiber orientation, t: tension, c: compression; b Values are

redetermined in this paper, see Sections 3.2.3 and 3.2.4.

With two exceptions, the material properties given in Table 1 correspond to the mea-
surements and assumptions from [21]. One exception is the fiber-parallel Young’s modulus
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(E))) of the PP-GF roving (A) which is adapted in Section 3.2.3 based on the observed
deviations between calculated and measured spring constants of simple loops under tensile
loading. The other exception concerns the fiber-parallel tensile strength (R;) which is
redetermined in Section 3.2.4. Both adaptations are carried out using FE models of the
simple loop and are later validated using an FE model of the inclined loop.

To investigate the influence of fiber twists on the spring constant K of simple loops,
a comparable PP-GF commingled yarn with an artificial twist of 40 turns per meter is
produced in a cooperation of the companies Comfil ApS (Gjern, Denmark) and Culimeta
Textilglas-Technologie GmbH and Co. KG (Bersenbriick, Germany).

2.1.2. Test Specimens

The simple loop specimen, shown in Figure 2, is used in this paper to investigate the
influence of different geometric dimensions, to compare meso- and macroscopic geometry
modeling and to investigate the spring constant K. The tensile tests on simple loops with
two and six windings described in [21] are repeated in this work with optimized production
parameters and supplemented by loops with ten windings. In order to investigate a possible
cause for the deviation between the calculated and the measured spring constant K, all
specimens are additionally produced in a variation with artificially created fiber twist. The
production of the simple loop specimens corresponds to the description in [21].

@20mm
@25mm

- 120mm - = 20mm =

Figure 2. Simple loop specimen with dimensions, adapted from [21].

The inclined loop, shown in Figure 3a, is used to investigate more challenging skeleton
geometries as well as inclined load transfers typically occurring in three-dimensional
fiber skeletons. It is a part of the fiber skeleton developed and investigated in [4]. As
the name suggests, the inclined loop differs from the simple loop in that the two inserts
are not positioned within the same plane. The specimen considered here shows further
differences: the two inserts are of different size, are concave in shape and both completely
wrapped twice (double-eye winding on each insert). This configuration originates from the
investigations on fiber skeletons with inclined load transfers performed in [4] and is not
modified in this paper. The production of the inclined loop is also carried out according to
the descriptions in [21], but the winding form shown in Figure 3b and an adapted robot
program are used. The inclined loop specimen is dimensioned with four windings. As
in the case of the simple loop, a final overlap is applied during the winding process, so
that the shaft in the front contains four windings while the one in the back contains five
windings. A detailed overview of the winding numbers at every location of the specimen
is given in Section 2.2.3.
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Figure 3. (a) Inclined loop specimen after [4] with dimensions; (b) Corresponding winding form.

Since significant movement between the windings and the inserts cannot be ruled
out in the case of the inclined loop, the insert-roving interface (C) is characterized exper-
imentally in this work. It is known from previous studies that no significant adhesion
occurs between thermoplastic impregnated windings and metallic inserts (especially when
using polypropylene matrices), so this contact is considered to be frictional. Consequently,
the characterization is based on the DIN EN ISO 8295 standard [28] for the determination
of friction coefficients. As can be seen in Figure 4c, plate specimens are used for this
purpose which are press-consolidated from the material of the windings and afterwards
cut according to standard dimensions. The standard slider, which slides over the plates in
the friction test, is made of the material of the inserts (aluminum).

(0)

Figure 4. Test setups. (a) Simple loop, test setup according to [21]; (b) Inclined loop; (c) Friction test.
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2.1.3. Test Equipment and Procedures

As indicated in Section 2.1.2, tensile tests are performed on simple loops with two,
six and ten windings as well as on inclined loops with four windings. As in [21], these
are carried out at a testing speed of 5 mm/min on a Hegewald and Peschke inspect
table 50 testing machine equipped with a 50 kN load cell and a video extensometer. The
corresponding test setups are shown in Figure 4a,b. In both cases, the bottom insert is
fixed while the top insert is pulled vertically upwards. The friction tests are performed on
a Hegewald and Peschke inspect table 5 testing machine equipped with a 10 N load cell
following the DIN EN ISO 8295 standard [28]. The illustration of the test setup in Figure 4c
shows that the aluminum slider (200.05 g) is connected to the load cell by a rope. The
rope is deflected by about 90° by a pulley so that the slider can slide over the horizontally
oriented composite plate. For an approximate estimation of the friction influence of the
pulley, additional idle tests are carried out in which the rope is connected only to the pulley.
The test speed is set to 100 mm /min in all friction tests. The friction is measured in parallel
and transverse to the fiber orientation in the plate specimens.

2.2. Finite Element Modeling

All FE models in this paper are prepared, computed and analyzed with the commercial
FE software Ansys Mechanical 2020 R1.

2.2.1. Material Modeling

The material models described and used for the structural constituents (A), (B) and (D)
in [21] are adopted in this paper. To represent potential friction effects in the insert-roving
interface (C), the basic Coulomb friction model implemented in ANSYS Mechanical [29] is
added. Its central relation is given in Equation (1):

Tim = #P +b. 1)

Tim represents the limit frictional stress, while # and P are the coefficient of friction
and the normal pressure acting between the contact partners, respectively. b represents a
contact cohesion providing sliding resistance even without normal pressure. It is set to
zero in this work, as no adhesion between inserts and windings is observed.

If the frictional stress of a contact is below the calculated Tj;;,,, the contact partners
adhere to each other (sticking state). If, however, 7, is exceeded, larger tangential dis-
placements between the contact partners are tolerated while the frictional stress remains
constant (sliding state). In this simplified model, no distinction is made between static and
dynamic coefficients of friction. The resulting relation between frictional stress (7) and
tangential displacement (9) is shown in Figure 5. T is determined by a penalty stiffness, so
that very small displacements ¢ are assumed in the sticking state of a contact [30].

slidin
Tim |- g

sticking

Figure 5. Relation of frictional stress T and tangential displacement ¢ in the Coulomb friction model,
adapted from [30].
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2.2.2. FE Modeling of the Tensile Tests on Simple Loops

As described in Section 2.1.2, much of the research in this paper is done using simple
loop specimens as examples. For this type of specimen, two different FE model types are
generated whose main difference lies in the geometry modeling: meso-level models in
which each winding is modeled individually and macro-level models in which all windings
are combined, so that the roving—roving interface (B) is neglected.

Meso-Modeling

The generation of the meso-models is carried out as described in [21] with minor
modifications. A detailed description of the modeling is therefore not repeated here.
Instead, the changes made compared to [21] are listed below.

e  In[21], discrepancies between simulation results and measurements, as well as uncer-
tainties associated with material characterization, are found. In Sections 3.2.3 and 3.2.4
of the present work, potential causes are investigated and the material parameters
E| and NI of the PP-GF roving (A) are adapted by means of reduction factors. The
resulting values are given in Table 1.

e  As shown in Figure 7, further characteristic dimensions are considered and mod-
eled according to the respective measurements given in Table 2. Their mechanical
influence—and thus their relevance for precise FE simulations of fiber skeletons—is
evaluated in Section 3.2.2.

Table 2. Characteristic dimensions of simple loops with two, six and ten windings.

OWS [mm] 2 TL [mm] ® AiW [mm2] © LT [mm] CWW [mm]

(Std. Dev.) (Std. Dev.) (Std. Dev.) (Std. Dewv.)

9 @) 0.85 (0.20) 15.80 (7.34) 247 1.49 (0.24) 0.33(0.24)
windings (ii) 0.85 (0.20) 15.80 (7.34) 247 1.14 (0.16) 0.00 (0.00)
(iii) - - 247 0.90 (0.11) 1.96 (1.22)

6 @) 1.11 (0.22) 23.64 (6.39) 247 3.34(0.16) 0.92 (0.32)
windings (ii) 1.11 (0.22) 23.64 (6.39) 247 2.55(0.12) 0.49 (0.19)
(iii) - - 247 1.91 (0.20) 3.50 (0.41)

10 @) 1.18 (0.15) 20.78 (6.67) 247 2.82(0.18) 1.60 (0.40)
windings (i) 1.18 (0.15) 20.78 (6.67) 247 2.48 (0.11) 1.37 (0.41)
(iii) - - 247 1.94 (0.08) 4.64 (0.65)

2 Without distinction between the characteristic areas (i) and (ii); ® Without distinction between the transitions
(1)-(iii) and (ii)—(iii); © Calculated values.

To reduce calculation time, the symmetric geometry model is halved.

Since meshing complex skeleton models with hexahedral SOLID186 elements often
leads to poor element quality, all models studied are consistently meshed with tetrahe-
dral SOLID187 elements. SOLID187 is a 10-node 3D solid element with a quadratic
shape function and three degrees of freedom per node (x, y and z direction).

e  The insert-roving interface (C) is no longer represented by a frictionless contact, but
by the friction model described in Section 2.2.1 in combination with the coefficient of
friction yg; determined in Section 3.1.

e Geometric non-linearity is considered by activating the corresponding analysis setting
in ANSYS Mechanical (“large deflection”). This ensures that deformation-induced
changes of the stiffness matrix are determined and adjusted iteratively [31]. Even
though the simple loop specimens deformed by only a few millimeters before total
failure, the assumption of geometric linearity can lead to unrealistic deformations
and stress peaks in the FE simulations. This applies in particular in the context
of delamination.

The resulting meso-models are shown in Figure 6. Table 2 lists the characteristic
dimensions of the simple loop specimens. The loop thickness (LT) and the contact width
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between adjacent windings (CWW) are determined based on micrographs as described
in [21] with the difference that metal foil is used instead of polyimide foil to enable a more
precise measurement of the roving-roving-interface (B). The calculated rectangle height is
larger than the measured CWW, which is why special surfaces are defined to model the
contact between the windings (marked in green). In addition, 2D images of the loops are
made with an optical scanner, from which the offset between wrap and shaft (OWS) and
the transition length between wrap and shaft (TL) are measured using the public domain
image processing software Image]. The area of an individual winding (AiW) is adopted
from [21] and the contact area between wrap and insert (CWI) results from the rectangle
height in area (iii).

Sectional view A-A OWs:
of a macro-model Offset betw. wrap & shaft
TL:

(1 rectangle):

Transition length betw. wrap & shaft
AiW:
Area of an individual winding

Caleulated N:
rectfmgle Winding number
height LT:

(=AIW*N/LT) Loop thickness

| ° € T > CWW:
2 S Factanglewath) Contact width betw. adjacent windings
Sectional view A-A Calculated rec-
of a meso-model tangle width
(N rectangles): (=LT/N)
Calculated
rectangle
height
(=AIW*N/LT)
Y

Figure 6. Meso-models of the simple loops: fiber orientation and characteristic areas (top), close-up
view of insert area (bottom).
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(iif)

Figure 7. Overview of the characteristic dimensions considered in this work and illustration of the
windings’ rectangular modeling.

Macro-Modeling

To ensure comparability, macro-modeling of the simple loops is based as closely as
possible on the meso-models described above. The characteristic areas shown in Figure 6
and the characteristic dimensions specified in Table 2 apply in the same way. The windings
are modeled with a rectangular cross-section as well. In contrast to the meso-models,
however, there is only one rectangular cross-section per characteristic area, since the
interfaces between the windings are neglected. The local cross-sectional area corresponds
to the cross-sectional area of an individual winding (2.47 mm?) multiplied by the number
of locally present windings. With this value and the local loop thickness given in Table 2
(corresponds to the width of the rectangle), the local height of the loop (height of the
rectangle) results are unambiguous. This is graphically explained with the characteristic
dimensions in Figure 7. Another difference between the meso- and macro-models concerns
the transitions between the shafts (i, ii) and the wraps (iii). In the meso-models, these must
be modeled as straight-line connections to maintain close contact between the adjacent
windings. Due to the neglection of the roving-roving interface (B), this restriction does not
apply to the macro-models, so that the notches associated with straight-line modeling can
be avoided here. Therefore, the transitions are modeled based on curves, in this case, which
tangentially fade into the shafts and wraps (see Figure 7). This also leads to a more realistic
representation of the fiber skeletons’ actual shape. As with the meso-models, the material
properties specified in Table 1 are used and aligned with the (idealized) fiber orientation
by adjusting the elements’ local coordinate system. The insert-roving interface (C) and
all analysis settings are also defined identically. Furthermore, the macro-level geometry
models are also meshed with tetrahedral SOLID187 elements, and the load introduction is
also carried out by displacing one insert while the other one is fixed.

2.2.3. FE Modeling of the Tensile Tests on Inclined Loops

From past studies it is known that delamination is unlikely to occur in wound loop
structures with eye windings. For this reason, geometry modeling on the meso-level is
skipped and a macro-model of the inclined loop specimen is generated instead. As can be
seen in Figure 8, in this case as well, the geometry modeling starts with a segmentation of
the fiber skeleton into characteristic areas. As with the simple loops, the two shafts (i, ii)
are distinguished here, since they contain different winding numbers. The two outer wraps
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of the inserts (iii, iv) are modeled differently, since the two inserts are not identical. The
inner wraps (v, vi) are added as additional characteristic areas to model the eye windings.
The shafts and the outer wraps are connected by tangential transitions in this case as well.
Again, the modeling of the windings is based on rectangular cross-sections as indicated by
the equations shown in Figure 7. This time the measurements of the inclined loop, given
in Table 3, are used. The measurement of the inclined loop is carried out using the optical
3D measuring system ATOS 5 provided by GOM GmbH. Thus, as shown in Figure 8, the
outer surfaces of the skeleton are comprehensively measured, but no section views are
available. Thus, the loop height (height of the rectangle) is measured in this case and the
loop thickness is derived from it. This again requires the cross-sectional area of a single
winding (2.47 mm?) and the number of locally present windings given in Table 3.

Figure 8. Macroscopic geometry model of the inclined loop with characteristic areas (left), screenshot
of the 3D measuring (right).

Table 3. Characteristic dimensions and locally present winding numbers of the inclined loop.

c 5 : )
OWS[mm]® TL[mm]®  AiW [mm?]® (lefd[_n]‘)“e‘i) CWW [mm] Iﬂ‘(g‘t‘:f‘];‘e‘é)] NI[]
(i) 0.00 29.00 247 5.64 (0.31) 36.58 (0.71) 5
(ii) 0.00 29.00 247 5.21 (0.06) 36.58 (0.71) 4
(iii) - - 2.47 10.84 (1.16) Neglected in 36.58 (0.71) 6
(iv) - - 247 10.39 (0.31) macro-model 36.58 (0.71) 7
v) - - 247 9.20 (0.16) - 2
(vi) - - 247 6.88 (0.29) - 2

? Values specified based on the recommendations defined in Section 3.2.2; b Calculated values; © The optical 3D

measuring system measures the local loop height, from which the local loop thickness is calculated; d Without
distinction between (i)—(iv).

The inclined orientation of the loop and the concave insert designs require more complex
geometry modeling than with the simple loop. The key adaptations are listed below:

e Asshown in Figure 9a, the cross-sections of the outer wraps follow the insert shapes
and are therefore not rectangular but rectangle-like: they have a constant wall thick-
ness and parallel edges; however, two of the four edges are not straight. This modeling
approach enables a close contact between insert and windings while keeping imple-
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mentation simple. The inner wraps are modeled in the same way and are connected
to the outer wraps by bonded contacts.

The inserts have different diameters. The two outer wraps therefore do not form a
semicircle around the inserts (180° deflection), as is the case with the simple loop.
Instead, a larger deflection angle is modeled at the large insert and a smaller one at
the small insert. This can also be seen in Figure 9a.

Analogously to the simple loop, the shafts are modeled with a rectangular cross-
section. However, in this case, the shafts are twisted so that their ends match with
the angled ends of the outer wraps. The twist of the shafts is shown in Figure 3a (real
specimen) and in Figure 9b (geometry model).

Due to the twist in the shafts, the OWS and the TL are difficult to measure. The OWS
is therefore not considered in the geometry model. Instead, the free shafts are simply
centered between the two wrap endings they connect. Based on the recommendations
in Section 3.2.2, the TL is set to 25% of the distance between the insert centers.

The windings are not aligned perpendicularly to the insert axes, but at an incline to
them. As can be seen in Figure 9c it is ensured that the outer wraps and the shafts,
as well as the transitions connecting them, are all oriented at a uniform angle. Thus,
unrealistic bending moments in the windings are avoided.
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Figure 9. Detailed illustration of the inclined loop model. (a) Outer wraps; (b) Twisted shafts;
(c) Inclination angle.

The rest of the modeling (material modeling, load introduction, analysis settings)

corresponds to the descriptions given in Section 2.2.2.

2.2.4. Geometry, Mesh and Load Step Size Dependencies

To investigate the influence of the different characteristic dimensions shown in Figure 7

on the calculated mechanical behavior of the simple loops, a sensitivity study was per-
formed using a generic macro-model of a simple loop specimen. First, the reference model
was generated and subjected to a simulation of a tensile test, as described in Section 2.2.2.
Then the characteristic dimensions were in-/decreased individually by +25% and —25%,
while ensuring that the cross-sectional area of the windings is identical in all models. The
models created in this way were then simulated analogously to the reference model so that
the effects of the geometry modification can be seen by direct comparison of the results.
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To avoid mesh and load step size dependent results, respective convergence studies
are performed prior to the simulations described in Section 2.2. For this purpose, the
mentioned reference model is simulated with different mesh and load step resolutions.

3. Results and Discussion
3.1. Characterization of the Insert-Roving Interface (C)

Figure 10 shows some load-displacement measurements of the friction tests used to
characterize the insert-roving interface (C). A typical course of friction tests can be seen: it
starts with a load peak representing the exceedance of the limit friction stress, then the load
settles at a nearly constant level which reflects dynamic sliding.

1.0

Friction tests - transverse to fiber orientation

Load [N]

Displacement [mm]

Figure 10. Experimental results of the friction tests on PP-GF plate specimens with transverse
fiber orientation.

The static and dynamic coefficients of friction given in Table 4 are determined after
Equations (2) and (3), respectively:

MS:%, @)
uD:%D. @)

Table 4. Coefficients of friction determined between pressed PP-GF plate specimens and the standard
slider made from aluminum.

Friction Coefficients Parallel to Fiber Orientation Friction Coefficients Transverse to Fiber Orientation
Hs|| [-] (Std. Dev.) Hp|| [-] (Std. Dev.) us [-] (Std. Dev.) up. [-](Std. Dev.)
0.21 (0.03) 0.16 (0.02) 0.25 (0.05) 0.19 (0.02)

us and pp represent the static and dynamic friction coefficient while Fs and Fp are the
static and dynamic frictional force. Fy represents the weight of the slider.

For Fg, the maximum load at the start of the measurement curves is used. Fp is defined
as the average load measured in the displacement range between 10 and 60 mm. The idle
friction load of the pulley is subtracted from both values.

As significant relative movements between windings and inserts are primarily ex-
pected transverse to fiber orientation and as the friction model described in Section 2.2.1
only considers static friction, the yg | -value of 0.25 is relevant for this work.
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3.2. Investigations on Simple Loop Specimens
3.2.1. Mesh and Load Step Convergence

As described in Section 2.2.4, a generic macro-model of the simple loop is used to
investigate discretization influences on the calculated mechanical behavior. Figure 11a
shows the calculated normalized failure load Fnax as a function of the elements’ edge
length (red curve). Besides, the percentage deviation compared to the convergent Fyax is
given (green curve). It can be seen that using an edge length of 0.45 mm or smaller, Fiax
varies less than 0.1%. The third curve indicates the number of element layers over the loop
thickness (LT) in area (iii) (blue curve). It seems that a minimum of six layers is required to
achieve convergence. This rule is confirmed using other macro-models, while the element
edge length required to attain convergence varies between the models. Therefore, all
macro-models in this work are meshed with six element layers in the wrap areas.
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Figure 11. Convergence studies. (a) Influence of element edge length; (b) Influence of load step size.

In a similar way, the influence of the load step size on the calculated mechanical
behavior is investigated. Again, the generic macro-model is used as a reference. Non-linear
behavior is expected due to fiber fracture (represented by the Maximum Stress Criterion
and the MPDG). For its calculation, an implicit iterative solver (Newton-Raphson) and
stepwise load application are used. As can be seen in Figure 11b, the precision of the
non-linear calculation depends on the resolution of the load steps, which are defined by
the displacement of an insert (see Section 2.2.2). As the step size decreases, the calculated
Frnax (red curve) approaches the convergent solution determined using the Automated
Time-Stepping feature (ATS) (automatic load adjustment is implemented as automatic time
adjustment in ANSYS Mechanical, as loads are generally defined in dependency of time).
ATS automatically adjusts the load step size to the current situation of an analysis (e.g.,
non-linearities) [29]. If necessary, extremely fine load step resolutions are realized. As
the deviation from the convergent solution (green curve) indicates, this enables a notable
increase in precision here, even compared to fine constant load step sizes. Consequently, all
simulations in this work are performed using the ATS feature. It is assumed that it is also
suitable for the calculation of non-linearities based on delamination (represented by the
CZM in the meso-models).

The mesh convergence study is performed using the ATS feature. The load step
convergence is performed using a mesh with six element layers over LT in area (iii).

3.2.2. Mechanical Influence of the Characteristic Dimensions

The results of the sensitivity study described in Section 2.2.4 are summarized in
Figure 12. Since the macro-model on which the study is based generally predicts a lin-
ear elastic deformation followed by abrupt total failure, the mechanical behavior can be
summarized well by specifying the calculated spring constant K and the failure load Fax-
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The sensitivity of the varied characteristic dimensions is evaluated based on the resulting
K- and Fnax-deviations compared to the reference model. The variation of LT affects both
K (moderately) and Fpax (more significantly). The deviations of Fnax are consistent with
the stress distribution analyses on tensile-loaded wound loops in [14]: in order to achieve
high tensile-load capacity, it is recommended to keep LT small. LT’s influence on K can be
explained as follows: the larger the LT, the stronger the wrap area (iii) gets squeezed in the
direction of the tensile load (x-direction in Figure 7); since the fibers are transverse to the
loading direction at (iii) and E | is much smaller than E |I» K decreases with increasing LT.
CWI can only be decreased, as it corresponds to the total contact area between the windings
and the inserts in the reference model. The decrease of CWI does not cause any significant
deviations of K or Fpay. This is in accordance with the Coulomb friction model described
in Equation (1) in which the contact area can be cancelled out of T, as well as P [29]. The
variation of TL has a significant effect on Fnax, but not on K. The effect on Fyay is attributed
to the different notch shapes that result from the variation of TL, as shown in Figure 13b.
Although the transitions are modeled tangentially in the macro-models, the notch shape still
affects the stress distribution in this failure-critical area. It is found that Fax decreases, if TL is
modeled smaller than measured (—10% and —25%). However, no significant deviation arises
when TL is modeled larger than measured (+25%). Finally, the variation of OWS also affects
Fmax, but not K. The reason for the dependence between OWS and Fiax is that high OWS
values induce curvatures within the windings, as can be seen at the top of Figure 7. As the
loop is subjected to tensile loading, these curved regions align with the load direction. This is
accompanied by a local superposition of tensile and bending loads resulting in stress peaks.

e Sensitivity study on characteristic dimensions

E 1: 0l %/ spring constant K W failure load £,
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Figure 12. Influence of varied characteristic dimensions on the mechanical behavior of a macro-model.
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Figure 13. (a) Influence of CWW variations on the load-displacement-curve of a meso-model;
(b) Notch shapes resulting from TL variations.
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A separate consideration is required for the dimension CWW, which only occurs in
meso-models and is therefore investigated using a generic meso-model of the simple loop.
Due to delamination, a non-linear deformation is expected even before Fay is reached, so
that the evaluation of the mechanical influence is based on load-displacement curves in
this case. As shown in Figure 13a, the variation of CWW has a direct effect on the onset of
delamination, recognizable by the drops in the curves.

The recommendations for geometry modeling derived from the above-described
sensitivity study are summarized in Table 5.

Table 5. Recommendations for the determination and modeling of characteristic dimensions.

Char. Dimension

LT

CWI

TL

OWS

CWW

Mechanical Relevance Recommendations
Hieh Should be measured in micrographs from each characteristic
& area and modeled accordingly.
A measurement is not required. CWI must be greater than zero.
Low It is recommended to use the contact area resulting from the

height of the windings.
Should be measured by means of 2D /3D scans and
modeled accordingly.

High If this is not possible, it must be ensured that TL is modeled

rather too large than too small: 25 % of the distance between the
insert centers can be used as a rule of thumb.
Should be measured by means of 2D /3D scans and
modeled accordingly.

High If this is not possible, the shaft should be centered between the
wrap endings it connects, knowing that curvatures of the
windings and associated stress peaks might be neglected.

Should be measured in micrographs from each characteristic

High area and modeled accordingly.

3.2.3. Investigation of the Spring Constant K and Adaptation of the Fiber-Parallel Young’s
Modulus E,

To quantify the discrepancy between calculated and measured spring constants ob-
served in [21], both variables are plotted against the winding number in Figure 14a. The
black curve represents the mean values of the spring constants measured in the tensile tests
on simple loops. The red curve shows the calculated spring constants obtained by comput-
ing the respective macro-models while applying the fiber-parallel Young’s modulus (E||) of
26,518 MPa which was originally measured on press-consolidated PP-GF plates in [21]. It
can be seen that both variables are linearly related to the winding number, while the curve
of the measured spring constants has an inferior slope and is constantly approximately
10% below the curve of the calculated spring constants. These ratios are multiplied by the
originally characterized E|-value of 26,518 MPa to obtain a plot indicating the adapted
E||-values required to recreate the simple loops” effective elastic behavior. The result is
the orange solid curve in Figure 14b. Since the curve is virtually constant, the mean value
of 23,953 MPa is henceforth adopted as the adapted fiber-parallel Young's modulus E" | of the
impregnated PP-GF roving (A), which is assumed to be valid for loop specimens with
winding numbers between 2 and 10. The described adaptation of E| is a temporary solution
serving to promptly consider the observed spring constant deviations in the context of FE
analyses of fiber skeletons. The authors are aware that it is a simplification which does
not replace an in-depth investigation of the underlying physical phenomena. The general
applicability of this simplification is tested in Section 3.3 by applying it to the inclined loop.
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Figure 14. (a) Comparison of measured and calculated spring constants; (b) Corresponding adapta-
tion of .

One potential cause for the above-described spring constant deviation—namely the
influence of twisted fibers—is investigated in this work. For this purpose, compari-
son specimens are made from an artificially twisted commingled yarn, as described in
Section 2.1. The twist of 40 turns per meter (Z40) is chosen to be sufficiently high to ensure
that it significantly exceeds the process-induced fiber twist which is estimated to be well
below five turns per meter and cannot be fully prevented even in the reference samples. The
normalized spring constants of both kinds of specimen are given in Figure 15. It is shown
that the increased degree of fiber twist generally has a negative effect on the loop’s stiffness.
The spring constants of the specimens with increased fiber twist are 3-10% below those of
the reference specimens. Besides the non-ideal fiber orientation, the increased proportion of
broken reinforcement fibers is another side effect of the increased fiber twist that certainly
contributes to the reduced spring constants. It should be noted, though, that the standard
deviations are at a similar order of magnitude as the spring constant deviations. Thus, it
is confirmed that fiber twist can be a possible cause of the observed deviations between
calculated and measured spring constants. However, the relatively small reduction of
the spring constants compared to the high degree of fiber twist suggests that it is not the
only and probably not the most significant influence. Another possible cause worthwhile
investigating in follow-up work is the potential occurrence of inter-fiber-fractures in the
wrap area (iii) during the tensile tests.

T Influence of twisted fibers on the spring constant K
T I Reference ~ Twisted fibers (240}

PRI R e ks
F= R SR T S
\

Normalized Spring constant K [-]

O Cc o 0o
n o N o o
.

}

2 windings 6 windings 10 windings

Figure 15. Spring constants measured on simple loops with (40 turns/m) and without (<5 turns/m)
twisted fibers.

273



J. Compos. Sci. 2022, 6,98

3.2.4. Adaptation of the Fiber-Parallel Tensile Strength R

Next to the fiber-parallel Young’s modulus of the impregnated roving (A) described in
Section 3.2.3, its fiber-parallel tensile strength R)|; is also adapted in this paper. The reason
for this adaptation is the uncertainty associated with the wide range of results obtained
when determining RHt by different methods [21]. Thus, the value found in tensile tests
on press-consolidated plates (affected by stress peaks in the clamping area) is 609.0 MPa,
whereas the value calculated according to the rule of mixture given in [14] (assuming ideal
homogenization) is 1232.2 MPa.

A simple approach to this issue, which is widely used in the design of filament wound
structures, is the empirical determination of a reduction factor [9]. This factor serves to
reduce the homogenized Ri-value calculated according to the rule of mixture, so that—
based on experimental experience—precise FE simulations of the load-bearing capacity of
filament wound structures are enabled.

Following this approach, the macro-models of the simple loops with six and ten
windings (simple loops with two windings are not included, as their failure behavior is
strongly influenced by delaminations) are simulated using the homogenized R-value of
1232.2 MPa and the resulting failure loads are compared to the ones measured in the tensile
tests. The average deviation is taken as the adaptation factor which is then multiplied by
1232.2 MPa. The result of this calculation is 987.9 MPa and is henceforth considered as the
adapted fiber-parallel tensile strength Ri v which is used in all subsequent simulations. The
reduction factor is approx. 0.8 and thus agrees very well with the value given in [9]. Like
El/ v R‘/‘ ; is also validated by application to the inclined loop in Section 3.3.

3.2.5. Comparison of Meso- and Macroscopic Models

A quantitative comparison between the meso- and macro-models of the simple loops
is made on the basis of the respectively calculated load-displacement curves. Addition-
ally, two qualitative results—the failure sequence and the failure location—are compared.
In order to evaluate the precision of the models, the corresponding measurements and
observations from the tensile tests are included in the comparisons.

Figure 16 provides an overview of the deformation and failure behavior of the simple
loops with two windings—in the tensile tests as well as in the simulations. Figure 17
summarizes the associated load-displacement curves. As already found in [21], the failure
behavior observed in the tensile tests is dominated by delamination. With only two wind-
ings, the area of the roving-roving interface is too small to withstand the tensile load until
pure fiber fracture is reached. Consequently, the specimens either fail by abrupt/stepwise
total delamination or by local delamination followed by premature fiber fracture. In the
measured curves (black), both delamination and fiber fracture are manifested by abrupt
drops in the measured load. Curves with only one load drop can be classified as abrupt
total delamination, while curves with several load drops can either represent a local delam-
ination with subsequent fiber fracture or a stepwise total delamination. The macro-model
cannot reproduce delamination processes. It therefore significantly overestimates both
the spring constant and the failure load of the simple loop with two windings. It locates
the fiber fracture at one end of the wrapping area (iii), as expected in theory [14] and
confirmed in several studies [5,8,21], including the present one. This failure-critical point is
henceforth referred to as the wrapping flank. The meso-model can reproduce delamination
processes and thus, as already shown in [21], achieves a good qualitative agreement with
the experimentally observed failure behavior. Quantitative agreement is also good: both the
spring constant and the failure load lie within the scatter of the measured curves. The onset
of delamination occurs slightly too early. It should be noted that symmetrical modeling of
the roving-roving interface results in symmetrical delamination, that is, both ends of the
loop delaminate simultaneously. To reproduce the asymmetrical delamination observed
in the experiments (either the first or the last deposited winding delaminates first), it is
advisable to slightly increase CWW at one end. As shown in Figure 16, this leads to a local
delamination of one loop end, followed by premature fiber fracture at the wrapping flank.
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Tensile test — 2 windings

Macro-model | Meso-model Specimen Macro-model | Meso-maodel Specimen Macro-model | Meso-model

0 WY

=

Specimen

W\ - AYAY
Initial lition ) Local delamination Fiber fracture '(

i : ; Ji=———=i| I = i e e ae— |
Normal stress in fiber orientation 0| [MPal 7 3510° 899x10° 766x10° 633x10° 500x10° 367x10° 2.34x10° 100x10° -3.28x10° -166x10°

Figure 16. Deformation and failure behavior of simple loops with two windings (specimens
and models).

Tensile test - 2 windings

| ——Measurements
——Macro-model, 2w

| =——Meso-model, 2w

Load [kN]
O =B N W B Uy 0

1 Il Il 1 L Il 1 1 Il ]
T T T T T T T T T 1

00 05 10 15 20 25 3.0 35 40 45 5.0

Initial condition Local delamination Fiber fracture

Displacement [mm)]

Figure 17. Load-displacement curves from tensile tests on simple loops with two windings (measured
and calculated).

The mechanical behavior and the associated load-displacement curves of the (real and
modeled) simple loops with six windings are shown in Figures 18 and 19. Although it is
hardly recognizable in the figures, local delamination of the loop’s ends also occurs in this
case. However, due to the increased area of the roving-roving interface, total delamination
is not observed. The local delamination causes a relatively small reduction of the interface
area here, manifested by minor drops in the measurement curves. Total failure follows
in the form of a fiber fracture at the wrapping flank. This less delamination-dominated
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behavior is better reproduced by the macro-model. Both the spring constant and the failure
load are in the right order of magnitude and the fiber fracture is predicted at the correct
location. The ignorance of delamination processes leads to a rather conservative prognosis
of the displacement at total failure. The meso-model shows similar results. The only
difference is that—as delamination is considered—the displacement lies further within the
scatter of the measurement curves. In this case as well, CWW is slightly increased on one
end of the loop, to properly reproduce the asymmetric delamination.

Tensile test — 6 windings
Specimen Macro-model | Meso-model Specimen Macro-model | Meso-model Specimen Macro-model | Meso-model
; .
Initial condition Local del Fiber fracture ‘
in fi ; ; [ I
Normal stress in fiber orientation &) [MPal 415908 8.86x10° 764x10° 6.41x10' 518x10° 3.96x10° 273x10° L50x10° 2.78x10' -9.49x10*

Figure 18. Deformation and failure behavior of simple loops with six windings (specimens
and models).
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Figure 19. Load-displacement curves from tensile tests on simple loops with six windings (measured
and calculated).
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The numerical and experimental results obtained for simple loops with ten windings
are summarized in Figures 20 and 21. The findings and observations that can be drawn
here essentially correspond to the descriptions in the last paragraph (results of the simple
loops with six windings). The results of the macro- and meso-models are even more similar
in this case, and both agree well with the measurements from the tensile tests.

Tensile test — 10 windings
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Figure 20. Deformation and failure behavior of simple loops with ten windings (specimens
and models).
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Figure 21. Load-displacement curves from tensile tests on simple loops with ten windings (measured
and calculated).
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3.3. Validation of the Presented Approach Using the Example of the Inclined Loop

To validate the presented approach using the example of the inclined loop, the relative
tangential displacement between the windings and the inserts (sliding distance) is evaluated
as a further reference, next to the sequence and location of failure as well as the load-
displacement curves. The results are shown in Figures 22-24.

Tensile test — inclined loop
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Figure 22. Deformation and failure behavior of inclined loops (specimens and model).
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Figure 23. Load-displacement curves from tensile tests on inclined loops (measured and calculated).
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Sliding processes — inclined loop
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Figure 24. Sliding processes at the inserts of the inclined loop (specimens and model).

As expected, no recognizable delamination occurs in the tensile tests. Instead, elastic
deformation is observed until fiber fracture occurs at one of the wrapping flanks of the
small insert. In some cases, not all fibers fail at the same time, which can be seen from
the different-sized drops at the end of the measurement curves and is possibly related
to an uneven load distribution provoked by the concave insert geometry in combination
with the sliding processes occurring at the small insert. The total sliding distance (large
and small insert combined) directly before fiber fracture varies between 0.6 and 3.0 mm in
the tensile tests, while the sliding processes at the small insert generally account for the
larger share of it (74% on average). From video recordings of the tensile tests, it can be
seen that stepwise fiber fracture is less likely to occur on specimens with a small sliding
distance. Since no delamination occurs, the macro-model is well suited to reproducing
the mechanical behavior of the inclined loop. The spring constant as well as the failure
load and the maximum displacement lie centrally in the scatter range of the measurements.
The location of the fiber fracture is also predicted correctly at one of the wrapping flanks
of the small insert. These results indicate that the adaptations E" | and R" v as well as
the presented geometry modeling approach, generally enable a good reproduction of
the inclined loop’s mechanical behavior. To validate the modeling of the insert-roving
interface (C), the calculated total sliding distance is considered. At 2.44 mm it is in the
upper fourth of the measured range. Since the friction model applied only considers the
static friction coefficient (which is higher than the dynamic one), the simulation should,
in theory, underestimate the sliding distance. Thus, it can be assumed that the surface of
the press-consolidated PP-GF plates used in the friction tests might be smoother than the
contact area of the PP-GF windings. Besides, it should be noted that the model locates
the greater share (73%) of the total sliding distance at the large insert. This deviation
from the measured results is assumed to be related to the idealized geometry modeling
approach pursued.

4. Conclusions

In the present work, a systematic approach for FE analysis of thermoplastic impreg-
nated fiber skeletons, initially presented in [21], was advanced and validated. The meso-
level geometry modeling procedure was supplemented by further characteristic dimensions
whose mechanical influence was subsequently investigated using the example of simple
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References

loops. From the results obtained, recommendations for more complex modeling tasks could
be derived. With regard to more time-efficient modeling and simulation, the geometry
modeling was transferred to the macroscopic level. In a comparison of meso- and macro-
modeled simple loops, the application areas of the two approaches were distinguished.
Being able to reproduce fiber fracture as well as delamination, meso-models have the po-
tential to provide accurate predictions of deformation and failure for all specimens studied
in this paper. Macro-models have the advantage of reduced modeling and computational
effort but cannot reproduce delamination and may therefore provide inaccurate results for
fiber skeletons that are prone to local or total detachments. These simulation-based findings
were confirmed by experimental tensile tests on simple loop specimens. Consequently,
it is recommended to rely on macro-modeling only, as long as no major delamination is
expected. If this cannot be assured, modeling at the meso-level is required. Based on this
finding, the procedures and models developed up to this point were used to generate a
macro-model of an inclined loop. In the context of a three-dimensional load transfer and
fiber skeleton, a mechanical characterization and modeling of the insert-roving interface
(C), as well as some enhancements in the geometry modeling procedure, had to be added.
The entirety of the models and procedures developed was validated by experimental tensile
tests on inclined loop specimens. Both the qualitative failure sequence observed in the
experiments, as well as the measured failure loads and displacements, were reproduced
well in the simulations. In order to be able to apply the developed FE analysis approach in
the sense of a design engineer, that is, to design and dimension fiber skeletons that are not
yet physically existent and cannot be measured, a better understanding and empirical data
are required regarding their characteristic dimensions, which are the basis of the proposed
geometry modeling procedure.

Consequently, further work will be dedicated to investigating the influence of different
process and design parameters on the characteristic dimensions of fiber skeletons. Moreover,
the proposed approach will be applied in the context of insert design optimization.
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Abstract: Thermoset polymers offer great opportunities for mass production of fiber-reinforced com-
posites and are being adopted across a large range of applications within the automotive, aerospace,
construction and renewable energy sectors. They are usually chosen for marine engineering ap-
plications for their excellent mechanical behavior, including low density and low-cost compared
to conventional materials. In the marine environment, these materials are confronted by severe
conditions, thus there is the necessity to understand their mechanical behavior under critical loads.
The high strain rate performance of bonded joints composite under hygrothermal aging has been
studied in this paper. Initially, the bonded composite specimens were hygrothermal aged with the
conditions of 50 °C and 80% in temperature and relative humidity, respectively. After that, gravimet-
ric testing is used to describe the moisture diffusion properties for the adhesively bonded composite
samples and exhibit lower weight gain for this material. Then, the in-plane dynamic compression
experiments were carried out at different impact pressures ranging from 445 to 1240 s~! using the
SHPB (Split Hopkinson Pressure Bar) technique. The experimental results demonstrated that the
dynamic behavior varies with the variation of strain rate. Buckling and delamination of fiber are the
dominant damage criteria observed in the sample during in-plane compression tests.

Keywords: moisture diffusion; compressive behavior; SHPB technique; glass/polyester composite
joints

1. Introduction

Glass fiber composites are usually chosen for marine engineering applications due to
their excellent mechanical behavior and particularly, their low densities and cost compared
to traditional materials [1-5]. However, the most structural requirement of composites is
the ability to maintain a high proportion of its load-carrying performance over prolonged
time under extreme environmental circumstances, such as temperature changes, humid-
ity, oxidation, microbial attack, etc. [6-8]. Over the past few decades, the strengthening
and repair of marine engineering structures using glass fiber reinforced polymer (GFRP)
laminates have gained much attention [9,10]. As the science of polymers has advanced,
composite bonding has developed into a major joining method for many applications, be-
cause it affords a lot of benefits compared to metallic joints, such as high fatigue resistance,
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galvanic corrosion elimination and uniform stress distribution across the joint [11-14].
The exploring of the hygrothermal aging effect on the mechanical performance of bonded
joints has increasingly become recognized in the last years. The water aging influence on
interface debonding has been studied in the literature. Komai et al. [15] demonstrated that
water absorption leads to strength loss of the fiber/matrix interfaces of aligned reinforced
carbon/epoxy composites. Ashik [16] conducted an experimental study of moisture uptake
and mechanical characteristics of hybrid natural and glass fiber reinforced composites.
The result shows that the addition of coconut fiber can improve strength and serve as an
alternative material to glass fiber. Selzer and Friedrich [17] observed that the bonding of
fiber/resin deteriorates with increasing moisture absorption. Due to the individual set of
properties that synthetic polymers offer, their applications in the outdoor environment are
steadily growing.

Polymers have replaced conventional materials in the marine industry. Many research
papers have shown the impact of seawater on polymeric composites which leads to a
degradation of performance [18]. Buehler and Seferis [19] noted interface delamination in
carbon-glass reinforced epoxy due to water absorption. However, there are limited works
on damage mechanisms that can change fatigue resistance, even in the absence of important
seawater deterioration. So, it is substantial to better comprehend the extent and mechanisms
of seawater deterioration. Schutte [20] demonstrated that hygrothermal decomposition of
glass fiber composites is primarily due to the decomposition of the glass fibers, the polymer
matrix and the interface. However, Mijovi¢ et al. [21] showed that vinylester reinforced
composites display excellent durability over epoxy-based composites. Khalilullah [22]
characterized the effect of moisture and hygroscopic bulking of silicone/phosphorus com-
posite film, also the moisture uptake increases with temperature for the film. Therefore,
vinylester and epoxy resins are usually chosen due to their low cost, thermal aging re-
sistance and high sustainability [23]. Jiang et al. [24,25] experimentally and numerically
investigated the impact of humidity and hygrothermal degradation in GFRP adhesives. The
results revealed that samples lost mass under 40 °C conditions. Grace et al. [26] presented
a new approach to characterize anisotropic moisture absorption in polymer composites
using gravimetric absorption. Benyahia et al. [27] investigated the mechanical behavior
of composite pipes at different temperatures between —40 °C and 80 °C where the pipes
degrade when temperature increases. Sassi and his colleagues [28-32] investigated the
dynamic behavior of bonded composite joints at elevated strain rates using an SHPB ma-
chine, the experimental results have shown a strong material sensitivity to strain rates.
Moreover, damage investigations have revealed that the failure mainly occurred in the
adhesive/adherent interface because of the brittle nature of the polymeric adhesive. Results
have shown good agreement with the dependency of the dynamic parameters on strain
rates. Despite these efforts, the influence of moisture diffusion on the dynamic compressive
behavior of glass/polyester composite joints remains immature. Hence, the importance of
understanding the mechanical behavior of these materials that are subjected to critical loads
for an extended period. In this context, this paper highlights the impact of hygrothermal
aging on the compressive responses of bonded composite joints at an elevated strain rate
using the Split Hopkinson Pressure Bar (SHPB) machine.

In summary, the outline of this article is as follows: Section 2 provides the material
description and methods, followed by the experimental methodology utilized for the
mechanical characterization in Section 3. Finally, Section 4 draws pertinent conclusions as
well as some prospects for future developments.

2. Materials and Methods
2.1. Materials

The composite used in this work was made of a 45° biaxial glass fiber mat with
0.29 mm in thickness reinforced polyester polymer. The composite part was joined with
an adhesive of polyvinylester with 1 mm in thickness purchased from NORPOL. The
mechanical properties of materials are listed in Table 1 [28]. The polyester polymer is

284



J. Compos. Sci. 2022, 6, 94

used in the maritime industry as an equivalent to other types of polymers, due to their
cost being slightly less than epoxy resin and also it has an excellent performance in cor-
rosive environments and at extreme temperatures; therefore, it is perfectly adapted to
naval applications.

Table 1. Composite and adhesive mechanical properties.

Properties Composite Adhesive
Density (kg/m?) 1960 1960
Young’s modulus (MPa) Eq =48,110, E; = E3 = 11,210 3100
Poisson’s ratio v12 =v13 =0.28, v33 = 0.34 0.3
Shear modulus (MPa) G12 = Gy3 = 4420, Go3 = 5000 -

2.2. Methods
2.2.1. Hygrothermal Aging Test

The samples were tested and performed by hygrothermal aging to investigate the
moisture absorption properties and to measure the gain in weight of the samples in the
function of time. The dimension of samples is 13 mm x 13 mm x 9 mm as shown in
Figure 1. To perform the SHPB test, the samples must be prepared where both sides of
the specimen are recommended to be planned and oriented with a high level of accuracy.
The mass of each sample was calculated every 96 h in a regular period using a Precisa
XT220A analytical balance with a tolerance of 0.0001 g. To record the weight variation
after a specified interval of time, each specimen is taken out of the conditioned chamber,
weighed quickly and returned into the chamber. The moisture uptake M absorbed by each
sample is measured as a function of its initial weight w; and final weight wy [25,29] as

described below:
w f— wi

M =

x 100 )

- Composite

I Adhesive

9 mm 1mm

13 mm
Figure 1. Adhesively bonded composite joints sample.

Before studying the aging of an adhesive, it is necessary to ensure that the polymeriza-
tion is complete to avoid crosslinking phenomena during aging [2]. The DSC (Differential
Scanning Calorimetry) test can determine an adequate curing cycle (polymerization of
the glue). Likewise, these tests carried out on polymerized samples make it possible to
determine a glass transition temperature Tg. From these data, it is then possible to set
aging conditions. In general, it is necessary, for the aging temperature, to be lower than the
Ty of an aged material saturated with water to overcome complex aging phenomena in a
rubbery state. In addition, it is recommended that the aging temperature be much lower
than the post-cure temperature as shown in Figure 2. The bonded composite specimen was
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tested under the moisture diffusion effect with 50 °C and 80% of temperature and relative
humidity, respectively, for different periods.

DSC /(mWimg) Flow /(mimin)
T exo
250
0.05
0.04 4 r 200
0.03
150
0.02
= lex Peak:
0.01 Peak: 14611 ¢ .\?:;-D-;mmm F100
ooodp _NBH_ N e
{2 -
-0.01 —
Glass Transition
Mid: B8.58°C Lo
-0.02 DetaCp  0.006 Jig*K)
0 50 100 5 200 250 300

150
Temperature /*C
Figure 2. Glass transition temperature of the specimen.

2.2.2. Moisture Absorption

Many researchers investigated the performance degradation of marine water on poly-
meric composites [30,31]. However, the marine environment could lead to chemical bond
hydrolysis and mechanical degradation and also a loss in interfacial stress transmission
due to matrix plastification, in addition, the interface changes between the fiber and the
matrix [18,32].

Various diffusion models have been developed to comprehend the behavior of homo-
geneous and heterogeneous materials, the best known and most commonly used of which
is the one-dimensional isotropic Fick model [33] as seen in Figure 3, but divergence from
this model are frequently remarked. On the other hand, the Langmuir-type model can
accurately describe the water absorption of fiber-reinforced epoxy composite [34].

\ 4

(a) (b)

Figure 3. Comparative diagram of diffusion phenomena. (a) Homogeneous material, (b) Heteroge-
neous material.
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Experimental data were expressed as the moisture uptake M(t). However, the study
was conducted using average concentration C(t) as the main parameter. To compare the ex-
perimental and numerical results, the M(t) was converted to C(t). The mean concentration
was evaluated using Equation (2), where the densities of the material and water at 60 °C
are Ppat = 1.9 g/cm3 and pwater = 0.9 g/cm3, respectively.

C(t) = Pmat pp(e) @)
Peau
The average concentration C; is computed by using the finite element model at each
integration point. So, to compare the results, C; is evaluated at each increment point for
the entire test tube using Equation (3), where C; and V; represent the concentration and
volume at the integration point, respectively. The equation was executed using a Python
script that extracts the appropriate information from the Abaqus results database.

_ 2?:1 Ci V1
Gi(t) YLV ©)
Figure 4 presents the variation of the moisture uptake curve in the function of the
square root of time, which usually concurs with the Fick law. The numerical results
remain below the experimental and analytical values which confirm the model correlates
satisfactorily with the theoretical and experimental results. The experimental data presented
in Figure 4 represents the average of 10 tested samples. The moisture process of bonded
joints may be defined into three period phases. In the first phase, the moisture uptake rate
grows rapidly with time, achieving to moisture absorption of 0.239 wt% in 49 h. The rate
of water absorption in bonded joints was changed linearly with aging time. The moisture
uptake in this phase is principal because of composite material defects, such as voids
and micro-cracks in the matrix. Into the second phase, the moisture decelerates until the
saturation point at 0.2875 wt% in 400 h. The moisture absorption mechanisms include
delamination of the fiber/resin interface and hydrolysis of the resin. At the third phase, the
moisture diffusion of the composite has achieved equilibrium after approximately 420 h
of aging.

0.35
0.3 Humidity balance
..
g 025 '
E - <+ Fick's law
= —+ Numerical results
? m Experimental results
5:
:
=

0 5 10 15 20 25 30 35
Time (hrs)!2

Figure 4. Bonded joint moisture absorption, a comparison of analytical (Fick) and numerical models
with experimental data.

287



J. Compos. Sci. 2022, 6, 94

Numerous authors have described the volume variation of the specimens under
hygrothermal loading. Gazit [35] showed that the increase in sample weight is linearly
proportional to the dimensions of all reinforced samples. According to the polarity of
water, it can create hydrogen bonds with the hydroxyl groups. Consequently, the hydrogen
bonds between chains may be interrupted to raise the length of the hydrogen bond between
segments. These mechanisms reduce the glass transition temperature Ty of the wetted
specimen and is known as plasticization and swelling of the polymer matrix, which leads
to microstructural damage, such as fibers delamination and matrix cracking [36,37]. In
contrast, matrix swelling is important in the region with high resin uptake. This induces
decoherence of the fiber/resin interface. In another work, Lee [38] demonstrates that the
absorption of water produces plasticization and swelling of the resin and a reduction of
the glass transition temperature. These generally affect the modulus of the composite
material and can be accelerated by increasing the temperature. As observed in Figure 5, the
numerical results of moisture diffusion at different aging times (0 h, 216 h, 648 h and 864 h).

CONC

(Avg: 75%)
+2.886x10"
+2.646x10°!
+2.405x107
+2.164x10"
+1.924x10"
+1.683x10°
+1.443x10"
+1.202x10"
+9.620x107
+7.215x102
+4,810x107
+2.405x10°
+0.000x10°

{a) t=0h (b) t=216 h

i

(c) t=648 h (d) t=864h

Figure 5. Illustration of numerical results at different aging times.

3. Dynamic Response in Moisture Absorption
3.1. Dynamic Compression Test

Many techniques were employed to evaluate the mechanical characteristics of the
composites at high strain rates. The most utilized machines were the Split Hopkinson
Pressure Bar (SHPB) for strain rates between 500 and 104 s~! [39-41]. Figure 6 illustrates a
photograph of the used SHPB machine with different parts of the system including striker
bar, input, and output bars. To register the experiment signals, incident and transmitted
bars attached with two strain gauges were installed. The samples were embedded between
two bars with a diameter of 20 mm in each bar. The striker, input and output bars have a
length of 0.8 m, 3 m and 2 m, respectively. The bars are correctly aligned and can move
easily on the base. The striker is projected onto the input bar at a specific speed.
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+— Trigger signal

IS

A—
Transmitted bar Incident bar Sticker
.
55
id
| pe— Box

{ - .l Pc I control

Figure 6. SHPB machine.

3.2. Mechanical Behavior

The thermomechanical properties of a composite are affected by moisture and tem-
perature. However, an increase in moisture and temperature can augment the molecular
displacement of the material and can significantly alter the shape and volume of composites.
Such deformation is further sophisticated, especially with the dynamic compression of the
material. The impact pressure effect on the stress/strain behavior of bonded composite
under in-plane dynamic compression is shown in Figure 7.
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Figure 7. Stress/strain curves of the sample under in-plane loading for different pressure and aging
times. (a) 1 bar. (b) 2 bar. (c) 3 bar. (d) 4 bar.

Figure 7 presents the stress—strain responses for various impact pressures from 1 bar
to 4 bar with various aging times of 0 h, 216 h, 648 h, and 864 h. It can be noted that the
dynamic compressive behavior of the composite is strongly affected by strain rate and
aging time. Moreover, the effect of moisture on the stress—strain curves is more significant at
a low strain rate than at a high strain rate. This clearly shows that the strain rate response is
sensitive to the entry pressure P in the chamber of compressed air. At the ultimate stress, the
sample damage appears and loses its loadbearing capacity. It is apparent that for all impact
tests, the stress—strain tendency was approximately the same during the linear elastic phase,
with no damage at small strains. In addition, it can be shown that in the undamaged case,
the samples regain their original state with negligible plastic deformation. On the other
hand, in the damaged samples, the first peak is observed in the elastic response which
shows the beginning of microscopic damage modes, such as matrix cracking. The matrix
cracking of samples with in-plan direction encourages micro-buckling and fiber twisting,
and leads to debonding, fiber separation, delamination and fiber breaking towards the final
failure observed with the appearance of the second peak for the strain rate curves. It can be
concluded that the first region of nonlinearity in the stress—strain curves are mainly due to
the viscoelastic nature of the polyester polymer, while the nonlinearity noticed before the
final failure is caused by the cracking of the matrix, and the elastic modulus reduced with
aging time due to the rising of moisture uptake in the composite.
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Figure 8 shows the evolution of strain rate as a function of time for different aging times
from 0 h to 864 h and with various impact pressures on the bonded joints. It can be observed
that the damage becomes significant only for high-pressure impact due to the second peak
presented in the signal and it becomes increasingly important as the impact pressure
increases, indicating the accumulated failure modes in the material subjected to dynamic
loading. In contrast, for low impact pressure, only the residual plastic deformation occurs
due to matrix cracks. Thus, the noticeable fact of increasing the strain rate is manifested by
changes in the damage modes. The samples tested were damaged by fiber twisting at low
strain rates, and by interfacial debonding and delamination at high strain rates.
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Figure 8. Strain rate versus time curves of the sample at different aging times and pressure under

in-plane loading. (a) 1 bar. (b) 2 bar. (c) 3 bar. (d) 4 bar.

According to our knowledge, there is no empirical study proposing a constitutive
model that reflects the impact of strain rate on bonded joints under dynamic conditions
with the effect of aging due to the limited availability of reliable experimental data of
dynamic tests. However, the effect of strain rate on the damage of metals and composites
has been investigated in many works [42,43]. Many research works have recently been
proposed to model the dynamic behavior of the material subjected to impact testing [44,45].

In this paper, empirical laws have been proposed relating to the dependence of the
dynamic properties of bonded joints to the impact pressure and strain rate under dynamic
in-plane compression loading for different aging times. To optimize the graphical rep-
resentations, the deformation rate and the maximum stress are given in relation to the
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impact pressure. Figure 9 shows the trends obtained from the strain rate dependencies
of impact pressure and aging time. The evolution of the strain rate is approximated by
a quadratic equation and presents two phases. In the first phase (1 bar < P < 2 bar) the
increase is less pronounced and in the second phase the increase is accelerated. On the
other hand, we can see that the stiffness of the material is sensitive to the deformation
rate and the aging time. It is to be noticed that these nonlinear equations were derived
from empirical plots of the dynamic characterization of specimens for different aging times
under dynamic compression. The obtained equations are similar to the quadratic equations
of glass/epoxy composite in dynamic compression [42,43]. In addition, Tarfaoui et al. [46]
employed the non-linear evaluation of damage versus strain rate for dynamic modeling
under pressure impact.
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Figure 9. Variation of maximum stress/strain rate in function of aging time. (a) t =0 h. (b) f =216 h.
(c)t=648h. (d) t = 864 h.

3.3. Theoretical Characterization of Absorbed Energy

The incident impact energy is the complete energy available at the start and represents
the kinetic energy contributed by the impactor. At the interface between the bar and sample,
a portion of this energy is absorbed by the specimen and can produce damage or plastic
deformation in various forms and also can generate heat, which is associated with the
occurrence of microscopic/macroscopic damage. The rest of the energy consists of reflected
and transmitted energy and can be measured from the deformation profile. The absorbed
energy W, is expressed as follows:

Waps = Wine — (Wirans — Wref) 4
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With W, Wpe i and Wiqs representing the incident, reflected and transmitted energy,
respectively, and their expressions are given by:

A t

Wipe = oc o o (t)dt (©)
A t

Wyes = p—C/0 OL ©)
A t

Woans = 7 /O o (t)dt @)

Figure 10 presents typical absorbed energy by the sample at an impact pressure of

4 bar for an aging time of t = 648 h. The energy versus time curves representative of
the aged bonded joint sample indicates that the incident and reflected energy increases
quickly compared to the transmitted and absorbed energy during the propagation of the
deformation wave and their values are maintained stable after achieving a required value,
and the apparition of the maximum absorption energy indicating the presence of damage to
the joint. Much research indicates that there is a relationship between damage modes and
the characteristics of the absorbed energy [47]. The results demonstrated that the impact
energy can influence the absorbed energy and can be described as follows:

e Asthe impact energy increases, the number of damage cracks is large and its distri-
bution becomes more uniform, while the energy absorbed also increases as shown in
Figure 10.

e  Most of the incident energy is absorbed due to the effect of aging and the low
impedance of composites.

8

Absorption energy (J)

Time (ms)

Figure 10. Typical profile of absorbed energy W,,..

Moreover, the incident energy in the initial part increases quickly with the stress wave
propagation, whereas the absorbed energy of the bonded joint has a small increase with
the propagation of the stress wave. This is because the majority of the incident energy is
absorbed by the specimens and just a minor fraction of the incident energy is transferred
into the transmitted bar. In Figure 10, the presence of different zones can be identified:
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e  Zone 1 represents the loading phase (AB): The sample is absorbing energy at point
B (Waps = yp — ya), and this energy is composed of an elastic component and an
unrecovered dissipative component.

e  Zone 2 represents the progressive discharge part: The elastic energy is realized up to
point C (Wejps = YB — YC)

e  Zone 3 represents the final stage of the charge/discharge cycle: W,,; corresponds to
the energy permanently dissipated in the material.

In this way, the absorbed energy is decomposed into an unrecovered elastic part and
an inelastic part, and can be expressed by the equation below:

Wabs = Wetas + Waiss 8)

Wops is the energy absorbed by the sample other than the stored deformation energy
that is exhausted to create damage. The inelastic part is related to the damage generation
in different forms, such as matrix fracture, fiber rupture, and delamination or decohesion
between the fiber and matrix. The curve of the absorbed energy tends towards a fixed value
at the end of the first cycle where the transmitted signal is reflected by the incident, and
permanently corresponds to the energy dissipated by the damage in the sample. Figure 11
shows the absorption energy for a compression test for an aging time of 216 h at different
impact pressures. The fluctuating profiles represent the release and storage of deformation
energy throughout the experimental process. It can be easily observed that at low impact
energy, a considerable amount of the input energy of W, is stored in the loading phase
and released in the discharge phase. On the other hand, W, has an increase as the impact
pressure is raised, which in turn influences the release of W,,s through the discharge phase.
The last one (W,;5) is the largest fraction of W,;,s at low impact energy, while Wy, takes a
larger fraction of W, as the impact energy increases. It should be noted that W, is zero
when the sample has macroscopic damage. One can also note that the loading portions of
the curves for the several impact pressures are coherent and overlapped. Additionally, an
increase is observed in slope with the increase of impact pressure, with the suggestion that
the reaction is conditioned by the deformation rate.
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Figure 11. Absorbed energy for an aging time = 216 h.
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3.4. Damage Mechanisms and Failure Modes

A camera with a high-speed system is employed to visualize the damage mode of
the samples. Figure 12 shows the damage pattern of the bonded composite loaded in
an in-plane direction. It can be noted that the damage is observed as cracks across the
diagonal of the cube. In addition, matrix fractures and intense delamination are produced
in the preferred inter-laminar planes. To understand the damage behavior of the bonded
joined under dynamic loading, a camera of high-speed is used to capture the loading of
the sample at different impact pressures. The damage is observed only at high impact
pressures. For low impact pressure, only residual plastic deformations due to matrix
fractures were present. So as the damage mechanism is developed, it is expressed in the
form of matrix/fiber failure, fiber pullout, and delamination of the ply pack.

Elevated Pressure

Figure 12. Optical micrographs of bonded composite under dynamic compression for t = 216 h.

The fiber and matrix can be observed to be highly bonded before hygrothermal aging.
The beginning of the damage includes a “V” shaped shear band and the development of
delamination at its tip. Microcracks were observed at the interface of matrix/fiber after
216 h, as shown in Figure 13. By increasing the hygrothermal aging time, the interface
disbonding grows and propagates as long cracks at the 864 h aging time. The obvious inter-
facial degradation effects of moisture absorbed in the bonded composites on the interfacial
area between the adhesive and the composite are detected. In these results, the hygrother-
mal influence causes chemical changes in the resin matrix, plasticization and dimensional
changes, such as swelling, and deterioration of the strength of the adhesive/composite
interface. The bond between the fiber and matrix weakens and the interface weakens
as the moisture absorption increases. All these factors reduce the impact resistance of
the composite.

Increasing Soaking Period

Figure 13. Optical micrographs of adhesively bonded composite loaded through at pressure of 3 bar.
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EDS spectra of damage (spectrum 1) and undamaged (spectrum 2)

adhesive bonded composite

3.5. Microstructural Analysis of Adhesively Bonded Composite

Figure 14 illustrates the microstructure of adhesive bonded composite as remarked
using SEM. There were no significant morphological differences. The materials contain
the elements of C, O, Mg, Al, Si, K and Ca. It is observed that the crack propagation rate
of bonded composite joints becomes more prominent with the increase in strain rate. The
results of reaching such raised strength and initial modulus can be justified by the fact
that the composite materials become comparatively brittle and harder, which leads to high
strength and modulus [36]. The results show also that the failure stresses degrade for
various aging times for the samples subjected to in-plane compression because temperature
and humidity considerably modify and weaken the composite. The strain rate is seen to
be increased for various aging times. These results can be explained by the plasticization
of the matrix being the principal factor in high strain rate properties when materials are
not totally immersed in corrosion enclosure. Therefore, the matrix is more responsive
to the strain rate and thus, plays a more important role than the fiber in identifying the
material performance response to the high strain rate of polymer matrix composites. From
the above discussion, it is further revealed that the crack propagation model changes as
the deformation rate increases, and the higher the deformation rate, the more complex the
crack propagation model appears.

- Spectrum 1
Spectrum 1

Damaged sample at 4 bar

Figure 14. SEM micrographs of the composite of bonded adhesive at 864 h.
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4. Conclusions

In the present paper, the influence of moisture diffusion on the dynamic compressive
behavior of glass/polyester composite was investigated. The failure modes were viewed
by SEM and scanning electron microscopy for different aged specimens. The results
obtained show that the hygrothermal influence induces chemical changes in the resin
matrix, plasticization and dimensional changes, such as swelling, and also the weakened
adhesive/composite interfaces. In addition, the bond between the fiber and the matrix is
weakened as the humidity uptake increases. All of these elements would affect the dynamic
behavior and the impact strength of an assembly of composite materials. The conclusions
from this investigation can be summarized as follows:

1. Matrix plasticization is the major factor in the high strain rate properties when materi-
als are partially or fully wet-immersed in a room temperature bath.

2. The matrix is more sensitive to deformation rate, and therefore, plays a more important
role than the fiber in identifying the high deformation rate material behavior of
polymer matrix composites.

3.  The deterioration of the interface fiber/matrix leads to a decrease in the favorable
impact of the plasticization of the matrix.

4. Anoverall increase in material properties occurs due to absorption of moisture, except
in high-temperature baths, due to the extreme degradation of the interface.

5. There is an amount of absorbed moisture that gives optimum material properties
that correspond to the highest matrix plasticization with minimal degradation of the
interface between fiber and matrix.
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Abstract: The quadratic function of the original Tsai-Wu failure criterion for transversely isotropic
materials is re-examined in this paper. According to analytic geometry, two of the troublesome coeffi-
cients associated with the interactive terms—one between in-plane direct stresses and one between
transverse direct stresses—can be determined based on mathematical and logical considerations. The
analysis of the nature of the quadratic failure function in the context of analytic geometry enhances the
consistency of the failure criterion based on it. It also reveals useful physical relationships as intrinsic
properties of the quadratic failure function. Two clear statements can be drawn as the outcomes
of the present investigation. Firstly, to maintain its basic consistency, a failure criterion based on a
single quadratic failure function can only accommodate five independent strength properties, viz.
the tensile and compressive strengths in the directions along fibres and transverse to fibres, and the
in-plane shear strength. Secondly, amongst the three transverse strengths—tensile, compressive and
shear—only two are independent.

Keywords: quadratic failure function; Tsai-Wu criterion; failure envelope; strength; transverse shear
strengths; transversely isotropic materials

1. Background

Ever since Tsai and Wu proposed their failure criterion [1] based on a quadratic failure
function, the polynomials employed to construct failure criteria have been mostly kept to
the second order. Whilst one could legitimately argue for higher orders of polynomials
along the line, as was suggested in [2], or to partition the failure function according to
the failure modes, as was attempted in [3], many are on the verge of abandoning all
such theories developed on a phenomenological basis, having been discouraged by their
unsatisfactory performance. However, a sensible question does not seem to have ever been
asked: ‘Has the quadratic failure function been understood well enough before increasing
or abandoning any further efforts along this line of development?” It is true that quadratic
functions are well understood in analytic geometry as a branch of mathematics, and yet it
will be revealed in the present paper that the established mathematics has not been properly
utilised in the important subject of composite failure. The well-established conclusions of
analytic geometry have simply not been appropriately recognised in the formulations of
failure criteria for composites based on quadratic functions. Therefore, before this aspect
has been appropriately examined and evaluated, it would surely be a premature decision to
propose more complicated arrangements for the failure function or to ditch every account
of phenomenological criteria based on macroscopic stresses or strains completely.

A thorough re-examination of popular existing failure criteria for modern compos-
ites [4] by two of the authors of this paper suggested that whilst the predictions of these
theories fell short of the expectation of the users, none of them had been formulated consis-
tently enough at a basic level. Phenomenological approaches based on macroscopic stresses
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or strains are bound to have their limitations. However, blaming the phenomenological
nature alone for the deficiencies in the existing criteria is a far too quick and easy escape.
Once one moves into the micromechanics of composites, there will be many more compli-
cations involved due to the consideration of both mechanics and materials, let alone the
necessary mathematics and logic. As an example, representative volume elements and unit
cells as basic and also necessary means of micromechanical investigations were subjected
to a serious and systematic examination in [5]. It was revealed that their formulation and
implementation are full of pitfalls and any oversight leads to an erroneous interpretation
of genuine material behaviours. If the mathematics and logic cannot be sorted out at a
macroscopic level, where there are only six macroscopic stresses to deal with, it is hard
to imagine that the study of composites failure can be accomplished at a microscopic
scale, where one can easily be swamped with new parameters, sometimes of little physical
meaning. Whilst researchers should not be discouraged from undertaking explorations into
micromechanics, it is worthwhile to re-examine the aspect of the rationality of conventional
and phenomenological failure criteria, not aiming to generate any new criterion, but to
tidy up the basic mathematics and logic underlying existing theories and to eliminate any
irrational elements before presenting them on a footing of a basic level of consistency. By
then, one could make an objective decision on how applicable such rationally formulated
failure criteria are and how far such a phenomenological theory can be used reliably. This
may even lay a firm basis for more sophisticated developments, as mentioned above.

2. A Critical Review of the Tsai-Wu Criterion

A reasonably comprehensive literature review on the subject of the Tsai-Wu failure
criterion is given in a recent publication [6] and will be waived in this paper. The criterion
was originally proposed as [1]:

R0y + Fo0s + F303 + Fi107 + Fo02 + F3303 + 2F530503 + 2F130103 + 2F1p010% )
+F44T223 + F55T123 + F66T122 —-1=0

in the context of generally orthotropic materials. The left-hand side is a quadratic failure
function. A careful examination of (1) suggests that many terms, such as linear and bilinear
expressions of shear stresses, are missing from the failure function for it to be a complete
quadratic polynomial of six stress components. These terms have been dropped because
the failure function must be even for each shear stress as a basic requirement of objectivity.
Therefore, the failure function in the form of a quadratic function as given in (1) is complete
as far as homogeneous orthotropic materials are concerned.

The coefficients Fy, F11, Fa4, etc., in (1) should be determined by the strengths of the
material obtained through standard or special experiments. In fact, most of them have been
explicitly expressed in terms of conventional strengths. For instance, those coefficients that
are of particular relevance to the present discussion are listed below as:

1 1 1 D 1 1 FH_L 1:22_#
= = 3 == 3 = — = = =
o 0 O O CETEi 09"
2
(sz)

Fyy = —~7 and Fee =
(33)
where 07, and 07, are the tensile and compressive strengths of the material in the direction
along the fibres, respectively; 03, and 07, are the tensile and compressive strengths of the
material in the direction transverse to the fibres, respectively; and 753 and 17, are the shear
strength transverse and parallel to the fibres, respectively. These conventional strength
properties of the composite should be obtained when appropriate specimens are loaded
under uniaxial stress states or pure shear stress states in their material’s principal axis
according to available standards [7,8]. However, the coefficients of the interactive terms

@
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F»3, F13 and Fq, have been left somewhat loose. Restrictions were introduced in [1] on the
ranges of their values as:
F223 < FpFs3
P%Zg < FiFs (©)
F12 < F1Fp.

Given the inequality form of (3), these restrictions are insufficient to fully quantify
Fy3, F13 and Fjp. However, at this point, certain mathematically inaccurate statements
were made in [1], and they need to be corrected, since the clarification of this matter will
eventually lead to the development that will be presented in this paper.

In general, the failure envelope is defined in a six-dimensional stress space. If (1) is
re-written as:

Fio1 + F,00 + F303 + FHO']Z + F220'22 + F330'§ + 2F530203 + 2F130903 + 2F2010% )
=1- (F44T223 + F55T123 + F66T122) =K

it can be considered that the presence of any non-vanishing shear stress can be equivalently
considered as a reduction in the value of the constant term in (1) from 1 to a smaller
value, denoted as K, which could be negative under some stress states (K = 0 implies that
failure is due to shear stresses alone). The nature of the failure function can be sufficiently
comprehensively discussed within the three-dimensional subspace of direct stresses.

It was claimed in [1] that the conditions of (3) were to keep the failure envelope closed
on the basis that materials should exhibit finite strengths. This was misleading on two
accounts. Firstly, the conditions of (3) do not ensure the closeness of the failure envelope.
According to analytic geometry [9], each of the three conditions ensures that the intersection
of the failure envelope with the respective coordinate plane as a locus is an ellipse. Take
coordinate plane 1-2 for example. In this case, the locus is obtained when 03 = 0 as:

F101 + B0y + F1107 + Fxpo? + 2F 100109 = 1 — FegToy. 5)

The condition 1—"122 < F11F» ensures that (5) is an ellipse in the 1-2 plane [9]. The
same argument can be made for the remaining two conditions in (3). The precise physical
interpretation of (3) is that strength is finite under any plane stress condition in each of the
principal planes of the material, which is a reasonable observation amongst all available
experimental data, as was also argued in [6]. However, the conditions of (3) do not exclude
the possibility of the failure envelope being open in the 3D space. Consider a real composite,
for example, T300/PR-319, which was one of the composites involved in WWEE-II [10] and
was also employed in [6] as one of the cases studied. With Fi, given as:

1
Fip = 5V Fi1F» (6)

which is the same as that introduced in [11], and the measured transverse shear strength
as Ty; = 45 MPa, the failure envelope (4) can be proven to be an ellipsoid in the subspace
of direct stresses. It is well known that no strength properties can be practically obtained
without experimental error, although clear indications of such errors are not usually pro-
vided in the published data. A rare example of published raw data for strength properties
can be found in [12], where the variability was as high as 30%, although the authors used a
different type of composite (AS4/8552). Suppose that there was a 10% experimental error
in 755 and its value dropped to 40.5 MPa whilst satisfying (3) perfectly well. Then, the
failure envelope would turn into an hourglass-like hyperboloid. As will become clear later
in this paper, logically, the conditions in (3) serve as a set of necessary conditions for the
failure envelope to be closed, whilst the sufficient conditions provided later in this paper
are more restrictive [9].

The second issue is that the claim made in [1] prohibited the openness of the failure
envelope or any infinite strength. On one hand, a claim of an infinite strength under some
specific conditions can be equally as scientifically unfounded as a claim of a finite strength
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under any condition; on the other hand, either claim could be a reasonable assumption
under the appropriate considerations. If a material under a specific stress state could sustain
a stress level much higher than its strength under any uniaxial stress state, it would not be
unreasonable to assume the strength under that special condition was practically infinite.
Realistically, the available means for testing materials under multiaxial stress states only
allow for stress within a limited range. Without loading the material to failure, one cannot
be certain whether the strength is infinite. In view of this, a more meaningful question to
ask is not whether a claim of finite or infinite strength is correct, but whether a claim has
been made consistently within the theoretical framework.

In [11], Tsai and Hahn introduced (6), and their justification was that the Tsai-Wu
criterion should reproduce the von Mises criterion for isotropic materials of equal tensile
and compressive strengths. If so, the claim of a finite strength under all conditions would
lead to a logical contradiction, because the failure envelope for the von Mises criterion is
in fact open [13], since it is a cylinder in the space of three principal stresses intersecting a
coordinate plane in closed ellipses. Its axis corresponds to the hydrostatic stress state under
which the material is assumed to have infinite strength.

An attempt to reconcile the contradictive issues described above was made in [6].
Without violating the conditions in (3), it was concluded that an elliptic paraboloidal
envelope offers a reasonable compromise for logical consistency. Mathematically, there
exists a unique elliptic paraboloid sitting on the borderline between the ellipsoids and
the elliptic hyperboloids. Employing an elliptic paraboloid as the failure envelope, given
its open appearance, allows infinite strength, but only under a unique stress ratio [6] in
triaxial compression. There appears to be two ways to lock the failure envelope in an
elliptic paraboloid. One method is to abandon (6) and to employ the expression of Fy; as
was obtained in [6]:

1
Fp = *5\/5\/17111722 (7)

where .
foa- Ty %
b (33)

This leads to a method of determining Fy, in terms of known strength properties,
eliminating the need for an additional strength measured under combined stress states.
However, a critical drawback of this approach is that  as defined in (8) can be negative
for some materials, as shown in [6]; based on this, it was concluded that the Tsai-Wu
criterion was inapplicable to these materials, which remained an unsatisfactory aspect of
this development.

Alternatively, an elliptic paraboloidal failure envelope can also be achieved by the
slight modification of transverse strengths, given the wide variability in experimental data.
This consideration results in the development that will be presented in this paper, leading
to the determination of the transverse shear strength whilst delivering the necessary logical
consistency. There have been a number of other approaches proposed to determine the
transverse shear strength from the transverse tensile and/or compressive strengths, e.g.,
in [14-16], which will be discussed later in this paper, as well as those summarised in [6].

It is now clear that the conditions in (3) should be satisfied; however, the satisfaction
of (3) is not enough. It should also be noted that the three conditions in (3) are equally
critical in term of necessity, because violating any of them will allow an open locus in the
respective coordinate plane, implying an infinite strength under a plane stress condition.
The conditions in (3) are also equally restrictive for Fp3, Fi3, and Fy; in specifying their
ranges.

®)
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3. The Quadratic Failure Function for Transversely Isotropic Materials

Similar to [6], as well as in [1,3,14-16], the present paper will be confined only to trans-
versely isotropic materials, which cover a large class of unidirectionally fibre-reinforced
composites. In this case, the transverse isotropy offers the following relationships:

F, = F;, b = F33, Fi3 = Fpp,
Fyy = 2(Fx — Fx) or B3 = Fp — $Fyy and Fs5 = Fg.

)

The Tsai-Wu criterion reduces to [1,6,11]:

Fioq + Fz((fz + 0'3) + F11[7'12 + Fo» (0’22 + (7'32’) + 2F30203 + 2Fp0q (0’3 + (7'2) (10)
+2(F22 - F23)Ti23 + F66 (le?) + TIZZ) —-1=0

and there are seven seemingly independent coefficients Fy, F,, F1, Fxy, Fo3 (or Fus), Fip and
Fe6 to be determined from experimental data.

The relationships in (9) are a natural consequence of the transverse isotropy. However,
a follow-up question would have a far-reaching effect. The third relationship in (9) suggests
that F13 and Fj, make equal contributions to the failure function as material properties,
regardless of the stress state. The justification for this is, of course, the identical strength
characteristics of the material in directions 2 and 3. In general, given the anisotropy of
the material, Fj, and Fp3 are not expected to be the same. However, should the difference
between Fj; and F»3 be quantitatively associated with the degree of anisotropy? This is a
question that has never been asked properly in the literature to the best of our knowledge,
let alone has it been addressed. An attempt will be made and justified in this paper.

Having achieved what was presented in [6], the objective of the present paper is to
address some intrinsic relationships in the quadratic failure function that will have pro-
found implications for the understanding of the strength of transversely isotropic materials
in general. The consequence is that a quadratic failure function can only accommodate
five independent strength properties, and two out of the seven coefficients as involved in
(10) can be expressed in terms of the remaining five in general, provided that the material
is homogeneous and transversely isotropic, and the failure function is a single quadratic
function.

4. Characteristics of the Quadratic Failure Function for Transversely
Isotropic Materials

4.1. Necessary and Sufficient Conditions for an Elliptic Paraboloid

As was argued in Section 2, as well as in [6], the failure envelope should be allowed
to be an elliptic paraboloid to maintain a basic level of consistency in the logic behind
the Tsai-Wu criterion. The failure envelope for transversely isotropic materials in the
three-dimensional subspace of direct stresses is given as:

Fioqy + Fz((fz + 173) + FH(TIZ + Fx» ((722 + 0’%) + 2F307073

+2F1201(03 +02) = K. an

This defines a quadric surface in the o7 — 02 — 03 space in general, of which the

following invariants can be introduced [9].

Fn Fo Fp 3R
Fo F» B3 iB

A= 12
Fp B3 Fn 36 (12)
%Fl %Fz %Fz —K
F1 Fp ‘ Fn By ‘ F» Fpp ’ ) )
= —2(F P — %) +F4 — F 13
J ’ Fio Py by Fxp Fo F (11 2 12) »n—Fs (13

305



J. Compos. Sci. 2022, 6, 82

F1 Fo Fpp ) . . .
D=| Fo Fn B3 |=F1Fn"+2Fh3F" —2FnFp° — Fiibs”™ = (Fo — F3)A  (14)
Fi» b3 Fn

where
A = Fy(Fx + B3) — 2Fp,. (15)

In general, quadric surfaces can be a range of different shapes, and for complete
categorisation a few more invariants [9] are required. The above conditions are suffi-
cient to determine if the surface is an elliptic paraboloid. Most quadric surfaces, such
as paraboloidal cylinders and various hyperboloids, lead to physically impermissible be-
haviours, e.g., possible infinite strength under a plane stress condition, or infinite strengths
at an infinite number of different stress conditions, some involving tensile stresses, etc.,
as elaborated in [6]. For instance, the elliptic cylinder defines the failure envelope for a
class of materials that show infinite strength under a triaxial stress state at a certain stress
ratio both in tension and compression—a typical ductile behaviour. It is inapplicable to
modern composites, which are mostly brittle, i.e., the material failure characteristics show
significant differences under tension and compression. The permissible quadric surfaces
are limited to an ellipsoid and an elliptic paraboloid. As argued earlier and will be further
elaborated later, an ellipsoid as a failure envelope for (11) cannot be the right choice.

The elliptic paraboloid, which is open at only one end and allows infinite strength
only at one specific triaxial compressive stress ratio, remains the only viable choice. The
conditions that are both necessary and sufficient for a quadratic function to be an elliptic
paraboloid are [9]:

A<0,]>0and D =0. (16)

Whilst the inequalities are discriminants, the satisfaction of which will be shown later,
the equation, i.e., D = 0, offers an additional relationship purely from a mathematical point
of view, which will be exploited below. Given (14), the first condition in (3) rules out the
possibility of F; — Fp3 = 0; therefore, D = 0 is equivalent to A =0, i.e.,

F = %Fn(Fzz + F3) (17)
which agrees with what was obtained in [6]. This means that F»3 and Fj, are not both
independent.

Given the relationship between F3 and Fj, shown in (17), one could be tempted to
shed the remaining responsibility of the full determination of Fp3 and Fq; to experiments,
i.e., to have one of these values measured experimentally. Unfortunately, there are no
reliable experimental means to directly determine either of them. The best one can do is to
determine the transverse shear strength, from which Fy4 can be evaluated, and then obtain
Fy3 using the fourth relationship in (9). Then, Fi; can be determined using (17), which is in
line with [6]; however, as discussed in Section 2, this approach is inefficient.

On the other hand, the available resources in terms of mathematics and logic have
not been exhausted. The consideration of mathematical and logical consistency will offer
another much-desired condition, and will be pursued in the next subsection.

4.2. Determination of F1p and Fj3

Equation (17) shows Fi as a function of F»3, which is a parabola on the Fy3-F;; plane,
as sketched in Figure 1. The domain of the function can be obtained from the first condition
in (3). For transversely isotropic materials, it becomes:

< B, (18)

In regard to the domain, the range of the function happens to coincide with the third
condition in (3), i.e., 1—"122 < F11F», given that F1; and Fy, are both positive and, hence,
Fy3 < F. The permissible values of Fp3 and Fyp can only be within the green rectangle
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shown in Figure 1, with the parabola passing its two corners on the right and touching its
side on the left.

Fiz
A
F.Fy
s 1
Flz —F (F22+F23)
1
—F2 i F
z > P
N
2N Fy
—~ .

y Fuby
Figure 1. The relationship between Fq; and Fy3 and their permissible ranges.

Any point on the parabola in Figure 1 satisfies (17). To determine Fy; and Fj3 com-
pletely means to fix a point on the parabola, referred to as point P. This requires one
additional consideration that can be obtained by examining (17) in the context of its physi-
cal implications. The coefficients F1, and Fp3 are expressed one way or another in terms of
strength properties, which are obtained experimentally; hence, errors are inevitable. Any
perturbation due to an experimental error in one of the coefficients will have to be met
by a variation in the other in order to keep (17) satisfied. If P is selected close to the tip
of the parabola, where dFy,/dF,3 approaches infinity, it would require a large variation in
F15 to correct a small perturbation in Fp3, making the failure criterion extremely sensitive
to small errors in the evaluation of Fp3. Similarly, if P is placed close to the open end of
the parabola, although the derivative is neither infinite nor zero, the failure criterion is
bound to be more sensitive to Fq, than to F»3. Between these two extremes, according to the
mean-value theorem [9], there exists an unbiased point where the failure criterion will be
equally sensitive to the perturbations in F1, and Fy3. The question now is how to determine
it logically.

The parabola shown in Figure 1 will be subject to further examination, as its intricacy
has yet to be decoded. Fy; as a function of Fp3 is apparently not single valued. The top
and bottom halves of the parabola both provide a single valued branch. Following the
relevant discussion in [6] on the sense of Fyy, for the quadratic form (11) to be an elliptic
paraboloid with an opening on the triaxial compression side, the value of F1; must be
negative; therefore, it is the lower half of the parabola in Figure 1 that should be considered
as the permissible branch for p to fall upon. For this branch, the legitimate range of Fy,
is (0, —+/F11F22) as Fp3 varies within its range of (—Fpp, F2;), covering the zone shaded in
Figure 1. Both Fqp and F3 can now be normalised with respect to the breadths of their
single valued ranges as follows:

= Fpp = Py
Fr=—%_and Fr = —=. 19
1 b and 3 = 7 P (19)

[y, varies from 0 to -1 over a non-dimensional unit distance, while F»5 takes its value from
—1/2to 1/2, also covering a non-dimensional unit distance. Thus, both Fi, and Fp3 are
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normalised in a consistent and unbiased manner. Accordingly, the expression of A as given
in (15) can also be normalised as:

~ A
A

1 - .
= = -+ F3—F2,. 2
2F By 2 s (20)

For A to be equally sensitive to Fip and B3 in their unnormalized form, it is reasonable
to expect that:

oA _ oa @1)
doFp  dfy
From (20), one obtains:
oA —2F, and 9y (22)
Thus, (21) leads to:
Iy = f% or Fj, = f%\/Fanz as givenin (6). (23)

Since A = 0, its nondimensionalised form A as defined in (20) should also vanish.
Given (23), the relationship in (17) leads to:

Fo3 = *i or 3 = *%Fzz (24)

Thus, both Fj; and F,3 are determined as shown above. Whilst the relationship in (17)
represents a rigorous consideration from analytic geometry, the relationship in (21) results
from the logical consideration of the unbiased sensitivity of the failure criterion to F1, and
Fj3. The normalisations made to Fj and Fp3 in (19) ensure that they can be compared as
like with like.

From (24), given the fourth condition of (9) and the expressions of Fy4 and Fp; in (2), a
natural consequence is:

(05,05
F44 = 2(P22 — F23) = 3F22 or T2*3 = % (25)

This suggests that amongst the three transverse strengths—tensile, compressive and
shear—of a transversely isotropic material, only two are independent as long as the failure
criterion is based on a single quadratic function. Therefore, based on the elaboration
presented above, the fully rationalised Tsai-Wu criterion can be delivered as follows:

Fio1 + F2(0'2 + 0’3) + Fnalz + Fx» (0’22 + 0'32 — 0203 + 3T223)

26
—VFiFno1 (03 + 02) + Fes (T + 15) = 1 20

where the coefficients Fy, F,, Fj1, Fxo and Fyg are determined by conventional strength
properties, as given in (2). It is clear that under triaxial compression at the following

stress ratio:
01:09:03 = — @:71:71 27)
i

whilst all shear stresses vanish, criterion (26) will never be satisfied, i.e., failure will never
take place, implying an infinite strength under this special and unique stress state. In fact,
the position holds even in presence of shear stresses. The triaxial compression at the ratio
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given in (27) has a reinforcing effect on the shear strengths. This can be seen clearly if (26)
is re-written under this particular stress state as:

[E
3EnTh + Fos (T +7h) =1+ <F1 % + 2F2> v (28)

where ¢ is the magnitude of the transverse stresses (i.e., non-negative) of the triaxial
compressive stress state.
For 2D stress states in the 1-2 plane, (26) is simplified to:

Fio1 + FBoy + Flltle + FzzUzz — v/ Fi1Fpoi00 + F56T122 =1 (29)

An important observation to make is that to predict the failure of a material under a
3D stress state from (26), the same set of strength properties is required as that for a 2D
stress state from (29). It should be emphasised here that the rationalisation above has to
be carried out on the criterion in its 3D form before it is reduced to 2D. Although (29) is a
well-known form [11], its rational justification can be obtained only through the route of
manipulating 3D stress states, as presented above.

4.3. Verification and Discussion

The point on the parabola given by (23) and (24) is special in multiple ways. It was
argued above that it renders failure criterion (10) to be equally sensitive to Fi, and Fp3
under the condition that the failure envelope is an elliptic paraboloid. The slope to the
parabola at this point happens to be equal to the slope of the secant between the two
extremes of the single valued branch concerned, i.e., the tip of the parabola and the bottom
right end. The tangent and secant are marked in Figure 1 by solid and dashed red lines,
respectively. Therefore, this is the point whose existence has been asserted by the mean-
value theorem [9].

In order to interpret the results above and to verify the normalisations introduced in
(19), all the terms in the failure criterion (10) are normalised as follows, which is similar to
procedure used in [11].

Ao+ B+ 3) + 0+ B +0 03 — (3 +00) + T+ T+ T =1 (30)

where B B B
01 = VF101, 00 = VF003, 03 = /203,
T3 = VFuts = \/2(Fn — F3) s,

T3 = VFeeTis, Ti2 = v FesTi2 31)
F= L, b= B
V1 VEn

The values of Fj, and F;3 as obtained in (23) and (24) are also incorporated above. All
terms of the similar nature tend to contribute to F in the same way, whilst the differences due
to the anisotropy of the material in all second order terms are absorbed in the normalisation
scheme. The contributions of Fi, and F,3 obtained in (23) and (24) have indeed been
equalised in their normalised form.

The outcomes presented in (23) and (24) rest heavily on the normalisations in (19). If
one is prepared to accept (19) as the correct normalisations, which equalise the contributions
of Fip and B3 to the failure function as the major premise for the deductive reasoning as
presented above, conclusions (23) and (24) will be the logical consequence.

The existence of a relationship amongst transverse strengths, as shown in (24), can
also be argued as follows. There are only two independent strength properties for isotropic
materials of different tensile and compressive strengths for 3D stresses in general, as well
as for any plane stress conditions as special cases, according to the established Raghava—
Caddell-Yeh criterion [17], which has been more rationally formulated in [18]. When a
transversely isotropic material is under a plane stress condition in its transverse plane,
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i.e., the 2-3 plane, the material is effectively isotropic; therefore, the Raghava—Caddell-
Yeh criterion in its 2D form should be applicable. If so, it will only require two strength
properties. For the Tsai-Wu criterion to reproduce the Raghava-Caddell-Yeh criterion
under this condition, the third strength property cannot be independent.

With Fq; and Fp3 as determined in (23) and (24), one can verify conditions in (16) as
follows:

—F F
1 5 12

3 2
A=——F o F + 2/ 1 F, <0 ided 32
16 22(\/ 20k + ﬁz) provide \/Fiu# N (32)

1 1, 3
J = F(2F1 + F2) — sEnkn — 1By = ZFzz(ZFn +F») >0 (33)

3 1 1
D = (Fn — Fx3) (Fn(Fzz + Fx3) — 2F122> = EFzz <§F11F22 - §F11F22> =0 (39

Hence, (11) defines an elliptic paraboloid. The inequality of (32) is met by most
composites of practical importance and the only alternative is A = 0, which arises only
under special conditions, as will be discussed later.

As a further verification, reducing the materials to isotropic materials of unequal
tensile and compressive strengths, whilst (33) and (34) still hold:

27

A="1

F34F? < 0since F; # 0. (35)
In this case, Equation (10) leads to:

(o ~ &)@+ oo (36)
+ﬁ (07 + 02 + 03 — 0203 — 0103 — 0102 + 3T + 315 + 375) =1
where ¢} and ¢ are the tensile and compressive strengths of the isotropic material, re-
spectively. This reproduces the Raghava—Caddell-Yeh criterion [17], for which the failure
envelope is a circular paraboloid demonstrating infinite strength against hydrostatic com-
pression, but not hydrostatic tension.
As a case of further specialisation for isotropic materials of equal tensile and compres-
sive strengths, i.e., 0] = 07 = ¢*, (36) further reduces to the von Mises criterion [13]:

07 + 03 + 03 — 0903 — 0103 — 0102 + 3T + 3T + 31 = (0*)? (37)

where 0 is the strength of the material, which the same for both tension and compression.
This corresponds to the case when the condition for A > 0 does not hold. Given the
expression of A in (32), the only alternative is A = 0. In this case, (10) turns into a cylindrical
surface according to [9]. It can be seen that a cylindrical surface can be mathematically
considered as an extreme case of an elliptic paraboloidal surface, allowing the von Mises
criterion to be seen as a special case of the Tsai-Wu criterion.

As a further point of discussion, (24) shows that § = 1 according to (8). Equation (7),
as obtained in [6], naturally leads to (23), reproducing (6) as Tsai and Hahn suggested
in [11]. However, the only justification given in [11] was that it allowed the Tsai-Wu
criterion to reproduce the von Mises criterion for isotropic materials of equal tensile and
compressive strengths, whereas in this paper, (23) and (24) were obtained simultaneously
from systematic and logical deduction. In [6], it was suggested that § was a material
constant that could vary from between materials. Relationship (24) asserts further that J is
5%
()"
or ductile, including completely isotropic materials as a special case. This is apparently
observed in isotropic materials obeying the Raghava—Caddell-Yeh criterion [17] and the
von Mises criterion [13], as special cases. Any variation in J, similar to those shown

a universal constant, i.e., § = 4 — 1, for all transversely isotropic materials, brittle
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in [6], should be attributed to the variability of the experimentally measured transverse
strength properties. This resembles a universal relationship amongst Young’s moduli and

Poisson’s ratios, zugf = 1, although the underlying considerations are rather different. Raw
experimental data would show significant variability as well if they were all independently
measured.

4.4. Comparisons of Predicted Transverse Shear Strengths with Measured Values and Those from
Other Theories

In the Puck failure criterion [14,15], the transverse shear strength is a derived quantity
that is equal to the transverse tensile strength. In comparison to (25), it corresponds to the
special case of 03, = 307,. The transverse shear strengths obtained according to the Puck
criterion and the present derivation are compared in Table 1 over a range of composites
from [10,19,20] where experimental data are available. Relative to the measured values of
T55 in the third row of Table 1, those obtained from (25) outperform those from the Puck
criterion, except for S-2 glass/Epoxy 2 and G40-800/5026, as highlighted in Table 1. For
these two cases, one is only marginally worse than that predicted by the Puck criterion,
whilst the other is identical to that predicted from the Puck criterion, because o5, = 307,

holds, although the experimental shear strength of 57 MPa is nearly 20% below 1/ % for
this particular material.

Given that 1/ % is the strength of the material under pure transverse shear, as
predicted from failure criterion (26), the degree of its agreement with the experimentally
obtained transverse shear strength—i.e., the comparison between the measured values
in the third row of Table 1—and that predicted from (25), as shown in the fourth rows of
Table 1, can serve as a basic level of validation for the criterion (26). When applying (26)
to problems involving general stress states, one should be prepared for discrepancies of
a magnitude comparable with those between the figures in the third and fourth rows in
Table 1, as an indication of the level of accuracy that criterion (26) is capable of offering.

Another relationship amongst transverse strengths can be found in [16], and is given
as follows:

1+ 5—2:’ )? I Z—Zi'
(35)° = | —2 |05, o0 ~ B = 2 (38)
23 o 2t02c g o
3452 00 3452
T3¢ T3¢

It is apparently a more complicated expression than that given in (25). The derivation
in [16] was based on the following failure criterion stemming from Hashin’s matrix failure
criterion [3] under a plane stress state in the transverse plane before it was split into tensile
and compressive modes.

Fz(U’z + 0'3) -+ Fzz(O’z + 0'3)2 + Fyq (T223 — 0'20'3> =1. (39)

This is an incomplete quadratic form. The contributions from fibre direction as well as the
interactive term associated with Fi, have been excluded a priori.

The interaction between the stresses represented by F1, resembles the role of Poisson’s
ratios in the generalised Hooke’s law in the theory of elasticity. It might be true that in
the solutions to many elastic problems, the contributions from Poisson’s ratios are limited
in terms of magnitude. Whilst ignoring such contributions would not lead to excessive
error, the absence of Poisson’s ratios would prevent the appropriate understanding of many
important mechanical behaviours of materials, such as the anticlastic behaviour, free edge
effects, etc.
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Similarly, to reveal the special relationships elaborated in this paper, it is important
to incorporate the interactive terms in the failure criterion. The approach to treating the
interactive terms can also be viewed as a meaningful indicator of the consistency of the
formulation. For instance, in the well-known Hashin criterion [3], the interactive term Fq»
was ignored based on the assumption that failure is determined by stresses on the failure
plane, which was inherited from the Mohr criterion [21] for isotropic materials; however,
this particular assumption is inapplicable to anisotropic composites, as was argued in [22].
Whilst the numerical errors could be insignificant in many cases, as Hashin also stated
in [3], the exclusion of such interactions would not allow the intricate relationships obtained
in this paper to be revealed. From another perspective, including one interactive coefficient
(Fp3) in the failure function, whilst excluding another (Fj), as in [3], can at least be viewed
as a degree of inconsistency. The numerical closeness of the results from a theory to
experimental data in one aspect or another is important; however, we believe that the
mathematical and logical consistency of the theory is even more important.

The numerical values obtained from (38) [16] over the same range of materials as above
are also shown in the fifth row of Table 1. Relative to the experimental data in the third row
of Table 1, the predictions from (25) listed in the fourth row of Table 1 outperform those
from (38) for five out of eight materials. The trend is further shown graphically in Figure 2,

2
where the ratio (% )* is plotted as a function of the ratio 2‘ . The curve corresponding
to (38) does not sezem to be more representative than the stralght line obtained according
to (25), understanding the variability in measured transverse strengths as argued in [16].
The predictions are not more relevant to carbon composites (black symbols) than to glass
composites (green symbols) either, as was claimed in [16].
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Logically, the major premise underlying (38) is failure criterion (39), which is at its best
a special form of the criterion based on the full quadratic failure function from which (26)
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is obtained. There is no reason to expect (39) to be more representative than (26). In [16],
efforts were made to eliminate an independent strength property from (39) whilst keeping
the manipulations all within the transverse plane.

5. Retrospection and Prospection

According to analytic geometry [9], the sufficient conditions for the failure envelope
of transversely isotropic materials to be closed, i.e., to be an ellipsoidal surface, are:

A<0;J]>0;,D#0and DI >0 (40)

where A, ] and D are given in (12)-(14), respectively, and the following is another invariant
of quadratic form (11):
I = F1+2F (41)

Since I is always positive, given the expression of D in (14), and F,; — Fy3 is always positive
according to the fourth equation in (9) (because Fy is always positive), conditions D # 0
and DI > 0 can be re-written as:

1
A= EPM (3F22 — F44) > 0ie, 3Fp —Fyy >0 given F;p > 0. (42)

With Fy, as given in (23), if the transverse shear strength 7,5 (and hence Fy4) was left as
an independent property, (42) could not be satisfied in general. An ellipsoid could be guar-
anteed provided that 7,3 was sufficiently large. In the case of isotropic materials obeying the
von Mises criterion, as a special case of transversely isotropic materials, D = A = 0, which
satisfies (24) or (25) under the condition of (23), but violates (42). In other words, (42) would
prohibit (11) to degenerate to the von Mises criterion as a special case for isotropic materials
of equal tensile and compressive strengths, because D = 0 as a necessary condition is shared
by cylinders and elliptic paraboloids, but not by ellipsoids, according to analytic geometry.
It is clear now that having a closed failure envelope and having the von Mises criterion as a
special case are two mutually exclusive propositions. Sometimes, it only requires a very
small experimental or data processing error to nudge D from positive to negative; then, the
nature of the failure envelope would change dramatically from an ellipsoid to an elliptic
paraboloid or a hyperboloid. Whilst the imposition of (17) alone eliminates the possibility
of the failure envelope being an ellipsoid or hyperboloid, errors in measured transverse
strengths could still make the elliptic paraboloid imaginary according to analytic geometry.
Relationship (25), in addition to (23), not only ensures that the failure envelope is a real and
unique elliptic paraboloid, but also offers a way to mitigate experimental errors amongst
measured transverse strengths. This illustrates a perfect example of how mathematical
consistency brings insight into physical problems.

The conventional Tsai-Wu criterion could degenerate to the von Mises criterion for
isotropic materials of equal tensile and compressive strengths [11] because the failure
envelope in the original Tsai-Wu criterion was not limited to an ellipsoid, no matter how
much it was desired; it could be ellipsoid, elliptic paraboloid and different hyperboloids
depending on the value of the transverse shear strength 7,5, whilst satisfying the inequalities
in (3). The necessary conditions of (3) were far too loose to impose such a restriction. The
controlling factor of the shape of the failure envelope rests on the transverse shear strength
Ty3, which affects the values of various invariants, in particular D. Narrowing the failure
envelope down to an elliptic paraboloid, as proposed in this paper, can help to filter
out many physically prohibitive scenarios whilst restoring the mathematical and logical
consistency of the Tsai-Wu criterion. This is the spirit of rationalisation.

The fully rationalised Tsai-Wu criterion for general 3D stress states is presented in
(26). For this criterion, the transverse shear strength is not a required strength property, but
it can be predicted from the criterion. There will inevitably be a discrepancy between the
predicted value and the measured value. The available independently measured transverse
shear strength should be used to correct the experimental errors in other transverse strength
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properties, instead of being employed as an independent strength property for the failure
criterion based on a quadratic failure function. It should be employed to correct the
transverse tensile and compressive strengths in order to minimise systematic errors in
these measured strengths in the same way that the experimentally measured v,; should
be employed to correct vy, Ey and Ey, rather than being incorporated in the generalised
Hooke’s law. A practical method of such corrections will be addressed in a subsequent
publication.

The 2D version of the fully rationalised Tsai-Wu criterion is given in (29). Although
it looks identical to its familiar form, as presented in [11], the transverse tensile and
compressive strengths required to evaluate Fy, should be understood as their corrected
values using the transverse shear strength, whenever available. The rationalisation still
makes a difference to the 2D Tsai-Wu criterion but in an implicit way.

The failure criterion for transversely isotropic materials based on a single quadratic
failure function can now be considered fully established, with a complete understanding
of the nature of a quadratic failure function having been achieved mathematically. It can
be fully and logically defined with five independent strength properties, namely tensile
and compressive strengths in the directions along fibres and transverse to fibres, and the in-
plane shear strength. All coefficients involved in the failure function can be expressed with
mathematical rigour and logical consistency. Any additional strength property employed
as an independent one will compromise the consistency of the theoretical framework, even
if they were experimentally measured.

Having established the failure criterion (26) as the fully rationalised Tsai-Wu criterion,
any significant deficiency or genuine discrepancy with experimental observations can
now be confidently attributed to the lack of representativeness of the basic assumptions
underlying the criterion:

(1) The transverse isotropy and homogeneity of the material;
(2) Failure function being a single quadratic function.

Any deviation from these ideal positions will inevitably have an effect on the outcomes
and should be anticipated in assessing the accuracy of the predictions. The use of these
assumptions brings convenience but also restrictions. The obtained criterion can only be as
accurate as its underlying assumptions allow. The consistent use of a quadratic function
for a failure criterion helps to eliminate undue errors and anomalies due to mathematical
and logical oversights, but not the generic deficiency due to these assumptions themselves.

The limitations of using a single quadratic function as the failure function could be
improved whilst remaining within the framework of a phenomenological approach in one
of two ways:

(1) To use a higher order polynomial for the failure function;
(2) To partition the stress space into subspaces and to use a quadratic function in each
subspace.

Either way, the number of independent strength properties will inevitably increase.
One should always bear in mind how the newly introduced properties are to be determined,
experimentally or otherwise. Abandoning phenomenological approaches completely or
discontinuing their improvement before alternatives are established is partially responsible
for the confused state of the art on the subject of composite failure criteria. With consis-
tency established, one would be in a position to explore meaningful ways of determining
strength properties as required for alternatives to experimental measurements, for instance,
molecular dynamics as investigated in [23], although the material used in [23] was not
transversely isotropic.

The first option above seems to pose formidable difficulties, as the understanding of
the analytic geometry of polynomial functions higher than the second order in multidimen-
sional spaces has been very limited and is certainly far less than that of quadratic functions.
This is not an attractive direction forward practically.
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The second option is likely to offer a practical way forward. The Hashin criterion [3]
can be seen as an attempt in this direction, followed by a wide range of different attempts,
including those in [15,24]. However, it is the authors’ view that an appropriate rational-
isation is necessary for the Hashin criterion before a fundamental breakthrough can be
expected. This will be the objective of another one of our subsequent publications.

In the literature, there is lack of failure criteria for genuinely orthotropic materials,
apart from the maximum stress/strain criteria. The Tsai-Wu criterion was nominally pro-
posed for orthotropic materials. However, without the appropriate means to determine the
coefficients to the interactive terms, it has never been applied seriously beyond transversely
isotropic materials. This is a problem we will address in another subsequent publication.

6. Conclusions

Using a complete quadratic failure function, there is only one rational choice for the
failure envelope—an elliptic paraboloid, as a single-sided open surface that allows infinite
strength under a unique stress ratio in triaxial compression. Any alternative would lead to
contradictions one way or another. This quadratic failure function can only accommodate
five independent strength properties. Seven were initially introduced in the original Tsai—
Wau criterion [1] after considerations of transverse isotropy. A relationship was established
between the two interactive coefficients F1; and Fp3 based purely on analytic geometry. It
ensures that the failure envelope is an elliptic paraboloid. A further relationship between
these coefficients can be obtained from a logical consideration that the sensitivity of the
failure criterion to these two coefficients should be unbiased. Thus, they can both be
uniquely determined analytically as Fj, = —% Fi1F»p and F3 = —%Fzz. Although the
former is well known, it can only be fully justified in presence of the latter, which can be
re-written as C’)(Tz"3)2 = 05,05, given the transverse isotropy of the material. This introduces
a relationship amongst transverse strengths as a natural consequence of the rationalisation;
the relationship is an intrinsic property of the quadratic failure function for transversely
isotropic materials. Failing to comply with this relationship compromises the consistency
of the criterion based on a single quadratic failure function.

Due to the high variability in the measured transverse strengths, the obtained rela-
tionship amongst transverse strengths may not be perfectly represented in the available
experimental data. In presence of all three transverse strengths independently obtained
experimentally, the transverse shear strength can be employed to validate the relationship
in (25), i.e., 3(12*3)2 = 0,05.. The failure criterion can only be as accurate as the agreement
between 1,5 and 1/ %

The fully rationalised Tsai-Wu criterion is given in (26) for 3D stress states. Its 2D
version in (29) looks identical to its familiar form. Although no changes were made to (29),
the rationalisation offers a firm basis for (29), and the determination of Fj, no longer relies
on experimental data fitting or other empiricism, but on a rigorous deduction from the
mathematical and logical consequences of the basic assumptions introduced instead.

The required five independent strength properties are limited to conventional and
widely available tensile and compressive strengths in the directions along and transverse
to fibres and the in-plane shear strength for the failure predictions of both 2D and 3D
stress states.

The most significant outcome of the present paper is the achievement of a thorough
understanding of the nature of the quadratic failure function, with its intrinsic relationships
having been revealed. Obeying these relationships ensures the self-consistency of the
failure criterion. This should conclude a phase of investigations on the subject of failure
criteria involved in recent publications [6,16,25] based on a quadratic failure function, as
far as transversely isotropic materials are concerned. The failure criterion given in (26) can
be employed in design and analysis with confidence within its applicability defined by its
assumptions, viz. the transverse isotropy and homogeneity of the material, and the failure
function being a single quadratic function.
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Abstract: Sandwich structures benefit from the geometrical stiffening effect due to their high cross-
sectional area moment of inertia. Transferred to carbon fiber-reinforced plastic (CFRP) components,
the needed amount of carbon fiber (CF) material can be reduced and with it the CO, footprint. The
combination of a light foam core with continuous fiber-reinforced face sheets is a suitable material
combination for lightweight design. Traditionally, CFRP sandwich structures with a foam core are
manufactured in a two-step process by combining a prefabricated foam core with fiber-reinforced face
sheets. However, in addition to the reduction in the used CFRP material, manufacturing processes
with a high efficiency are needed. The objective of this paper is the sandwich manufacturing and
characterization by using the Direct Sandwich Composite Molding (D-SCM) process for the one-
step production of CFRP sandwich structures. The D-SCM process utilizes the resulting foaming
pressure during the reactive polyurethane (PUR) foam system expansion for the impregnation of the
CF-reinforced face sheets. The results of this work show that the production of sandwich structures
with the novel D-SCM process strategy is feasible in one single manufacturing step and achieves
good impregnation qualities. The foam density and morphology significantly influence the core shear
properties and thus the component behavior under a bending load.

Keywords: sandwich structures; lightweight structures; advanced composites; polyurethane foam

1. Introduction

Existing legal frameworks and social pressure set the requirements for material and
production process developments. The environmental impact by harmful emissions is
increasingly monitored, from manufacture to disposal (life cycle assessment). Carbon
fiber-reinforced plastic (CFRP) components have to face the challenge of the high resource
consumption during material extraction (greenhouse gas impact of 38.9 kg CO,-equivalent
per kg CF [1]) and component manufacture counteracting the weight and emission savings
they offer during the use phase. Thus, the development focus must not be exclusively on
mechanical performance and cycle times. The environmental impact of CFRP components
from the beginning of the product life cycle must be reduced to improve the overall balance
of the component during its whole life cycle compared to conventional materials.

One strategy for achieving this is to use a sandwich design for large and flat com-
ponents. The geometric stiffening effect by increasing the cross-sectional area moment
of inertia allows the reduction in the reinforcing carbon fiber material and thus the CO,
footprint for the components. A suitable combination for lightweight design is, for example,
the use of continuous fiber-reinforced face sheets with a light foam core [2-5].

In addition to the reduction in CFRP material, more resource-efficient manufacturing
processes are needed. CFRP sandwich structures with a foam core are manufactured by
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combining a prefabricated foam core with fiber-reinforced face sheets in a press process. For
the face sheets, either pre-impregnated materials (so-called prepregs) can be used, or they
can be in situ impregnated during the component manufacturing process. Thus, at least a
two-step process is needed since the pressure-sensitive foam core must be manufactured
within a previous production step [6-8].

A processing strategy for utilizing the internal pressure generated by a foam core
has already been used by M. Ware for the manufacturing of composite sandwich struc-
tures within the Thermal Expansion RTM (TERTM) process [9]. A polyurethane (PUR)
or polyimide (PI) foam core, combined with dry fabric reinforcing material, is placed in
a cold cavity and the resin system is injected. A thermal expansion of the foam core is
induced by increasing the mold temperature. The resulting pressure on the infiltrated face
sheets improves their impregnation [9,10]. An alternative strategy by using foamable films
in-between two pre-impregnated face sheets is proposed by Burr et al. in a DOW Global
Technologies patent from 2014 for epoxy-based thermosets [11] and by Beukers et al. for
thermoplastic polymers [12].

A one-step process strategy is introduced by Hopmann et al., using a syntactic, epoxy-
based foam system [13]. Hollow polymeric microspheres, loaded with a low-boiling
liquid, are used as a blowing agent. The expansion of the blowing particles is induced at
rising temperatures due to the heated cavity as the polymeric microsphere shell becomes
flexible and the transition of the low-boiling liquid into the gas phase leads to a volume
increase. Glass fiber textile reinforcements serve as filters and prevent the microspheres
from penetrating the sandwich face sheets. The fabric impregnation is realized by the
expansion pressure of the blowing particles, which forces the matrix system into the face
sheets. After the curing of the matrix material, the solid polymer network fixates the
expanded hollow spheres that remain as pores in the syntactic foam material [13].

Weilenborn et al. introduced another one-step manufacturing strategy by using the
expansion reaction of foamable PUR in a closed cavity [14]. Both the foam core and the
matrix system for the textile reinforcement of the sandwich face sheets are realized by one
single reactive PUR foam system. By manipulating the pressure conditions during the
process, the pore content in the face sheets can be influenced. A roving impregnation of
84% and thus a pore volume of 16% were achieved at 770 kg/m? foam density [14,15].

The one-step sandwich manufacturing method introduced by Hopmann et al. is based
on two independent PUR material systems for the foam core and the face sheet impregna-
tion [16]. The face sheet textile reinforcement is wetted by a non-foamable PUR material
outside the mold and vacuum supports the pre-impregnation process. Combined with
the reactive PUR foam material in the heated cavity, the temperature-induced expansion
reaction of the foam system leads to an internal force that presses the face sheets against
the mold wall during curing. The investigations showed that the penetration of foam pores
into the face sheets cannot be prevented even if the vacuum-assisted wetting of the fiber
structure is almost optimal [16,17].

Studies conducted by Hopmann et al. [16,17] and Weiflenborn et al. [14,15] showed
an uncontrolled penetration of foam pores into the face sheets that lower the mechanical
performance. Furthermore, relatively high foam densities (e.g., 770 kg/ m? [14,15]) are
necessary for sandwich manufacturing, which decreases the potential of being light weight.
This leads to the need for a more efficient and robust one-step manufacturing technology
for a CFRP sandwich structure production. This paper contributes to the development of a
one-step manufacturing method for sandwich structures by introducing and investigat-
ing the novel Direct Sandwich Composite Molding (D-SCM) process. The focus of this
manufacturing strategy is on avoiding foam pore penetration into the face sheets and on
achieving low foam core densities. The objectives of this paper are to prove the feasibility of
the D-SCM production method and to characterize the achievable sandwich properties in
terms of fiber volume content and mechanical behavior under a three-point bending load.
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2. The Direct Sandwich Composite Molding (D-SCM) Process Strategy

The basic idea of the intended processing strategy within this paper is the use of the
expansion pressure generated during the PUR foam reaction for the fabric impregnation
and consolidation of the face sheets. Two independent material systems for the foam core
and the fabric impregnation in the face sheets will be used. A thermoplastic PUR (TPU)
film is used as an impermeable layer for separating the face sheet and the reactive foam
materials to avoid the uncontrolled face sheet penetration of foam cells. Consequently,
different resin types for the face sheets (e.g., use of epoxy-based systems) can be used to
improve the process flexibility. Additionally, an optimized polyurethane foam system is
used for ensuring a high lightweight potential of the structures by decreasing the necessary
foam density and increasing the achievable fiber volume content (FVC) of the sandwich
face sheets [18].

The focus of this paper is the realization of a one-step process—the Direct Sandwich
Composite Molding (D-SCM) Process—for the manufacturing of CFRP sandwich structures
by using an optimized polyurethane foam system [18]. The process strategy is described in
Figure 1. The stack of a wetted textile fabric and a TPU film is introduced in the heated
cavity (1), an optimized reactive PUR foam system [18] is applied into the mold (2) and
a second wetted fabric stack plus TPU film forms the upper face sheet (3). After closing
the mold to the final component thickness (4), the chemical reaction of the foam material
results in an expansion pressure on the face sheets (5). This internal pressure leads to
the impregnation of the textile reinforcement, followed by the consolidation (curing) of
the face sheets (6). After curing, the cavity can be opened and the sandwich component
demolded (7). The resulting sandwich structures are characterized within a three-point
bending analysis.

e o o o o Ho.o.'[_‘l_lco-olf_‘

Textile layer with resin Foam application

Textile layer with resin

gpluswummﬂg‘*ﬂg!w’ﬂ
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Lower face sheet PUR-foam-system application Upper face sheet

Mold closing to end

part thickness

Sandwich demolding

Curing of the sandwich Foam expansion

Figure 1. Schematic illustration of the ideal one-step sandwich process: (1) first wetted fabric stack is
introduced in the cavity, (2) reactive PUR foam system is applied, (3) second wetted fabric stack is
introduced in the cavity, (4) mold is closed to the final component thickness, (5) chemical PUR foam
expansion, (6) consolidation (curing) of the face sheets, (7) demolding of the sandwich component.

3. Materials and Methods
3.1. Materials

The biaxial (0°/90°), 50 K-based carbon fiber non-crimp fabric (NCF) PX35MD030B-
127T from Zoltek Corporation was used for the fiber reinforcement of the face sheets. The
basic structure of the textile with a basis weight of 304 g/m? consists of Panex® 35 carbon
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circural plate mold

@)

fibers. These were divided proportionally with 150 g/m? between the biaxial orientations
of the NCFE. The carbon fiber filaments were coated with 1.5 wt.-% sizing. The material
was tricot-stitched with 4 g/ m? polyester thread [19]. Two layers of the fiber semi-finished
product were combined per face sheet to form a symmetrical reinforcement structure of
[(0°/90°), (90°/0°)].

Two thermosetting amine-based epoxy resin systems were used as matrix material
for the face sheets. The Epikote™ TRAC 06170 system from Hexion is a low-viscosity
resin system with a pot life of 42 min £ 5 at 23 °C, developed for liquid impregnation
processes [20]. Tt will be referred to as “Epikote” in the following. The Araldite® LY 3031
system from Huntsman is a fast-curing resin system for automotive mass production and
has a pot life of 15 to 25 min at 23 °C [21]. The system will be referred to as “Araldite” in
the following.

The used PUR foam material for the D-SCM process is based on the two-component
system EP 3587/2 from Riihl Puromer GmbH [22]. It consists mainly of polyether polyols
and diphenylmethane diisocyanate (MDI). Further additives (e.g., distilled water, catalysts
and nucleating agents) are mixed into the polyol component. The PUR system formulation
is adjusted to the D-SCM process requirements and includes 3.1 parts of water and 1.1 parts
of catalyst related to the polyol quantity [18].

Acmos 36-5238 from Acmos Chemie KG is used as an external mold release agent in the
PUR foam manufacturing. For the epoxy resin systems, the semi-permanent solvent-based
mold release agent Chemlease® 255 from Chem-Trend L.P. was used.

The impermeable barrier layer was formed by a TPU film Type 4110 from Saxonymed
GmbH. This is transparent and contains no antiblocking agents. The film had a thickness
of 0.1 mm.

3.2. Experimental Setup

A circular plate geometry with 150 mm diameter and adjustable height (shown in
Figure 2a ) was used for the one-step manufacturing of CFRP sandwich structures. An
electric cylinder (Festo ServoPress YJKP-17-400-AX-SB-5) operated the trial setup and
allowed the programming of closing profiles and highly accurate movements of the mold.
The schematic cross section of the mold is shown in Figure 2b. The resin sealing prevents
from leakage of the reactive materials and the vacuum sealing allows an evacuation of the
cavity during the process. The mold was water-heated at 80 °C, a pressure sensor (Kistler
type 6167A) was installed in the upper mold for online recording of the pressure values
and the cavity height can be adjusted via distance rings.

resin sealing

\§\\\\\

pressure sensor vacuum port

cavity helght h

//W///// _

distance ring vacuum sealing

(b)

Figure 2. (a) experimental setup for D-SCM sandwich manufacturing, (b) schematic cross section of
the circular plate mold.

322



J. Compos. Sci. 2022, 6, 81

3.3. Sandwich Specimen Manufacturing

The one-step sandwich manufacturing follows the general processing steps from
Figure 1. The respective matrix material (Epikote or Araldite) was applied on the stack
of two biaxial CF fabric layers (148 mm in diameter) and the impermeable TPU film.
The stack was introduced into the heated circular plate mold. Simultaneously, the foam
system was manually mixed and applied on the TPU film that covered the wet fabric
reinforcement of the lower face sheet. The necessary foam material amount was dependent
on the aimed foam density. Table 1 summarizes the manufactured trial configurations. A
foam thickness of 4 mm was aimed for for the core. The second face sheet, consisting of
wetted reinforcement fabrics, and the TPU film were placed on top of the reactive foam
material. Subsequently, the mold was closed to the final sandwich height of 5.7 mm in 11's
according to the programmed closing profile of the electric cylinder. At a mold opening
of 3 mm, the vacuum was activated and applied throughout the entire process. From the
point at which the resin seal was engaged at 2 mm, the vacuum no longer acted on the
sandwich structure. The active vacuum time was 5.5 s. The target face sheet thickness was
0.75 mm, which corresponds to 44.2% FVC. The curing time was 300 s for the Araldite
system and 600 s for the Epikote system. The specimens for detailed characterization were
prepared by waterjet cutting out of the produced circular sandwich plates.

Table 1. Investigated trial configurations.

Epoxy Svstem Foam Core Foam Core Face Sheet Curing Time
Poxy Sy Density Material Material &
Araldite 150 g/L 10.6 g 95¢g 300 s
Araldite 200g/L 141g 95¢g 300 s
Araldite 250 g/L 17.7 g 95¢g 300 s
Epikote 150 g/L 106 ¢g 95¢g 600 s
Epikote 200g/L 141¢g 95¢g 600 s
Epikote 250 g/L 177 g 95g 600 s

The TPU film provides high adhesion properties to the PUR core and the Epoxy face
sheet material. To be able to determine the correct FVC, the face sheets must be produced
to be detachable from the foam core. For this purpose, D-SCM trials were carried out and a
PTEE film of identical thickness was inserted between the foam system and the face sheets
instead of the TPU film. As there was adhesion between the used reactive materials and the
PTEFE film, this allowed the foam core and face sheets to be separated from each other after
the process. The detailed trial configurations for the sandwich processing can be found in
Table 1.

3.4. Characterization Methods
3.4.1. Thermogravimetric Analysis of the Face Sheets

The FVC was determined by a thermogravimetric analysis (TGA). In this characteri-
zation method, the polymeric content of the composite is pyrolyzed and the mass of the
remaining carbon fibers is determined.

For the TGA, three specimens (22 x 30 mm?) were cut out of each face sheet by water
jet cutting and their density g4 was determined in a gas pycnometer (PYCNOMATIK
ATC from Microtrac Retsch GmbH) according to DIN 66137-2, and their weights m Sample
were measured. The pyrolysis was carried out in a macro TGA of the type TGA701
from Leco Corporation. The test procedure was implemented according to the method of
Biicheler et al. [23]:

e  Drying of the specimens for 6 h at 100 °C.
e  Pyrolysis of the specimens in nitrogen atmosphere:

O Heating rate: 2 K/min.
@) Pyrolysis temperature: 430 °C.
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) Pyrolysis duration: 20 h.

Subsequently, the mass of the matrix-free fibers mcr was determined. Referring to
the investigations of Biicheler et al., the sizing was burned off from the fiber during the
pyrolysis process. For the correct calculation of the fiber volume content, the mass of the
sizing Msizing (1.5 % - mcr) was again added to the fiber mass. Thus, the combined density
ocr of the Panex® 35 carbon fiber of 1.81 g/ cm® [19] can be used to determine the fiber
volume V¢r. The fiber volume content was calculated as follows:

% Mcp + Msizing ) -
Ve = CF_ 100% — (mcr + Msizing)-pcr
sample MsamplePsample

1100 % )

3.4.2. Tensile Characterization of the Face Sheets

The stiffness of the face sheets Epg was determined in a tensile test based on DIN
EN ISO 527-1. For this purpose, the face sheets were separated from the core structure
and the test specimens (120 x 15 mm?2) with the corresponding fiber orientation of [0/90]s
were prepared. A small amount of foam residue and the TPU film remained on the tensile
specimen. Their influence on the face sheet stiffness was neglected in the following, since
the mechanical properties were significantly lower compared to the CFRP specimen (e.g.,
Young’s modulus of the TPU Elastollan®: 400 MPa at 20 °C [24]). The tests were carried
out on a standard universal testing machine (Hegewald & Peschke, inspekt 50 table) with a
test speed of 1 mm/min.

3.4.3. Three-Point Bending Characterization of Sandwich Structure

The test was performed in accordance with ASTM C393/C393M-16, one of the stan-
dard test methods for sandwich characterization [25,26]. The 3-point bending test fixture
was installed in a Zwick/Roell Z2.5 universal testing machine, shown in Figure 3. The
radius of the three supports was 2 mm. In accordance with the standard, an elastomer
layer was introduced at the pressure fin (shore hardness: 60; width: 25 mm; thickness:
3 mm) for homogenized introduction of the test load into the specimen (dimensions:
120 x 15 x 5.7 mm?). The fiber orientation for each face sheet was [0/90]g. The material
combinations of the D-SCM sandwich structures shown in Table 1 were tested.

Elastomer layer

tactile
displacement sensor

Figure 3. Three-point bending setup for sandwich characterization.

A 2.5 kN load cell records the test force required to deflect the specimen. The cor-
responding specimen deflection was recorded via a tactile displacement sensor centered
underneath the specimen. To prevent settling effects, a preload of 10 N was applied before
starting the test. The bending specimens were tested at a support span length (L) of 105 mm
and at a test speed of 1 mm/min until failure. The test ended at a force reduction of
20% to the measured maximum force (force cut-off threshold). Three specimens of each
configuration were tested.

The maximum shear stress Ty, corresponds to the stress state at the maximum test
load Pyax. Formula (2) describes the general calculation basis to determine Tqy. Since the
evaluation according to the ASTM C393/C393M-16 standard only allows shear failure and
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such failure behavior can be observed in all specimens, the maximum core shear stress is
equivalent to the core shear strength for the sandwich composite under consideration of a
3-point bending load.

r—dM1 _ P
. o dx bc T b . .
with M = bending moment, b = specimen width, (2)

¢ = combined thickness of core and one face sheet

The bending stiffness Dg and the shear stiffness G¢ can be determined by considering
the compliance C = /P (¢ = displacement) and the correlation in Formula (3) [27]:

_ I3 L
C=gmip; T michce )

with L = support distance, tc = core thickness

Due to the valid assumption of significantly stiffer and relatively thin face sheets
compared to the core, the bending stiffness Ds was reduced to the bending stiffness Dy of
the face sheets respective to the centroidal axis of the entire sandwich cross section and
can be determined directly using the face sheet stiffness Erg measured in the tensile tests
by applying Formula (4). The core shear stiffness G¢ can then be derived by inserting the
calculated bending stiffness Dg into Formula (3).

Ep«bxc?xtp

Ds =Dy = 5

4)
4. Results
4.1. The D-SCM Manufacturing Process

It is possible to manufacture sandwich structures (shown in Figure 4) using the D-
SCM process strategy. All samples listed in Table 1 can be produced and result in testable
components. The surface qualities indicate a good fiber impregnation in the face sheets.
Starting from a centered resin application, the fiber reinforcement in the face sheets is
impregnated by the fluid flow, induced through the PUR foaming pressure.

(b)

Figure 4. D-SCM sandwich structures: in the lower cavity after mold opening (a); demolded, cured
sandwich component (b).
4.2. Fiber Volume Content of the Face Sheets

Figure 5 shows the determined FVC in the face sheets for the D-SCM sandwich
structures, according to the foam core density and the resin system. For both resin systems,
the average fiber volume contents range between 30 and 35% and thus are at similar levels.
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lower face sheet Epikote ower face sheet Araldite
40 upper face sheet pper face sheet

T

150 kg/m? 200 kg/m?® 250 kg/m? 150 kg/m? 200 kg/m?® 250 kg/m?®
foam density

Figure 5. Fiber volume contents of the lower and upper face sheets according to the foam core density
for the Epikote (left) and the Araldite resin systems (right).

For the Epikote resin system, the lower face sheet had a higher average FVC than the
upper face sheet. This is due to the fact that the lower face sheet was inserted into the
mold first and warmed up. As a result, the viscosity of the resin initially decreased due
to the temperature, and the resin system could already start to flow over the surface and
impregnate the fibers due to weight and capillary forces. Due to the comparatively slow
reaction rate of the Epikote system, the material in both face sheets was still flowable at the
time of the PUR pressure build-up in the closed mold; however, the flow front had already
more progressed in the lower face sheet due to the above-mentioned temperature effect.
The mean FVC increased with increasing foam density. The increasing foam density leads
to a higher foam pressure and consequently to a higher fluid pressure in the face sheets.
This allows the flow front to impregnate the dry fiber reinforcement further in the face
sheet, resulting in higher FVC.

However, for the Araldite resin system, no such significant trend with respect to the
FVC in the face sheets can be identified. The standard deviations for the upper and the
lower face sheets always overlap and also do not show an analogous behavior like they
do for the Epikote specimens. The Araldite system is more challenging to be processed
in the manual procedure due to its significantly higher reactivity. In case of small time
differences in the individual process steps during the manual specimen manufacturing,
viscosity increases can occur during processing. This limits the flowability and no clear
trend of the FVC can be identified with respect to the increasing foam density.

4.3. Stiffness of the Face Sheets

The results for the face sheets stiffness Erg determined in the tensile test relating to
the foam density are shown in Figure 6. In addition, the bending stiffness Dg determined
on the basis of the face sheet stiffness using Formula (4) is also illustrated.

The face sheet stiffness determined in the tensile test are at similar levels between
40.4 and 45.4 GPa for all specimens tested. For both investigated resin systems, a moderate
increase in the average stiffness with increasing foam density can be identified. This can
be explained by the also slightly increasing FVC in the face sheets (shown in Section 4.2).
However, the overlapping standard deviations do not indicate any significant effect. With
regard to the values of the bending stiffness Dg, an analogous trend of the mean values
can be observed. Since the face sheet reinforcement as well as the FVC do not change
significantly, the results of the tensile tests are plausible.
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Figure 6. Face sheet stiffness, determined in tensile tests Erg (dot plot) and the resulting bending
stiffness Dg (bar graph) for the Epikote (left) and the Araldite (right) resin systems.

4.4. Three-Point Bending Behavior of the D-SCM Sandwich Structures

The specimen failure is comparable in all tests performed. A face sheet-parallel
crack propagation in the foam structure on the specimen compression side near the face
sheet/core interface occurred in the longitudinal specimen direction. The failure pattern
resembles a classic delamination. However, the TPU interface is not the weak component
of the sandwich structure. In all specimens, a continuous layer of foam residue remains
adhered to the TPU film (shown in Figure 7). Consequently, the foam structure near the
interface is the weak point (cohesive failure) of the composite.

Figure 7. Fracture pattern of the cohesive failure of 3-point bending specimens.

The calculated maximum core shear strengths according to Formula (2) of the tested
sandwich specimens are shown in Figure 8.
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Figure 8. Core shear strength of the sandwich structures for the Epikote resin system (left) and the
Araldite resin system (right).

For the specimens of the Epikote resin system in the face sheets, the core shear strength
increased with the foam density from 1.4 MPa at a density of 150 kg/m3 to 3.4 MPa
for a density of 250 kg/m3, representing an increase of 143 %. For the Araldite system,
these values evolved from 1.3 MPa at a density of 150 kg/m? to 4.1 MPa at a density
of 250 kg/m3, which corresponds to an increase of 215 %. The determined values are
compared to commercially available PUR foam core materials (e.g., LEOcore®: 1.2 MPa at
145 kg/m? density [28]). The results for the determined core shear moduli Gc by applying
Formula (3), considering the bending face sheet stiffness Dg are given in Figure 9.

Epikote

Araldite (@)

-

4

¢ ¢

150 kg/m® 200 kg/m® 250 kg/m* 150 kg/m® 200 kg/m® 250 kg/m®

foam density

Figure 9. Core shear stiffness of the sandwich structures for the Epikote resin system (left) and the
Araldite resin system (right).
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For a 150 kg/m?® foam density, an average shear stiffness between 22.8 (Epikote) and
29.3 MPa (Araldite) was found. At 250 kg/m? density, the stiffness was increased by 105%
to 46.8 for Epikote, and by 92% to 56.3 MPa for the Araldite system. The core shear modulus
increased with foam density for both resin systems. For the Araldite system in the face
sheets, this effect is even statistically significant as the standard deviations do not overlap.

In addition, Figure 10 shows that the foam morphology also becomes more homoge-
neous with increasing density and includes less instabilities. The resulting increase in foam
quality also leads to a higher load-bearing capacity of the core structure.
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Figure 10. PUR foam morphology at 150 kg/ m? (top), 200 kg/ m? (middle) and 250 kg/ m? (bottom)
foam density.
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