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1. Introduction

The architectural and construction professions are in a state of major transition. The
imperative that the industry must embrace is ‘sustainability’, and with that imperative is
the requirement to develop applications that make buildings energy-efficient, eco-friendly,
resilient, inclusive, and overall ‘greener’.

For much of history, building was understood as merely a craft with no overt underly-
ing philosophy. This changed when, in 1414, a manuscript written some 2000 years ago
by the Roman engineer Marcus Vitruvius was ‘rediscovered’ in the library of Saint Gall
Monastery, Switzerland. Vitruvius’ dictum ‘firmitas, utilitas, venustas’ demands that all
buildings fulfill three requirements. They must be structurally sound, serve the purpose
for which they were built, and inspire the human soul. Works such as Vitruvius’ led to the
Renaissance, and with it, the rise of science and the broader debate about humankind’s
place in and responsibility for the world in which we all live.

As simple as Vitruvius’ message may appear to be, it is fair to say that all architectural
theorizing that has followed in the six centuries since Vitruvius was brought into the
spotlight have revolved around defining and redefining his three terms. Environmental
awareness first came into prominence in the 1970s, and this soon filtered into the world of
construction. The Limits of Growth, published in 1972, popularized the terms ‘sustainable
development,’ and ‘sustainable life-style.’ In 1987, the UN’s Brundtland Commission
released its report, Our Common Future, in which it defined sustainability as ‘the development
that meets the needs of the present without compromising the needs of future generations’ [1]. Today,
it is hard to imagine architects or builders daring to operate in opposition to that sentiment.
Vitruvius’ requirements that buildings exhibit ‘strength, utility and beauty’ are now bound
be expectations that they be environmentally friendly, non-polluting, carbon-neutral, and
even recyclable. That is, only sustainable buildings are beautiful and fitting to the moral
human.

The question then shifts as to how best to create an environmentally friendly built
environment. Much attention in this regard has been levied on new buildings. Indeed,
the race to showcase flagship corporate headquarter edifices with five-star sustainability
ratings is very much the new game in town. While such activity positively brands those
enterprises that invest in such ‘virtue signaling,’ the overall impact of such icons on cities
and on the environment in general remains minimal. The truth is that cities, and the bulk
of the materials, energy, and resources taken up by them, lie in its residences and houses.
And while we should be constructing new houses with the best sustainability practices
available, the truth also remains that most of the city is already built—80% of which are
established homes [2].

The greatest hope that we have in effecting a transition to an environmentally friendly,
sustainable built environment, therefore, lies in the mission of refurbishing and retrofitting
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existing residential buildings. How ought this be done? The collection of papers in this
Special Issue offers valuable insights into a sustainable way forward.

2. Special Issue Content

This collection showcases 11 studies that investigate applications of environmen-
tal technology tailored to improving the sustainable performance of existing residential
buildings.

The first paper, “Mapping research trends in residential construction retrofitting”,
Ref. [3] is a scientometric literature review that lays out the state-of-play regarding research
in this field. Only as recently as 2011 were more than 20 studies published annually,
revealing the novice nature of this important research domain. Of these, the majority relate
to energy consumption and efficiency, with scant mention of related relevant themes, such
as air quality, insulation, energy policy, or occupant behavior. Thus, residential retrofitting
remains a topic ripe for further investigation.

The second paper, “Radiant conditioning retrofitting for residential buildings”, Ref. [4]
begins with the premise that conditioning system retrofitting affords the greatest oppor-
tunities for winning significant comfort and energy savings outcomes. The technology
is already out there in the marketplace but has yet to be implemented widely in homes.
In fact, lightweight radiant systems can be as much as 40% more energy-efficient than
conventional systems, while delivering response times of under 15 min.

The third paper, “Guidance on implementing renewable energy systems in Australian
homes”, Ref. [5] is an empirical case study that establishes guidelines for determining the
size of photo-voltaic (PV) arrays to be installed in homes, along with an assessment of the
viability of accompanying battery installations. PV size is shown to depend on four factors:
daytime house load, night-time load, PV solar rating, and tariff rates charged.

The fourth paper, “Applying solar PV to heat pump and storage technologies in
Australian homes”, Ref. [5] looks at achieving a net zero energy goal for houses. It concludes
that for a modest-sized house in Melbourne, Australia, it is possible to meet electrical,
heating, and cooling loads with a heat pump that draws as little as 1 kW. While conventional
systems tend to be designed to service maximum loads, net zero can in fact be achieved by
judicious utilization of existing off-the-shelf PV arrays, heat pumps, and batteries.

The fifth paper, “Automatically creating HVAC control strategies based on building
information modeling (BIM)”, Ref. [6] presents a method for optimizing building heating
using BIM data. While BIM data are created during the design and planning phases of a
building, they can also be re-accessed in commissioning. Heat provisioning and distribution
can be programmed to prioritize non-fossil fuel energy sources over fossil fuels, through
intelligent BIM centered controls.

The sixth paper, “IFC BIM model enrichment with space function information using
graph neural networks”, Ref. [7] aims to improve room function classification precision.
This study compliments the preceding paper in that enhancing information on rooms, such
as kitchen, lounge and bedrooms, are a precursor to enhanced BIM modeling performance.
A three-step method is proposed and then tested on residential building IFC models,
showing an improvement in accuracy.

The seventh paper, “Development and evaluation of occupancy-aware HVAC control
for residential building energy efficiency and occupant comfort”, Ref. [8] recognizes that
residential HVAC systems tend to be manually controlled and are therefore prone to be
wasteful in heating or cooling houses beyond what is needed. Smart devices can be used to
measure occupancy patterns and develop occupancy predictions, which can be linked to
HVAC controls. Empirical tests on six homes in Colorado, USA, found that savings from
the use of predictive algorithms that optimize thermal comfort against energy costs can be
as much as 13%.

The eighth paper, “Efficiency of energy consumption between reinforced concrete
structure and cross-laminated timber-based hybrid structure in east Asian cities”, Ref. [9]
proposes a novel approach to multi-story residential refurbishment. When reinforced
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concrete (RC) structures come to the end of their useful life, they can be torn down or
renovated. While wooden structures are known to have superior energy saving properties
as compared with RC structures, this study establishes that hybrid refurbished structures
in which RC beams and columns are retained, while floors and walls are replaced by new
timber laminates, results in lighter, cheaper buildings, with energy performance superior
to the replaced fully RC structures, yet only marginally less efficient than full wooden
buildings.

The ninth paper, “Impact of enclosure boundary patterns and lift-up design on opti-
mization of summer pedestrian wind environment in high-density residential districts”,
Ref. [10] tackles the problem of low wind velocities at street level in dense, high-rise resi-
dential environments. Summer heat can be alleviated by light cooling winds. However, the
presence of dense high-rise buildings stifle street-level air movement, raising temperatures
and increasing pedestrian discomfort. Using simulations, this study reveals that astute
enclosure design of buildings can improve wind velocity by 70%, with accompanying
comfort levels reaching 200%.

The tenth paper, “Camera-driven probabilistic algorithm for multi-elevator systems”,
Ref. [11] offers a new means for optimizing the allocation and dispatch of elevators in
high-rise complexes. Information obtained through surveillance cameras, feed into an
artificial intelligence algorithm, was shown though simulations to reduce lift passenger
travel times by up to 40%.

The eleventh paper, “Bushfire: retrofitting rural and urban fringe structures”, Ref. [12]
reviews extant research on bushfire behavior and its impact on residential structures. As a
consequence of global warming, Australia and other parts of the world increasingly suffer
from the devastation of bushfires. This final paper documents the main cause of structural
damage to be attributable to fire embers, while the main cause of human fatalities arises
from smoke inhalation. In view of these findings, houses at risk ought to be appropriately
sealed to keep embers and smoke at bay, and practical remedies for retrofitting are offered.

3. Closing Remarks

Buildings consume 50% of the world’s energy, while the urban environment generates
80% of the world’s greenhouse emissions. Added to this, 80% of the world’s buildings are
people’s homes. Existing residential buildings, therefore, represent the real coal face in
responding to climate change. However, as this Special Issue reveals, research into this area
has only just begun. The papers presented here add to the knowledge in finding needed
effective responses. They also reveal much work is yet to be done.

It is hoped that the reader will take away a better understanding of the innovations
that have been taking place that impact residential retrofitting. It is also hoped that the
reader will see more clearly the many directions and opportunities laid bare inviting future
research in this field.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The world is looking to reduce carbon emissions, prevent global warming, and become
more energy sustainable. Despite the various strategies for mitigating climate change, the fact
remains that 80% of greenhouse gas emissions are attributable to activities associated with the
built environment, and this is where a concentrated focus is needed. Moreover, most buildings
are residential, not commercial or industrial. In essence, ways must be found to reduce energy
consumption and CO2 emissions from existing houses and apartments globally if sustainability is
to be realised. The recognised way to achieve this is through the retrofitting of existing residential
buildings. Studies in this area have increased in recent times, but the extent of the work remains
unmapped and undescribed. If further progress is to be made in this field, researchers’ knowledge
domain so far must be documented. This literature review delivers that goal. A scientometric
evaluation of research on residential retrofitting is here presented. VOSviewer, Gephi, and CiteSpace
are the software packages used. Findings identify retrofitting as an emerging theme, taking off only
as recently as 2017. The breadth of research is very limited, primarily concerned with calibrating
trade-offs between energy costs and thermal comfort. Emerging and new opportunities to expand
retrofitting research are identified. Finally, while several journals accommodate publications on this
topic, analysis reveals Energy and Buildings to be the significant citation source.

Keywords: residential construction; retrofitting; sustainable construction; literature review; research
trends; scientometric review

1. Introduction

The earth is warming, and this is generally attributed to human activity. Greenhouse
gases are identified as the principal culprit, with CO2 being the primary greenhouse gas.
CO2 is emitted as a by-product from the burning of fossil fuels. For the most part, fossil
fuels are associated with vehicle transportation, car, train and aeroplane use [1]. However,
the built environment is the most significant energy consumer, both in terms of initial
building and ongoing maintenance. The manufacture of building materials—such as bricks
and timber—consumes as much as 10% of the total energy produced [2]. Additionally,
buildings last a long time and require vast amounts of energy to operate and maintain.
Keeping the lights on and air-conditioners running in buildings consume over 50% of the
world’s energy output. More dramatic still, 80% of all greenhouse gas emissions are directly
attributable to activities associated with the urban environment. If that were not enough,
buildings deplete resources at rapacious levels. A total of 15% of global water resources
go into building construction, such as in making concrete. Buildings consume 25% of
world timber stocks, 30% of all other natural resources, and 40% of human-made materials.
Moreover, 50% of all the waste dumped into landfills come from building demolition. The
impact of buildings on the built environment is nothing short of devastating [3].

Of course, none of this has gone unnoticed. Significant initiatives to fight ‘global
warming’ and roll back greenhouse gas emissions have been pursued worldwide. The

Energies 2021, 14, 6106. https://doi.org/10.3390/en14196106 https://www.mdpi.com/journal/energies5
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Paris Climate Accord is perhaps the best known, with almost all major developed and
many developing countries ‘promising’ to cut back on fossil-based energy use. Australia,
for example, has committed to reducing its CO2 output to 28% of its 2005 levels by 2030. [4].
This is a considerable reduction, and if it is to have any chance of being realised, it clearly
must target the built environment. To that end, governments around the world have
sponsored building rating tools. The idea is to assess aspects of a building that impact
energy use, consolidate these assessments, and deliver a rating. A higher ‘5-star’ rating, in
this scheme, signifies that a building is a better energy performer than, say, a ‘3 star’ rated
building. The primary rating tools are the Building Research Establishment Assessment
Method (BREAM), established in 1990 in the UK and regarded as the first. Leadership in
Energy and Environmental Design (LEED) emerged in 1998 as the US answer to BREAM.
Green Star appeared in 2003 as a BREAM adaption for Australian conditions [5–7]. There
are, in fact, as many as 600 energy rating instruments worldwide [8,9]. Each rating tool
assesses different aspects of a building’s energy performance and weighs them differently.
The variations are arguably necessary to reflect the different building and environmental
conditions, but it begs the question as to whether these tools deliver a reliable or objective
measure given that different tools deliver different findings. There are further problems.
One that stands out is that the ratings are typically predictive, rating a building off-plan
rather than measuring actual performance. Indeed, when actual performance is measured,
results have been shown to differ from predictions. Despite the marketing claims that
they have penetrated the built environment market, these tools have had limited impact.
Generally, they are used by prominent building owners who wish to showcase their social
conscience. For example, in Australia, only 0.5% of the Australian building industry has
sought a rating from Green Star [10]. We also know that in as many as 50% of these cases,
the motivation for seeking an energy rating was indeed to highlight ownership of a ‘trophy
sustainability icon’ [11].

Nevertheless, there is a bigger problem again. The problem is that most of the built
environment is not made up of offices, factories or public facilities, but rather residences—
houses and apartments. In many countries, dwellings make up at least 80% of the built
environment [12]. Moreover, the obvious fact remains that most building stock is not
recent, but stock that already exists. The bulk of buildings were built before the 1980s
before any energy efficiency guidelines or regulations were introduced. [5] This all points to
a pivotal yet neglected priority in construction sustainability research. The clear stand-out
candidate demanding attention in this regard is residential retrofitting. By far, the biggest
category of buildings to be found strewn across the urban landscape are houses—places
where people live. Although building new buildings more sustainably is undoubtedly
laudable, the existing building stock also needs attention. Indeed, finding ways to refurbish
existing residential buildings sustainably may be the single most crucial quest before
the construction community today. Added to this, we have to date no comprehensive
assessment of the state of research regarding the retrofitting of residential builds. This
paper addresses that need.

2. Literature Review

Building retrofitting is the key to reducing a buildings energy consumption while at
the same time improving indoor environmental quality and minimising harmful emissions.
It refers to the post-occupancy modification of thermal elements (walls, roofs and floors),
services (heating, ventilation, air-conditioning, lighting, and water services), as well as
fittings (windows and doors). Various terms are used in reference to building retrofitting,
including refurbishment, renovation, retro-commission, and tune-up. Building refurbishments
generally consider aesthetics and tenant amenities. However, they can also involve up-
grades to the building systems in ways that potentially enhance building performance.
Although renovation is similar to refurbishment, with the terms sometimes used interchange-
ably, renovation is more closely associated with buildings. Retro-commissioning is the
process of regularly testing and adjusting building systems on a three to five-year cycle to
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ensure appropriate functional performance. Tune-up is a generic term that encompasses
existing buildings systems or aspects of retro-commissioning and retrofit.

Research suggests that using appropriate environmental technologies in buildings
can reduce energy consumption between 35% and 80% [13]. For example, Hughes and
Shonder [14] report retrofitting 4003 homes at Fort Polk, Louisiana, by switching natural
gas into a ground source heat pump for water and space heating, cutting energy usage by
one third. A subsequent study demonstrated a 35% reduction in house energy usage by
simply using modest insulation upgrades and air sealing [15]. A comprehensive retrofit of
two apartment buildings in Basel, Switzerland, slashed heating requirements (hot water,
ambient heating, and ventilation) by 100%, making the buildings effectively zero thermal
energy houses [16]. Francisco, Palmiter [17] argue that sealing ductwork alone can reduce
houses’ annual heating and air-conditioning energy usage by 15% to 20%. Voss [18]
investigated the impact of retrofitting 14 residential building projects by adding solar
design concepts, including solar collectors to preheat domestic hot water (DHW) while also
supplementing indoor heating demand, enclosing balconies with openable glass elements,
and adding solar wall-heating with transparent insulation. The projects returned energy
savings of up to 70%. A study in North China revealed that retrofitting a multi-story
residential building could diminish energy usage by about 50% while still providing an
acceptable indoor thermal environment [19]. Though energy reduction of as much as
70–85% is possible in residential buildings through retrofitting, the investment can be very
high [20]. Variable user behaviour along with building management can also significantly
impact the energy savings of buildings [21]. Studies have shown that counterproductive
user interventions in design conditions can nullify predicted energy savings by up to
75% [22,23].

It is estimated that building energy usage will increase over 2005 levels by as much
as 150% by 2050 and rise further to 220% by 2095 [24]. Globally, China ranks second in
building energy consumption and first in regard to residential buildings [25]. Residential
buildings in the European Union (EU) are responsible for more than 25% of the total
energy usage in the region [26]. Due to the high energy conservation potential, investing
in building retrofitting has become a major global priority. Studies in the EU predict
that retrofitting residential buildings would reduce energy usage by 78% [27]. In Russia,
60% of apartment buildings need extensive retrofitting [28]. In Melbourne, Australia, the
number of buildings that have undergone retrofitting work has grown over the last few
years, with the upgrading of lighting and HVAC systems being among the most common
retrofit activities [29]. The replacement of a broken service proves to be the most significant
motivator for retrofitting. According to Shah [30], retrofitting can be undertaken at several
levels, including light, medium, extensive, or comprehensive retrofitting, as well as through
demolition. Zou, Stewart [31] also divide retrofitting into three levels: existing building
commissioning, standard retrofitting, and deep retrofitting. Existing building commissioning
can be achieved with low risk and capital outlay by enhancing building operation and
maintenance procedures. The first level of retrofitting can deliver energy reduction of up
to 25%. Standard retrofitting replaces existing services to enhanced energy performance,
improving performance by up to 45%. Deep retrofitting is the integration of whole building
improvements, leading to energy savings of over 45%. The US Green Building Council
(USGBC) defines major or deep retrofitting as renovating HVAC elements, major envelope
alterations, and significant internal rehabilitation [30]. Similarly, the Building Research
Establishment (BRE) defines a major retrofitting as those results in the provision, extension
or modification of thermal elements or building services [30]. The building’s performance
condition determines the level of retrofitting.

Surveys conducted in European countries as diverse as Bulgaria, Poland, and Portugal
reveal that homeowners are primarily motivated to invest in environmental retrofitting
technologies that improve energy usage and comfort [32]. Specifically, the most common
information sought by homeowners engaged in retrofitting were expected benefits in terms
of reduced heating bills and associated technical information needed to avoid mistakes.
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Retrofitting buildings can involve substantial costs and a complex decision-making process
requiring various stakeholders, including landlords, tenants, property managers, devel-
opers, architects, energy consultants, and local councils. However, these stakeholders are
generally privy to different knowledge and technical information and respond dissim-
ilarly in the retrofitting process. For example, most consultants use more complicated
tools than regular architects would use. It is relevant to note that architects approach
design holistically based on their experiential knowledge and are not primarily focused
on improving buildings’ energy performance. Overall, barriers such as the complexity of
retrofits and financing, combined with the complications of determining the efficacy of
potential energy-saving strategies, may prevent retrofitting. In summary, while buildings
can be expected to perform better due to retrofitting, results are heavily contingent on
the approaches taken and the means by which they are applied. The best cost-benefit
solutions are not widely understood or documented. Although cognizant of the potential
windfalls, homeowners, landlords, and investors remain uncertain as to how to proceed.
At the same time, industry practitioners tend to peddle pre-packaged solutions, while a
wider appreciation as to the best, unequivocally accepted retrofitting approaches remains
undescribed.

Thus, while building practitioners and stakeholders acknowledge the need to use envi-
ronmental technologies in retrofitting residential buildings, there is still a lack of knowledge
of the efficiency of these systems and their applications to improve residential buildings’
energy and comfort performance. This research explores the extent of these deficiencies. It
adopts structured, quantitative methods that generate an objective, comprehensive portrait
of the existing state of research knowledge in environmental technology applications in
retrofitting residential buildings. This paper describes the state of play as documented by
research academics regarding the environmental performance of residential buildings. The
various approaches that have been undertaken are explored, including renewable energy
systems, ventilation strategies, innovative conditioning systems, construction retrofits, new
sensor technologies, optimised control strategies and more. This review identifies systems
with high energy-saving potential along with those exhibiting high vulnerabilities. This
study’s outcomes may be used to inform future research directions in retrofitting residential
buildings and aid funding efforts by policymakers and practitioners.

3. Method

This review-based study adopts a holistic approach to assess research outputs in
environmental technology applications in retrofitting residential buildings, published in
quality academic journals. The overall workflow of this study is shown in Figure 1 and
contains five stages.

Figure 1. The research flowchart reviewing the literature on the retrofitting of residential buildings.
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3.1. Data Collection

Only articles published in peer-reviewed journals were considered, as these have been
peer-assessed for reliability and quality. Several databases are available for science mapping,
including Web of Science (WoS), Scopus, ScienceDirect, SpringerLink, ProQuest, PubMed,
Google Scholar, Dimensions Microsoft Academic, Patent Derwent innovation index, BOOK
Citation index, and others. Nonetheless, WoS and Scopus are the most widely used
databases in science mapping due to the accepted view that they contain higher data quality.
WoS has more than 21,000 peer-reviewed journals that have been indexed in the database
since 1900, with almost 1.9 billion cited references from over 171 million records [33]. In
2004, Elsevier launched Scopus, which covers more than 23,500 peer-reviewed journals [34].
It has over 75 million records going back as far as 1788 across different subject areas,
such as health, life, physical and social science [34]. Although most databases include
authors, affiliations, abstracts, and keywords, WoS and Scopus contain further information,
particularly citation data. However, Li, Goerlandt [35] argues that while both WoS and
Scopus are popular within the scientific community, Scopus has surpassed WoS over the last
five years. As such, this research uses the Scopus database to retrieve and download articles.
The search terms were “energy/retrofitting/residential buildings”, “retrofit/residential”,
and “retrofitting/residential”. The findings were limited to peer-reviewed journal articles.
The research scope includes title, abstract and keywords. The record content covers citation
information, bibliographical information, abstract, keywords, and funding details. Of
some 1500 articles extracted, these were reviewed manually for relevance with the title
and abstracts being read for content. As a result, the overall pool of retrieved articles was
reduced to 511, being deemed relevant to the study at hand. These were downloaded and
the entire article set subjected to fine-grained analysis.

3.2. Literature Review Metrics

Scholars use variable quantitative and qualitative literature reviewing methods to
understand and organise recent findings. Among these, science mapping is the approach
most used. It relies on mathematical statistics and visualisation techniques to evaluate a
research domain’s structural aspects and research policies [36]. Science mapping illustrates
the correlations between disciplines, fields, and individual publications using a spatial
approach [37]. The scope of science mapping research can be research, a scientific disci-
pline, or topic areas considering a specific research question [38]. Science mapping also
has a proven history in picturing systematic patterns in large bibliographical units and
comprehensive literature review bodies [36,39]. The overall workflow in a science map-
ping analysis incorporates several steps, including data retrieval, preprocessing, network
extraction, normalisation, mapping, analysis, visualisation, as well as interpreting and gen-
erating conclusions from the results [40]. It employs three metrics, including bibliometrics,
scientometrics, and informetrics [39]. However, these metrics do not have clear boundaries
and are generally used interchangeably.

According to Pritchard [41], bibliometrics is “the application of mathematical and
statistical methods to books and other media of communication”. Bibliometrics provides
objective analysis and is generally used for quantitative research evaluation of academic
outputs, especially in big datasets [42,43]. It can introduce a transparent, systematic
and reproducible review process according to the statistical measurement of scientific
activity, science, and scientists [44]. Bibliometrics focuses predominantly on the production,
distribution, dissemination, and usage of data delivered in any document (journal, book,
conference, patent, or website) [45].

Nalimov and Mulchenko [46] first introduced scientometrics and defined it as “ap-
plying quantitative research methods on the development of science as an information
process”. In other words, scientometrics is used to study science as an economic activity or
discipline [47]. It is part of the sociology of science and has application to science policy-
making. Although scientometrics is indistinguishable from bibliometrics in that it deals
with quantitative analysis of publications or other forms of communication [48], it also
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measures scientific productivity and utility [44]. Figure 2 illustrates the different methods
used in the scientometric analysis.

Figure 2. Methods applied in the scientometric analysis [49].

Informetrics, which come from the German term “informetrie”, was first introduced
by Nacke [50] and was widely accepted by the early 1990s [47]. Informetrics focuses on
the discovery of mathematical models that describe the properties of information [51]. It
is the study of quantitative aspects of data in any social group, not just among scientists,
and in any form, not just bibliographies and records [48]. It investigates the quantitative
aspects of spoken or informal communication, records, and information [48]. As such, it
can be used to analyse information that lies outside the boundaries of both bibliometrics
and scientometrics metrics.

The current study focuses on journal articles where the co-occurrence of keywords
and document co-citation analysis was conducted, along with measurements of direct
citation assessment of outlets and co-authorship. These techniques are widely accepted
and recommended in construction research [52,53]. Moreover, they are also regarded as
the core components of scientometric analysis, helping scholars comprehend the current
research status [54]. Word co-occurrence analysis (also called co-word analysis) helps
map the strength of correlation between research outlets in textual data [55]. It is based
on the number of co-occurrences of two words appearing in the same outlet, abstract or
keyword units. Co-word analysis can expose and visualise the interaction between research
topics [56]. Here, we applied the co-word analysis concept to measure the co-occurrence
of keywords specified by authors; the author keywords. Co-citation analysis is defined
as two publications that are cited together in one research outlet [57]. If two publications
have been regularly co-cited, they are highly correlated, and there is thus a robust semantic
similarity between them. Due to co-citation analysis characteristics, many scholars use
the approach to investigate the core concerns of a field [58]. The direct citation analysis
(also known as a cross citation or inter-citation) illustrates the direct citing correlations
between research outlets without creating connections based on a third-party paper [59].
In scientometric analysis, two authors have collaborated if they co-author papers. Co-
authorship measurement has been divided into three levels, including micro-level (author
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analysis), meso level (institutes or cities analysis), and macro-level (country/regional
analysis). Micro-level measurement clusters paper authors by common paper, which is
used to understand who highly productive authors are in a scientific domain of inquiry
and to determine teams of collaborating researchers. Likewise, meso and macro-level
measurements are used to determine active contributors in a scientific domain of inquiry
and how they are connected at institution, city, or country levels.

3.3. Data Visualisation

The visualisation technique is the most effective method for extracting data from
an enormous amount of complex information and displaying them more clearly. It uses
computer tools to illustrate the internal structure of information in a way that helps users
develop a qualitative understanding of the data and better conduct subsequent outlier
detection, pattern recognition, and much more. The visualisation technique also illustrates
the correlation between data objects, the research field’s development process, and the
development trend. Several tools can be used for data visualisation, including VOSviewer
and CiteSpace.

VOSviewer is an application used for constructing and visualising bibliometric net-
works at an aggregated level [60]. VOSviewer also provides a clustering function, which
assigns keywords to clusters based on their co-occurrence [60]. CiteSpace is a Java applica-
tion for evaluating and visualising a co-citation network [61]. This application’s primary
utility is to facilitate the investigation of emerging trends in a field of knowledge [62]. Ac-
cording to Chen [61], CiteSpace is suited for co-citation analysis. It automatically clusters
collected documents and visually displays them. In the current study, both VOSviewer and
CiteSpace were selected due to their suitability for extensive mapping networks and text
mining capabilities.

3.4. Technical Details of Data Analysis

The technical details of the data analysis methodology used are as follows:

• Co-occurrence of keyword analysis: Author keywords were used to present a repro-
ducible visualisation of the keywords using VOSviewer. A total of 1507 keywords
were extracted from the dataset while fractional counting was deployed. The default
minimum value of 5 was set for keyword occurrence, and a total of 51 keywords,
which were connected to each other, were included in the network. The network
created by VOSviewer was subsequently submitted to Gephi for further analysis.

• Co-citation analysis: This assessment was undertaken in VOSviewer. The unit of
measurement was set to cite references, and the counting method was set to fractional
counting. The minimum number of citations of cited papers was set to 3. The clustering
function was used in the CiteSpace application, and the labels for clusters were
generated using the log-likelihood ratio (LLR) algorithm with the indexing term.

• Direct citation analysis: All references were submitted to VOSviewer for direct citation
analysis while the measurement unit was sourced. The minimum value for both the
number of documents of a source and the number of citations of a source was set to 10.

• Co-authorship analysis: This measurement was undertaken in VOSviewer while the
unit of analysis was set to authors and the counting method set to fractional counting.
VOSviewer was used for co-authorship analysis while the unit of measurement being
organisations, and the counting method was set to fractional counting. The minimum
number of documents and citations of an organisation was set to 2 and 10, respectively.
Additionally, co-authorship assessment was conducted with the unit of analysis being
countries and the counting method set to fractional counting. The minimum number of
documents of a country and the minimum number of citations were set to 10 and 15,
respectively.
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4. Results and Discussion

A total of 511 collected articles were assessed across five parameters: published journal,
co-authorship, co-occurring keywords, article citations, and regions.

4.1. Research on Retrofitting Residential Buildings

Research activity in the field of residential retrofitting was evaluated based on the
number of publications. As it happens, Vliet [63] conducted the first study on the retrofitting
of residential buildings in 1979, focusing on retrofitting apartment buildings with solar,
heating, cooling and hot water. The research level and the future development trend in
a particular field can be understood by plotting the quantity of literature over time and
conducting multivariate measurements. Figure 3 illustrates the number of published works
on the retrofitting of residential buildings between 1979 and 2021. It is apparent from this
line graph that while only a few research works have been published each year to 2010 (a
total of 63 research works), there has been a sudden increase in the number of published
studies since that time, especially after 2017. These results suggest that there has been a
recent, meaningful increase in research interest in retrofitting residential buildings and that
this trend can be expected to continue.

Figure 3. Yearly trend in the number of papers published on the retrofitting of residential buildings.

4.2. Co-Occurrence of Keyword Analysis

A co-occurrence analysis was conducted using author keywords in VOSviewer. A
network of correlated keywords provides a clear understanding of scientific knowledge
production in terms of relationships, patterns, and intellectual organisation of the topics
covered [64]. The link strength between keywords is based on the number of documents in
which both keywords occur together. Using Gephi, the following terms were merged for
better analysis:

• Building retrofitting: “building retrofit”, “building retrofitting”, “retrofit”, “retrofitting”,
“renovation”, “refurbishment”, and “optimisation”.

• Energy retrofitting: “building energy retrofitting”, “energy retrofitting”, “energy
retrofit”, and “energy retrofits”.

• “Residential building”, “residential buildings”, “residential”, “residential sector”, “res-
idential building stock”, “housing”, “housing stock”, “social housing”, “buildings”,
and “building stock”.

• “Energy-saving”, “energy savings” and “energy conservation”.
• “Energy efficiency measures” and “energy efficiency”.
• “Energy”, “energy consumption”, and “energy performance”.

A network comprised of 28 nodes and 145 links was generated, as shown in Figure 4,
demonstrating the main areas of research identified in the field of residential retrofitting.
The size of nodes illustrates its importance based on its repetition on different documents.
The thickness of lines demonstrates the correlation between nodes based on the number of
documents in which both occur.
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Figure 4. Main research areas in retrofitting residential buildings.

Ties between nodes can be assessed in a variety of ways when analysing network
structures. Nonetheless, some measures, such as degree centrality (DC), weighted de-
gree centrality (WDC), and relative importance, are the most widely accepted large-scale
network metrics used in extracting information from a network. DC is based on a graph-
theoretical network assessment approach [65]. It uses a directive and simple description
of centrality and prioritises nodes in the network by counting the number of connections
linked to a node. However, DC does not distinguish between the quantity and the quality
of the links. Opsahl, Agneessens [66] improved DC and proposed WDC, which introduces
the concept of strength, stating that the node would be more significant if it gains greater
strength in the network. In other words, WDC is the sum of weighted values of the links
(edges) connecting the node and its neighbours. Table 1 demonstrates the outcomes of the
analysis of the network. The correlation of the research areas, as illustrated in Figure 4,
and the ranking of the leading research areas, as shown in Table 1, reveal some interesting
findings, reflecting gaps in the literature in the field of residential building retrofitting.

The centralising themes are ‘residential buildings’ and ‘building retrofitting’. These
themes are heavily investigated in energy, energy efficiency measures, energy consumption,
and energy retrofitting. The emphasis here is primarily on ‘building envelope’, with the
dual aims of improving ‘thermal comfort’ and ‘energy savings’. However, residential
retrofitting involves more than striking a balance between energy costs and comfort by
upgrading building envelopes. Consequently, the analysis indicates that the subject of
residential retrofitting is highly under-researched while at the same time revealing those
areas within the domain that have attracted fledgling studies. Research themes seeded and
warranting further attention include building and energy simulation, insulation, ventila-
tion, and indoor air quality. Areas will almost no attention include energy performance
certification, weatherisation, occupant behaviour, heat pumps, and perhaps surprisingly,
solar energy.
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Table 1. The central focus of retrofitting residential buildings.

Author Keyword Degree Centrality Weighted Degree Centrality Relative Importance

residential buildings 31 19.83 1
building retrofitting 29 24.08 2

thermal comfort 12 13.67 3
sustainability 9 4.67 4

ventilation 8 5.33 5
energy efficiency measures 27 32.24 6

weatherisation 5 2.67 7
energy consumption 26 18.25 9
thermal performance 6 3.67 10

solar energy 5 2.00 11
indoor air quality 9 7.99 12

thermal energy storage 4 4.00 13
energy savings 18 10.08 14

energy retrofitting 19 12.83 15
occupant behaviour 5 2.75 16

genetic algorithm 7 4.99 17
energyplus 8 4.99 18
insulation 8 6.99 19

energy simulation 7 5.00 20
simulation 2 2.00 21
heat pump 6 3.67 22

energy performance certificates 4 1.99 23
climate change 6 4.5 24
energy policy 4 4.00 25

renewable energy 4 4.00 26
building simulation 5 5.00 27

life cycle cost 3 3.00 28
building envelope 13 10.08 29

4.3. Co-Citation Analysis

Co-citation analysis is a scientometric approach for exploring and organising core
subjects and the knowledge structure in a discipline [57]. It can aggregate articles with
related research content into clusters. We conducted co-citation and cluster analysis using
CiteSpace to identify core factors in the retrofitting of residential buildings. The ‘lookback
year’ for references was set to 10 years. The maximum number of links per node and the
link retaining factor was set to 10 and 3, respectively. CiteScape identified 15,415 references,
being 100% of the original references, as valid references. Figure 5 illustrates the co-citation
analysis clusters, which consist of 711 nodes and 2307 connections. #0 is the largest cluster
with the maximum number of studies. CiteSpace automatically assigns labels to the
identified clusters based on their structure rather than their content [62].

The modularity score (the symbol is Q) measures the extent to which a network can
be divided into independent components (e.g., clusters) [67]. Its score ranges from 0 to 1. A
high modularity score indicates that the network components are isolated and have clear
boundaries between the clusters. The modularity score (the symbol is Q) of the current
study clusters is 0.3442, showing that the boundaries between the clusters are not very
clear [62].

The silhouette metric is useful in approximating the hesitation involved in identifying
a cluster’s nature [68]. The silhouette score ranges from −1 to 1, with a higher score
indicating a better separation from other clusters. In this study, the average silhouette
value of all clusters is 0.9265, which indicates that the clusters are highly homogeneous, i.e.,
articles appear to be written with little relation to other studies. Work in this area appears
fragmented, limited in scope, and sometimes repetitive, tending not to be undertaken as
development or extension of previous work.
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Figure 5. The cluster of co-citation analysis.

In this paper, the co-citation analysis of studies contains 107 clusters of different sizes,
which together present the landscape of knowledge development in the field of retrofitting
residential buildings. Detailed information of the first six clusters, which contain 337 nodes
accounting for about 47% of the total nodes, is provided in Table 2.

Table 2. Main clusters and their content focus.

Clusters Size Silhouette Mean Year The Main Focus of the Cluster

0 94 0.91 2015 genetic algorithm application, data-driven approach
1 85 0.903 2010 energy-demand saving, genetic algorithm application
2 61 0.943 2014 cold winter zone, hot summer, low carbon heating
3 51 0.962 2012 English residential sector, energy efficiency investment
4 46 0.858 2011 residential building stock, cost-benefit analysis

Cluster 0 has 94 cited references, with an average publication year of 2015. Generic
algorithms are based on the Darwinian “natural selection” concept to generate optimal
solutions [69]. This cluster’s first two highly cited references are Noris, Adamkiewicz [70]
and Asadi, Silva [71]. Noris, Adamkiewicz [70] retrofitted 16 apartments for low-income
residents in three buildings, using different approaches to minimising energy usage while
enhancing IEQ. Their work’s outcomes indicate general improvements in comfort condi-
tions, carbon dioxide concentrations, bathroom humidity, acetaldehyde, particle matter
mass (2.5 μm), and voltage organic compounds. Asadi, Silva [71] proposed a multi-objective
optimisation model using artificial neural networks and generic algorithms to evaluate
options in a building retrofitting project. Their work starts with the single optimisation
of objective functions, focusing on a school building’s performance and characteristics as
a case study, including retrofit cost, energy usage, and thermal discomfort hours. After
that, the proposed model was used to investigate the interaction between these conflicting
objectives and evaluate their trade-offs.
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Cluster 1 has 85 cited references, published in 2010, on average, with a research focus
on energy-demand saving. One of the most cited studies in this cluster is Ma, Cooper [72].
Their research proposes a systemic method to properly select and identify the best retrofit
possibilities for existing buildings. They discussed the building retrofit issues that impact
retrofit decision-making. Additionally, major retrofitting activities, including energy audit-
ing, quantification of energy benefits, building performance evaluation, economic analysis,
risk measurement, measurement, and energy savings verification, are briefly reviewed in
their work.

Cluster 2 has 61 cited references, with an average publication year of 2014, which
probes aspects of the cold winter zone. This cluster’s first two highly cited references are
Kavgic, Mavrogianni [73] and Ballarini, Corgnati [74]. Kavgic, Mavrogianni [73] critically
evaluated the existing bottom-up building physics-based residential energy models and
identified the next generation of coupled energy-health bottom-up building stock models.
Bottom-up models are built from information on a hierarchy of disaggregated elements
combined according to assessments that influence energy consumption. Nic and Mark [75]
argue that these models are also accepted as an approach to identify the most cost-effective
alternatives to achieve given carbon decline targets using the best available technologies
and processes. Ballarini, Corgnati [74] proposed a method for the identification of 18 refer-
ence buildings among different categories drawn from European residential building stock
from which they developed a harmonized structure focusing on potential energy savings
and diminished carbon dioxide emissions.

On average, cluster 3 has 61 cited references, published in 2012, with the English
residential sector as the research subject. This cluster’s first two highly cited references are
Nair, Gustavsson [76] and Dowson, Poole [77]. Nair, Gustavsson [76] evaluated the factors
that influence the selection of energy efficiency measures to reduce energy consumption
using data collected from 3000 detached house owners in Sweden. They argue that personal
attributes, including education, income, age, and contextual factors, such as thermal
discomfort, house age, perceived energy cost, and past investment, affect homeowners’
preferences for a specific energy efficiency measure. Dowson, Poole [77] investigated the
existing UK housing stock’s thermal performance along with the challenges of retrofitting
these to reduce energy usage and carbon dioxide emissions. They found that there is a
strong relationship between the age of dwellings and their thermal performance. They also
argue that the high capital cost of some retrofitting strategies, such as new generation of
double-glazed windows, and wall insulation, as well as their long financial payback period
are the major barriers.

Cluster 4 has 46 cited references, with an average publication year of 2011. It probes
residential building stock and cost-benefit analysis. This cluster’s first two highly cited
references are Sunikka-Blank and Galvin [78] and Mata, Sasic Kalagasidis [79]. Sunikka-
Blank and Galvin [78] compared the energy performance ratings of 3400 German homes
for space and water heating, using existing data on actual measured usage. They argued
that there is a gap between energy performance and the measured energy consumption.
They also concluded that building users generally behave more economically in homes that
experience greater thermal discomfort issues after retrofitting. Mata, Sasic Kalagasidis [79]
evaluated the energy consumption and carbon dioxide emissions of 1400 Swedish residen-
tial buildings. They used bottom-up modeling technology to evaluate 12 energy-saving
measures (ESMs). They argued that the application of selected ESMs could diminish energy
demand by 53%, and the level of carbon dioxide by 63%. Some measures, such as heat
recovery, decreased the indoor temperature, while upgrading the U-values of the building
envelope and the windows returned the maximum impact.

4.4. Direct Citation Analysis

Generally, three methods are used to explore the citation correlation between sources:
direct citation, bibliographic coupling, and co-citation analysis [60]. The direct citation
method is used to explore correlations between two publications where one publication
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cites the other. The bibliographic coupling method is used to identify correlations between
publications that cite the same publication. The co-citation method is used to explore corre-
lations between publications that are cited by the same publication. Waltman and Eck [80]
argue that co-citation and bibliographic coupling correlations are indirect correlations, and
therefore, provide less accurate data on the relatedness of publications than direct citation
correlations. Additionally, Shibata, Kajikawa [81] claim that direct citation correlation is the
best and quickest method to identify emerging research domains to compare co-citation
and bibliographic coupling correlations. Nonetheless, direct citation analysis has limita-
tions. For example, some publications might not have any direct citation correlations with
other items, and therefore, cannot be assigned to a source.

As can be seen from Figure 6, the publication ‘Energy and Buildings’ is the premier
source of reference material used by subsequent publications on residential retrofitting.
‘Journal of Cleaner Production, ‘Energy Policy’, ‘Sustainable Cities and Society’, Applied
Energy’, and ‘Energy’ are essential additional sources of research citation. The size of nodes
represents the citation of publications to compare with others. The bigger the node size, the
more citation received. The thickness of lines is based on the number of citations between
the two nudes.

Figure 6. Direct citation analysis linkages between publications.

5. Findings

Sustainability, climate change, and in particular the impact of human-induced global
warming, is seen by many as the crisis of our times. There is a global collective call for
nations to reduce greenhouse gas emissions, and the further challenge faced is one of how
this can possibly be achieved. The main culprit is CO2 emissions, and the most direct route
to CO2 reductions is the transition from fossil fuels (gas and petroleum) to so-called renew-
able energies (solar, wind, biofuels, wave, etc.). Less appreciated outside of the building
community is that it is the built environment that consumes the vast bulk of total world
energy usage. Moreover, building activity itself is the main contributor to other features of
the world’s poor sustainability outcomes: high waste, resource degradation, ground and air
pollution, environmental damage, while the building industry itself harbours notoriously
poor social equity practices; particularly in developing nations.

Although this is generally appreciated, the obvious fact is that if poor sustainability
outcomes along with high energy usage and high CO2 emissions are to be addressed,
attention must not only focus on the built environment per se, not only on the residential
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sector, which constitutes the bulk of construction activity but on the retrofitting of the
current residential building stock. To be clear, running and maintaining the world’s existing
residential buildings is by far the greatest source of energy consumption, waste production
and greenhouse gas generation.

Interestingly, the first finding of this study is that research on building retrofitting
hardly touches on this core fact. That is the holistic potential of building retrofitting as a
strategic means to address ‘global warming’ goes largely undiscussed. This ought to be
explored in greater depth.

What we do see, however, is a new and growing interest in the theme of retrofitting.
Prior to 2011, publications on retrofitting averaged only a couple per year. However,
over the last decade, publications have skyrocketed. Indeed, last year (2020), publications
reached a current peak of 96 papers. Why this recent fast-growing interest? A qualitative
analysis of the papers reveals that interest in retrofitting is essentially directed by the
perceived need to find ways to offset rising energy costs, primarily in water heating and
ambient residential cooling and heating. Consequently, the bulk of papers deal with
evaluations of alternative systems that reduce energy costs while maintaining similar
service delivery outcomes. It also appears that these elements are the focus because
homeowners and occupiers drive the retrofit agenda in their effort to curb energy costs.
Their awareness of rising energy costs is constrained by what is obvious to them: water
heating and HVAC systems.

This is an important finding as much more can be done to improve the thermal and
energy performance of residential buildings than simply replacing water heaters and aircon
systems. This study reveals some of these other directions; but the scarcity of breadth
of alternate topics, combined with the scant numbers of papers on these alternate topics,
highlights the narrowness of focus on the recent burst of retrofitting publications seen this
last decade. Candidate areas for further study, though touched on by the odd paper but in
need of deeper examination, include ventilation, insulation, building envelopes, materials,
air quality, weather protection and occupant behaviour.

Moreover, there are clearly many additional themes that would be worthwhile but
have not evidently been pursued in residential retrofit. Given the continuing interest in
climate change and the unlikeliness that rising energy costs and global warming concerns
will abate anytime soon, these themes can be expected to be taken up presently. Indeed, we
would commend interested researchers to champion any of the following areas to improve
our understanding of how best to conduct residential retrofitting. Suggested emerging
themes are:

• Government policy as it relates to retrofitting
• Retrofitting market and supply chains
• Comparisons in practice across national boundaries
• Comparisons across residential building types
• Comparisons across types and modes of retrofitting intervention
• Comparisons of proprietary system performance benchmarks
• Cost-benefit analysis of before and after retrofitting scenarios
• Examination of conduciveness on initial residential designs to absorb retrofits
• Materials, integrated systems and real-time performance measuring
• Assessment of existing energy rating systems to absorb and rate retrofitting
• Occupant values and preferences regarding optimisation of outcomes
• Impact of retrofitting strategies to mitigate effects of climate change

6. Conclusions

Climate change and global warming have been identified as the crisis of our times.
The consensus appears to be that carbon emissions must be reduced drastically and soon
if catastrophe is averted. Much of the focus regarding efforts to secure a sustainable
future neglect recognising that it is the built environment and the building industry that
contributes the most to pollution, waste, landfill, resource depletion and, above all, energy

18



Energies 2021, 14, 6106

consumption and carbon emissions. Moreover, to the extent that the harm done by the built
environment is acknowledged, most research has focused on the role played by commercial
and industrial buildings. These are typically showcased as ‘green buildings’, all part
of corporate efforts to promote ‘virtue signalling’ and ‘social responsibility’. However,
the bulk of the built environment is not commercial but residential. Moreover, while
transitioning to more sustainable construction in new residential builds is both necessary
and commendable, the inescapable reality is that the existing residential building stock
continues to pose the greatest sustainability challenge. Specifically, the existing stock of
residential buildings and their proclivity to consume huge amounts of energy and generate
vast volumes of CO2 pose the most significant single barrier to the sustainability goals of
the world’s nations.

Short of tearing down existing buildings, which of course is no solution at all, what
then is to be done regarding the existing stock of residential buildings worldwide. The
answer is to retrofit them and do so with the view of reducing energy consumption, either
through efficiency gains or waste minimisation. There is significant research available in
this realm and some critical publication outlets that support the mission. However, to
date, the extent, scope and quality of that research has not been mapped, documented or
described. This study delivers on that deficit. It presents a scientometric analysis of the
research so far conducted in retrofitting residential buildings. It finds that the research
theme has only recently gained any significant traction, with a significant publication
surge evident from only 2017. Moreover, it reveals that while there are many potential
research themes—from occupant behaviour to energy performance certification—the bulk
of research is very circumspect in scope, being primarily limited to studies exploring
trade-offs between energy usage reduction strategies thermal comfort. Finally, this study
notes that there are only a limited number of academics working in this area, with most
citations arising from only a few journals, of which ‘Energy and Buildings’ stand out as
premiere.

This study has its limitations; specifically, it is only exploratory and general in nature
and scope. More detailed analysis and appraisal of study findings in this field would be a
logical next step to be undertaken.

Author Contributions: M.A. was responsible for literature review, data collection, software use,
methodology, critical analysis, visualization and writing. I.M. was responsible for conceptualization,
methodology, critical analysis and writing. M.B.L. was responsible for identifying the importance
and relevance of this field of research. All authors have read and agreed to the published version of
the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare that there is no conflict of interest.

References

1. McKibben, W. Winning Slowly Is the Same as Losing. Rolling Stone, 2017. Available online: https://www.rollingstone.com/
politics/news/bill-mckibben-winning-slowly-is-the-same-as-losing-w512967 (accessed on 5 March 2021).

2. Ortiz, O.; Castells, F.; Sonnemann, G. Sustainability in the construction industry: A review of recent developments based on LCA.
Constr. Build. Mater. 2009, 23, 28–39. [CrossRef]

3. Martek, I.; Hosseini, M.R.; Shrestha, A.; Zavadskas, E.K.; Seaton, S. The Sustainability Narrative in Contemporary Architecture:
Falling Short of Building a Sustainable Future. Sustainability 2018, 10, 981. [CrossRef]

4. Masanauskas, J. Melbourne’s Continuing Population Boom Means Another 720,000 Homes Will Be Needed by 2031; Herals Sun:
Melbourne, VIC, Australia, 2014.

5. Australian Sustainable Built Environment Council. A National Framework for Residential Ratings: Discussion Paper. 2016; ASBEC:
Darlinghurst, NSW, Australia, 2010.

6. Aye, L.; Hes, D. Green Building Rating System Scores for Building Reuse. J. Green Build. 2012, 7, 105–112. [CrossRef]

19



Energies 2021, 14, 6106

7. Building Energy Efficiency Task Group. Building Energy Rating Schemes: Assessing Issues and Impacts; International Partnership for
Energy Efficiency Cooperation: Paris, France, 2014.

8. Jackson, S. A summary of urban assessment tools for application in Australia. In Environment Design Guide; Australian Institute
of Architects: Potts Point, NSW, Australia, 2016.

9. Doan, D.T. A critical compariosn of green building rating systems. Build. Environ. 2017, 123, 243–260. [CrossRef]
10. Green Building Council of Australia. Available online: https://new.gbca.org.au/ (accessed on 8 April 2021).
11. Rashid, M.; Spreckelmeyer, K.; Angrisano, N. Green buildings: Environmental awareness and corporate image. J. Corp. Real

Estate 2012, 14, 21–49. [CrossRef]
12. Tam, V.W.Y.; Zeng, S.X. Sustainable Performance Indicators for Australian Residential Buildings. J. Leg. Aff. Disput. Resolut. Eng.

Constr. 2013, 5, 168–179. [CrossRef]
13. Harvey, L.D.D. Reducing energy use in the buildings sector: Measures, costs, and examples. Energy Effic. 2009, 2, 139–163.

[CrossRef]
14. Hughes, P.J.; Shonder, J.A. The Evaluation of A 4000-Home Geothermal Heat Pump Retrofit at Fort Polk, Louisiana: Final Report.

OSTI 1998. [CrossRef]
15. Bell, M.; Lowe, R. Energy efficient modernisation of housing: A UK case study. Energy Build. 2000, 32, 267–280. [CrossRef]
16. Viridén + Partner. 2020. Available online: https://www.viriden-partner.ch/plus-nullenergiehaeuser (accessed on 9 April 2021).
17. Francisco, P.W.; Palmiter, L.; Davis, B. Modeling the thermal distribution efficiency of ducts: Comparisons to measured results.

Energy Build. 1998, 28, 287–297. [CrossRef]
18. Voss, K. Solar energy in building renovation—Results and experience of international demonstration buildings. Energy Build.

2000, 32, 291–302. [CrossRef]
19. Chen, S.; Guan, J.; Levine, M.D.; Haiying, L.; Yowargana, P. Evaluation on Retrofit of One Existing Residential Building in North

China: Energy Saving, Environmental and Economic Benefits. Procedia Eng. 2015, 121, 3–10. [CrossRef]
20. Friedman, C.; Becker, N.; Erell, E. Retrofitting residential building envelopes for energy efficiency: Motivations of individual

homeowners in Israel. J. Environ. Plan. Manag. 2017, 61, 1805–1827. [CrossRef]
21. Aghili, N.; Amirkhani, M. SEM-PLS Approach to Green Building. Encyclopedia 2021, 1, 472–481. [CrossRef]
22. Amirkhani, M.; Garcia-Hansen, V.; Isoardi, G.; Allan, A. Innovative window design strategy to reduce negative lighting

interventions in office buildings. Energy Build. 2018, 179, 253–263. [CrossRef]
23. Amirkhani, M. Innovative Integrated Window Design with Electric Lighting Design System to Reduce Lighting Intervention in Office

Buildings; Queensland University of Technology: Brisbane, QLD, Australia, 2018.
24. Eom, J. China’s building energy demand: Long-term implications from a detailed assessment. Energy 2012, 46, 405–419. [CrossRef]
25. OECD. Cooperation, O.F.E. and Development, Energy Balances of Non-OECD Countries 2015; OECD: Paris, France, 2015.
26. Union European. EU Energy in Figures: Statistical Pocketbook 2018; Publications Office of the European Union: Luxembourg, 2018.
27. Eichhammer, W.; Fleiter, T.; Schlomann, B.; Faberi, S.; Fioretto, M.; Piccioni, N.; Lechtenböhmer, S.; Schüring, A.; Resch, G. Study

on the Energy Savings Potentials in EU Member States, Candidate Countries and EEA Countries: Final Report for the European Commission
Directorate-General Energy and Transport 2009; EU Energy Poverty Observatory: Brussels, Belgium, 2009.

28. Paiho, S.; Seppä, I.P.; Jimenez, C. An energetic analysis of a multifunctional façade system for energy efficient retrofitting of
residential buildings in cold climates of Finland and Russia. Sustain. Cities Soc. 2015, 15, 75–85. [CrossRef]

29. AE Smith. City of Melbourne, 1200 Buildings: Melbourne Report Survey; AE Smith: Brisbane, QLD, Australia, 2015.
30. Shah, S. Sustainable Refurbishment; Wiley-Blackwell: Hoboken, NJ, USA, 2012.
31. Zou, P.X. Retrofitting public buildings for energy and water efficiency. In Sustainable Built Environment; National Research Centre:

Boulder, CO, USA, 2016.
32. Volt, J.; Fabbri, M.; Groote, M. Understanding Potential User Needs. In A Survey Analysis of the Markets for Individual Building

Renovation Roadmaps in Bulgaria, Poland and Portugal; iBRoad: Europe, 2018; p. 106.
33. Web of Science. 2020. Available online: https://clarivate.com/webofsciencegroup/solutions/web-of-science/ (accessed on

2 February 2021).
34. Scopus. 2020. Available online: https://www.elsevier.com/solutions/scopus?dgcid=RN_AGCM_Sourced_300005030 (accessed

on 2 February 2021).
35. Li, J.; Goerlandt, F.; Reniers, G. An overview of scientometric mapping for the safety science community: Methods, tools, and

framework. Saf. Sci. 2021, 134, 105093. [CrossRef]
36. Chaomei, C. Science Mapping: A Systematic Review of the Literature. J. Data Inf. Sci. 2017, 2, 1–40.
37. Small, H.; Rorvig, M.E.; Lunin, L.F. Visualizing science by citation mapping. J. Am. Soc. Inf. Sci. 1999, 50, 799–813. [CrossRef]
38. Cobo, M.J.; Lopez-Herrera, A.G.; Herrera-Viedma, E.; Herrera, F. An approach for detecting, quantifying, and visualizing the

evolution of a research field: A practical application to the Fuzzy Sets Theory field. J. Inf. 2011, 5, 146–166. [CrossRef]
39. Merschbrock, C.; Hosseini, M.R.; Martek, I.; Arashpour, M.; Mignone, G. Collaborative Role of Sociotechnical Components in

BIM-Based Construction Networks in Two Hospitals. J. Manag. Eng. 2018, 34, 05018006. [CrossRef]
40. Cobo, M.; López-Herrera, A.; Herrera-Viedma, E.; Herrera, F. Science mapping software tools: Review, analysis, and cooperative

study among tools. J. Am. Soc. Inf. Sci. Technol. 2011, 62, 1382–1402. [CrossRef]
41. Pritchard, A. Statistical bibliography or bibliometrics. J. Doc. 1969, 25, 348–349.

20



Energies 2021, 14, 6106

42. Henderson, M.; Shurville, S.; Fernstrom, K. The Quantitative Crunch: The Impact of Bibliometric Research Quality Assessment
Exercises on Academic Development at Small Conferences. Campus-Wide Inf. Syst. 2009, 26, 149–167. [CrossRef]

43. Antonio-Rafael, R.-R.; José, R.-N. Changes in the Intellectual Structure of Strategic Management Research: A Bibliometric Study
of the “Strategic Management Journal”, 1980–2000. Strateg. Manag. J. 2004, 25, 981–1004.

44. Broadus, R.N. Toward a definition of “bibliometrics”. Scientometrics 1987, 12, 373–379. [CrossRef]
45. Martín-Martín, A.; Malea, E.O.; López-Cózar, E.D. A novel method for depicting academic disciplines through Google Scholar

Citations: The case of Bibliometrics. Scientometrics 2017, 114, 1251–1273. [CrossRef]
46. Nalimov, V.V.; Mulchenko, Z.M. Measurement of Science. Study of the Development of Science as an Information Process; National

Technical Information Service: Springfield, VA, USA, 1971.
47. Hood, W.W.; Wilson, C.S. The Literature of Bibliometrics, Scientometrics, and Informetrics. Scientometrics 2001, 52, 291–314.

[CrossRef]
48. Tague-Sutcliffe, J. An introduction to informetrics. Inf. Process. Manag. 1992, 28, 1–3. [CrossRef]
49. Morris, S.A.; Martens, B.V.D.V. Mapping research specialties. Annu. Rev. Inf. Sci. Technol. 2009, 42, 213–295. [CrossRef]
50. Nacke, O.I. Ein neuer Name für eine neue Disziplin. Nachr. Dokum. 1979, 30, 219.
51. Bar-Ilan, J. Beyond Citations: Scholars’ Visibility on the Social Web; Cornell University: Ithaca, NY, USA, 2012.
52. Zhao, X. A scientometric review of global BIM research: Analysis and visualization. Autom. Constr. 2017, 80, 37–47. [CrossRef]
53. He, Q.; Wang, G.; Luo, L.; Shi, Q.; Xie, J.; Meng, X. Mapping the managerial areas of Building Information Modeling (BIM) using

scientometric analysis. Int. J. Proj. Manag. 2017, 35, 670–685. [CrossRef]
54. Ren, R.; Hu, W.; Dong, J.; Sun, B.; Chen, Y.; Chen, Z. A Systematic Literature Review of Green and Sustainable Logistics:

Bibliometric Analysis, Research Trend and Knowledge Taxonomy. Int. J. Environ. Res. Public Health 2019, 17, 261. [CrossRef]
[PubMed]

55. Wang, Z.-Y.; Li, G.; Li, C.-Y.; Li, A. Research on the semantic-based co-word analysis. Scientometrics 2011, 90, 855–875. [CrossRef]
56. Leung, X.Y.; Sun, J.; Bai, B. Bibliometrics of social media research: A co-citation and co-word analysis. Int. J. Hosp. Manag. 2017,

66, 35–45. [CrossRef]
57. Small, H. Co-citation in the scientific literature: A new measure of the relationship between two documents. J. Am. Soc. Inf. Sci.

1973, 24, 265–269. [CrossRef]
58. Shiau, W.-L.; Dwivedi, Y.K.; Yang, H.S. Co-citation and cluster analyses of extant literature on social networks. Int. J. Inf. Manag.

2017, 37, 390–399. [CrossRef]
59. Yang, S.; Wang, F. Visualizing information science: Author direct citation analysis in China and around the world. J. Inf. 2015, 9,

208–225. [CrossRef]
60. Van Eck, N.J.; Waltman, L. Citation-based clustering of publications using CitNetExplorer and VOSviewer. Scientometrics 2017,

111, 1053–1070. [CrossRef] [PubMed]
61. Chen, C. CiteSpace II: Detecting and visualizing emerging trends and transient patterns in scientific literature. J. Am. Soc. Inf. Sci.

Technol. 2006, 57, 359–377. [CrossRef]
62. Chen, C.; Ibekwe-SanJuan, F.; Hou, J. The Structure and Dynamics of Co-Citation Clusters: A Multiple-Perspective Co-Citation

Analysis. J. Am. Soc. Inf. Sci. Technol. 2010, 61, 1386–1409. [CrossRef]
63. Vliet, G.C. Retrofitting of an Apartment Building for Solar Heating, Cooling and Hot Water; Regulatory Processes of the US Department

of Energy: Dearborn, MI, USA, 1979; pp. 387–401.
64. Ding, Y.; Rousseau, R.; Wolfram, D. (Eds.) Measuring Scholarly Impact Methods and Practice, 1st ed.; Springer International

Publishing: Cham, Switzerland, 2014.
65. Zhang, P.; Liu, Y.; Yu, F.-X.; Wu, G.-W.; Li, M.-Y.; Wang, Z.; Ding, H.-Y.; Wang, L.-X.; Zhao, K.-X.; Zhang, Z.-Y.; et al. Hierarchical

integrated processing of reward-related regions in obese males: A graph-theoretical-based study. Appetite 2021, 159, 105055.
[CrossRef] [PubMed]

66. Opsahl, T.; Agneessens, F.; Skvoretz, J. Node centrality in weighted networks: Generalizing degree and shortest paths. Soc. Netw.
2010, 32, 245–251. [CrossRef]

67. Newman, M.E.J. Modularity and community structure in networks. Proc. Natl. Acad. Sci. USA 2006, 103, 8577–8582. [CrossRef]
68. Rousseeuw, P.J. Silhouettes: A graphical aid to the interpretation and validation of cluster analysis. J. Comput. Appl. Math. 1987,

20, 53–65. [CrossRef]
69. Deb, K. A fast and elitist multiobjective genetic algorithm: NSGA-II. IEEE Trans. Evol. Comput. 2002, 6, 182–197. [CrossRef]
70. Noris, F.; Adamkiewicz, G.; Delp, W.W.; Hotchi, T.; Russell, M.; Singer, B.C.; Spears, M.; Vermeer, K.; Fisk, W.J. Indoor

environmental quality benefits of apartment energy retrofits. Build. Environ. 2013, 68, 170–178. [CrossRef]
71. Asadi, E.; da Silva, M.C.G.; Antunes, C.H.; Dias, L.; Glicksman, L. Multi-objective optimization for building retrofit: A model

using genetic algorithm and artificial neural network and an application. Energy Build. 2014, 81, 444–456. [CrossRef]
72. Ma, Z.; Cooper, P.; Daly, D.; Ledo, L. Existing building retrofits: Methodology and state-of-the-art. Energy Build. 2012, 55, 889–902.

[CrossRef]
73. Kavgic, M.; Mavrogianni, A.; Mumovic, D.; Summerfield, A.; Stevanovic, Z.; Djurovic-Petrovic, M. A review of bottom-up

building stock models for energy consumption in the residential sector. Build. Environ. 2010, 45, 1683–1697. [CrossRef]
74. Ballarini, I.; Corgnati, S.P.; Corrado, V. Use of reference buildings to assess the energy saving potentials of the residential building

stock: The experience of TABULA project. Energy Policy 2014, 68, 273–284. [CrossRef]

21



Energies 2021, 14, 6106

75. Nic, R.; Mark, J. Combining Top-Down and Bottom-Up Approaches To Energy-Economy Modeling Using Discrete Choice
Methods. Energy J. Camb. Mass. 2005, 26, 83–106.

76. Nair, G.; Gustavsson, L.; Mahapatra, K. Factors influencing energy efficiency investments in existing Swedish residential buildings.
Energy Policy 2010, 38, 2956–2963. [CrossRef]

77. Dowson, M.; Poole, A.; Harrison, D.; Susman, G. Domestic UK retrofit challenge: Barriers, incentives and current performance
leading into the Green Deal. Energy Policy 2012, 50, 294–305. [CrossRef]

78. Sunikka-Blank, M.; Galvin, R. Introducing the prebound effect: The gap between performance and actual energy consumption.
Build. Res. Inf. 2012, 40, 260–273. [CrossRef]

79. Mata, É.; Kalagasidis, A.S.; Johnsson, F. Energy usage and technical potential for energy saving measures in the Swedish
residential building stock. Energy Policy 2013, 55, 404–414. [CrossRef]

80. Waltman, L.; Eck, N.J. A new methodology for constructing a publication-level classification system of science. J. Am. Soc. Inf. Sci.
Technol. 2012, 63, 2378–2392. [CrossRef]

81. Shibata, N.; Kajikawa, Y.; Takeda, Y.; Matsushima, K. Detecting emerging research fronts based on topological measures in
citation networks of scientific publications. Technovation 2008, 28, 758–775. [CrossRef]

22



Citation: Do, H.Q.; Luther, M.B.;

Amirkhani, M.; Wang, Z.; Martek, I.

Radiant Conditioning Retrofitting for

Residential Buildings. Energies 2022,

15, 449. https://doi.org/10.3390/

en15020449

Academic Editor: Fabrizio Ascione

Received: 21 November 2021

Accepted: 1 January 2022

Published: 10 January 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Review

Radiant Conditioning Retrofitting for Residential Buildings

Hung Q. Do 1, Mark B. Luther 1,*, Mehdi Amirkhani 2, Zheng Wang 1 and Igor Martek 1

1 School of Architecture and Built Environment, Deakin University, Geelong, VIC 3220, Australia;
qhdo@deakin.edu.au (H.Q.D.); wangzheng@deakin.edu.au (Z.W.); igor.martek@deakin.edu.au (I.M.)

2 UniSA Online, Science Technology Engineering and Mathematics (STEM), University of South Australia,
Adelaide, SA 5000, Australia; mehdi.amirkhani@unisa.edu.au

* Correspondence: mark.luther@deakin.edu.au

Abstract: In order to achieve Australia’s greenhouse gas emissions reduction targets, a majority of the
existing residential building stock in Australia will require retrofitting in favour of energy-efficient
solutions. This paper considers retrofitting for conditioning to be one of the most straightforward
and offers the greatest potential to deliver significant comfort and energy-saving results. Radiant
conditioning systems are not new, yet some game-changing innovations have taken place over the
last decade that may require an entire paradigm shift in the manner we condition our buildings. The
reiteration of the principle ‘thermally active systems’ suggests that our buildings need to accommo-
date these systems into the fabric of building components. However, extremely few products and/or
innovative solutions for doing such seem to be provided by the industry. We seem incompetent with
solutions that are not costing the Earth, insulating, lightweight, and offering an instant response
time to conditioning. We still have the concept embedded in our minds that radiative systems
consist of heavy ‘combat’ construction with time lags of a day or two and that they are very costly to
implement, especially if we are to retrofit a project. The purpose of this paper is to rectify and change
our understanding of radiant systems, namely through a review of the existing technology and its
recent advancements. It intends to introduce the fact that radiant systems can become highly reactive,
responsive, and thermally dynamic conditioning systems. Lightweight radiant systems can be 40%
more energy-efficient than common air conditioners and can respond in less than 15 min rather than
in the hours required of heavy radiant systems. Thus, an insulated, lightweight radiant system is
ideal for retrofitting residential buildings. Furthermore, this paper supports and introduces various
systems suited to retrofitting a residential building with hydronic radiant systems.

Keywords: radiant system; conditioning system; residential building; retrofitting; thermal comfort

1. Introduction: Retrofitting Conditioning Systems in Residential Buildings

1.1. The Benefits of Retrofitting Condition Systems

Australia has set a target of achieving a 26–28% reduction in greenhouse gas emissions
by 2030 from the 2005 levels, and 25% of this targeted reduction needs to be achieved by
improving energy efficiency in the building sector [1]. Meanwhile, Australia was slow
in adopting energy-efficient building regulations, leading to many housing projects that
were built without any energy efficiency standards [1]. This has led to a gigantic need
for retrofitting residential housing in Australia with new energy-efficient technologies. To
bring forth maximum effectiveness, the retrofitting should be low cost and easy to be imple-
mented [2]. Aside from meeting the sustainable national target, energy-efficient retrofitting
housing can benefit occupants with lower energy costs and improved well-being.

Ma et al. [3] reviewed studies on the most modern methods of improving residential
building thermal and energy performance. Among the studies on residential building
retrofitting, envelope system refurbishment and mechanical retrofitting prove most popular.
Several attempts have also been made to improve the envelope of old residential housing in
Australia. For example, Wilkinson and Feitosa [2] want to retrofit Australian housing with
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green roofs, while Bulut et al. [1] improved windows with secondary glazing. Jamil et al. [4]
looked at the internal system and installation material used in ceilings to stabilise the
thermal conditions of residential housing. In most cases, research papers on housing
retrofitting focus on improving the building envelope system as a whole or components of
the envelope such as the wall, roof, glazing, or shading systems. This is the mainstream
and follows the basic principle of the retrofitting process, reducing passive energy transfer
between the buildings and the external environment.

However, this research paper considers a hitherto neglected approach to retrofitting:
conditioning retrofitting. The conditioning systems, without a doubt, are a critical compo-
nent in modern residential buildings and, yet, one of the most problematic. In most states
in Australia, air conditioners cause a severe problem to the electricity network, as they are
the main reason for peak energy consumption [5]. The energy usage of air conditioners
is the biggest, making up 40% of the total energy consumption in Australian housing [5].
Meanwhile, even a small adjustment to the control systems of commonly used condi-
tioning systems can significantly save energy use and cost [6]. Additionally, while new
housing projects in Australia have to meet a high energy efficiency standard and benefit
from new technologies, older residential houses built before 1980 do not [5]. This results
in poorer energy performance, especially for conditioning systems in older residential
houses in Australia [5]. Additionally, Willand, Maller, and Ridley [7] conducted a study
on the retrofitting of residential buildings in Melbourne and concluded that even small
retrofits could bring forth notable improvements in residential building energy and thermal
performance, reducing energy costs [7]. Hence, there is a need to retrofit the conditioning
systems in Australian residential buildings, especially those built prior to 1980.

Over the past 100 years, convective systems have become the primary condition
system in modern buildings worldwide with the development of mechanical ventilation.
These systems in which air is used as the heat transfer medium for conditioning required
spaces make up the Heating, Ventilating, and Air-conditioning (HVAC) industry [8]. While
these conditioning systems can be successful for thermally heating and cooling, they are not
necessarily the most economical and practical principle in producing thermal comfort [8,9].
For example, decreasing the cooling temperature by 1 ◦C will increase the cooling energy
consumption by about 8–10% [10]. Miriel et al. [11] argue that, in the cooling mode,
radiation accounts for about two-thirds of the heat transfer between the human body and
room environment, while, in the heating mode, 80% of the total heat transfer is radiation.
In short, radiant systems replace convection heat transferring between a human body and
the surrounding environment with radiation. Additionally, many research papers have
proven the merits of radiant systems over traditional HVAC in energy and comparable
thermal comfort performances [12]. These improved performances and advantages over
HVACs have promoted radiant systems in most building sectors, including residential,
commercial, education, and even industrial buildings of all sizes [13].

1.2. Comparison of Energy Consumption of Radiant Systems with Existing HVAC Systems

While mechanical conditioning systems have become fundamental in ensuring thermal
comfort in modern buildings, conventional HVAC systems are highly energy-intensive [14].
The reason for this low performance is the inefficient heat-transferring mechanism that
traditional air conditioners rely on [8]. Conventional air conditioning systems use air as
the heat-transferring medium and convection as the primary heat exchanging mode [13].
According to Moe [8], low-density air is a poor heat-transferring medium, while only about
27% of the human body heat transfer is via convection. Conventional HVAC systems are
based on disadvantageous elements that provide high thermal and energy performance
setbacks. Additionally, air conditioning systems with large supply air volumes are also bur-
dened by several limitations, such as noise, drafts, and poor temperature gradients [10,14].

Moreover, the heat-transferring mode of radiant systems has been shown to be superior.
For example, Feustel and Stetiu [15], after running a numerical computer model, concluded
that radiant cooling ceilings offer advantages over air conditioning systems, despite their
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limited capacity. They suggested that hydronic radiant systems can significantly reduce the
amount of energy used in transporting heat and air by using water as a heat-transferring
medium, resulting in a 40% more energy-efficient system.

Imanari and Omori [16] conducted a numerical simulation comparing the annual
energy consumption between two systems used by an office building in Tokyo, Japan. The
results showed 10% energy savings for the radiant ceiling. These savings confirmed that
radiant systems in the context of office buildings are proven to be financially viable, with
the payback period being between 1 and 17 years [16]. The US Technology Department has
published three technical support documents recommending radiant conditioning systems
as an alternative to HVAC, quoting savings of up to 50% in energy consumption across
small, medium, and large office buildings [12]. Hao et al. [17] investigated the performance
of radiant cooling ceilings combined with displacement ventilation and desiccant dehu-
midification, using simulations in the context of hot, humid summers in Beijing, China.
The radiant cooling system was compared to a conventional convective system, utilising a
mere 8% total energy consumption. That is, the radiant system generated savings of up to
68.5% of chiller and 39.0% of fan energy systems. Hence, on the whole, the radiant system
proved to be more energy-efficient than the convective system, even when the radiant
system consumed 25.6% more energy for pumping and about four times more energy for
the boiler.

2. Research Methodology

2.1. Literature Review

This study is conducted based on a literature review of radiant systems. It confirms
their potential as a preferred approach to the conditioning retrofitting of residential build-
ings. As mentioned, retrofitting residential buildings is an emergent field of study [3].
However, most studies on this subject have been conducted using simulations or instru-
mental experiments. For example, Jamil et al. [4] utilised simulations and instrumental
experiments, while the studies conducted by Bulut et al. [1] and Wilkinson and Feitosa [2]
were only conducted using instrumental experiments. Nevertheless, the knowledge in this
field is rather well-developed [3]. Radiant systems have also been comprehensively studied
since the 1960s [18]. Moreover, these studies have been reviewed in several high-quality
publications over the last six years. Despite that, the potential for radiant systems to ser-
vice the conditioning retrofitting of residential buildings has yet to be comprehensively
appraised.

A review study was conducted by Rhee and Kim on radiant systems, revealing 50 years
of knowledge on radiant systems since the 1960s [18]. Rhee, Olesen, and Kim [19] and
Karmann, Schilevel of thermal comfortavon, and Bauman [12] also provided valuable
overviews on the body of knowledge on radiant systems. The review studies on retrofitting
residential housing by Ma et al. [3] also had similar values categorising the methods of
housing retrofitting. Thus, a literature review serves as an appropriate initial approach
in clarifying the application of radiant systems for the retrofitting of residential buildings.
This literature review study can also lay the foundation for prototype development and
further instrumental experiments.

As such, this research paper will investigate the capabilities of various types of radiant
systems and the potential optimum application and control of hydronic radiant systems in
retrofitting residential buildings. It also proposes an innovative hydronic radiant system
based on the literature review. This research paper explains the principle of thermal comfort
and the nature behind the benefit of radiant conditioning for housing project owners and
conditioning systems manufacturers, as well as architects. Based on such knowledge,
existing convective conditioning systems in residential housing can be supplemented
and/or be retrofitted with radiant condition systems for better thermal and energy efficiency
results.
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2.2. Review Method

This research paper was primarily conducted with qualitative data gathered from pre-
vious publications since the 1960s. This was also the period applied in the aforementioned
high-quality review radiant systems paper of Rhee and Kim [18]. A breakthrough research
paper in radiant cooling was published in Australia during this period. The material was
searched on Google Scholar linked with our university library. The keywords applied in this
research were “residential building energy consumption”, “energy retrofitting residential
buildings”, “radiant conditioning”, “radiant cooling and heating”, “residential air condi-
tioning systems”, “radiant panel”, “thermally active building systems”, and “mean radiant
temperature”. Several searches were done with Australian context or keywords such as
“thermal comfort”, “control”, “measuring”, “condensation prevention”, and “ventilation”.

Two hundred and twenty-four research papers were gathered and catalogued accord-
ing to their research topics and contents. Around 80 articles were marked as highly relevant,
containing valuable information used in this study. Recently, published papers and review
papers have been prioritised and used to trace back to earlier research papers. The REHVA
Handbook Number 7, EN ISO 7730, and ASHRAE 55 2017 are critical essential standards
and guidelines for thermal comfort and conditioning principles used in this research.

2.3. Research Design and Findings

The research approach of this paper was to provide and explain the existing con-
ditioning systems at present, which are primarily based upon convective conditioning.
Therefore, it was essential to introduce and consider the mechanisms of conditioning and
differences from those that provide radiative conditioning. To clarify and evaluate different
conditioning mechanisms, the principle of thermal comfort was revisited and discussed;
specifically, the role of the mean radiant temperature (MRT) in regard to comfort was re-
viewed. Additionally, this paper focused on stand-alone houses that make up the majority
of Australian housing.

A review of the various types of hydronic systems is briefly presented in terms of the
past problems in conditioning control, and the practicality of installation in retrofitting
is considered. Based upon the collected information of recently introduced lightweight
products, the capillary hydronic conditioning system is pursued. Preliminary empirical
testing and actual installations are presented. A relatively new principle of hydronic
cooling from the ceiling is introduced, with its associated concern of condensation. Finally,
innovation and breakthrough discovery from the 1960s is revisited as a modularised
hydronic panel system.

The data gathered from the previous studies are categorised and analysed to shed
light on the salient concerns. What is the difference between new radiant systems and
conditioning systems commonly used in residential buildings in Australia? By what
mechanisms do radiant systems provide thermal comfort? What are the types of radiant
systems, and how well do they perform? What are their merits and limitations? Answering
these questions allows a determination on the most appropriate evident configuration of
radiant systems in the retrofitting of residential buildings.

3. Common Conditioning Systems in Australian Houses

As mentioned above, air conditioners are the most commonly used systems providing
thermal comfort for residential housing in various world regions, such as China and the
USA, while the demand for air conditioners is dramatically increasing in China, India,
Indonesia, and Brazil [20]. The most frequently applied conditioning systems within
the residential sector in Australia include the window-mounted or wall-mounted direct
expansion A/C unit (Figure 1) [5]. These have traditionally provided both heating and
air-conditioning (cooling) of a single room or zone within a house. Over the last two
decades, these systems have been gradually replaced by split systems that consist of an
external heat pump compressor and an internal wall-mounted fan (cassette) (Figure 2). The
split system is also one of Australia’s most widely used conditioning systems [5]. Less
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popular systems in Australia’s residential buildings are ducted (centralised conditioning
systems), evaporative conditioners, and portable conditioners [5].

 
Figure 1. Wall-mounted direct expansion A/C. Source: First author.

  

Figure 2. Split systems air conditioner: (A) Indoor unit—Evaporator; (B) Outdoor unit—Condenser.
Source: First author.

Other popular systems, used in heating only, are wall-mounted gas burners (Figure 3A)
and completely ducted HVAC systems. It is not common to have both heating and cooling
introduced within an HVAC ducted system. Further to these heating approaches, radiant
panels, both hydronic and electric (Figure 3B,C), have recently become popular. Hydronic
systems often apply a gas or diesel-fuelled boiler. It is important to note that these condi-
tioning systems primarily condition occupants under the principle of convection [21,22]. In
other words, they condition the air in a space.

In the past and, again, more recently, residential buildings in Australia have applied
electric floor heating (Figure 4). These systems use a mat of electric heating cable that runs
underneath the finished floor, turning the floor into a thermally active surface that radiates
heat.
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Figure 3. (A) A convective heater. (B) A hydronic radiator. (C) A modern hydronic radiator panel.
Source: First author.

Figure 4. An electric floor heating system. Source: First author.

A radiant system mainly utilises the radiant heating transferring mechanism rather
than air temperature conditioning. Heat can be radiated directly between the occupants
and the radiant surfaces. Hydronic radiant systems use water as the heat transfer medium
from the heat sources or sink to their radiant surfaces. A hydronic radiant system pumps
hot or cold water through a series of pipes embedded inside or attached to the wall, floor,
or ceiling [23] (Figure 5). This will turn the wall, floor, or ceiling surfaces into “thermally
active surfaces” for radiating heat or absorbing heat [8]. The radiant surfaces will also
have a heat conduction effect on the air in contact with them and thus promote convective
heat transfer. For Australian housing, which mainly consists of separated houses [24], the
commonly used heat sources can be a gas boiler or heat pump. Figure 5 shows a radiant
heating and cooling system with a heat pump as the heat source and sink. Additionally,
the heat pump can run on renewable energy technologies such as solar panels.
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Figure 5. Radiant system diagram. Source: Fourth author.

The capillary tube mat is a recently introduced configuration of hydronic radiant
systems. This type of radiant system has more flexibility, simplifies installation, and lo-
calises energy performance compared to HVAC systems or other types of radiators [25–27].
Radiant systems have become ubiquitous in Northeast Asia and Europe [23]. While, in the
past, radiant systems were not yet widespread in North America, recently, the market for
radiant systems in this region has shown rapid growth [23]. There has been no significant
research on Australia’s radiant systems in the last few decades [18]. In general, radiant
systems can be considered superior to convective systems, both in terms of thermal and
energy performances [12]. Furthermore, Australian houses exhibit far more air leakage
than European houses. This leakage’s effectiveness inherently jeopardises convective condi-
tioning systems. Hence, the prospect of replacing conventional HVAC with radiant systems
could lead to better thermal comfort and reduce energy costs.

4. Thermal Comfort

Thermal comfort can be defined as “the condition of the mind in which satisfaction
is expressed with the thermal environment” [28]. However, several other definitions for
thermal comfort have been pointed out and even debates around how thermal comfort can
be defined [29]. The problem is that the mechanism of being “thermally comfortable” is
highly complicated and affected by various factors, such as physiology, psychology, and
behaviour [30]. Hence, several comfort models are used for different environments [31].

According to Fanger [32], thermal comfort can be quantitatively measured using six
parameters, namely air velocity (Av), mean radiation temperature (MRT), air temperature
(dry-bulb temperature—DB), air relative humidity (RH), metabolic rate (met), and clothing
insulation (clo). Combining these parameters indicates thermal comfort in a controlled
and conditioned environment. The level of thermal comfort (or discomfort) of a group of
people is rated via predicted mean vote (PMV) index scaling from −3 (cold) to +3 (hot) [33].
Along with PMV, the index of the predicted percentage of dissatisfied (PPD) indicates
the proportion of thermally dissatisfied people in the group. This principle makes up the
classic PMV (Fanger) thermal comfort model shown in Figure 6.
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Figure 6. PMV—Fanger thermal comfort models. Source: Redrawn by the first author.

As the most classical thermal comfort model, the PMV thermal comfort model is
commonly used in standards or guidelines such as ISO 7730, ASHRAE 55 (standard of The
American Society of Heating, Refrigerating and Air-Conditioning Engineers) [28], or the
REHVA (Federation of European Heating, Ventilation, and Air Conditioning Associations)
Guidebook Number 7 [34]. The PMV thermal comfort model is well-suited and commonly
used to assess thermal comfort in conditioned office spaces [35]. Loveday et al. [36]
conducted an experiment proving that the PMV model accurately assesses thermal comfort
in a radiant conditioned environment and concluded that a radiant conditioned space is
similar to an air-conditioned space. According to ASHRAE 55, a thermal environment
with an acceptable comfort level would have a PMV between −0.5 and +0.5, resulting in
a PPD of less than 10% (Figure 6) [28]. However, the Fanger PMV comfort model can be
considered conservative [37], and acquiring a PPD of less than 10% is not common [28].
Hence, the PPD of less than 20% (PMV between −0.8 and +0.8) is also welcomed as an
acceptable level of thermal comfort (Figure 6) [28,37].

Mean Radiant Temperature (MRT)

MRT is a crucial parameter determining thermal comfort [14,28,38]. It is defined as
“the uniform surface temperature of an imaginary black enclosure in which the radiation
from the occupant equals the radiant heat transfer in the actual non-uniform enclosure” [39].
Stefan Boltzmann defined MRT as “a temperature value to evaluate the total radiation flux
over the human body” [40]. MRT is the relationship between indoor surface temperature,
direct and scattering solar radiation power, view factor toward transparent and translucent
surfaces, and solar radiation receiving area of the occupant body [41]. MRT is the most com-
plex parameter of thermal comfort, often difficult to control, calculate, and measure [41,42].
Yet, it is important to note that radiant systems function on the principle of MRT, not air
temperature (dry-bulb). This is the crucial problem in radiative system control, which
functions on the control principle of a thermostatic sensor (air temperature).

MRT was assumed to be equal to the air temperature in many early research papers in
space conditioning [39,43,44]. However, this is not the case on many occasions, especially
when solar heat gain is introduced [28,45]. In residential buildings, access to sunlight is a
fundamental requirement. Thus, MRT will not be equal to the air temperature in residential
buildings. Instead, MRT is a better index to represent occupants’ thermal sensation than
air temperature [38,46]. Hence, in retrofitting residential buildings, MRT control should be
prioritised.
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Sui and Zhang [10] investigated the relationship between MRT and other thermal
comfort parameters, namely air temperature, air velocity, and air humidity. The research
proved the significant influence of MRT on thermal comfort. Sui and Zhang [10] illustrated
that thermal comfort can be achieved even at high air temperatures with a low MRT. This
allows the concept of high air temperature cooling and low air temperature heating to occur
in a room. Air temperature and MRT are the two most critical aspects determining thermal
comfort [34]. Radiant conditioning focuses on changing MRT via the internal surface
temperature rather than changing the air temperature. Hence, cooling can be achieved even
with high air temperatures, while heating can be provided with low air temperatures [34].
Additionally, Sui and Zhang [10] argued that, while a low air velocity means reductions in
convection and evaporation, MRT can play a significant role to improve thermal comfort.
Their research also indicated that the higher the humidity, the lower the MRT.

Figure 7 charts an investigation in achieving thermal comfort performed by Luther,
Tokede, and Lui [37], applying similar principles as Sui and Zhang [10]. The circle and the
triangle represent thermally unsatisfactory conditions, and there are three options to reach
the acceptable level of thermal comfort (PPD = 20%). Option A raises the air temperature
by about 3.5 ◦C, which can increase the conditioning energy cost by 30–45% [25]. Option
B increases the MRT by 4.5–23.5 ◦C (for the circle) and provides heating while the air
temperature remains at 20.5 ◦C. This can be achieved with the radiant surface’s temperature
at 30–35 ◦C at a minimum cost [25]. Hence, the radiant system is more energy-efficient.
Nevertheless, option C raises the air temperature and MRT, the shortest path, although the
energy consumption will be higher than option B.

 

Figure 7. Air temperature vs. mean radiant temperature concerning PPD [25]. Source: Redrawn by
the second author.

In a uniform air temperature environment, nonuniform MRT can cause thermal dis-
comfort [36]. In turn, with uniform MRT, local thermal discomfort can be avoided even
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with high air temperature gradients [36]. Hence, MRT has more effect on human thermal
comfort than the air temperature itself [47].

MRT can be calculated using the surface’s temperature and view factor (angle factor)
between an occupant and internal surfaces. The equation is [48]:

Tr
4 = T1

4 × Fp−1 + T2
4 × Fp−2 + . . . + TN

4 × Fp−N (1)

where
Tr = mean radiant temperature, K;
TN = surface temperature of surface N, K;
Fp−N = view factor (angle factor) between a person and surface N.
The view factor is the proportion of energy radiated from a surface and received

by another surface [49]. The view factor represents the radiant heat exchanges between
two surfaces [50]. The total view factor toward an occupant in a room equals 1 [34].
The view factor is affected by the surface shapes, angle, and distance between the two
surfaces [49]. Hence, in thermal comfort, the view factor depends on the dimensions of the
radiant surfaces and the distance to the occupant. The view factor for a person in a room
also depends on the posture and position [51]. Although determining the view factor is
highly complicated, two conventional methods of approximately determining the view
factor’s value are the Fanger-Rizzo method and the Nusselt Analog method [52]. While
the Fanger-Rizzo method is used in fundamental documents ASHRAE and the REHVA
Handbook [34,48], the Nusselt method is not. This is an important factor in designing
radiant systems for retrofitting residential buildings, especially where the systems can be
mounted for maximum effectiveness.

5. Hydronic Radiant Systems

5.1. Types of Hydronic Radiant Systems

The Federation of European Heating, Ventilation, and Air Conditioning Associations
(REHVA) Guidebook Number 7 classifies radiant conditioning systems into three types
based on how the piping is installed [34]. Table 1 shows the three types of radiant systems,
including:

1. Embedded surface system (ESS), with the tubing installed in a wall, floor, or ceiling
layer but isolated from the main building structure.

2. Radiant panel (RP), where the tubing runs within prefabricated lightweight panels.
3. Thermal active building system (TABS), with the tube installed directly inside the

building structure.

While the ESS and RP can be used in new constructions and retrofitting projects, TABS
can only be used in new buildings. Two tube types are currently used in radiation systems,
including small diameter tubes (metal or plastic tubes) and polyethylene capillary tube
mats [53]. Hence, the standard ISO-11855 listed seven types of radiant systems [25]. In
this category, the ESS is divided into four subtypes depending on the tubing position
(type A–C), type F with a capillary tube, and type G with a wooden structure, while type E
is identical to TABS.

Table 1 illustrates three different radiant hydronic systems. The thermal active building
system (TABS) is the early radiant system that dates back to the 1930s [23]. It considers
one substantial thermal mass that requires conditioning. This system can be relatively
costly to run, as it stores a great deal of energy within the building fabric and is not reactive
to sudden climate changes. TABS also does not show a specific insulation layer, and the
hydronic tubing is located deep inside the structure. This results in potential thermal
and energy performance reductions. Several research papers have revealed the problems
of a heavy system design like TABS. As the sentinel load is stored and released by the
thermal mass, the properties of the structure, such as thickness or thermal conductivity
of the slab material, have a significant impact on the heat transfer process and thermal
performance of this heavy system [54]. This heavy thermal mass results in a slow reaction
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time, potential overheating, and low energy efficiency [18]. While the thermal mass can
be advantageous in maintaining the temperature of radiant surfaces, receiving an extra
external load like solar heat gain can cause overheating or large temperature swings [55].
Heavy thermal mass can also reduce the efficiency of radiant conditioning systems, as
energy is wasted when space is not occupied or wasted on a structure mass rather than
contributing directly to the conditioning of the required environment [56]. In terms of
reaction time, an experiment with radiant slab floor done by Merabtine et al. [57] showed
that the system surface needs about 4 h to be heated up from 20 ◦C to 29 ◦C. Hence, this
heavy system requires an advanced control system involving the water flow rate, inlet
water temperature, and reaction time [18]. Additionally, the slow reaction time can increase
the risk of condensation in the cooling mode if the space’s humidity increases faster than
the system response [11].

Table 1. Types of hydronic radiant systems [11]. Source: Redrawn by the first author.

System Types Schematic Classify

Thermal active building
system (TABS) Heavyweight radiant system

Embedded surface system (ESS) Medium-weight radiant system

Radiant panel (RP) Lightweight radiant system
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In contrast to the thermal active building system (TABS), the embedded surface system
(ESS) has smaller thermal mass components. The radiant hydronic tubes are isolated from
the main structure mass and are closer to the room surface. The ESS is a lighter system than
TABS, with less thermal mass resulting in lower thermal inertia [11], which means a faster
reaction time and less energy waste. The system is also isolated from the main structure.
The insulation layer is crucial in directing the heat transfer [11], preventing energy waste.

Finally, the radiant panel (RP) is the lightest, with the radiant hydronic tube wholly
isolated from any considerable thermal mass. RP systems are relatively new and improved
lightweight, reactive systems [11]. The panels can be integrated into a ceiling system [58],
which allows concentration on conditioning the environment with the radiant tube isolated
from a heavy thermal mass. Miriel et al. [11] experimented with a radiant cooling ceiling
panel with metal tubes resulting in a low responsive time, although the time was not
explicitly stated. The commonly used radiant ceiling has the top surface insulated, while
the other, downward surface is used for heat transfer [13]. The insulation layer on top of
the system can also consider acoustic absorption [11]. An experiment showed that a radiant
panel system with tube mats had less than 15-min reaction times [53].

5.2. Radiant Panel Systems

Piping plays a critical role in radiant panel (RP) performance. The pipe diameter, space
between pipes, and thermal resistance of the pipe material significantly impact the surface
temperature of radiant systems [54]. Besides the water temperature, in heating, bigger
pipes with low thermal resistance and less space between them result in higher surface
temperatures [54]. In short, more tube surface area and less material thermal resistance
mean better surface temperature and more efficient heat transfer. There are two main
piping, including small-bore tubes (about ø20-mm metal or plastic tube) and polyethylene
capillary tube mats used in RP systems. Zhao et al. [26] experimented on an embedded
heating floor with a ø20-mm plastic tube and a capillary mat gypsum heating panel system.
The results showed that the capillary mat system can provide thermal comfort with inlet
water of about 8 ◦C lower and consume 45% less energy than panel systems with small-bore
tubes. Additionally, the temperature difference between the inlet and outlet water in the
capillary tube system and the small-bore tubes system is around 5 ◦C [26]. According to
Miriel and Serres [11], polyethylene capillary tube mats provide flexibility in design and
installation. Additionally, the distance between tubes and the heat resistance of the tubes
and filling material in capillary tube radiant systems significantly influence the system’s
thermal capacity [27]. Capillary radiant systems are also considered more flexible and
responsive than metallic tubes, although the capillary tubes can encounter blockage due to
the small tube diameter [11].

Consulting with our partner in the industry, KPW Solutions, the recommended water
flow rated for normal radiant systems with small-bore tubes (usually ø20 mm) is 3–5 L/min
for every circuit and will be higher for the capillary tube mat. Additionally, the water
cycling rate for the system should be at least 40 times/h. This is necessary for ensuring
uniform radiant surfaces.

Figure 8 shows a capillary radiant ceiling system being installed in a residential
project in Victoria. The capillary mats are installed on the existing plasterboard ceiling
(area A), and the top is covered using batt insulation (area B). The upper insulation ensures
the downward stream of heat transfer, while the capillary tube enhances the thermal
performance. The flexible and lightweight polyethylene capillary tube mat works well in
this context of a confined and complex ceiling. The flexibility of the capillary mat allows
installation with relative ease in various situations, making this type of piping ideal for
retrofitting projects.
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(a) (b) 

Figure 8. Capillary tube installation on a ceiling: (a) Capillary mats on existing plasterboard ceiling;
(b) Batt insulation cover the top of Capillary mats. Source: KPW solutions.

Figure 9 shows an EES installed on a radiant floor system in a residential project in
Victoria. The system’s section is shown in Figure 10. The capillary tube mats are utilised
to reduce the response time that is negatively affected by the concrete screed and load-
distributing layer needed for a solid floor system. Underneath the load-distributing layer is
a solid insulation layer that prevents heat from reaching the structure mass directing heat
to the top floor surface. The total thickness of this system is only 40–50 mm instead of the
120–150 mm of a thermally active building system (TABS).

 

Figure 9. Capillary tube installation on a floor. Source: KPW Solutions.

 

Figure 10. Capillary tube radiant floor. Source: BEKA Klima-Komfort, redrawn by the first author.
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5.3. A Prototype for a Lightweight and Dynamic Radiant Cooling System

Based on the lessons learned from the previous review, we propose an RP system with
polyethylene capillary tube mats (Figure 11). Each panel has a capillary tube mat attached
to a solid insulation board (Figure 11A). The insulation board has a layer of aluminium
foil in contact with the capillary tube to increase the heat-directing effect (Figure 11B). The
proposed finishing surface of a panel can be a perforated metal sheet or plasterboard that is
in contact with the tube mat (Figure 11C). This finishing surface ensures the architectural
appearance of the panel and the efficiency of radiant heat transfer. This lightweight
and modular system integrates with the ceiling system (Figure 11D) or wall cover. This
design focuses on solving two problems of radiant systems in retrofitting, non-modularity
and system installation. Our system is lightweight, modular, and allows rapid system
installation.

 

Figure 11. Capillary radiant panel system prototype: (A) Insulation board at the back; (B) Aluminium
foil in contact with tube mat; (C) Perforated metal sheet at the front; (D) integrated into a ceiling
panel. Source: First and second authors.

This prototype is currently under testing, indicating promising results. An initial
demo heating operation was conducted. The water flow rate can reach about 14 L/min,
leading to a 95 times/h water cycling rate. The system’s response time (from turning on to
a stable surface temperature) is only about 15 min. However, we face a nonuniform surface
temperature problem when the difference between the inlet and outlet water temperatures
is too high (at about 20 ◦C). Due to limited data gathered from the initial test, further testing
will be conducted

A diagram of the complete system components is shown in Figure 12. The design
follows the principal diagram for the radiant system shown in Figure 5 and includes several
pumping solutions to ensure adequate water flow, reduce the water leaks, and prevent
blocking caused by air bubbles. The pressure tank is used to take the pressure changes in
the system as the water temperature changes leading to changes in the water volume. The
vacuum relief valves are used to trap the bubbles and prevent blocking. At the same time,
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these valves can release pressure if the water pressure in the system increases to a critical
level. A pressure gauge is used for monitoring the water pressure. The system functions
correctly without leaking if the pressure is stable between 1–3 Bar (14.5–43.5 psi).

Figure 12. Capillary radiant panel system diagram. Source: KPW Solutions.

5.4. Mounting Position for Hydronic Radiant Systems

Sui and Zhang [10] claimed that a radiant cooling floor can provide the same level of
thermal comfort as a radiant ceiling. Olesen [59] explained that having a radiant cooling
system mounted on the floor can be more advantageous than the ceiling due to the close
distance between a floor and the occupants, leading to a better view factor (angle factor).
The view factor (angle factor) is a fundamental aspect of radiant heat transfer representing
the radiant heat exchanges between two surfaces [50]. A better view factor means more
efficient heat transfer.

Typically, the floor has the highest view factor compared to the wall and ceiling due
to the close and uniform distance to the occupants (Figure 13A), resulting in the best heat
exchange coefficient. Hence, the floor should be preferred. However, the efficiency of
floor-mounting radiant systems can be obstructed by furniture or carpet covering the floor
radiant surfaces [60]. Fontana [61] experimented with the impact of furniture coverage
on the thermal performance of a radiant heating floor. The results showed that furniture
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can significantly impact the heat flux between a radiant floor and the subject environment,
resulting in up to a 30% reduction in heat transfer. Hence, furniture coverage must be
considered when designing radiant systems [61].

Figure 13. (A) Floor-mounted radiant systems; (B) Ceiling-mounted radiant systems; (C) Wall-
mounted radiant systems; (D) Floor and Ceiling-mounted radiant systems. Source: First author.

It is claimed that the ceiling is the least-favourable mounting location for radiant
systems [58]. The reason can be the usual long-distance from the system to the occupants,
leading to low view factors. However, some clear advantages of a radiant ceiling can
be seen, such as uniform MRT and not being obstructed by objects (Figure 13B). In fact,
empirical results from a residential project indicated that a radiative ceiling, during cooling,
kept the polished concrete floor cool within a 4-m floor-to-ceiling height. While this setup
will not be advantageous for heating, it will still function and work with the assistance of
air movement. Several research papers have suggested that the floor is not the optimal
mounting position for radiant systems. Bojić et al. [58] compared the performance of
radiant heating panels in four different positions. The results showed that, while mounting
heating panels on the ceiling yielded the worst thermal performance, heating panels on
both floor and ceiling was the best option for thermal comfort (Figure 13D), followed by
a heating wall and floor. Karabay, Arıcı, and Sandık [60] conducted a similar experiment
comparing a heating wall and floor, with the results also favouring a heating wall due to
the better effect on room air temperature (Figure 13C) while not being affected by furniture
coverage. Having said that, while conducting a design for radiant walls, we found that
radiant wall systems can still be affected by furniture coverage, while doors and windows
can render radiant walls unfeasible on some occasions. The distance between a radiant wall
and the occupants can vary in terms of view factor (Figure 13C), leading to a nonuniform
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view factor and MRT. A question can be raised about how this nonuniform MRT can cause
local thermal discomfort.

There are also debates on the effectiveness and efficiency of a heating ceiling and
cooling floor. In fact, standard ISO 7730 shows that a heating ceiling can easily cause thermal
discomfort [33]. Additionally, in EN 1264, the heat exchange coefficients of the heating
ceiling and the cooling floor are similarly low, showing their limitation and ineffectiveness
compared to other mounting positions [62]. However, as the heating ceiling and cooling
floor are mentioned in standard ISO 7730, EN 1264, and the REHVA Handbook, it is still
considered a viable option.

Overall, wall, ceiling, and floor-mounting radiant systems can provide adequate
thermal comfort. This proves the feasibility of radiant system application. Although, in
some buildings, it is not possible to install radiant panels at their preferred location, the
radiant system with its flexibility can still be applied to other, less favourable locations and
perform adequately.

6. Hydronic Radiant System Control

6.1. Instrumentation for Control

The study conducted by Sui and Zhang [10] showed the relationship between MRT and
other measurable factors of thermal comfort and provided a basic mechanism in controlling
radiant systems. Firstly, air temperature is not a significant factor, as a radiant system can
provide cooling with a high air temperature and heating with a low air temperature [34].
Secondly, the lower the MRT, the lower the air velocity should be to maintain thermal com-
fort. However, it is not practical to reduce the air velocity to 0 m/s. Thirdly, the lower the
MRT, the higher the humidity should be to maintain thermal comfort [10]. However, high
air humidity increases the risk of condensation, which is the most problematic for radiant
cooling systems. Interestingly, the recommended humidity for TABS in cooling mode is
only 40% [34]. Hence, the principle of controlling a radiant system can be summarised by
keeping the air velocity low, keeping the humidity in control, and, mainly, adjusting the
MRT and adjusting the air temperature if necessary.

The flow rate of water and the temperature of the inlet water significantly impact the
hydronic radiant system thermal performance [63]. In particular, a steady and fast flow
rate will ensure a uniform heat flux on the radiant surface and better thermal performance,
while the water temperature is the most vital aspect ensuring the thermal and energy
performance of the system [64]. Hence, to properly function, the water flow rate should
be fast enough to provide a uniform temperature across the radiant surfaces, while the
water temperature needs to be adjusted to maintain thermal comfort and control the energy
consumption appropriately. There are two flow rate control mechanisms: on–off and
variable control speed. However, flow rate control faces several disadvantages, such as a
nonuniform radiant surface temperature, high fluctuations in the room temperature, and
even noise make it far inferior to the more precise temperature control [65]. Nevertheless,
the flow rate control method can be used in an individual room via a simple on–off control
system linked with a room thermostat [59]. Commonly used TABS radiant systems operate
with a stable flow rate while adjusting the water temperature [66].

As the water temperature is the most critical aspect in controlling radiant systems,
most of the proposed control strategies focus on optimising the water temperature supply
to the spaces [65–68]. Olesen [69] pointed out that the set point for the water temperature
(average of inlet and return water) needs to be adjusted based on the outside temperature
and specific building type regarding mass, heat loss, and external and internal gain. The
control mechanism recommended in the REHVA Handbook for central control is based on
the average water temperature (between the inlet and returned water) [34]. The European
standard UNE EN1264 and the REHVA Handbook dictate the maximum capacity of the
radiant system in both cooling and heating (Table 2).
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Table 2. Maximum capacity of radiant systems. Source: REHVA Handbook [34]. Source: Remade by
the third author.

Total Heat Exchange
(W/m2 K)

Acceptable Surface
Temperature (◦C)

Maximum Capacity
(W/m2)

Heating Cooling
Maximum
Heating

Minimum
Cooling

Heating Cooling

Floor occupied zone 11 7 29 19 99 42
Floor perimeter zone 11 7 35 19 165 42

Wall 8 8 ~40 17 160 72
Ceiling 6 11 ~27 17 42 99

Valves control the flow rate and inlet water temperature in hydronic systems. For
example, Miriel et al. [11] used a three-way valve to control the inlet water temperature
for cooling and heating while keeping the flow rate stable. The valve control is still the
primary control for even modern hydronic radiant systems [18,25,34]. A simple control
mechanism used in early radiant systems is adjusting the inlet water temperature and flow
rate via manual valve control [34]. Radiant systems can also be controlled automatically
using the data provided by sensors [34]. These sensors collect the operative temperature
data (MRT and air temperature) in a conditioned room and use the data on the control
system and valves. The data on the inlet and return water temperatures and the mass flow
rate allows the heat transfer between the system and the conditioned space to be calculated
and controlled, resulting in improved thermal and energy performance [34].

While the traditional thermostat systems control the conditioning systems using dry-
bulb temperature, the thermal comfort method applies the PMV index [70]. Meanwhile,
controlling HVAC systems with only dry-bulb temperatures is inadequate and can benefit
from PMV calculations [71]. As the radiant conditioned spaces are similar to air-conditioned
spaces in terms of thermal comfort, a PMV calculation should be the controlling index for
radiant systems [36].

Modern thermal imaging technologies can potentially aid in automatic control for
radiant systems. Infrared thermal cameras can provide detailed data on the room surface
temperatures and the location of heat sources [72]. Infrared thermal cameras allow data on
MRT to be collected on a real-time basis and provide a precise calculation of the thermal
comfort levels (PMV and PPD) [70]. This infrared thermal imaging can provide data to
the control systems of HVACs, resulting in about a 0.4 ◦C difference in conditioned air
temperature compared to traditional thermostat systems [70]. This can be equal to 3.2–4%
cooling load savings. Zampetti, Arnesano, and Revel [71] also tested similar real-time
thermal comfort monitoring systems to control heaters, resulting in 17% energy savings and
better thermal comfort. Therefore, thermal imaging technologies, together with thermal
comfort calculation methods, should be considered for hydronic radiant systems.

6.2. Problem with Thermal Mass and Controlling Strategy

The main aim of an optimal control strategy for the radiant systems is achieving peak
thermal comfort and energy performance during operation [68]. This means maintaining an
adequate level of thermal comfort when required while keeping energy consumption and
operation costs low [34]. As some types of radiant systems are challenging to control and not
reactive, the control strategy plays a more critical role in ensuring performance [56]. In this
case, radiant systems with high thermal masses proved to be the most challenging [25,66].
The thermal mass can effectively reduce the peak conditioning load and close the gap
between the day and night conditioning loads [73]. However, this also leads to a slow
response time that challenges the system design and energy evaluation [74]. Therefore,
high thermal mass radiant systems require efficient controlling strategies [66,68,73]. The
REHVA Handbook recommends using two controlling levels for high thermal mass radiant
systems, namely central and individual controls [34]. The room core air temperature to set
the water temperature and individual control to adjust the flow rate in each room [34]. On
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the other hand, Raftery et al. [66] promoted zone control alone, as each thermal zone in a
building may have different inlet water temperatures, average water temperatures, or flow
rates.

The traditional control strategy for radiant systems is the continuous mode in which
the heat flux between the system and the room is monitored, and the individual on–off
control will respond accordingly to maintain a comfortable range of the room tempera-
ture [75]. However, this strategy has drawbacks, such as a slow response to the external
environment and high risk of discomfort [75]. Hence, advanced control strategies were
developed considering high thermal mass systems [74]. Romaní, de Gracia, and Cabeza [74]
mentioned improved control strategies such as pulse width modulation, model predictive
control, adaptive and predictive controls, and gain scheduling control. These advanced
control strategies use data from weather forecasts or previous operations to set the control
variables and parameters [74].

On the contrary, radiant systems with a low thermal mass, such as radiant panels, are
more energy-efficient [34], more responsive, and easier to control and, hence, do not need
a complex control strategy to properly function [25,74]. This is a significant advantage of
radiant panels over other high thermal mass radiant systems. Nevertheless, an improved
control strategy remains a viable option for retrofitting existing high thermal mass systems.

7. Radiant Cooling and Condensation Prevention

7.1. Radiant Cooling

The idea of hydronic radiant cooling systems has been developed and faces several
difficulties. In the 1930s, Dr Oscar Faber successfully applied a cooling capability to a
radiant floor system installed in the Bank of England building [23]. However, the early
hydronic chilled ceiling system developed in the 1930s was unsuccessful due to the high
condensation risk. Condensation remains one of the most significant problems of radiant
cooling systems and prevented radiant cooling from being widely utilised for several
decades [76]. Condensation can also reduce the air quality of a conditioned space and
reduce the thermal efficiency of the radiant cooling systems [63]. Nevertheless, new
knowledge and technology allow the problem to be avoided, allowing radiant cooling
systems to be constantly improved. Hence, the interest in radiant cooling has recently
returned, and radiant cooling systems have been used in several modern buildings, even in
humid climates such as Singapore or Thailand [19].

As mentioned above, the condensation risk has been the biggest issue for radiant
cooling systems from the very beginning in the 1930s [23]. Moreover, nearly 90 years
later, Teitelbaum et al. [76] suggested that the condensation risk caused by the low surface
temperature of the radiant surface is one of the main reasons preventing radiant cooling
systems from being commonly used, especially in hot, humid climates. Morse [77] pointed
out that the dew point temperature for condensation is high in this type of climate, while
the radiant cooling surface must be operated at a low temperature to balance the high air
temperature and humidity. However, condensation will occur if the temperature of the
cooling surfaces is lower than the dew point. This makes setting up radiant cooling for hot,
humid climates highly complicated. Additionally, the condensation risk for ceiling cooling
is significantly higher than wall cooling or floor cooling [78], while ceiling cooling is the
most common concept mentioned in radiant cooling research papers.

7.2. Preventing Condensation

Many studies have been conducted to solve this condensation problem of radiant cool-
ing, focusing on hot, humid climates. The standard strategy is to combine radiant cooling
with a mechanical ventilation system capable of dehumidification [17,79–81]. This method
aims to reduce the relative humidity and dew point temperature, allowing radiant cooling
to be operated at the required temperature. Some research papers have been conducted
to improve the efficiency of dehumidification ventilation. For example, Binghooth and
Zainal [80] and Hao et al. [17] used desiccant for dehumidification in ventilation systems to
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solve the problem in Malaysia’s hot, humid climate conditions, similar to Beijing, China.
Both research papers concluded that condensation could be prevented, along with finding
an energy-saving potential. Kim and Leibundgut [81] instead used hydraulic airbox units
to reduce the moisture in the supply air, ending with good results.

In a conditioned environment, air humidity mostly comes from air infiltration, and
when using dehumidification ventilation, it is essential to give the system enough time to
reduce the interior air humidity [79,82]. Zhang and Niu [79] investigated the problem and
recommended a strategy to prevent air infiltration and dehumidify the internal air at least
one hour before the radiant cooling operation. Meanwhile, Ge, Xiao, and Wang [82] used
a network of sensors and control systems to collect data on the outdoor air quality and
calculated an optimal radiant cooling strategy. The resulted in a significant reduction in the
dehumidification time to about half an hour.

Another approach to reducing the condensation risk is to prevent condensation
droplets from forming using the material surface property. Yin and Wang [63] found
that radiant cooling systems with gypsum surfaces have less condensation risks than metal
and plastic surfaces. Tang et al. [83] looked at the condition of forming droplets on the
surfaces of radiant cooling panels and proposed a superhydrophobic treatment to the
radiant surface of the cooling ceiling. The result was that the condensation droplets become
too small to be noticed. However, this method can only make condensation negligible
rather than solving the problem.

Surprisingly, a breakthrough was made in the 1960s to tackle the condensation problem
of radiant cooling in hot, humid climates [76]. Morse [77] proposed a radiant cooling
system that could operate below the room dew point and make radiant cooling viable in
hot, humid climates. The principle was to isolate the cooling panel within a high humidity
environment while allowing material radiation to operate freely. The inventor used a sheet
of polyethylene, a material transparent to radiation, to cover the cooling surface and isolate
it from the high humid air. The result was a competent radiant system that had almost no
impact on the air temperature or humidity. Hence, this system could be operated without
any limitation on ventilation. Unfortunately, the principal did not receive much attention.
After nearly half a century, Teitelbaum et al. [76] applied this principle to build a radiant
cooling system prototype and conducted an instrumental experiment. A polyethylene
membrane as the cover sheet material was used. The membrane allowed more than 80%
of the radiation to pass by, ensuring the system’s thermal performance. The system was
tested at an open-air bus stop in Singapore’s hot, humid climate and proved that thermal
comfort could be achieved even with a high metabolic rate and with no condensation
risk. The results also showed that the membrane-assisted radiant cooling system could
be operated at temperatures below the dew point and could even be used in naturally
ventilated environments.

7.3. Proposing a Design for a Condensation Resisted Radiant Panel System

Figure 14 illustrates a proposed cooling radiant panel (RP) system inspired by the
design of Morse [76]. Figure 15 shows the components of the panel. The system utilises
capillary tube mats to reduce the responding time and improve the thermal performance.
The rigid insulation boards can provide a heat direction effect, as well as form the frame for
the panel. The moulded aluminium sheet behaves like a radiant plate and enhances the heat
direction effect. The panel is sealed by a membrane (EPDM, PP, or HDPE). This membrane
allows most of the radiation from the environment to pass through and be absorbed by the
tube mat and the aluminium sheet while isolating them from the environment. This design
aims at providing a lightweight, dynamic, and condensation-resistant radiant panel system.
This system is expected to be a solution for radiant cooling for retrofitting and new projects
in hot, humid climates. In a future work, a prototype will be built and tested.
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Figure 14. A condensation-resistant radiant cooling panel: (A) A complete panel and total dimensions;
(B) Panel section; (C) Panel section detail. Source: First author.

Figure 15. Components of a condensation-resistant radiant cooling panel. Source: First author.
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8. Conclusion: Why Retrofit Residential Housing with the Radiant System?

8.1. General Advantages of Radiant System

It is now well-known among researchers that radiant systems offer high thermal
performance, energy efficiency, and more [10,18,64,69]. For example, Rhee, Olesen, and
Kim [19] conducted an informative literature review on the radiant system and concluded
that hydronic radiant systems could offer several advantages: reducing the discomfort
caused by drafts, a low noise level, and good energy performance, as well as design
flexibility. The reduction in air velocity and the risk of a cold draft are key aspects in radiant
systems’ superior thermal performance over HVAC systems [16,84]. Specifically, radiant
systems offer several other advantages, including [10]:

1. creating a uniform thermal environment, reducing vertical temperature gradients and
local discomfort;

2. requiring less air supply, leading to a reduction in the discomfort caused by drafts;
3. a decrease in the energy load for transporting the air supply;
4. using water as a more efficient heat-carrying medium can significantly decrease the

energy load for cooling transport;
5. incorporating MRT, which the human body senses the most, resulting in a more

efficient energy performance;
6. cooling can be provided with relatively high water temperatures; hence, uncondi-

tioned water temperatures can be used on some occasions;
7. quieter operations.

8.2. Limitation of Radiant Systems and Recent Improvements

Despite the merits mentioned earlier, radiant cooling systems still have several limita-
tions. According to the authors of Reference [16], the high price, difficulties with control,
condensation risk, and system operational life are issues of radiant systems. Similarly, Sui
and Zhang [10] pointed out that problems such as indoor thermal environment design,
system control, and anticondensation need to be solved for radiant cooling systems in
residential buildings. Serageldin et al. [13] repeated some of the main issues with hydronic
systems: condensation risk, difficulty in control, cold draught, high initial cost, and small
capacity. Additionally, local discomfort can occur in a radiant heating environment caused
by the distance between the human body and the radiant surface [18].

There is also complexity in installing and utilising radiant systems. As the radiant
system alone cannot supply fresh air to the conditioned space, there should always be
an air supply system [85]. This, however, may not be the case for the leaky windows
and façade of old Australian residential buildings, where a high infiltration rate exists.
This contributes to the implementation of radiant systems and hinders radiant systems as
secondary conditioning options [64]. The pumping water system required for hydronic
radiant systems can also be considered complicated, contributing to installation [86]. A
major problem with radiant floor systems is that the radiant heat transfer is affected by
furniture coverage and carpets [60].

8.3. The Potential Solution of Lightweight Capillary Tube Radiant Systems

The above review also highlights the advantage of lightweight radiant panel systems
over heavier systems such as TABS or ESS. In general, lightweight radiant systems:

1. do not require complicated control systems;
2. are more flexible and easier to install than their heavier counterparts;
3. are more dynamic and respond faster;
4. are relatively cost-effective.

A thermal dynamic and fast response time of radiant panel systems can be further
enhanced with capillary tube mats.

These properties, along with the advantages mentioned above of radiant systems in
general, make radiant panel systems ideal for the retrofitting residential buildings and even
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other types of buildings, such as commercial or industrial. However, further studies are
needed to confirm this. Hence, experimentation is being conducted.
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Abstract: The purpose of this paper is to examine several real house cases as renewable energy
resources are installed. It is an empirical study, based on first principles applied to measured data.
In the first case presented, a PV solar system has been installed and a hybrid vehicle purchased.
Battery storage is being considered. Smart Meter data (provided in Victoria, Australia) measures the
electrical energy flowing to and from the grid in each half hour. Missing is the story about what the
house is generating and what its energy requirements are through each half hour interval. We apply
actual (on site) solar PV data to this study, resolving the unknown energy flows. Analysing energy
flow has revealed that there are five fundamental quantities which determine performance, namely
energy load, energy import, energy harvesting, energy export and energy storage. As a function of
PV size these quantities depend on four parameters, easily derivable from the Smart Meter data,
namely the house load, the night-time house load (no PV generation), the rating of the solar PV
system and the tariffs charged. This reveals most of the information for providing advice on PV array
size and whether to install a battery. An important discovery is that a battery, no matter what size,
needs a PV system large enough to charge it during the winter months. The analysis is extended to
two more houses located within 5 km for which detailed solar data is unavailable.

Keywords: solar PV; battery; costs; CO2 emissions; electric vehicle

1. Introduction

The application of renewable energy systems to Australian houses is not new, yet, it is
doubtful that many owners could tell you why their selections of size of solar PV, batteries,
solar hot water or electric vehicles were made. In fact, most residents have blindly left the
decision making to others without any real economic or environmental understanding of
what the combination of renewable energy systems implies for themselves as well as for the
global environment. This paper is about a journey taken to convert an existing house into
one using renewable energy. Furthermore, it is about discoveries and achievements through
several stages of conversion from grid dependent to self-generated energy, as follows:

1. A house and car (petrol fuelled) with no renewable energy except a solar gas boosted
water heater;

2. A house with a 3 kW Solar PV system and a plug-in hybrid (battery/petrol) car; and
3. Given the above, is a battery (and if so, what size) a good investment?

In fact, the above systems are those contemplated by many homeowners and system
designers when considering what to include in a system using renewable energy. There
is little guidance for the layman about integrating technologies as to what system sizes
are recommended, or in fact are reasonable, for a particular homeowner’s energy use and
which considers their patterns of use. Guidance that is available from system installers
tends to be derived in an opaque manner.

This paper presents a method readily available to the homeowner for the analysis of
electrical energy consumption which predicts performance when such technologies are
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installed in an existing household. While the method is applied here, at first, to a specific
household, it is not limited to this case and can be expanded to households elsewhere.
Two more cases are analysed, one with a solar PV system that has a high feed-in tariff,
and another household without any solar. This demonstrates a way of arriving at informed
decisions for the selection and sizing of renewable energy products and implementations
that are justified by data.

Underlying this, almost all Victorian households are monitored by “Smart Meters”
which record electrical energy, both imported and exported, every half hour. In the absence
of household electricity generation, this reveals a homeowner’s distinctive patterns of
electrical energy use. Unfortunately, if a solar PV system is installed, it does not reveal
what happens “behind the meter”, namely, the solar PV harvest and its contribution to
the house load. For a complete picture, data from the PV system is required. However,
even in the absence of detailed data from the solar PV system, Smart Meter data also
provides the information to size a PV system, or alternatively extend it, and to determine
whether energy diversion to a battery or thermal storage is viable. It may even assist at
revisiting the existing heating and/or cooling system(s) installed as well as its fuel source
for conditioning.

2. A Review of Current Work

Solar-powered homes are receiving increasing attention worldwide as a means of
using renewable energy to reduce fossil fuel consumption and the environmental burden
of residential buildings [1–3]. In Australia, private solar photovoltaic installations have
been growing at a significant rate, both in capacity, more than doubling since 2009, and in
number [4]. That paper reviewed the residential solar PV policy between 2001 and 2012 in
Australia and identified that more than 2300 MWp of residential PV were installed during
that period as one of the results of policy incentives [3].

Feed-in Tariffs (FiTs) as well as significant rebate incentives, have been the primary
driving force for the growth of solar PV homes in the last decade; however, FiTs continue
to change over time and from state to state in Australia, ranging between AUD 0.66/kWh
and AUD 0.05/kWh [3]. Apart from the politics, the environment of supplier tariffs and
plans for grid electricity, especially when they involve solar PV, is complex [5].

Nicholls et al. [6] conducted comprehensive lifecycle economic and environmental
analysis for rooftop PVs in Australia and found that the cost payback time ranges from 11 to
more than 25 years in Australia. With the current rebate to homeowners, the dramatic fall
in PV system costs and the increase in electrical costs (doubling in 10 years) this payback
has decreased significantly with anecdotal 6–7 years payback [3]. More recent analyses for
some homeowners indicates that paybacks of even 4 years are possible.

It has been reported recently that the growth of battery installations is on an exponen-
tial rise [7]; indeed, in 2019, Australians installed almost 23,000 home battery systems with
a capacity of 233 MWh [8]. When considering the application of batteries in households,
the relations between the two parties, the consumer and the distribution network operators,
need to be considered. Each party is affected differently. Increasing demand on the low
voltage network due to changes in consumer behaviour will force network operators to
change the way in which they manage and reinforce the network [9]. Ren et al. [10] have
modelled the impact of PV battery systems on energy consumption and electricity bills
under various tariffs in several Australian cities. No doubt, there are advantages for the
distributor when the electrical feed-in is time-of-day regulated in order to smooth the
output gains to the network. Both parties prosper when government develops a feed-in
tariff incentive for PV systems with battery storage that can provide this balance [3].

The intermittent nature of solar PV output and the mismatch between customer-
sited energy load profiles suggests that battery storage may be a means to maximise
savings [11–13]. Figure 1 is an example of such a period of mismatch for the first house
investigated. Through battery storage systems the variable output of PV to the grid is
minimised and anticipates better control [3,11,14].
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Figure 1. The mismatch of exported and imported energy.

Hassan et al. [11] provides such a circumstance where real data from a solar PV home
is used to study by simulation the benefit of battery storage over a 30 min interval dataset
for a full year. However, it is not clear whether the data came from individual homes or is
an average of multiple projects. As reported in [15], a feed-in-tariff scheme that favours the
installation of battery storage to maximise self-consumption is already in place in Germany.
There is a growing need for affordable decentralised energy storage and the market is
expected to grow rapidly.

Two different methods are available for energy storage in residential buildings, includ-
ing onsite battery storage and through an electric vehicle (EV). Ren et al. [10] have analysed
the impacts of integrated PV battery systems, including net present value (NPV) and peak
demand for various tariff scenarios in several Australian cities for the studied cases. Horan
and Luther [14] monitored and analysed the energy performance of an EV-integrated solar
home and compared the actual energy performance of the home before and after the solar
PV and EV were integrated.

Forrest et al. [16] compared the impacts of immediate charging, smart charging,
and vehicle-to-grid charging on the scale of infrastructure required to meet renewable
utilisation targets, and highlighted the importance of intelligent plug-in electric vehicle
charging. Sarabi et al. [17] explored the potential of plug-in electric vehicles for vehicle
to grid charging, based on statistical data; this research provides a full picture for the
utilisation of electric vehicles.

Sizing battery storage for grid connected residential solar PV applications has been
studied extensively. Research conducted on optimising battery sizing for residential
projects is relevant and apparent [11,13,18–20]. Most of the existing research deals with the
prediction of energy generation, its time-of-use and load calculation. Even the computation
of available solar energy harvested by a PV system of a particular size is considered.

While some work uses existing 30 minute interval data to build an optimal model,
the data is often not directly used to calculate and anticipate load time-of-use [21]. Relevant
to the work presented here, that paper presents algorithms for determining optimal battery
sizing, for a particular PV array and based upon time-of-use. It considers the dynamic use
of collected energy, periods of mismatch as well as missed opportunities for storage.
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Battery size is an important factor for onsite energy storage in solar homes. As there
is a considerable difference between the tariffs to supply electricity from the grid and
to feed electricity into the grid, this is an important topic for solar homes. There are
several estimating tools for solar homes regarding solar PV sizing and onsite battery
sizing. The calculator [22] offers a method to calculate solar PV size based on annual
electricity consumption and solar hours per day at a specific location to achieve net zero
electrical emissions. Solar Calculator [23] uses a house postal code, average bill, roof
design, solar system size, and battery size, to conduct a comprehensive analysis. Aichhorn
et al. [19] highlighted the benefits of using energy storage for residential buildings and
conducted the economic analysis to determine battery size based on simulation. Weniger
et al. [18] analysed residential PV battery systems to examine the system sizing. Simulation
and sensitivity analysis were conducted to identify appropriate system configurations.
This research concluded that PV systems with batteries would not only be profitable but
also the most economical solution from the long-term perspectives. Hassan et al. [11]
studied the techno-economic benefits of battery storage coupled to photovoltaic (PV)
generation system; in this research, simulation, optimisation, and sensitivity analysis are
conducted to analyse the benefits considering different electricity tariffs and battery storage.
In addition to the growth in popularity of solar homes, another concern is the impact of
solar homes on the electricity grid. Agnew and Dargusch [24] explored the impact of
residential solar and storage on the electrical distribution network.

Given the fact that there exists a considerable price difference between supplying
electricity from the grid and feeding electricity into the grid, local energy storage with
appropriate battery size is an emerging topic for solar homes. While metering data provides
valuable information for deciding on energy storage, the research on using metering
data, collected in the absence of energy storage, has not been extensively conducted.
In addressing this identified research gap, this paper presents research on using Smart
Meter data, to determine the impact of energy storage on cost.

Another significant aspect of the literature is in regard to battery type, recharging
cycles, deterioration and lifespan [9,12,17,19]. The affordability of battery storage critically
depends on capital cost and life span. Estimating battery life span and optimising battery
management to increase life span is difficult [21]. Furthermore, determining the optimal
size of a battery according to its optimal daily use is a challenging decision. All the
factors as well as their time-of-occurrence need to be considered: charging and discharging,
depth-of-discharge, minimum and maximum cycling limits, battery currents and battery
temperature. In [21], Muenzel et al. have studied Li-ion battery cycling and discovered
that cycles that fully charge and discharge them degrades these batteries more than small
more frequent cycles.

Our work is distinct because it is based on an existing PV system with actual generation
and user patterns for a house with a hybrid EV rather than averaged or modelled data.
It utilises a year of Smart Meter data, solar PV data and EV charging data. The Smart
Meter, installed by the electricity provider, records the quantity of electricity supplied
from the grid and fed into the grid at half-hourly intervals. Applying first principles to
actual data is worthwhile because averages and models may hide unexpected behaviour.
For example, in summer, the maximum and minimum daily energy harvested was 21.2 kWh
on 11 December 2018 and 5 kWh two days later. In winter 2019, the maximum was 9.17 kWh
on 7 May and the minimum was 2.17 kWh on 10 May.

The main assumptions in this analysis are that the battery is charged only from the
solar PV system and not from the grid and that energy is drawn from the battery before
drawing energy from the grid [14].

The use of Smart Meters in grid connected systems is the norm for most households
in the state of Victoria, Australia. Smart Meter data can be used to determine the effects of
Solar PV system size and battery storage on a particular household according to its user
patterns. As the immediate past two years of Smart Meter data can be downloaded from
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the network supplier, our method can be applied to any household considering adding
battery storage [14].

In addition to Smart Meter data, solar data is required to calculate the impact of PV
system size. The resulting analysis shows the effect of both PV system size and battery
size on a particular household and its energy use and may suggest alternatives to manage
excess electricity and other means of energy storage.

The question of whether to invest in solar PV or batteries or some mix, depends on
one’s aims. Many domestic installers aim to reduce their carbon footprint, so a PV system
which achieves a “net zero energy” goal may be chosen. Other installers aim to reduce or
eliminate the recurrent cost of energy, in which case a larger PV system would be the choice.
Some users may wish to shift the time of peak load, provide solar power throughout the
night or exploit off-peak grid supply rates, so batteries would be required. In country areas,
some may aim to work “off-grid”, so a still larger PV system and battery installation would
be the choice.

In this paper, based on grid-connected houses, we investigate the relationship between
imported and exported grid energy, solar PV system size, battery size, house load and
night-time load, and energy costs based on a simple flat tariff. When a house does not have
solar energy, or a record of solar energy is not available, we used solar data from a nearby
house as a proxy. This study shows how the various elements of the system interact to
map out the landscape of domestic solar PV systems in an understandable way for the
homeowner.

It is not the purpose of this paper to replace the expert advice available from qualified
installers, but rather to enable meaningful discussions between parties. We ignored, for
example, energy losses in inverters and cables and round-trip losses in batteries. Further-
more, we did not account for variable tariffs and we assumed that batteries charge only
from the solar PV system and feed only the house. Charging batteries from and discharging
them to the grid is not considered. Nevertheless, the analyses done reveal how the parts of
an installation interact and relate to each other in an understandable way.

3. The Move towards Going Solar

When first considering solar PV, finding uses for solar energy when it exceeds the
load, rather than passively exporting it to the grid, was also considered. The outcome was
a decision to purchase a plug-in hybrid electrical vehicle as well as installing a 3 kW solar
photovoltaic (PV) system. The additional load of charging the vehicle, being compensated
by the solar harvest, did not affect the annual grid demand or cost of electricity. As
a result, comparing the years before and after installation, about 4 MWh of electrical energy
was generated and AUD 1300 saved by reducing petrol purchases by over 80%. Overall,
estimated CO2 emissions from the household were reduced by 54% [5].

For this case, we present an analysis of data relating to energy use within the house.
In Victoria, Australia, electrical data consumption is available from the provider for the
entire year for each half-hour using Smart Meters, which were installed in 2013. Data from
the vehicle was recorded before and after each charging event and when the car was
refuelled. As a result, the data was available to do a before and after analysis of energy
generation and consumption. Additional instrumentation records the energy generation
from the solar PV and charging energy of the vehicle [5].

After installing solar PV and a hybrid car, the next questions to consider are the impact
of the PV system size and whether a battery for energy storage is a viable option. Here we
quantify the relationships between system size and harvested solar energy and energy
imported from and exported to the grid. We also estimate how energy costs fall as system
size grows as we explore the effect of introducing batteries of various size into the system.
Again, this was accomplished using Smart Meter data from the power supply company
and solar data recorded from the PV system controller. The conclusion reached is that
increasing PV system size is much more effective than installing batteries, (at the moment)
both in terms of energy and cost [14].

53



Energies 2021, 14, 2666

Finally, based on the work performed thus far, we consider its application to other
households: one, a household that has a solar PV system; and one that has no solar PV.
Based on the Smart Meter data from each house, and solar data gathered at the first
household, we conclude that suitable guidance can be provided to individual households
for solar PV and battery sizing based upon their energy usage patterns.

3.1. Working with Smart Meter and Solar Data

Energy related to a house are the grid energy and, if a PV system is installed, solar
energy. Therefore, in a time interval, n:

EH(n) = EG(n) + ES(n) (1)

where:

• EH is the house load;
• EG is the grid energy, positive if imported into the house, and negative if exported;

and
• ES is the harvested solar energy.

For billing purposes, Smart Meter data separates imported and exported energy and
records them separately:

EG(n) = EI(n)− EE(n) (2)

where:

• EI is the energy imported from the grid; and
• EE is the energy exported to the grid.

In terms of Smart Meter data, the house load is:

EH(n) = EI(n)− EE(n) + ES(n) (3)

Note that the imported energy and exported energy flow on the same wire, and at
any instant, either the exported energy is zero when energy is being imported from the
grid, or else the imported energy is zero when energy is being exported. Furthermore,
in the absence of a solar PV system, there is no exported energy so that ES and EE are zero.
Smart Meter data totalise energy in a particular half hour interval, so that, when the solar
harvest and load are almost equal, grid energy can be imported for some subintervals and
exported for the remainder. Therefore, the Smart Meter data can show energy both being
imported and exported in the whole 30 minute interval.

3.2. The House Prior to Any Renewable Energy Installations

The original house was built in 2005 to achieve good summer and winter performance
by using double glazing, insulation in ceiling, walls and floor, eaves over windows and ex-
ternal blinds. As it was built on fill (of a former gully), a lightweight timber and brick veneer
building supported by piles engaged with footings and brick piers was used. Therefore,
the building incorporated no major concrete slab to provide thermal storage. A gas-boosted
solar hot water system was the only renewable energy technology incorporated.

The energy used by the house and car for 12 months prior to installing renewable
energy is listed in Table 1. This includes the energy used by the car as well, anticipating the
installation of the hybrid electric vehicle [5].
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Table 1. Energy use prior to installing solar panels (May 2013–April 2014).

Energy in Payment

House Electricity Grid 3806 kWh AUD 1524.26
Gas 3842 kWh AUD 479.58

Solar HWS Up to 1694 kWh
available [23]

Car (9696 km) Petrol 10,685 kWh
(1113 L × 9.6 kWh/L) AUD 1679.03

Total running cost: AUD 3682.87

3.2.1. The House with Solar PV and a Hybrid Car

This work began with considerations arising when contemplating a solar PV system.
In particular, there would be times when energy harvested by the system would exceed
the house load and would be exported. As the feed-in tariff was low, the question to be
asked was whether there would be uses for this excess harvested energy which would be
of benefit, either monetarily or environmentally? Could the imported energy be reduced by
the excess of another period? Water heating was ruled out, because a gas-boosted solar hot
water system was already installed; air conditioning was deemed unnecessary because of
the good house performance; and battery storage was too expensive. However, replacing
a vehicle was necessary at the time and a plug-in hybrid vehicle was purchased.

A 3.0 kW photovoltaic system was switched on 1 July 2014 and harvested 3.94 MWh of
energy to 30 June 2015 or 10.8 kWh/day. The system has 12 solar panels rated at 250 W each
with a microinverter generating 240 V AC power, which reports to the system controller.
(In hindsight, due to the experimental nature of this household case, it was a wise decision
to select panels with independent microinverters. This means that each panel converts
its DC power into 240 AC, allowing for easy future expansion of the solar array without
the need to purchase a new stand-alone inverter). The total active area is 20 m2, so the
harvested power density averages 22.8 W/m2 over a year. (The power density of 22.8 W/m2

is found by averaging over a whole year including night-time when the solar power is zero).
This figure is 1.7% of the solar constant of about 1350 W/m2 [25]. It is also 12% of the annual
averaged direct normal radiation of 193 W/m2 as reported, for example, in [26]. Some of
the difference is caused by the innate efficiency limits of silicon solar panels and the angle of
installation, flat on the roof of about 5◦ incline. The power density is consistent with (of the
same order as) that reported for the United Kingdom in [27].

The annual energy flows to and from the house and hybrid car are listed in Table 2 and
illustrated in Figure 2. Costs are also listed. Energy from five sources, the grid, the solar
panels, the gas supply, petrol supply and the solar hot water service, flows to the house and
the car. The incoming electrical energy of almost 8 MWh is shared almost equally between
the grid and the solar harvest. The house takes about 4 MWh, the car, 1.9 MWh, and the
balance of about 2 MWh is in excess of demand from time to time during the day and is
exported.
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Table 2. Energy use and costs with solar panels and plug-in hybrid vehicle.

Energy in
(kWh)

Payments
Energy out

(kWh)
Receipts

House Electricity grid 4017 AUD
1641.98 2047 AUD

145.20
Solar panels 3941

Gas 3573 AUD
544.56 3573

Solar HWS 1694 1694
Electricity use 4019

Car Petrol (191 L) 1833 AUD
250.90 1833

(10,519 km) Electricity 1892

Total AUD
2437.44

AUD
145.20

Total energy (kWh) 15,058 15,058

Net running cost AUD
2292.24

Figure 2. Household energy flows (July 2014–June 2015).

3.2.2. Varying the Solar PV System Size

How do the energy flows change when the solar PV system size changes? Scaling the
solar energy by a factor k, new values for the imported and exported energy are:

E′
G(n) = EH(n)− kES(n) (4)

Splitting the grid energy into imported and exported components

E′
I(n) = EH(n)− kES(n) (5)

when EH > kES; and:
E′

E(n) = kES(n)− EH(n) (6)

otherwise.
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Summing Equations (4)–(6) over the year, the grid energy is:

∑
n

E′
G(n) = ∑

n
EH(n)− k ∑

n
Es(n) (7)

The imported energy when the load exceeds the solar harvest, EH > kES is:

∑
n

E′
I(n) = ∑

n
EH(n)− k ∑

n
Es(n) (8)

The exported energy when the harvest exceeds the load, is:

∑
n

E′
E(n) = k ∑

n
ES(n)− ∑

n
EH(n) (9)

Splitting the annual grid energy into imported and exported components in Equa-
tion (7):

∑
n

E′
I(n)− ∑

n
E′

E(n) = ∑
n

EH(n)− k ∑
n

Es(n) (10)

Therefore, the modified totals for the imported and exported energy can be determined
for different system sizes by varying the value of the scale factor, k.

Figure 3 shows the result. The harvested solar energy changes linearly, from zero
through 4.0 MWh at the nominal 3 kW system size. The imported grid energy falls from
the zero solar estimated house load of 5.4 MWh, through 4 MWh drawn with the installed
3 kW PV system to 2.94 MWh with a 12 kW system. With a very large PV system, such that
it cancels all imported energy during the day, the night-time energy of 2.1 MWh must still
be imported [14]. The procedure for constructing Figure 3 is listed in Appendix A. Figure 3
also shows the net zero electrical energy point when the annual exported energy equals the
imported energy.

Rearranging Equation (10):

∑
n

EH(n)− ∑
n

E′
I(n) = k ∑

n
ES(n)− ∑

n
E′

E(n) (11)

In other words, whatever the PV system size, the difference between the load energy
and the imported energy is always equal to the difference between the harvested solar
energy and the excess energy exported independent of the solar system size.
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Figure 3. House 1: Energy flows and cost of electricity as a function of PV system size.

It is important to note that Figure 3 is constructed using the Smart Meter data, the solar
PV data and the house load as described in Appendix A. By summing the imported energy
when no solar energy is being generated at night, the lower limit on the imported energy
can be calculated. Additionally, by recognising that when the solar system is small, all the
solar energy feeds the load, completely displacing the imported energy; this means that the
derivative (slope) of the imported energy at zero size is equal and opposite to the derivate
of the harvested solar energy.

The cost of electricity, also shown in Figure 3, can then be calculated from the
tariff (AUD 0.30/kWh flat rate; tariffs are for the year 2014–2015), the feed-in tariff
(AUD 0.14/kWh) and the supply charge (AUD 1.14/day). For a small solar system, the har-
vested energy displaces imported energy at the import tariff. A large system harvests
energy which, if greater than the house load, is exported at the feed-in tariff. A 1 kW PV
system creates an annual saving AUD 339 and at today’s prices would cost about AUD
1000. Therefore, its payback period is just under 3 years. A 12 kW system saves AUD
2334.85 annually; if it costs AUD 12,000, it has a payback period of just over 5 years.

3.2.3. CO2 Equivalent Emissions

Table 3 summarises the CO2 equivalent emissions of the house and car for the 3 kW
case. The estimated emissions increase when the plug-in hybrid is used without installing
solar PV. This result applies in Victoria because the emissions factor for brown coal is so
high [28]. (At time of writing, the reported emissions intensity of electricity in Victoria has
fallen by 13% [29]). However, with solar PV, emissions are reduced by 65%. On the other
hand, the hybrid vehicle reduces petrol consumption by 84% and a pure electric vehicle
would use no petrol at all.
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Table 3. Summary of CO2 equivalent emissions (July 2013–June 2015).

Before Solar Hybrid Only Solar PV Only Solar and Hybrid
CO2-e CO2-e CO2-e CO2-e

Grid (net) 3806 kWh 4301 kg 5911 kWh 7090 kg 78 kWh 88 kg 1970 kWh 2226 kg
Gas 3842 kWh 711 kg 3573 kWh 661 kg 3573 kWh 661 kg 3573 kWh 661 kg

Petrol 1113 L 2451 kg 191 L 421 kg 1207 L 2658 kg 191 L 421 kg
Total 7463 kg Total 8172 kg Total 3407 kg Total 3308 kg

3.2.4. Working with Batteries

At any time, the solar harvest exceeds the load of the house and it is in excess; or,
the load exceeds the harvest and there is a shortfall. A battery stores energy for later use
by charging from the excess solar energy or by importing energy from the grid. For this
analysis, we exclude the case of charging from the grid, so the battery is charged when solar
energy is in excess and provides energy when there is a shortfall, either at night or during
the day, when the load exceeds the solar harvest. If the battery is fully charged, excess solar
is exported to the grid; and, when discharged, the shortfall is imported (Figure 4).

Figure 4. Simple battery control (solar charging only).

Battery storage can increase savings by reducing grid imports and exports of energy
which arise from a mismatch of the solar harvest time and the energy usage time [11,12].
Figure 1 is an example of a period of gross mismatch for the house investigated, when an
electric vehicle is charged from 16:15. By using battery storage systems the variable output
of PV to the grid is minimised and anticipates better control [3,5,11].

As shown in [14], a battery reduces the energy imported and exported depending
on its size. In Figure 5, the effect of introducing a battery, as a function of its size, and for
several PV system sizes is shown. These graphs are constructed as described in Appendix
B. As the PV system size is increased, the imported energy drops and the exported energy
increases. In each case, as the battery size grows, the energies fall from their initial values.
Storing excess energy occurs during the day, when the solar energy exceeds the load.
Savings are created by replacing the night-time energy drawn from the grid with energy
drawn from the battery. Drawing energy from the battery will also occur during the day
whenever the load is greater than the harvested solar energy. Savings from using a battery
are limited. For example, a 12 kW PV system feeding a 14 kWh battery (the capacity of
a Tesla Powerwall II) saves about AUD 600 annually.

59



Energies 2021, 14, 2666

Figure 5. Energy flows and cost savings as a function of battery size and PV system size.

With a sufficiently large solar PV system, energy imported from the grid during the
day will be minimised, in the limit, to zero. Without a battery, any excess solar energy will
be exported. A battery will reduce the exported energy provided it is not fully charged.
A large battery coupled with a large solar PV system can reduce the imported energy
at all times to zero, allowing off-grid operation. Off-grid operation requires a battery
large enough to support the house load over several days in mid-winter. However, then
a sufficiently large enough solar PV system is required to charge the battery during short
mid-winter days.

3.3. House 2 with a 2.25 kW Solar PV System and a AUD 0.66/kWh Feed-In Tariff

In the case of the second house, solar data was not available, only Smart Meter data.
Without data on the solar harvest the effect of varying the solar system size cannot be
calculated directly. However, we used the solar data from the first house as a proxy as the
two houses are separated by 4.2 km and the solar intensity will be similar at both sites.
This means that the effect of varying the solar system size and introducing battery storage
can be calculated (Figure 6). Furthermore, this accounts for variable weather which will be
similar at the two houses.

A problem with using proxy solar data is matching the two solar installations. Using
nominal sizes, as here, suffers from differences in installation, such as orientation and tilt,
and from differences in the actual power developed by each set of panels, independent
of geometrical issues. Both systems are oriented towards north, but, at the first house,
panels are tilted at about 5◦, whereas, at the second, they are tilted at about 25◦.We took
the approach that the nominal power of each system equals its actual power, being alert
for any major anomalies, such as times when the house load, calculated by subtracting
the exported from the harvested energy, is negative. This is so for 3% of the readings.
Increasing the proxy solar figure by 10% reduces this to 1.5%.

The point in Figure 6 referring to the subsidised AUD 0.66 feed-in tariff is the annual
running cost under an old, but still active, “Premium Feed-in Tariff”. This subsidy was
introduced in 2009 and closed in 2011. The annual saving for this case is AUD 1504 For
a PV system of 2.5 kW costing about AUD 6000 in 2011 prices, this corresponds to payback
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period of 4 years. However, since electricity tariffs were lower at the time, the annual
saving would have been greater and the payback period less. Figure 6 also shows the net
zero energy point at which the annual exported energy is equal to the annual imported
energy, and that a system size greater than 8.25 kW would reduce the running cost below
that achieved with the AUD 0.66 feed-in tariff.

As solar energy is not available during the night, the total imported energy can never be
zero without using battery storage. Indeed, the imported energy has a horizontal asymptote
of 3.11 MWh independent of any scale error arising from the foreign solar data. This figure
is obtained from the imported energy when the solar energy is zero. As it depends only on
imported energy, the estimate is free of scaling errors and will be a good estimate.

Figure 6. House 2: Energy flows and cost of electricity as a function of Solar PV system size.

To explore the question of how sensitive are readings taken from Figure 6 to errors in
mismatching the target and reference solar PV system sizes consider Figure 7. This shows
the modelled imported energy using both the nominal size of the proxy solar PV system
and double that size. The imported energy is known and is independent of any mismatch
of scale between the original and target systems. Such a mismatch will alter the estimate
of the house load, which is the value of energy when the PV system size is assumed to be
zero. Using the proxy solar energy unscaled, the house load is 5.53 MWh. If the proxy solar
energy is doubled, the house load is estimated to be 8.42 MWh. Therefore, the actual house
load is very sensitive to scaling errors.
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Figure 7. The effect of doubling the proxy solar data on the imported energy.

However, in the case of the target house, with a 2.25 kW PV system, the imported
energy is 4.23 MWh, and the night-time energy is 3.11 MWh as noted above. Therefore,
the imported energy curve is confined between the imported energy at nominal size and
the night-time energy. It is tightly controlled and a good estimate of imported energy.
That is, for PV systems larger than the nominal, error arising from using the proxy solar
data to estimate the imported energy is small.

On the other hand, the curve shows that estimates below the known, nominal size,
are very sensitive to mismatches between the actual and proxy solar data. However, reducing
the size of a solar PV system is probably not of interest in normal situations. The answers
users would most likely seek is to the effect of increasing the size of a solar PV system.

3.3.1. CO2 Equivalent Emissions

Table 4 lists the net grid energy for House 2, which shows that the CO2-e is large.
This is because the installed solar system is much smaller than that required to achieve
net-zero energy. Figure 6 shows that a system of about 4.2 kW is required to achieve this.
However, because the subsidy would no longer be applied, the annual running cost would
rise by about AUD 500.

Table 4. House 2: CO2 equivalent emissions (2018).

Energy CO2-e

Grid (net) 2637 kWh 2822 kg
Gas (est) 4863 kWh 900 kg

Diesel (est.) 25,000 km 2750 L 7483 kg

Total 11,205 kg

3.3.2. Introducing Batteries

As Figure 7 shows, for House 2, the energy drawn at night in 2018 is 3.11 MWh.
Figure 8 shows the total annual imported and exported energy and cost savings as a func-
tion of battery size for various sizes of the solar PV system. The maximum possible saving
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is about AUD 700 with a 15 kW battery and a 12 kW PV system. A Tesla Powerwall II
would save about AUD 600.

Figure 8. House 2: Energy flows and cost savings as a function of battery size.

The maximum possible savings resulting from installing a battery is higher in the
second house than the first, which can be traced to a higher load overall, but mainly
at night.

3.4. House 3 with No Solar PV System

Information for this house is available only from the Smart Meter data. This means
that the load to be served is known, but the night-time energy cannot be deduced from the
Smart Meter data because there is no solar energy data. There are two ways to estimate
the night-time component, by using the proxy solar data or by using times for sunrise and
sunset at the house location.

Figure 9 shows the energy flows and cost of electricity for House 3 which has no solar
PV system. Nevertheless, it is similar to Figures 3 and 6. The parameters which set the
curves for this house are the house load (4.6 MWh), the night-time load (2.1 MWh), the ratio
of annual energy harvest to PV system size (1.3 MWh/kW), the grid tariff (AUD 0.341/kWh)
and the feed-in tariff (AUD 0.106/kWh).

In a house with no solar PV, the nominal size is zero and the curve of imported energy
is confined between the total house load and the night-time house load. A solar PV system
size of 3.5 kW will achieve annual net-zero emissions, and a 12 kW system will reduce
running cost to zero.

Estimating night-time load is a problem without solar data. Here, the solar data from
House 1 is used as a proxy and can be used as a mask to select the load when solar energy
is unavailable. Otherwise, times of sunrise and sunset at the house can be used.
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Figure 9. House 3: Energy flows and cost of electricity.

3.4.1. Introducing Batteries

Batteries in House 3 have characteristics similar to House 1 because the night-time
energy is similar (Figure 10).

Figure 10. House 3: Energy flows and cost savings as a function of battery size.
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3.4.2. CO2 Equivalent Emissions

Table 5 lists the net grid energy and CO2-e for House 3. A solar PV system of about
3.5 kW would achieve net-zero grid energy, and so zero CO2-e annually. Unfortunately,
gas and petrol data became unavailable since the project began.

Table 5. House 3: CO2 equivalent emissions (2018).

Energy CO2-e

Grid (net) 4574 kWh 4711 kg
Gas n/a

Petrol n/a

Total 4711 kg

4. Comparing the Three Houses

The data for the three houses is collated in Table 6. Houses 1 and 3 are similar, as they
have a similar night-time load, but House 1 also supports charging the hybrid car. House 1
is 14 years old, built with an eye to energy performance with double glazing, and insulation
of walls, ceiling and floor, supports the hybrid car at no extra cost. Not listed in the table
are the avoided cost of petrol for the hybrid. The night-time load in House 2 is 50% greater.
One difference may be that they are a working couple, whereas the occupants of Houses 1
and 3 are retired.

Table 6. Comparison of the three houses (2018 data).

House 1 House 2 House 3

Grid tariff AUD 0.341/kWh
Feed in tariff AUD 0.106/kWh
Supply charge AUD 526.05
Annual load 5.4 MWh 5.5 MWh (est.) 4.6 MWh
Night-time load 2.1 MWh 3.1 MWh 2.1 MWh
Installed PV system 3 kW 2.25 kW n/a
PV system size achieving net zero electrical energy 4.2 kW 4.2 kW 3.5 kW
Electricity cost without solar AUD 2164 (est.) AUD 2040 (est.) AUD 2085

Electricity cost with installed PV system AUD 1399 AUD 850 (AUD 0.66/kWh FiT)
AUD 1750 (AUD 0.10/kWh FiT) n/a

Annual saving AUD 765 AUD 1190 (AUD 0.66/kWh FiT)
AUD 290 (AUD 0.10/kWh FiT)

Electricity cost with 6 kW PV system AUD 904 AUD 1150 (AUD 0.10/kWh FiT) AUD 785
Annual saving AUD 1260 AUD 890 AUD 1300
Maximum possible saving with battery AUD 642 AUD 827 AUD 560
Saving with 6 kWh battery AUD 413 AUD 445 AUD 437
Total saving with 6 kW PV system and 6 kWh
battery AUD 1673 AUD 1335 AUD 1737

5. Matching the Solar PV Harvest to the House Load

The two factors to consider, first, in sizing a solar PV system and battery are the load
and the solar harvest. Is the daily solar harvest sufficient to support the load for the whole
day, in particular at night when there is no solar energy available? Figure 11 shows the
daily harvest from a 10 kW PV system and the load for House 1. Because of the latitude
of the house, the harvest from a PV system peaks in the summer months and falls in the
winter months. The shorter days and the panels flat on a 5◦ sloping roof emphasise the
variation. From about the beginning of September to the beginning of April, the solar
harvest is usually sufficient to support the load, the excess being exported to the grid. In the
remaining months, the solar harvest would be insufficient on a number of days. When the
harvested energy is insufficient, energy is imported from the grid.
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The 10 kW PV system covers 109 days of the 153 from 1 April to 31 August. A larger
PV system will make up for some of the remaining days. For example, if the minimum
harvest on a particular day is 10 kWh, but the load is 20 kWh, the system size would need
to be doubled to compensate. A 20 kW PV system will cover an extra 33 days for a total of
144 of the 153 days. The extra capacity of 10 kW covers one third of the days covered by
the first 10 kW and so is less economic.

Figure 11 does not show that the energy harvested must be stored in a battery for later
use at night. In Figure 12, the house load has been filtered to exclude the load energy when
solar energy is being harvested; what remains is the night load, averaging 8.4 kWh a day.
The imported energy, without a battery, exceeds the night load somewhat, because some
energy is imported during the day when the load exceeds the solar harvest. Employing
a battery (10 kWh in Figure 12), harvested energy can be stored, so that the imported
energy is significantly reduced, but not completely, saving 2.31 MWh in the year. Of course,
a 10 kWh battery may reduce the night time load by, at most, 10 kWh.

Figure 11. Daily 10 kW PV solar harvest and load for House 1.

Of interest is the higher night-time load, averaging 10.5 kWh a day, in the colder
months between 1 April and 31 August. In the warmer months, the average night-time
load is 6.9 kWh a day. This difference is because winter night times are longer, there is less
opportunity to charge the vehicle in daytime hours and energy for lighting and driving
fans associated with gas heating is higher.
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Figure 12. Night load and energy imported with and without a 10 kWh battery.

6. Guidance

Figures 3, 6 and 9 show the performance of each house as a function of PV system
size. These figures depend on the house load, the night-time load, the solar PV system
size, the imported and exported grid energy, and the tariffs in place. The solar PV data for
House 1 was collected, but, in the absence of solar data, the harvest may be determined
from data supplied by [25]. The Annual Averaged Direct Normal Radiation reported for
the location of House 1 is 4.16 kWh/m2/day. The 3 kW system occupies 20 m2 and is about
13% efficient, so harvests 3.95 MWh per annum. This sets the gradient of the Solar Harvest
line. The actual measured harvest shown in Figure 2 is 3.94 MWh.

Smart Meter data provides the values of imported and exported energy for the nominal
PV system size in half hourly time intervals. The house load can be evaluated from Equation
(3). By excluding Smart Meter data when solar energy is being exported, what remains
is the night-time energy imported from the grid. This provides the lower limit of the
imported energy. The energy costs follow as described earlier. Then the solar energy can
be scaled and the imported and exported energy recalculated using Equations (8) and (9).
Totalised over the whole year gives the data for Figures 3, 6 and 9 determined similarly,
except that the solar data is supplied from that determined for the first house. These graphs
depend directly on the data gathered, and no simulation or modelling is done, except for
modelling the solar energy at House 2 and House 3 by proxy from House 1. This is a key
result of this work.

The imported energy decreases from the house load to the night-time load as the
PV system size is increased, and it is tightly constrained by these two load quantities as
Figure 7 shows. That is, errors in PV system size when using the solar data from the first
house will not be serious. For the same reason, without solar data to model half hourly
variations, the annual imported energy as a function of PV system size may be modelled
by fitting a curve to the house load, the night-time load and the initial gradient of the
imported energy curve.

Figures 5, 8 and 10 show the cost saving achievable with a battery. This saving is
limited by the night-time load, which a battery can supply after being charged by the PV
system. Figure 12 shows the state of charge of the battery throughout the year. The winter
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performance is critical. If the battery is chosen to cater for the night-time load in winter,
how big does the PV system need to be to charge it sufficiently?

The process of estimation starts from the house load. Knowing that, solar PV systems
may be chosen to achieve objectives such as:

• annual net zero electrical energy use (~4.2 kW for House 1);
• net zero electrical energy use from 1 April to 31 August (~7 kW for House 1);
• annual net zero running cost without a battery (~10 kW for House 1);
• matching average winter night-time load (10.5 kWh for House 1).

The battery capacity may be chosen to lie between a lower limit such that the battery is
frequently charged in winter by the solar PV system and an upper limit such that it is rarely
discharged by the load overnight, but also not always fully charged at night. This latter
constraint implies that the solar PV system is large enough to frequently charge the battery
in winter. The average night-time load from 1 April to 31 August 2018 is 8.15 kWh with
a standard deviation of 3.91 kWh. Assuming a normal distribution, a 10 kWh battery
would cover 68% of the night time loads. Based on our data, a 10 kWh system will support
the total load on 109 of 153 days in these months, or 71%.

7. Realisations

During the course of this work, we realised a number of factors which affect the
performance of solar PV systems. First, latitude is an important element. The disparity
between summer and winter performance is greatly affected by latitude. At the latitude of
this study, 38◦S, winter and summer harvests differ significantly, by as much as a factor
of 3 or 4 (Figure 11). This is because a mid-winter day is two-thirds the length of a mid-
summer day and the maximum altitude of the sun changes from 76◦ at midsummer to 29◦ at
midwinter. On the other hand, in tropical latitudes, the altitude remains high all year round
and the day length changes little, so there is less need to design for winter performance.
For a given load, a smaller PV system is likely to suffice, and winter performance will not
be so critical.

Secondly, the night-time load is significantly higher in winter, 60% in the case of House
1. This is not evident from the daily load data, but only when the night-time load itself
is studied. Furthermore, the winter night-time load is the important case in considering
battery size.

Thirdly, the availability of Smart Meter data is important. If a solar PV system is not
installed, the Smart Meter data is the house load. It may be combined with sunrise and
sunset times to extract the night-time load. Hence, combined with the efficiency of the
solar panels, the performance of a new solar PV system can be calculated accurately.

Finally, if records of the solar harvest are unavailable, either because no system is
installed, or because records are not available, records from a nearby property can be used
as a proxy, because weather conditions are similar. It turns out that the imported energy
is controlled strongly by the house load and the night-time load and so can be predicted
accurately (Figure 7).

Finally, newly built houses are at a disadvantage in estimation as there is no record of
load to be used in the calculation of performance as, for example, in Figure 5. Theoretical
estimates of load would need to be used.

8. Advantages and Disadvantages

The advantages of the work presented are:

• The methods are based on actual data collected from Smart Meters which the power
supply company uses to bill data. Our two methods are empirical, and work from
first principles.

• Actual solar PV data is used if available. If not, solar data from a nearby Solar PV
system may be used as a proxy. This caters for similar weather conditions at the two
houses.
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• The methods for calculating system performance from this data are simple. They are
outlined in Apendix A and Appendix B. The methods can be implemented on a simple
spreadsheet.

• The parameters required for the two methods are readily obtainable from the Smart
Meter and Solar data, namely, imported energy, energy imported at night (no solar
energy), exported energy, solar energy harvested and tariffs.

• No modelling is used except for scaling the sizes of the PV system and battery system.

The disadvantages of the work presented are:

• Management of heavy loads have not been considered. The power required from
batteries has not been taken into account.

• Losses in the system have not been allowed for.
• Managing batteries in winter by charging from the grid when necessary has not been

considered.
• Using the electric vehicle to feed energy into the house has not been considered.
• Optimisation methods have not been applied to size batteries.

9. Summary and Conclusions

This study began with House 1 when a 3 kW PV system was installed and a hybrid
vehicle was purchased [13]. Since then, data has been collected from the Smart Meter,
solar data from the PV system and charging data from the vehicle. It was found that the
hybrid vehicle avoided the use of about 1000 L of petrol annually and the solar PV system
compensated for charging the vehicle, so electricity costs did not change significantly.
The financial saving was from avoiding the purchase of petrol.

Smart Meter data was used to study the energy use in Houses 2 and 3. However, as the
solar energy data was not available at these houses, the data from House 1, 4.2 km distant,
and so subject to much the same weather conditions, was used as a proxy. This enabled the
house load, in the absence of solar data to be estimated. Then the performance of the house,
as the size of the solar PV system was increased, could be estimated. There is uncertainty in
estimating the house load and consequently, the energy and cost benefits from increasing
the PV system size. However, the imported energy is tightly bounded above by net house
load (imported less exported energy) and below by the unavoidable night-time load.

When batteries are considered, the night-time energy is readily obtainable from Smart
Meter and solar data, by summing the imported energy when the solar energy is zero.
Batteries, by load shifting, can be used to reduce this night-time load. However, using an
electric vehicle offers a greater monetary benefit than household batteries because of the
high cost of petrol. (While writing this paper, a rebate supporting batteries of up to AUD
6000 became available which has not been accounted for).

The size of the PV system and the battery depends on the house load. The annual
average load in the original house is about 13 kWh/day. The average night-time load is
8.4 kWh annually, but critically, this rises to 10.5 kWh in the months from April to August.
The load is expected to be far less sensitive to seasonal variation, so will be better for
estimation. A 10 kWh battery, matching the average winter night-time load, will cater for
most behaviours.

The 3 kW PV reference system harvests an annual average of 10.5 kWh/day. This is
low because the panels are flat on a steel colorbond roof. Larger PV systems harvest more
energy and significantly reduce energy costs. However, the night-time energy can be
reduced only by using batteries. At present, batteries are not very cost effective, but PV
systems are.

The power rating of batteries was not considered in this paper. However, it is impor-
tant to consider the peak power required by the load. For example, as Figure 1 shows,
1.5 kWh is being drawn in 30 min, which is a power rating of 3 kW.

Upon reflection, several important lessons have been learned in this study and in
writing this paper. These may appear obvious but need to be brought to the forefront if
considering solar PV size in conjunction with batteries:
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• Winter periods yield about 1/3 or less energy harvest than peak summer.
• If there is no harvested energy to store in batteries in winter for evening use, batteries

are superfluous, since there could be about one-third to half of the year where no solar
PV storage is provided for in the night-time hours.

• A hybrid or electric vehicle makes more economic sense than a large battery for
a household, since petrol costs are avoided.

• A larger solar PV system with a smaller storage battery may prove to be more viable
since there will be both excess export to the grid in summer and some storage for
evening use in winter. In fact, sizing the battery for winter evening use is probably the
most sensible approach given the relatively low cost and rebates at present on solar
PV systems.

• Given that Smart Meter data yields the average daily energy use in winter at night,
this is useful for selecting battery size.

• Private CO2 emission reductions in the State of Victoria are achieved mainly by
installing a Solar Photovoltaic System. Reducing grid supplied energy displaces the
use of brown coal.

• Lastly, we used recorded data in this analysis to understand the problem from first
principles. Using optimisation techniques may provide answers, but often without
explanation. Our approach shows how possible answers are bounded physically.
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Appendix A. Constructing the Graphs in Figures 3, 6 and 9

The following procedure was used:

• The format of Smart Meter files is defined in [30]. They are CSV files readable by
programs such as Microsoft Excel. Each line corresponds to a day with 48 readings of
energy taken every half hour. There are two blocks, one of imported energy and one of
exported energy. A program is used to reformat the data into lines which contain both
imported and exported energy for a particular half hour. One year of data is used.

• The harvested solar energy data is downloaded from the provider and consists of
readings taken every 15 min. Every consecutive pair needs to be converted into a half
hourly reading.

• Both sets of data are then merged into a single file of imported, exported and solar
energy for each half hour.

• The house load for each time interval is then calculated using Equation (3).
• Summing each type of data, the annual imported, exported, harvested and load

energies are found.
• The harvested energy can be scaled to a number of solar PV system sizes and the

resulting modified values of imported and exported energy can be calculated for each
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interval using Equations (5) and (6). The new annual values of imported and exported
energy are found by summing these values for each system size.

• The cost of energy can then be calculated using the tariff structure.
• The resulting data is then plotted as a function of PV system size.

Appendix B. Constructing the Graphs in Figures 5, 8 and 10

The following procedure was used (see Figure 4):

• The data for a given size of solar PV system (date and time, imported energy, exported
energy, harvested energy, and load energy is used).

• The battery size is selected.
• If the harvested energy exceeds the load, during an interval, and the battery is not

fully charged, the excess energy is added to the battery instead of being exported.
• If the battery is fully charged, the excess energy is exported.
• If the load exceeds the harvested energy, the shortfall is drawn from the battery.
• If the battery discharged, energy is imported from the grid.
• The exported and imported energy is totalized for the whole year
• The calculation is repeated for a range of battery sizes and the calculated annual

exported and imported energy is plotted against battery size.
• The cost of energy can be calculated for each battery size and compared with the cost

when the battery is absent. The difference is the saving created by the battery.
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Abstract: Innovative mechanical services coupled with renewable energy systems are crucial for
achieving a net zero energy goal for houses. Conventional systems tend to be vastly oversized
because they lack the means to buffer energy flows and are based on peak loads. This paper presents
an approach to achieve a net zero energy goal for houses by using a solar PV system, heat pumps,
and thermal and electrical storage batteries, all off-the-shelf. Constraining one part of the system and
then showing how to manage energy storage and flow is a paradigm shift in sizing. The design is for
a modest-sized house built in Melbourne, Australia. The output of a solar photovoltaic array drives a
small-scale heat pump to heat water, buffering its energy in a thermal battery to energise a radiant
space heating system. Space cooling is provided by a separate heat pump. Through energy storage
in electrical and thermal batteries, it is possible to meet the electricity, heating and cooling needs
of the house for the Melbourne climate with a heat pump that draws less than 1 kW. The design
methodology is detailed in an appendix and can be applied to similar projects. This paper contributes
to similar work worldwide that aims to reinforce innovative renewable energy driven service design.

Keywords: self-consumption; solar photovoltaics; heat pumps; thermal storage; space heating;
space cooling

1. Introduction

Over the last decade, research on the self-consumption of photovoltaic electricity
within residential buildings has become a significant topic [1–5]. While Stauffer et al.
do not go into great detail about their service system design, they provide a detailed
theoretical explanation of a calculation for a self-consumption ratio [1]. Sánchez et al.
show a more detailed service system without a battery, but they select a 1 kW input heat
pump to provide for increased PV self-consumption [2]. Beck et al., in their papers on
the topic, do not explain the mechanical services but rather deal with battery sizing and
theoretical algorithms to predict the optimization of self-consumption [3,4]. Luthander
et al. provide a review on self-consumption which deals more with PV and battery sizing.
The idea of running a heat pump from the renewable generated energy and putting this
into thermal storage has already proven successful [6–8]. While the types of heat pumps
applied to these purposes require further understanding and investigation, they do increase
self-consumption through thermal storage.

The complete decarbonization of energy will depend on using heat pumps in the
residential sector. This has been acknowledged by the Association of Heat Pumps in the
UK [9], as well as a report on reaching 10 million heat pumps for residential buildings by
2030 [10]. Another article presents a solar thermal assisted heat pump system in support of
global emission reduction [11].
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Several of the papers noted above emphasised the importance of optimized control
algorithms to minimise cost, but most of the published algorithms are concerned with
variable feed-in tariffs and changing the coefficient of performance (COP) of the heat pump
during different stages in its operation cycle. However, in Australia, since solar energy
capacity is growing to exceed present demand, the actual harvest of energy will be limited
by the demand, making optimization of cost unnecessary.

Building operation is responsible for a significant portion of energy consumption
and CO2 emissions. In Australia, space conditioning and water heating account for 40%
and 23%, respectively, of total household energy use [12]. However, these loads could
be serviced using air-to-water heat pumps [1,2,9–11]. Such heat pumps could run on
renewable solar energy PV systems to move towards net zero energy building. Feed-in
tariffs are becoming a problem in Australia because the electricity grid, which is designed
to deliver energy rather than receive it, is becoming overloaded. Power companies are
beginning to restrict feed-ins by reducing feed-in tariffs or disallowing feed-in altogether.
Consequently, some new installations, while hooked up to the grid, are not connected to
supply it.

Kolkotsa et al. [13] described the net zero energy building/positive energy building
(NZEB/PEB) design as a “progression from passive sustainable design”. In this regard,
some approaches were considered capable of improving the energy efficiency of buildings
through: the improvement of the building fabric (insulation, thermal mass, phase change
materials); the use of renewable energies and intelligent energy management; and the
incorporation of high efficiency heating, ventilation, and air conditioning (HVAC) equip-
ment. Building service systems that provide HVAC and domestic hot water (DHW) are
central to the design of NZEBs. Fabrizio et al. [14] reviewed the technology, performance
and parameters of the latest multi-energy systems for residential NZEBs. They proposed
two integrated systems: one for space heating and DHW; and another for space heating,
cooling, and DHW.

The objective of the present paper is to show an integrated energy efficient building
services system supporting a NZEB using available off-the-shelf technologies. The pro-
posed system provides space heating and cooling as well as DHW via a solar-powered
heat pump drawing less than 1 kW, while utilizing both electrical and thermal batteries.
The key parameters and concepts are identified to size the system for the case study: a
single-storey three-bedroom home in Melbourne, Australia, built in 1993. The poorly
insulated construction is typical for houses built in that era: single-glazing, brick veneer
walls and a tile roof above an unsealed ceiling space. The walls and roof space are insulated
with just a single layer of fiberglass insulation, with an estimated R-factor of 3.5 m2·◦C/W.
Utility and solar PV generation data are available for this home, as it is owned by one of
the authors.

The climate of the case study location can be described as mild temperate. During the
warmest month of January, the mean maximum and minimum temperatures are 26 and
13 ◦C, respectively, with the temperature sometimes reaching as high as 45 ◦C. During the
coldest month of July, the mean maximum and minimum temperatures are 13 and 6 ◦C,
respectively, with the overnight low sometimes dropping to 3 ◦C.

This study is essentially a thermodynamic feasibility study that lays the groundwork
for later and more comprehensive transient analyses.

Usually, building mechanical services are sized according to the design (peak) heating
and cooling loads. However, this is not always the best way to constrain the capacities
and costs of the systems, and it does not encourage changes in behavior and expectations
to reduce energy use and greenhouse gas emissions. Typically, this approach leads to
unnecessarily large systems requiring more energy. Therefore, new approaches are required
such as the one proposed here.

In summary, of the literature reviewed, many papers deal with the self-consumption
of solar PV energy. Most of these seek to optimise the periods of self-consumption with
appliances and services in a house. However, several issues remain opaque to the reader
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of these articles. First, the design of the system and selection of appliances and/or size
according to existing loads is often not considered. Second, the algorithms and/or actual
optimization control of the system itself are often very complex, unobtainable, and there-
fore not repeatable. Third, for the size and design of a particular service system, the
actual variation and seasonal generation of power is generally not discussed, explained or
accounted for.

The present paper aims to put together a practical method whereby off-the-shelf
products can be used to demonstrate a design retrofit to raise self-consumption of solar
energy. It is based on working within the constraints of a heat pump running on less than 1
kW of power and a 6.5 kW solar PV system. More sophisticated methods could involve
studying daily energy usage or even half hourly interval data from Smart Meters and solar
PV systems. The purpose here is to explore a possible design through a first principle-
based solution involving a renewable energy system to establish the extent to which
self-consumption can be increased. In the Australian context, this is of vital importance,
as many electricity service providers are seeking to limit, control or exclude export of
electrical energy to the grid.

This study presents a paradigm shift in how to size a mechanical services system for a
home: staying within constraints rather than designing for peak loads. It begins with the
question: what can be accomplished by limiting the size of one part of the system? In this
case, the project is built around a heat pump operating on about 1 kW of input power. The
reasoning for this small size is that, through present DC inverter technology, a compressor
can operate directly from solar PV easily and more frequently. This constraint defines
all other considerations: how much energy must be generated, stored and used. These
considerations are methodically analysed in this study to meet the heating and cooling
needs for the case study home.

2. Description of the Mechanical System

2.1. System Components

This section outlines the whole system and introduces the individual components,
noting the science, thermodynamics and specifications that will be relied on in the next
section to properly size and cost the integrated package.

The reference solar PV system for this study is modelled by that at the Melbourne
home of one of the authors. This 6.5 kW microinverter system consists of 20 panels rated at
325 W each. Eight of these panels face northeast and twelve face northwest. The average
energy productions for the coldest and warmest months (July and January [15]) are 13 kWh
and 31 kWh, respectively. Typical daily productions on completely overcast days in July
and January are 7 kWh and 10 kWh, respectively. This system cost AUD 7700, after
government rebates.

A vapor compression refrigeration cycle moves energy between thermal reservoirs.
It is implemented as a heat pump (HP) consisting of an evaporator, compressor (pump),
condenser and expansion valve. A HP provides the mechanism to transfer outdoor heat
from the air, also known as the ‘source’, into a ‘sink’, which in this case for this study is
conditioned hot water that is ultimately used to heat a building. When the objective is to
cool a space, transferring heat from a building to the outdoors, this is called a refrigeration
cycle. If the heating or cooling is not required immediately, it can be stored in or extracted
from a thermal battery (TB).

For the proposed heating system shown in Figure 1, an air-to-water HP transfers heat
from the outdoor air to water in its buffer tank. This water is then circulated to a bank of
TBs to store enough thermal energy to support space heating in winter (e.g., by hydronic
heating and radiant panels). This energy is extracted as required by another water loop.
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Figure 1. Energy flows in the electrical, heating and cooling systems.

For the cooling system, heat flows in the opposite direction: from the building space
to the outdoor air. This could be accomplished by using the same HP system to extract
heat from a different TB (storage tank), providing a cold reservoir with which to cool the
building via a hydronic loop connected to chilled beams, for example. However, as will
be explained later, there is no need for TBs in the case of cooling studied here. It is more
straightforward to cool the space directly via the evaporator of an air-to-air HP split system,
as shown in Figure 1.

It is acknowledged that, ideally, the cooling side system could not only cool the
room air but also heat the DHW with the room heat rejected by the HP. Such systems
are not commonly available in Australia for low-capacity applications, such as the case
considered in this paper. Furthermore, the company that manufactures the high COP
HP selected for the cooling (noted below) does not offer this option of also providing
DHW. The authors thought it preferable to rely on such a highly performing HP even if
it could not also provide DHW. Instead, the heating side HP is used to meet the DHW
needs during the cooling season as well as the heating season. Regardless, Melbourne is
a heating-dominated environment, and the cooling system is really only used intensely
for two months of the year. Therefore, the missed opportunity to use the cooling side HP
for DHW is not significant. This arrangement is in the interest of simplicity and to ensure
the use of available high-performance off-the-shelf components. For the much warmer
Brisbane, Australia, a cooling system that also provides DHW would be the preferred
choice because Brisbane is in a cooling dominated climate.

The heating and cooling systems operate on solar PV energy passing through a
bank of electrical batteries (EBs). Domestic demand can draw more solar energy for loads
(e.g., appliances) or it can be exported to the grid, if so configured. Otherwise, no additional
energy is collected.

The thermal performance of an HP system is given by the coefficient of performance
(COP). When operating in the forward or heating mode:

COPheating = Q’delivered/W’compressor, (1)

where:
Q’delivered = the rate of heat delivered to the high temperature reservoir (W);
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W’compressor = the power input to the compressor (W).
When operating in the reverse or cooling mode:

COPcooling = Q’removed/W’compressor, (2)

where:
Q’removed = the rate of heat removal from the low temperature reservoir (W);
W’compressor = the power input to the compressor (W).
The coefficients of performance for heating and cooling are usually greater than 1.

The higher the coefficient, the more effective the HP.
The thermal battery (TB) considered in this study consists of a core of phase change

material (PCM) surrounded by water. Table 1 presents the properties of TBs from Sunamp
Ltd. (Tranent, UK) suitable for the heating and cooling processes modelled here, although,
as will be explained later in this paper, cooling TBs will not be needed [16–18]. The cost per
heating TB is approximately AUD 4600 [19]. A similar cost is assumed for the cooling TB
(as of July 2021, 1 AUD~0.76 USD).

Table 1. Characteristics of Sunamp TBs [16–18].

Item Heating Process Cooling Process

Name SU58-UniQ9 SU11-UniQ9
Volume of PCM (L) 78 78 (assumed)

Tminimum (◦C) 45 6
Tmelting (◦C) 58 11

Tmaximum (◦C) 85 16
Energy stored (kW·h) 10.5 3.8 (calculated)

In order to provide space heating at a later time, hot water from a HP flows into a TB,
heating it from the minimum temperature of 45 ◦C until it reaches the melting temperature
of 58 ◦C. Subsequent heat addition just melts the PCM at this constant temperature. Once
fully melted, the temperature of the PCM rises. Most of the energy stored in the PCM is
from the phase change. This leads to a denser energy storage than, for example, heating a
tank of water that remains liquid. When space heating is required later, cool water from
the house is passed over the PCM to extract the stored energy, eventually returning the
PCM to a solid.

If TBs are used for space cooling, cold water from an HP flows over liquid PCM,
cooling it until it reaches the freezing temperature of 11 ◦C, at which point it begins
to solidify. Further heat extraction leads to more solidification without a decrease in
temperature but with a significant storage of energy. Once the PCM is fully solidified, the
temperature continues to drop. When space cooling is required, warm water from the
house is circulated over the PCM to cool the water, eventually melting the PCM.

The TB for heating requires a minimum water supply temperature of 65 ◦C [17].
This is beyond the range of most conventional HPs using standard refrigerants. An HP
with carbon dioxide (CO2) as the refrigerant allows for higher temperature ranges to be
achieved and, conveniently, higher COPs.

A commercial HP was selected to provide realistic specifications. The Sanden Eco®

plus system, which uses carbon dioxide as the refrigerant, can supply water for a DHW
system at a maximum temperature of 65 ◦C, with a COPHP of 5.6 while operating at
0.9 kW [20]. For the heating system studied, heated water is passed to the TB and into
a DHW tank.

Ideally, the heating and cooling systems should share a reversible HP. However, a
commercial reversible CO2 heat pump with air-to-water heating and a high COP could
not be found. The most practical solution is to use a proven conventional HP for the entire
cooling process.
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The HP selected for the cooling process is the 5.1 kW-rated cooling-only (air-to-air)
split system from the Pioneer (Aust.) line of air conditioners [21]. This system has a
maximum capacity of 6 kW and uses M20 hydrocarbon refrigerant. The COPcooling for this
system is 6.1, with an average power consumption of 0.83 kW.

Table 2 presents the published COPs for the HPs of the heating and cooling systems.

Table 2. COPs for the HPs selected for this study [20,21].

System COP
At Test

Temperatures

Adjusted for Design
Operating

Temperatures

Sanden Eco® plus COPheating 5.6 4.9
Pioneer WB-18 5.1 kW COPcooling 6.1 6

It is known from the ideal Carnot HP and refrigerator cycles that COPs vary with the
temperatures of the hot and cold reservoirs (TH and TC) [22]. For this study, the reservoir
temperatures approximately correspond to the indoor set points and outdoor conditions.
(There is a small difference across each heat exchanger). Since these temperatures differ
from those at which the COPs given in Table 2 were determined, the COPs should be
adjusted according to the actual temperatures.

Table 3 presents TH and TC for the test conditions used to measure the COPs of Table
2, with the test parameters set to the standard conditions to evaluate the performance of
HPs [23]. The operating temperatures for this study that were used to calculate the COPs are
also tabulated in the last column of Table 2

Table 3. Test and operating temperatures (◦C) [15,20–24].

System
Test Temperatures Operating Temperatures

TH TC TH Tc

Heating: Sanden Eco® plus 65 24 65 6
Cooling: Pioneer WB-18 35 27 32 25

In Table 3, the operational outdoor temperatures for the heating and cooling processes (6 ◦C
and 32 ◦C) are the annual heating and cooling design temperatures for Melbourne [24], each
based on a 1% frequency of occurrence. This means that, for 1% of the hours over the year, the air
temperature is equal to or less than the heating design temperature—or it is equal to or greater
than the cooling design temperature. Relying on the design temperatures helps with sizing the
proposed system appropriately. As for the other operating temperatures in Table 3: the TH for the
heating process is the aforementioned maximum water temperature; and the TC for the cooling
process of 25 ◦C is within the usual range for the indoor temperature under cooling (though TBs,
which would require a colder temperature, will not be used in the proposed system).

For the heating system, the COP is adjusted based on the temperature dependence
of the COP for a Sanden CO2 HP system [25], and the conditions presented in Table 3.
This reduces the COPheating by 13% from 5.6 to 4.9. The adjusted coefficient is presented in
Table 2. A similar adjustment of the quoted COPcooling [21] based on the test and operating
temperatures in Table 3 changed this coefficient from 6.1 to 6.0, as also noted in Table 2.

The TB energy storage capacities presented in Table 1 are based on heating and cooling
to the maximum and minimum temperatures of the PCM, respectively (85 ◦C and 6 ◦C).
While the lower temperature can be met with the chosen HP system (if cooling TBs are
used), the water supply temperature to the heating TB is limited to 65 ◦C. Due to the
thermal resistances between the supply water and PCM, it is assumed the PCM will only
be heated to 63 ◦C. A recalculation of the energy storage yields an effective capacity of
8.1 kWh for the heating TB under the operating conditions for this study.
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The manufacturer of the TB, Sunamp Ltd., is working with Trina Solar to integrate
an HP with its TB system [26]. Presumably, this could involve a refrigerant-to-water heat
exchanger on the condenser side of the HP, with the water circulated directly to the TB.

However, for the heating system proposed here, it is necessary to place a buffer water
tank between the HP and TB. The HP heats the water in the buffer tank, which is then
circulated to the TB. Sanden, which makes the HP considered here, markets its product
with accompanying hot water tanks [19]. The 160 L size was chosen to serve as the buffer
tank for this study. The combined HP and buffer tank system costs about AUD 3000 (the
retail price of AUD 4200 less the estimated federal government rebate of AUD 1200).

Another water tank is required for the DHW system, otherwise the heat in the buffer
tank could be quickly and completely consumed, for example, by several hot showers. The
DHW tank was simulated by another Sanden 160 L water tank, for which the estimated
cost is AUD 400.

Electrical batteries are required so that the heating TB can be thermally charged
overnight, to run the HP in the early morning and late evening hours and to provide
backup electricity on overcast days. The EB unit chosen for this study is the Enphase
lithium-ion battery, which can store 1.2 kWh of energy and costs AUD 2000. The battery
losses are 4% [27], i.e., the efficiency of the electrical batteries is 96%. Several of these
battery units are combined into an EB bank to meet the electrical needs identified by the
analysis in Section 3.

2.2. Performance and Equations

For the heating season (winter), the total electrical energy (Etotal) required to meet all
of the heating needs of the house is given by:

Etotal,winter = [(DHL + TBlosses + QDHW + DHWlosses + BTlosses + Epumps)/COPheating + Epumps]/εEB (3)

where:
DHL = design heating load (the maximum load the system must meet);
TBlosses = heat loss from TBs (kWh);
QDHW = heat required for DHW (kWh)
DHWlosses = heat loss from DHW tank (kWh);
BTlosses = heat loss from buffer tank (kWh);
COPheating = coefficient of performance for the heat pump that delivers thermal energy

to system;
Epumps = energy required to run pumps (kWh);
εEB = EB efficiency.
The heat required for the DHW is given by:

QDHW = mwater Cp (TDHW − Tmains) (4)

where:
mwater = mass of water in the DHW tank (kg);
Cp = specific heat capacity of water (4.18 kJ/kg·◦C for average of temperature range);
TDHW = water temperature maintained in DHW tank (◦C);
Tmains = water temperature at mains pipe going to DHW tank (◦C).
For the cooling season(summer), the electrical energy required to provide the cooling,

Ecooling, is given by: the design cooling load, DCL, in kWh over the COP of the HP for the
cooling system (COPcooling), while taking into account the efficiency of the EBs:

Ecooling = (DCL/COPcooling)/εEB (5)

The overall energy required in the cooling season is given by:

Etotal,summer = [(DCL/COPcooling) + (QDHW + LossDHW)/COPheating]/εEB (6)
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3. Results and Analysis

The detailed calculations for the sizing results given in this section are presented in
Appendix A.

3.1. Sizing of Heating System

During the colder months in Melbourne, typically only a few rooms of a house are
heated—and usually just during the morning and evening. Sufficient heating for the actual
case study, (a modest-sized house in Melbourne) is provided by a 6 kW-rated split-system
heat pump servicing a closed off kitchen, lounge and dining area during the day, and the
bedrooms in the late evening. On the coldest days in winter, an average of 5 kW of heating
is supplied between 6 and 8 am and between 6 and 10 p.m.—a total of six hours, leading to
a requirement of 30 kWh of heating. This is the design heating load (DHL) for the system.

Two questions at this point are: can this DHL be met within the constraints of a heat
pump operating with less than 1 kW of power (and here a 0.9 kW Sanden HP has been
selected) and a 6.5 kW solar PV system; and, if so, what other components of the system
are required?

Based on the effective capacity of 8.1 kWh per TB, the DHL of 30 kWh could be met
with four TBs (a capacity of 32 kWh). These would be stacked in parallel so that, in warmer
weather (spring and autumn), some TBs could be isolated.

Sunamp [17] quotes a heat loss per TB of 0.74 kWh/day (though without specified
temperatures), so this battery bank would have a total daily loss of about 3 kWh. Two
kilowatt-hours of this can be accommodated by the extra capacity in the battery bank
(beyond the required 30 kWh), but an additional 1 kWh must be supplied. Therefore,
33 kWh must be supplied to the TB bank.

The HP would also supply heat for the DHW system. The DHW system consists of a
160 L tank (approximately 160 kg of water), which is assumed to be fully changed out once
a day and maintained at 60 ◦C. The water is heated from the average temperature in June
for mains water in Melbourne: 13 ◦C [28]. The required energy by Equation (4) is 31 MJ or
8.7 kWh. The daily energy loss from the tank is estimated to be 5% (0.4 kWh).

For the buffer tank between the HP and TB, the daily energy loss is also estimated to
be 5% (0.4 kWh).

The sum of the heat storage and losses in the TB, DHW and buffer tanks is 43 kWh.
This is the thermal energy that must be provided by the HP. For an HP with a COP of 4.9,
this would require an electrical input of 8.8 kWh.

Electricity is also required to run circulation pumps in the following water loops:
between the buffer tank and TB (assumed to be for 18 h); the hydronic heating loop (for
6 h); and the loop between the HP and the two water tanks. The total daily electrical energy
requirement for these pumps, Epumps, is estimated to be 1.1 kWh.

The sum of the above energy requirements is 9.9 kWh. This is what must be supplied
by the EBs. However, since these batteries have an efficiency of εEB = 96%, a total electrical
energy of Etotal = 10.3 kWh must be supplied by the solar PV system to charge the EBs.

The benchmark 6.5 kW solar PV system will more than satisfy this requirement
(average production of 13 kWh/day in the worst-performing month of July). Therefore,
this system could be scaled down to meet the 10.3 kWh/day required by the proposed
heating system: a 5.2 kW system with 16 panels would suffice. However, since extra solar
capacity is required for domestic electricity consumption, the reference solar PV system
of 6.5 kW on the case study house will be used here. It is known from the case study that
this extra capacity would be insufficient to meet the addition of domestic consumption
on most days in July. Deficits could be met from the grid (in which case this will not be a
stand-alone system) or by adding more solar panels to the solar PV system.

It was decided to limit the capacity of the EB bank to 10 kWh to reduce the cost of the
system. Therefore, the electrical storage consists of 8 EBs providing an electrical storage
capacity of 9.6 kWh. Conveniently, this will store just under a day’s worth of required
electricity for an average day in July.
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With the reference solar PV system delivering 7 kWh on a fully overcast day in July
(just over half of the daily average for the month), the heating system would be able to
meet just over half of the design load. Starting with full TBs, the half-load scenario would
occur on the second consecutive fully overcast day. This could be addressed in two ways:
the occupants could tolerate colder indoor temperatures; or the shortage could be made up
for with power from the grid, in which case this will not be a stand-alone off-grid system.

A summary of the requirements for the heating system is presented in Table 4 below,
which also includes the needs of the cooling system, which will now be addressed.

Table 4. System requirements for design heating and cooling loads. Energies are per day.

Item Heating Cooling

Space thermal energy load (kWh/day) 30 66
DHW energy required (kWh/day) 8.7 7.2

Thermal losses (kWh/day) 3.8 0.4
Thermal energy required (kWh/day) 43 74
Electrical energy required (kWh/day) 10 13

TB quantity 4 None
EB quantity 8 8

Solar PV system size (kW) 6.5 6.5
Sanden Eco® plus heating system Yes No

Pioneer cooling system (6 kW) No Yes

3.2. Sizing of Cooling System

The cooling system is sized in a similar manner. In Melbourne, typically only a few
rooms of a house are cooled. During the day, an area consisting of the kitchen, lounge
and dining area is closed off and cooled. In the late evening, just the bedrooms are cooled.
For the case study house, it is known that a split-system HP providing an average of 6
kW of cooling over noon to 11 p.m. suffices for the hottest day. This corresponds to a
design cooling load (DCL) of 66 kWh (6 kW times 11 h). This is the scenario used in the
present study.

Again, the questions are: can the design load be satisfied within the constraints of a
heat pump operating with less than 1 kW of power (the Pioneer 0.83 kW HP in this case)
and a 6.5 kW; and, if so, what supporting components will be needed?

The analysis below is based on the same solar PV and EB system required for the
heating system, because it is the heating load that determines the capacities for the electrical
side which, as will be shown, in this case leaves more than enough capacity to meet the
required cooling load.

The storage requirement for cooling differs from that for heating. Most of the cooling
load—and indeed the peak cooling—occurs when the sun is in the sky, leading to daytime
solar gains through the building envelope. In contrast, the heating load usually occurs
when the sun is below the horizon or low in the sky: overnight, morning or evening.
Therefore, much of the cooling load can be provided directly by the solar-powered HP
during the day (i.e., storage is not needed). However, storage might be required in the
evening hours or under cloudy conditions. But, as will be shown, only electrical and not
thermal storage is needed for the scenario considered in this paper.

By late January, after 7 p.m., the benchmark solar PV system generates insufficient
power to run the HP. Therefore, from 7 to 11 p.m., the cooling system must run mostly
on stored electricity; although the sun does not set until about 8:45 p.m., there is a much
lower output from the PV system in the two hours leading up to sunset. Therefore, there
are two periods to consider: noon to 7 p.m. (requiring 42 kWh of cooling), and 7 to 11 p.m.
(requiring 24 kWh of cooling). Whether TBs are required depends on whether the solar PV
system and EBs can deliver enough energy to meet not only the daytime needs, but the
evening ones as well.
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In January, the benchmark solar PV system produces an average of 31 kWh/day.
Based on the cooling system COP of 6 and the battery loss of 4% (EB efficiency of 96%),
the daytime load of 42 kWh would require only 7 kWh of the 31 kWh of generated solar
power. The evening load of 24 kWh would require 4 kWh of the day’s solar power—less
than the 9.6 kWh capacity of the EBs. This leaves a surplus of 20 kWh of solar power
left over (almost two thirds of the daily production) for domestic consumption, export to
the grid, extending the cooling overnight if needed, or even running additional cooling
systems to cool more of the house. The situation is even better because, with the sun setting
at 8:42 p.m. in mid-January, the PV system will still be delivering some electricity to the
cooling system over the first half of the evening, without the need to rely exclusively on
the electrical batteries, while leaving more energy available for domestic consumption.

Therefore, thermal storage for cooling is not required. Having sized the solar PV
system to handle the heating load, when one turns to look at the cooling load, the much
larger solar power generation in the summer months ensures there is more than enough
electrical power to meet this load.

The situation of a fully overcast day does not present a problem. The benchmark
PV solar system typically produces 10 kWh on an overcast day in January. Leveraged
through the HP and considering the battery efficiency, this corresponds to 58 kWh of
cooling—almost 90% of the design cooling load. Furthermore, under cloudy conditions,
the outdoor temperature is usually lower and there will be much less solar gain through
the building envelope, ensuring that the actual load that day will be much less.

If there was a compelling reason to rely on thermal batteries for some of the cooling,
cooling TBs of Table 1 could be incorporated into the system. Determining the exact
number of TBs would require transient modelling over the summer months. However, if it
is assumed that for the hottest days a fifth of the design cooling load required TB storage,
four TBs would be needed at a cost of AUD 8400.

The summertime DHW requirement is 7.2 kWh, which is slightly less than that for the
winter because of the higher mains water in Melbourne of 21 ◦C [28]. It is recalled from
Section 2.1 that, for the sake of simplicity and equipment availability, the heat for the DHW
is provided by the heating side HP, even though ideally it could be the heat rejected from
the cooling system.

The design requirements, including the daily energy demands, for the heating and
cooling seasons are summarized in Table 4. The loads from the first three rows are pre-
sented in Figures 2 and 3. The only thermal loss in the cooling season is associated with
the DHW tank.

 

Figure 2. The daily thermal energy demands for the building services system in the heating season.
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Figure 3. The daily thermal energy demands for the building services system in the cooling season.

3.3. Economics

The costs for the heating and cooling systems are itemised in Table 5. The systems
share the solar PV and EB components. The solar system price is after federal and state
government solar PV rebates, and the electricity price is after the maximum state battery
rebate of AUD 4200. The total cost is AUD 30,100 (USD 22,900).

Table 5. System costs.

Item Cost (AUD)

CO2 Heat pump & buffer tank (160 L) 3000
Thermal batteries for heating (4) 8400

Electrical batteries (8) 11,800
Domestic hot water tank (160 L) 400

Solar PV system (6.5 kW) 4500
Split system for cooling (5 kW) 2000

Total 30,100

An exact calculation of the annual cost savings with this solar-powered system would
require a transient analysis based on the weather and solar radiation throughout a typical
year. However, an estimate can be made on the basis of the energy requirements for the
actual house served by the reference solar PV system for this paper. The house is poorly in-
sulated (single glazed windows) and poorly sealed (drafts around doors). This construction
is typical for homes in Melbourne of this vintage (about 30 years) or older.

The actual annual energy consumption for this house is 5700 kWh of electricity and
28 GJ of gas. Space heating and cooling for about a quarter of the house (usually closed off
from the rest of the house for this) are provided by a split-system reversible heat pump.
Occasionally, whole-house heating is supplied by a gas-ducted system, and whole-house
cooling by an evaporative cooler. Gas is used to heat DHW, and for the stove.

Some parameters and assumptions were required to interpret the monthly utility bills
of the actual house in order to estimate the electricity that must be supplied by the PV
system to run the building services system proposed in this paper. Space heating was
only required over April to September, and space cooling for October to March. The COP
rating for the current cooling system of the house is 3.3, and that for the heating system
is 3.7. All of the gas consumption is for space heating, DHW and cooking. Based on the
summertime gas consumption (no gas-fired heating), the monthly base load for gas was
determined to be 100 kWh equivalent of energy, of which 90% is assumed to be for DHW
and the rest for cooking. Based on the electricity demand in the winter (during which most
of the heating is by gas), the monthly base load electricity consumption was determined
to be 370 kWh. All of the rest of the electricity goes to space cooling, most of which is
accomplished through a HP system. It is estimated that a tenth of the space cooling is via
the electrically driven evaporative cooling system but, since the efficiency of that system is
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unknown and the electricity consumption for that is small in any case, it is assumed that
all of the space conditioning is through the HP system.

These assumptions were applied to the actual monthly utility bills to determine the
equivalent electrical energy (in kWh) that must be generated by the solar PV system to meet
the energy needs of the proposed system to provide the required space heating (via the
Sanden HP with a COP of 4.9), space cooling (via the Pioneer HP of 6), DHW, cooking (now
by electricity) and other domestic electricity consumption. The actual monthly electricity
production by the solar PV system was also known.

The proposed system is designed only to condition the closed off spaces noted above,
rather than the whole house, and it is assumed this is acceptable to the occupants (though
there is sufficient solar power for expanded cooling). Current utility prices for the actual
house are: AUD 0.042/MJ of gas; and, for electricity, AUD 0.42/kWh to purchase, and
AUD 0.20/kWh to export to the grid (the feed-in tariff).

Based on monthly averages for the solar PV generation and the equivalent electricity
needs based on the actual monthly utility bills, the proposed system would require some
grid power over May to September. However, over the course of a year, there would be a
net electricity surplus of 1500 kWh exported to the grid (2600 kWh exported and 1100 kWh
imported). Due to the difference between the purchase and feed-in tariff prices, the net
annual electricity bill would be a credit of AUD 58—rounded off here to AUD 100. Given
that the annual bill without the proposed system is AUD 2700, the annual savings would
be AUD 2800.

Therefore, the proposed system is cost-neutral (and actually slightly profitable). It is
also grid-neutral in that there is a net export of electricity over the year. However, it is not
grid-independent due to the need to import some electricity during part of the heating
season (i.e., the winter).

There are two approaches to calculating the payback period, N. The simplest ap-
proach is:

N = C/S (7)

where:
C = Initial Capital Cost (AUD);
S = Annual Savings (AUD/a).
It is usually more realistic to factor in percentage increases or decreases that affect the

savings. In the present case, this is the annual increase in the price of electricity (i). The
project will “pay off” when the initial capital cost is equal to the sum of the ever-increasing
annual savings:

N = ln(1 + iC/S)/ ln(1 + i) (8)

The payback period should properly only consider the cost that is in addition to what
a homeowner would usually spend on a conventional system, i.e., the difference between
the services proposed in this paper and a conventional system. A conventional system
would typically consist of a DHW heater and tank (AUD 2000) and a split system or ducted
gas heating (AUD 2000). Additionally, rooftop solar PV (AUD 4500 for this analysis) is so
common now in Australia that it is arguably becoming a “standard” new-house feature.
Thus, a conventional system costs about AUD 8500. The extra cost, i.e., the initial capital
cost for this example, of the proposed system is the total cost in Table 5 (AUD 30,100) less
this cost of a conventional system (AUD 8500), or AUD 21,600.

The simple payback period (Equation (7)) based on this cost of AUD 21,600 and the
annual savings on the utility bill of AUD 2800 is 7.7 years for no annual change in the
electricity price. If one assumes a 3% annual increase in the electricity prices (i = 0.03)
(Equation (8)), this payback drops to 7.0 years.

In order to ensure there is no need to import any electricity from the grid over the
course of a year (grid independence), the solar PV system size would have to be increased
by 90% to 12.5 kW, leading to annual savings of AUD 4700. In this case, the simple payback
period for the whole system (including the cost of the expanded solar PV system) would
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be 5.5 years. With a 3% annual increase in the electricity prices, the payback period is
5.1 years. However, there might not be enough suitably oriented and unshaded roof space
for a 12.5 kW system (there is not on the case study home). Furthermore, some utility
companies in Melbourne limit the size of grid-exporting rooftop solar systems to 10 kW.

There should be no significant additional maintenance costs compared to a conven-
tional system given that most Australian homes have a heat pump for space conditioning,
and a quarter of homes have solar PV—which does not require maintenance beyond oc-
casionally hosing off accumulated dirt. The sealed TBs do not require maintenance over
their lifetime. The only extra elements not found in a standard space conditioning system
would be the low-power water circulation pumps, for which the maintenance cost (if any)
would be expected to be small.

4. Discussion

It is acknowledged that these payback periods are sensitive to the values selected for
the electricity and feed-in tariff rates as well as the assumed annual increase in the price of
electricity. However, other choices within reasonable limits will not change the fact that
the payback period for the system described in this paper will be of the same order of
magnitude as the accepted periods for residential rooftop solar PV in Australia.

The typical payback periods for just a 5 kW solar PV system in Australia is 2 to
6 years, depending on: the location, fraction of generated power exported to the grid,
feed-in tariffs and government subsidies [29]. Homeowners have already shown this
range to be acceptable, given that rooftop solar has been installed on about a quarter of
residences in Australia.

In order to achieve a comparable payback for the integrated system presented in this
paper, government subsidies or rebates would be required. Since rebates for the solar PV
and electrical batteries have already been included in the prices of Table 5, what is needed
is either a subsidy for the system as a whole or, more realistically, one for the thermal
batteries, which account for a quarter of the total system cost.

Following the success of government subsidies in promoting the installation of resi-
dential solar PV systems, some Australian states have in recent years introduced rebates for
home electrical battery systems [30,31]. However, there is no known subsidy in Australia
for thermal batteries. The justifications for subsidizing EBs are that they help reduce the
reliance on the grid and non-renewable power, and they also protect the grid from feed-in
overload by facilitating on-site storage at homes.

This paper shows that, as an integral part of a NZEB to facilitate the heating of a home,
TBs provide the same benefits. They are just another way of storing energy from the solar
PV array—but in a perhaps less well-understood or promoted fashion: via heat transfer
rather than electrical charging. The authors believe that government rebates that apply to
EBs should be extended to TBs.

It is a fair question to ask why one should invest in the relatively more expensive
thermal batteries (based on the costs in Table 5) rather than just adding more electrical
batteries to the proposed system. It is important to consider the cost per kWh of energy
storage. Based on the effective capacity of 8.1 kWh for each thermal battery used in this
case study, the cost is AUD 260/kWh. Assuming that energy stored in an electrical battery
would be leveraged through an HP with a COP of 4, the cost of an electrical battery used to
support a heating or cooling system is AUD 420/kWh (not including subsidies). Therefore,
thermal batteries have an economic advantage (by about 40%) over electrical batteries.

Thermal batteries also have a longer lifespan. Sunamp claims its thermal batteries
will experience no noticeable degradation to 10,000 cycles, which is equivalent to about
13 years of daily use of two full cycles per day [17]. The system proposed in this paper relies
on one full cycle per day, meaning the TBs would be expected to last about 26 years. In
contrast, lithium-ion electrical batteries are commonly reported to have a ten-year lifespan.
Specifically, the capacity of such EBs is expected to degrade to 80% after 10 years or 3650
cycles [27].
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Although this study proposed that cooling be delivered directly via a conventional
HP split-system (a practical and easy option), a case could be made for thermal storage
for cooling, with another water loop circulated partly through the piping used for the
hydronic heating system. Although more complex, this would facilitate widespread and
well-targeted distribution of cooling throughout the house. It could be enhanced with
ideally located chilled beams.

5. Limitations

The main limitation of this study is that it is based on peak heating and cooling loads
for the house. While this is useful for sizing the system, which is the main focus of this
paper, it does not provide detailed information about the annual energy use and potential
savings over the course of the year. That would require a dynamic hour-by-hour analysis
over the course of a year. In this work, this was estimated with the assistance of utility bills
for the case study house.

The house selected for the reference case is another limitation. The construction is
typical for Australian houses built in the 1990s and over four decades before then, and
the poorly insulated building envelope leads to significant thermal losses and gains over
the course of the year. This makes the proposed building services system viable in terms
of the payback period. With better built new stock housing, the payback periods would
be expected to be longer. Regardless of when the reference house was built, this study is
tied to a set of parameters for wall insulation, window types and window-to-wall ratios.
It would be worthwhile exploring how the outcomes vary with these parameters.

This study is also limited by location: only Melbourne is considered. Of the eight
capital cities in Australia, Melbourne is the only one in climate zone 6 (mild temperate)
of the 9 climate zones defined by the Australian Building Codes Board [32]. Different
outcomes for the design and payback period could be expected for the other cities. For
example, in sunny Darwin, which lies only 12◦ below the equator, typically there is not
a heating load requirement for houses, so the heating part of the host system would not
be needed. Also, there would be much more sunshine available for electricity generation
through the solar PV system.

The economic justification for this system, i.e., the payback period is strongly depen-
dent on the prices to purchase electricity from the grid and the price to sell it to the grid
(the latter being the feed-in tariff), is another potential limitation. The sensitivity of the
payback to these variables is worthy of further investigation, set in the context of current
and expected trends in electricity prices. This is particularly important given that, as noted
earlier in this paper, some utility companies are reducing the feed-in tariffs or eliminating
them altogether, effectively no longer allowing rooftop solar to be connected to the grid.

6. Conclusions

An integrated building services system has been investigated as a pathway to design-
ing a residential NZEB. Several aspects are provided in this paper that demonstrate the
merits of a unique service system design and its sizing:

• A low input energy (less than 1.0 kW) service system design that can run off a solar
PV, batteries and thermal storage.

• A design from readily available off-the-shelf components and appliances.
• A simplified method which takes into account the utility bills of peak daily consump-

tion for winter and summer periods.
• A design constrained by the solar PV system size and the heat pump input power as

distinct from designing for peak hourly loads to obtain a system size.
• An investigation of a real case medium sized average insulated house in Melbourne

Australia demonstrates that it is possible for the service system to meet the target of
above-mentioned constraints.

The system provides space conditioning (heating and cooling) and DHW via heat
pumps powered by a solar PV system. Electrical batteries are used to store the solar
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energy so that it can be delivered to the HPs in the early morning and in the evening
hours. Thermal batteries consisting of PCMs are employed to store heat which is delivered
to the building via a hydronic heating system. No such thermal storage is required for
space cooling, because there should be more than enough solar energy or stored electricity
to meet the cooling requirements. The system was sized for the case study of an actual
single-storey detached home of modest size in Melbourne, Australia, for which the energy
requirements were determined from utility bills.

As for the sizing of the proposed system, the design heating and cooling loads and
DHW were met by the following:

• Heating and DHW provided by a highly efficient HP that operates on 0.9 kW of power
and uses CO2 a as the refrigerant;

• Cooling provided by a conventional split-system HP that operates on 0.8 kW and
delivers 6 kW of cooling;

• A 6.5 kW solar PV system;
• Four thermal batteries (each of 10.5 kWh rated capacity); and
• Eight electrical batteries (each of 1.2 kWh capacity).

The total cost is AUD 21,600 more than a conventional system, with an approximate
payback of 7.0 years based on the annual utility bill savings and the expected annual
increase in the electricity price. Although the system would be revenue-neutral (and in
fact slightly profitable), it would require importing electricity from the grid during part of
the heating season (but exports to the grid would exceed the imports). Grid independence
would be achieved by expanding to a 12.5 kW solar PV system.

This paper has proven the thermodynamic feasibility of relying on renewable energy
to provide mechanical services to a home of modest size and construction in Melbourne,
Australia. The key design parameters have been identified. The next step is to perform
a transient analysis (e.g., hour-by-hour) on the same case study and to consider more
typical modern homes, e.g., current designs that meet the minimum energy rating of 6
stars (the national requirement) set in Melbourne and elsewhere in Australia. The transient
analysis will consider the hourly impact of weather, as well as the effect of changing
temperatures on the COP of the heat pump and the efficiency of the TBs. The goal of this
further study will be to determine more exactly the energy savings and greenhouse gas
emission reductions that could be attained by making such an integrated system part of
the National Construction Code for all new builds, and by encouraging retrofits of existing
houses with such a system.
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Nomenclature

AUD Australian dollars
BT buffer tank
C capital cost
CO2 carbon dioxide
COP coefficient of performance
Cp specific heat capacity
DCL design cooling load
DHL design heating load
DHW domestic hot water
E Energy
ε Efficiency
EB electrical battery
HP heat pump
HVAC heating ventilating and air conditioning
i price inflation
kWh kilowatt-hour
m Mass
N payback period
NZEB net zero energy building
PCM phase change material
PEB positive energy building
PV Photovoltaic
Q thermal energy
Q’ rate of heat transfer
S Savings
T Temperature
TB thermal battery
USD United States dollars
W’ Power

Appendix A. Calculation Method

A. Solar System Size Settings Rated output: 6.5 kW Average output in July: 13 kWh/day
Average output in January: 31 kWh/day Battery storage: 10 kWh

B. Heating Analysis (Winter)

1. Estimation of design heating load Average hourly heat loss, Q’loss = 5 kW Hours
per day space heating operated, theat = 6 h DHL = (Q’loss)(theat) = 30 kWh/day

2. Heat pump settings COP of heat pump operating in heating mode (heat house),
COPheat = 4.9 COP of heat pump operating in cooling mode (cool house), COPcool
= 6.0 Maximum hot water temperature, THW,max = 65 ◦C

3. Effective Thermal capacity of TBs for heating

a. PCM component Maximum temperature, Tmax,PCM = THW,max − 2 ◦C = 63
◦C (accounts for thermal resistances) Minimum temperature, Tmin,PCM =
45 ◦C Volume, VPCM = 78 L Heat capacity of solid phase, Cp,s = 4 kJ/L·K
Latent heat of fusion, hsl = 289 kJ/L Heat capacity of liquid phase, Cp,l =
4.5 kJ/L·K Melting temperature, Tmelt = 58 ◦C Capacity of PCM = (VPCM)
[(Cp,s)(Tmelt − Tmin,PCM) + (hsl) + (Cp,l)(Tmax,PCM − Tmelt)]

b. Water component Maximum temperature, Tmax,water = THW,max = 65 ◦C
Minimum temperature, Tmin,water = Tmin,PCM + 2 ◦C = 47 ◦C (accounts for
thermal resistances) Volume, Vwater = 0.01 m3 Density at mean tempera-
ture, pwater = 986 kg/m3 Specific heat at mean temperature, Cp,water = 4.18
kJ/kg·K Capacity of Water = pwater (Vwater)Cp,water (Tmax,water -Tmin,water)
Capacity of battery (in kWh), QTB = (Capacity of PCM + Capacity of
water)/3600 = 8.1 kWh Number of TBs required, NTB = DHLt/QTB = 4
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TBs (rounded up) Extra capacity in TB bank, TBextra capacity = QTBNTB −
Qheat = 2 kWh

The need to round up for the number of batteries builds in an overcapacity
of 2 kWh. This will offset thermal losses from the TBs in the total thermal
requirement calculation below.

4. DHW Tank Volume of water in tank, VDHW = 0.16 m3 Changes per day, B = 1
Maximum temperature, Tmax,DHW = 60 ◦C Mains water temperature in June,
Tmains = 13 ◦C Density at mean temperature, pDHW = 991 kg/m3 Specific heat at
mean temperature, Cp,DHW = 4.18 kJ/kg·K Heat required for DHW (in kWh),
QDHW = pDHW(VDHW)Cp,waterB(Tmax,DHW − Tmains)/3600 = 8.7 kWh

5. Losses and Efficiency TB loss, LossTB = 0.7 kWh/day per TB DHW tank loss,
LossDHW = 5% or 0.4 kWh/day Buffer tank loss, Lossbuffer = 5% or 0.4 kWh/day
Battery Efficiency, εbatteries = 96%

6. Pumps TB Supply Loop Pump (between DHW & TB) 0.012 kW for 18 h/day
consumes Psupply= 0.216 kWh/day DHW Loop Pump (between TB & DHW)
0.012 kW for 18 h/day consumes PDHW= 0.216 kWh/day Hydronic Heating
Loop Pump (between TB & space) 0.12 kW for 6 h/day consumes Phydronic =
0.72 kWh/day

7. Total heat required Qtotal,winter = (QTB NTB) + (LossTB NTB − TBextra capacity) +
QDHW + LossDHW + Lossbuffer = 43 kWh/day

8. Total electricity required (winter peak) Etotal,winter = (Qtotal,winter/COPheat +
Psupply + PDHW + Phydronic)(εbatteries × 0.01) = 10.3 kWh/day Solar PV system
sufficient to meet this need as average output in June is 13 kWh/day 10 kWh
electrical battery sufficient as that 13 kWh/day from the solar PV is cycled
through it

C. Cooling Analysis (Summer)

1. Estimation of design cooling load Average rate of heat gain, Q’gain = 6 kW
Hours per day space cooling operated, tcool = 11 h DCL = (Q’gain)(tcool) = 66
kWh/day

2. DHW Tank Same procedure as above for heating but: Mains water temperature
in January, Tmains = 21 ◦C Density at mean temperature, pDHW = 992 kg/m3

Heat required for DHW (in kWh), QDHW = pDHW(VDHW)Cp,waterB(Tmax,DHW −
Tmains)/3600 = 7.2 kWh DHW tank loss, LossDHW = 5% or 0.4 kWh/day In the
summer: TBs not used so no losses from there; and fluid circuit pumps not
operated.

3. Total electricity required (peak summer) Etotal,summer = [(DCL/COPcool) + (QDHW
+ LossDHW)/COPheat](εbatteries) = 13 kWh/day Solar PV system sufficient to
meet this need as average output in January is 31 kWh/day 10 kWh electrical
battery sufficient to meet needs in evening.
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Abstract: Building Information Modeling (BIM) data are typically exchanged using the Industrial
Foundation Classes (IFC) standard. An IFC-based BIM model is a container for data that is
created during the design and planning phase and is therefore a rich source of information for
the commissioning phase, in which building services are brought to operation. This paper examines
the use of BIM data for automated generation of control strategies for energy systems, thus simplifying
and accelerating the commissioning phase. We present a methodology to create control strategies of
a building heating system with several variations of renewable energy systems and include both heat
provisioning and a distribution system. The control goals include favoring the use of non-fossil energy,
which is provided by a combination of photovoltaic system (PV), heat pump (HP) and industrial
excess-heat source. Thermal energy storages are integrated for load shifting purposes and the control
of the heat distribution system is designed towards the requirements of building physics, occupancy
and outside climate conditions. A validation of the approach is presented in a combined SIMULINK
and TRNSYS simulation environment.

Keywords: automatically generated heating ventilating and air conditioning (HVAC) controllers;
Building Information Modelling (BIM); Industry Foundation Classes (IFC); advanced building controls

1. Introduction

Automatic creation of control strategies is an approach to derive the operation of building
systems using the information about the building’s spatial information, its physical information (e.g.,
thermal properties) and the energy systems. These data are typically created in the planning phase
of the building and can be stored in a BIM model, where all involved stakeholders can access and
modify it. Well-known BIM planning tools such as Revit [1], Allplan [2] or ArchiCAD [3] use different
proprietary data formats for internal storage, which makes accessing the data unfeasible. However, all
of the above tools are capable of exporting data using the Industrial Foundation Classes (IFC) data
format, standardized as ISO 16739 [4]. Therefore, this work uses IFC-based BIM data as its main
data source.

Buildings are controlled on two levels: process control and building automation. While
process control is mainly implemented by means of continuous, linear controllers (such as
proportional-integral-derivative (PID) controllers), building automation implements discrete control
strategies using textual or graphical programming tools to define system states and the conditions
of when to enter and leave states, including definitions of setpoints for PID controllers and enabling
conditions for sub-systems. Both building automation and control (BAC) systems are implemented in

Energies 2020, 13, 4403; doi:10.3390/en13174403 www.mdpi.com/journal/energies

91



Energies 2020, 13, 4403

the commissioning phase and require information about the building and its system. The development
process today foresees a control engineer to implement the BAC system based on the planning state
that is handed over from the heating, ventilation and air conditioning (HVAC) planner. BIM has
the potential to make this process far less tedious and erroneous. At the same time, a well-maintained
BIM model contains the information that is needed to automate the implementation of a BAC system.

This work derives the BAC creation process using IFC data as a foundation. It is based on the results
of a previous paper [5] and extends the control strategy development beyond mere room automation
to a more sophisticated and flexible system. Here, a thermal provisioning and distribution system for
buildings is taken into account, where control strategies are developed for variable combinations of
renewable and fossil energy sources. First, the IFC data are processed, including room properties such
as volume, window positions, floor heating installations, etcetera. This information is used to create
a control strategy, which consists of two parts: the energy provisioning system control that contains
controllers for various energy provisioning components, and the distribution system control.

2. State of the Art

2.1. Building Automation and Control Strategy Creation

Building automation originates from industrial automation and had its earliest building
implementation in heating, ventilation and air conditioning (HVAC) systems—the American ASHRAE
Society is still the prevalent organization with regard to standards, methods and protocols in the area of
building systems, indoor comfort and energy efficiency of buildings (see e.g., [6]). Building automation
operates on linear controllers, as process controllers, with an automation layer to implement supervisory
control by defining system states and the transitions between them by means of logic conditions. This
combination of traditional logic and continuous control is at the center of this work. In recent decades,
approaches were made to develop self-adjusting controllers, such as adapting two-point controllers [7],
though this method neither considers the great impact of solar radiation nor can it be used for testing
the controller′s performance during planning phase. That may lead to a too high temperature yield
and thus higher energy consumption [8].

Developing and parametrizing control strategies for HVAC systems of larger buildings make
for a complex topic. Katipamula et al. [9] investigated the influence of different control strategies,
including varying indoor temperature setpoints and pre-cooling, which were based on a state-space
model of a single-family house. However, they focused on another type of building, and did not
inspect the provisioning side of a heating system and their strategy as well as its parametrization
needed to be made by hand. Song et al. [10] discussed different control systems for improving
indoor air quality, but did not take care of the overall control strategy to reduce the buildings’ energy
consumption and the interaction between different sub-systems within the overall HVAC system. Yang
et al. [11] described a method to improve the energy efficiency of a ventilating system by using swarm
intelligence. However, within this method the temperature and the indoor air quality of a single room
is controlled by the ventilation system, which is uncommon for modern buildings. Further, the results
of this method are non-classical control strategies, much more a single room controller and based on
a handmade room model. Erickson et al. [12] implemented a control strategy based on a Markov Chain
Occupancy Prediction Model. Using this method, two main problems may occur: if the prediction fails,
the control strategy will not be able to perform as wished and the desired results will not be reached.
Furthermore, the model was handmade too, which is not useful for the task within the present work.

While the existing methods for improving control strategies of HVAC systems provide good
results, there is still a need for further research to address the following challenges that the combined
provisioning and distribution sides face:

• Handmade models and optimizations, as well as manually parametrized controllers, are not
feasible for broad diffusion into the wide variability of existing automation systems due to
cost reasons.
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• An automation methodology needs to be able to handle different HVAC variants. This calls for
a generalized approach to efficiently implement this automation.

• Fallback solutions need to be implemented in order to provide a stable control strategy; otherwise,
the development will not be appropriate for usage within existing real-world buildings.

• The current state of research does not discuss the automated development of control strategies for
the provisioning side with different variants of renewable and non-renewable energy systems.

• The distribution side influences the provisioning side directly. Therefore, a control strategy needs
to regard this physical feedback in its design.

2.2. BIM Data Availability and Organization

Standardization of BIM data has advanced in recent years and covers architectural design
information as well as building physics data. Architectural design is well-developed, focusing on
geometric properties to create the building envelope as well as the floor-plan layout of a building. A
key factor for extending the use of BIM beyond mere 3D-modeling is the use of the meta-data that is
defined for each IFC element. Basic elements such as an IFCWall have geometric properties including
NominalLength, NominalWidth, NominalHeight or GrossVolume [13]; but they also have, for example,
thermal properties, which are required when running thermal simulations on a BIM model: in an
attached IfcThermalMaterialProperties element, an IFCWall can define thermal transmittance, specific
heat capacity and other parameters. Similarly, lighting simulation requires the definition of additional
properties for windows and artificial light sources.

For energy provisioning systems, the geometric properties of components are negligible compared
to the meta-data that define the functionality of a component. Since BIM-based modeling has its origin
in 3D-drawings, this aspect is not yet as developed as geometric properties are. However, development
and standardization are continuing. The core standard is IFC [4], which is extended by libraries such as
the buildingSmart Data Dictionary (bsDD) [14] on ISO level or national dictionaries such as the Austrian
ON A 6241-1 [15]. The latest standard is the ISO 23386 standard, which was published in 2020 [16] and
supports the definition of data templates, which contain relevant information for components and
cover a broad range of building service components. For the time being, this shortcoming is addressed
by augmenting the IFC data with additional auxiliary data (Section 3).

Still, this collection of standards does not fully specify the information of a BIM model; it merely
defines the structure of data, but not the content. Material properties, for example, are defined as
opaque strings, leaving the content open to the defined by the person or the authoring tool. Planners
and architects address this issue by defining modeling guidelines on how to set parameter values and
how to name components. These guidelines are proprietary to one architectural office or one developer
and therefore cause problems when cooperating over company borders in an open BIM planning
and construction process. At the moment, this problem remains unaddressed and would require
much more elaborated standardization. An upcoming development is the Employer’s Information
Requirements (EIR), which shall define standard methods regarding how information is created and
named. A first coverage of the EIR is available in ISO 19650 [17], an ISO standard that was derived
from the British publicly available specification (PAS) 1192 that provides a general description on how
to manage information in BIM over the lifecycle of a building.

2.3. Potentials for Optimization

As elaborated in Section 2.1, current HVAC systems are usually developed based on the expertise
of HVAC planners and control engineers and do not have a high degree of automation. Cost planning
often follows a standardized costing scheme, such as the German Deutsche Industrie Norm (DIN)
276 [18] or the statement of work for building services by the Austrian Ministry of Digital and Economic
Affairs [19]. In this cost schema the distribution side is described in view of room automation, regarding
costs, e.g., for the commissioning of data points and definition of setpoints, but not for the programming
of control strategies. On the provisioning side there is a need for freely programmed control strategies
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for the energy system, which is reflected as a separate cost item. This is where the control engineer needs
to analyze the schematics (hydraulics, sensors, actuators, etc.) and derive a feasible control strategy.

The costs for building automation depend on the type of project, the involved companies and
the level of automation. According to [20], costs in the commissioning phase amount to 2–3% of
the total costs of the mechanical systems. Based on the information gained from expert interviews,
the costs for building automation range between 2% and 9% of the overall project volume. As an
example: a typical office building with 2000 m2 office space, 600 data points and a total volume of
6 million EUR requires approximately EUR 450,000 for automation hardware and software, with
the costs being roughly equally split between hardware and engineering (including 60% budget for
programming, 30% for commissioning and 30% for integration). The methodology presented in this
paper automates the control strategy programming by using building model data and thus reduces
programming efforts. In addition, it is possible to quickly react to changes in the specifications by
triggering a rerun of the algorithm based on the updated model data.

3. Model Development

The provided IFC model is the base for the subsequent control generation. Using this data,
different heating zones are identified as well as the heat provisioning systems therein. As shown
in Section 2.2, the energy distribution side is quite well described within the current IFC standards,
however, the provisioning side is still barely defined. Hence, auxiliary data are needed for filling these
information gaps. For the scope of this work, the necessary information about energy provisioning
systems, such as a heat pump or gas burner, are therefore defined in an auxiliary data file. This will
collaborate well with future workflows, since the standard ISO 23386 [16] provides an excellent template
for building service components once manufacturers have adapted their product data to the new
standard. For the scope of this work, we have defined auxiliary data to provide this information for
the following components: heat pumps, thermal energy storages, natural gas-fired boilers, photovoltaic
systems, valves, pumps and their interconnection as well as their integration into the overall heating
system. It is expected to use the current workflow and abandon the auxiliary data file with only minor
adaptations once the ISO 23386 standard is fully adopted. Section 3.2 describes the provisioning system
components and their necessary parameters in more detail.

Aside from this component-related information, the creation of control strategies needs additional
auxiliary data:

• Setpoints for room automation and energy provisioning systems: These data are typically created
during detailed planning phase and implemented in the commissioning phase. Each room is
assigned setpoints for temperature, humidity, airflow, etcetera. Additionally, the supply and return
temperatures for the heating and cooling system, as well as the ventilation system, are defined.

• Occupancy profiles: Offices, meeting rooms, common areas and other zones have specific usages
that have to be defined in terms of “persons per room”. This also includes the typical occupancy
periods reflected as time schedules for the different zones.

• Outside climate data: Temperature and humidity profiles for the given location are required
for defining the default operation of the room controllers and the controllers of the energy
provisioning system.

The data provided here reflect only the design guidelines for a building, i.e., the heating system
has to be dimensioned so that it can provide indoor comfort on the coldest day at the building location.
In daily operation, it is the task of the building automation system to react to the actual conditions in
terms of outside temperature or occupancy.

3.1. Building Physics and Distribution System

An earlier publication deals with filtering the IFC data to obtain the necessary information about
the floorplan, the separation into rooms and thermal zones, and the information on how the distribution
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system is linked to the floorplan [5]. Since the BIM models that were examined have proven to be
incomplete and inconsistent, an algorithm was developed to create a consistent floorplan layout and
distribution system. Within this algorithm, data gaps were closed and the walls (ifcWall) were aligned
to rooms (ifcSpace). Using the material information in the IFC elements, it was possible to create
a thermal model of the building.

Based on this previous work, the heating distributing system was identified by extending
the algorithm to extract also the heating system components, taking the following steps:

1. Separating data by floor (e.g., ifcSpaces, ifcPipeSegments, . . . )
2. Creating a 3D net based on the geometric data of the specific floors for the whole heating

distributing system. A parental net is defined by the first pipe element found on this floor. Two
levels are spanned, defined by the highest and the lowest points of the net including a determined
hysteresis. All elements located between these two points are assigned to the respective net

3. Subdividing the net based on the geometric data of ifcSpace elements. This division is named
children nets

4. Assigning pipes and relating elements as actuators (e.g., valves), sensors (e.g., temperature),
fittings, etc., to rooms by using parental nets

5. Fitting the identified elements into the children nets to check for gaps
6. Integrating all children nets into the parental net
7. Checking for vertical pipes, which are connecting different floors with each other
8. Subdividing into heating zones by using the origin of the energy provisioning system
9. Assigning setpoints and occupancy profiles to heating zones based on ifcPropertySet elements and

corresponding entities.

The result of these steps is a net describing the heat distribution system, which contains all relevant
components; it also identifies which heating zones belong to which heat supply components. Secondly,
all heating zones are detected by the position of the actuators and the sensors: all rooms that are
supplied after the last flow-regulating actuator are combined into one heating zone, since these rooms
cannot be controlled separately afterwards. This results in a set of data for all existing heating zones,
which contains all available sensors, actuators, setpoints and occupancy profiles. In combination with
the heat provisioning system, this set is used to create control strategies fully automatically, as shown
in Section 4.

3.2. Energy Provisioning System

Building energy systems consist of a combination of energy provisioning and storage components
which are physically connected by a transport medium (typically water, with a link to the air-based
ventilation system). The components can be classified into different, common types, which are found in
many buildings. While the components are rather standardized, the hydraulic connections depend on
the design intent of the planner and can vary in their realization. Figure 1 shows a superstructure which
covers all feasible variants of heat provisioning systems. For the sake of brevity, a few assumptions
had to be made in the scope of this work; for once, only the heating case without hot tap water supply
is regarded. The cooling case is intentionally left out, since it would require too many additional
components and hydraulic connections to be covered here. With regard to distribution systems,
only a low-temperature floor heating system is available, leaving out high temperature radiators.
In addition, only the most common energy components are included in order not to inflate system
complexity. That being said, the superstructure in Figure 1 and its variations cover a broad set of
real-world energy system configurations: different components can be removed to achieve the desired
configuration, i.e., the energy system at hand is created by removing components that are not needed.
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Figure 1. Superstructure of energy provisioning system.

Decisive for the control is the flow of the supply (orange) and the return (blue) as well as the power
supply for heat pumps (green). Different configurations are possible: heat pumps that feed a thermal
energy storage network of parallel and/or serial storage tanks and use air, brine or an alternative
energy source such as industrial waste heat as a source, as well as gas-fired boilers that use the raised
temperature of a heat pump as a return source instead of the return flow of the thermal energy storage.
Sensors and actuators are not shown since they may differ depending on the configuration. Section 4
then explains how a control strategy is created based on a derivative of this superstructure.

While IFC exports contain most of the required data of the distribution system, the energy
provisioning system requires additional data. Basically, three different types of information are needed:

1. Equipment types (heat pumps, thermal energy storages, natural gas-fired boilers, photovoltaic
system, actuators, sensors, etc.).

2. Equipment data

a. Design points of heat pumps (electrical as well as thermal source and sink power at specific
input and output temperatures)

b. Basic information of heat pumps (maximum thermal power, used liquid on both sides
including their thermal data)

c. Basic information of thermal energy storages (heat loss coefficients, conductivity,
volume, diameter)

d. Basic information of natural gas-fired boilers (efficiency curve, maximum thermal power)
e. Basic information of photovoltaic systems (open circuit and short circuit voltages and

currents, maximum power data, number of cells, number of modules)
f. Positions and types of actuators as well as sensors and their parameters (maximum volume

flow, etc.).

3. Equipment connections (both physical flows and information flows).

If this information is available in IFC and is in accordance to standardized naming, it is fetched
from the IFC file. Otherwise, the elements and their interconnections need to be defined separately in
auxiliary data.

The general structure in Figure 1 allows for various permutations of energy components, where
only a subset is viable regarding economic and technical feasibility (a supply that relies only on
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industrial excess heat is, for example, not regarded, since it is only implemented together with a backup
heat pump). These combinations are shown in Table 1. Overall, the presented algorithm can be used to
automatically develop control strategies for a total of 26 different configurations.

Table 1. List of feasible combinations of heat provisioning elements based on the superstructure.

Variant
Heat

Pump

Natural
Gas-Fired

Boiler

Industrial
Excess Heat

Photovoltaic
System

Thermal Energy Storage
in Series/Parallel

Variant A X (X) X
Variant B X (X) X
Variant C X X (X) X
Variant D X X (X) X X
Variant E X X (X) X
Variant F X X X (X) X X

Elements marked with X are required for a variant. For thermal energy storages, different
hydraulic combinations are possible; in general, multiple heat storages can be connected in parallel or
serial in both positions in Figure 1 with high and low temperature setpoints. A combination of serial
and parallel storages is only possible for variant D and F because of the high temperature, which needs
to be provided by a gas-fired boiler for filling multiple storages. Although heat pumps can also provide
temperatures above 50 ◦C, most heat pumps in buildings are designed for lower temperatures. Hence,
to reach a higher temperature level, cheaper gas boilers are used. To improve temporal flexibility,
any number of stratified heat tanks can be specified, and the control strategy algorithm will combine
the given heat producing elements with the storages.

The photovoltaic system (PV) is optional for all variants, since the renewable electricity of
the photovoltaic system (PV) can always be integrated. The system is controlled with a simplified
energy-balance approach: if electricity is needed and the PV can provide it, it is used for covering parts
of the load. If the PV provides more energy than can be used on site, it is fed into the electric grid.
For that, different regulations need to be fulfilled: the electricity price is higher than the feed-in price,
whereby increasing the share of on-site usage of renewable energy is an important action to improve
cost saving.

Despite the advantage of heat pumps of producing an output of about four units heat energy per
one unit electricity (coefficient of performance (COP) of brine-water heat pumps equals to about 4 [21],
their maximum achievable temperature is at about 80 ◦C). Even though high-temperature heat pumps
exist, their prices are relatively high and their COP is much lower compared to lower temperature heat
pumps, [22]. Thus, if higher temperatures are needed or if independency from electrical power sources
is desired, the possibility of adding gas-fired boilers is included.

Control of oil-fired boilers is not discussed within this paper, since heat production using this
type of technology was banned in Denmark in 2013, [23], and partially in Austria in 2019 [24], and
bans will be necessary for reaching the climatic targets of the European Union (EU) [25].

4. Controller Block Library

Once the data of the building energy system has been collected, the control strategy can be
created. As a first step, a library of control blocks for the energy components has to be defined.
These control blocks are then interconnected and parameterized based on the interconnection of
the energy provisioning system. The distribution system and the heating zones that are supplied by
this provisioning system are also relevant for the parameterization. This information is used both to
estimate any missing parameters (e.g., temperature setpoints of the thermal energy storage networks)
and to ensure efficient control of the heating zones.

For the energy components that are listed in Section 3, a controller block and, if necessary,
a switching block is created, as shown in Figure 2. These blocks are stored in a library and are
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automatically imported by the generating algorithm, depending on the energy system structure
and the hydraulic circuitry. Depending on the connections between different elements, such as
serially connected heat storages, the algorithm changes the controller′s behavior. This ensures
efficient operation.

 
Figure 2. Developed SIMULINK blocks for different types of heating.

The control blocks have three types of variables: design parameters, process variables and dynamic
outputs. Design parameters are unchangeable during the runtime of the control strategy and include,
for example, the orientation and positioning of the PV system, as well as its inclination and size,
window location and sizes, etcetera. Process variables and dynamic outputs may change any time and
affect the overall system dynamically.

SchedulerDoW represents the time scheduler of the overall system. Based on the current time
D_Act and a predefined list of on–off times, which are represented as the input PAR_WSCH, this block
(de)activates the HVAC system. Specific on–off times are given by underlying occupancy profiles
or the type of use of the building, i.e., office buildings are operating within normal business hours,
hospitals all day and night long. Every block that has an input named B_ON can be (de)activated by
SchedulerDoW.

Some buildings’ inner room temperatures are reduced outside operation times. Therefore,
the block NightSetBack is used for setting this temperature setpoint to a given value while the overall
system is deactivated (B_ON = 0). If the inner room temperature reduces too sharply, the system
is reactivated.

HeatPumpAct and GasFiredBoilerAct are used for HVAC systems, where heat pumps, as well as
natural gas-fired boilers, can heat up the same heat storage. Their inputs B_HP and B_ON_GFB are
switched by the block SwitchGasFiredBoilerHeatPump. Basically, this block defines the need of a natural
gas-fired boiler and the usefulness of activating the heat pump based on different conditions:

• Setpoint temperature of the heat storage: If the heat pump is not able to reach the needed
temperature, it is only used when the lowest node temperature is lower than the provided one,
and energy from the photovoltaic system is available. After reaching the maximum possible
temperature, the heat pump is deactivated, and the natural gas-fired boiler is activated.

• Needed energy from the distributing side: If the heat pump is not able to provide this energy,
either due to errors during design phase or if the heat pump is only used for partial-load operation,
the natural gas-fired boiler is used for provisioning.
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HeatPumpCtrl is used to provide a pre-defined flow temperature, which can be the target
temperature of the underfloor heating or of the storage tank. The target temperature of the underfloor
heating is determined by Figure 3. In the test case shown later in Figure 4, Pump Brine and Pump Storage
are used for controlling the mass flows of the source and the sink side of the heat pump. On both sides,
PI-controllers are used. Pump Brine changes the mass flow for reaching a specific temperature difference
between brine intake and return: ΔTbr = 4K. A higher temperature difference than 4 K may lead to
environmental problems. Thus, the pumps energy consumption increases. Depending on the power
usage on the heat pump’s hot side, the extraction of heat from the ground changes and the controller
tries to compensate this load change. For that, a PID controller is used, which compares the flow and
the return temperatures on the cold side to be able to guarantee the temperature difference: ΔTbr.
The controller can either be used for regulating the mass flow by using a valve or a pump directly.

Figure 3. Heating curve based on pre-defined support points.

Figure 4. Heating system derived from the superstructure, including actuators.

For designing the hot side controller, two different situations are compared: if industrial excess
heat is available, this energy is used to fill the thermal energy storage. Though, if this temperature is
too low, the heat pump needs to be activated—switching between these two variants carried out by
the valve Valve Switch (Figure 4). Since the industrial excess heat does not need an additional pump for
passing water through the thermal energy storage, the hot sides’ water needs to get pumped through
the storage and the heat pump. Pump Storage is controlled using a PI-controller, which compares
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the return temperature with the flow temperature and tries to reach the given flow temperature setpoint.
Depending on the heat pump’s nominal output, this maximum temperature difference is calculated
using Equation (1).

.
Qnom =

.
m cp

(
Thp, f low − Thp,ret

)
(1)

Thus, the heat pump’s performance is limited, and possible miscalculations are avoided. Finally,
the heat pump’s activation period depends on the thermal energy storage temperature and its se-point.
Attention should be paid to the heat pump’s duty cycle, because of the high start-up current and
the high stress during the start-up phase.

The input variable B_Dist decides, if industrial excess heat is currently used; T_Source_In and
T_Source_Out gives information about the temperature on the brine side, which is necessary for
controlling the mass flow of the heat-pump’s cold side; T_Sink_In and T_Sink_Out are necessary for
controlling the mass flow on the hot-side to set the correct temperature difference. The output variables
m_Source and m_Sink are the mass flow control inputs for the installed pumps or valves, which are set
by PI-controllers. The setpoint of the heat pump depends on the following components, which are
connected, and is set by using the input T_HP_Setpt.

If a natural gas-fired boiler is part of the system, the block GasFiredBoilerCtrl is used for controlling
the boiler. This controller is simple, since neither energy from the PV system needs to be considered,
nor two hydraulic sides must be controlled. Hence, the mass flow m_Gas for heating up the heat
storage depends on the difference between return temperature from the heat storage T_GFB_In and
flow temperature into the heat storage T_GFB_Out and the temperature setpoint of the heat storage
T_HS_SP as well as the current temperature T_Storage. The circulation pump is regulated by a PI
controller, using m_Sink as the control variable.

HeatStorageCtrl switches between using industrial excess heat B_Add_Source and using another
heat providing component B_HP as a heat-pump or a gas-fired boiler. Depending on the temperature
T_Add_Source and mass flow m_Add_Source of the industrial excess heat and the other heat providing
component, free energy from industrial excess heat can be used. If the storages’ temperature T_Storage
is higher, or a higher setpoint T_Storage_Setpt must be reached, industrial excess heat may be used till
the transferred energy is non-economic.

The blocks FloorHeaterCtrl and HeatingCurve are used for controlling the temperature within
a single room, which can be affected by changing the flow temperature and the mass flow from the floor
heating system. The first parameter is outside temperature-regulated and the second is constant. In
real systems, a constant mass flow is reached by using a valve at the heating manifolds return flow.
The valves position will normally not be changed within the building′s lifetime. The flow temperature
can be calculated using a heating curve (example shown in Figure 3).

The configuration of the heating curve is provided by an expert and depends on different
parameters, which can be changed for improving the energy efficiency and the comfort level, as:

• Inclination (V_Incl)
• Level (V_Level)
• Room temperature change (V_RTC)

By changing these parameters, the curves shape and the heating systems behavior change. Usually,
they are adjusted once depending on experience and are constant during the heating systems life cycle.
Partially, these values are time-dependent, e.g., if night setback is activated.

The output T_HC relates to the same named input from FloorHeaterCtrl. Within this block,
the valve position V_Mixer of the mixing valve is set depending on the storage, the return T_Return and
the heating curve T_HC temperature. Depending on the current temperature of the storage, the valve
may mix liquid from the return flow. The room’s temperature is controlled based on the room’s
temperature setpoint T_Room_Setpt and the current room temperature T_Room by changing the mass
flow using a PI-controller.
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5. Topology-Aware Algorithm for Control Strategy Assembly

The workflow so far has collected all relevant information from an IFC-based BIM model and
has augmented it with auxiliary data. A library of controller blocks has been designed to support
the control strategy creation for a superstructure of feasible energy system variants. This chapter
now covers the creation of the control strategy for a given system. The algorithm that has been
developed is capable of creating valid control strategies for all variants of the superstructure, including
the management of different combinations of serial and parallel storages. For the scope of this paper,
one test case variant of the energy system is selected, which contains PV, heat pump, natural gas-fired
boiler and industrial excess heat as sources, one storage tank, and a simplified distribution system
with only one thermal zone (Figures 4 and 5). The resulting control strategy at the end of the workflow
is shown in Figure 6.

The system shown in Figure 4 also corresponds to the simulation setup used for the plausibility
check. The models for the supply side are based on already validated ones, such as a heat pump model,
whose thermal output power is calculated based on the thermal input and the electrical power as well
as the temperature spread between source input and sink output temperature. In this test scenario,
the thermal storage corresponds to a decoupling of the supply and distribution side. The calculations
of the interior temperature are obtained by the Heating Load Calculation. The heating system in use,
in this case underfloor heating, is simulated and the heat losses and gains are taken into account. A
certain inertia results from the storage mass of the installed screed and the heat transfer of the heating
pipes to the screed. This inertia is considered in the design of the controllers, since a more inert system
requires a different control system than a highly dynamic one.

 

Figure 5. Example of typical sensors and actuators within a heating zone or room.
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Figure 6. Automatically created baseline rule strategy for the heating system of a single room.

Based on the test case information, a topology map shown in Table 2 is created; the inputs and
outputs of the provisioning components are derived based on the definitions in Section 4 and are
matched with the component names in the topology map in order to reflect the hydraulic connections.
The provision side is represented from Pump Storage Out to Photovoltaic System and the distribution
side from Thermal Energy Storage Discharge Out to Pump Heater Out. A distinction is made between
inputs and outputs, which also define the flow direction of the liquid used.

Table 2. Topology map.

Source Sink

Pump Storage Out Heat Pump Hot_In
Pump Storage Out Natural Gas Fired Boiler In

Heat Pump Hot_Out Valve HP GFB In
Natural Gas Fired Boiler Out Valve HP GFB In

Valve HP GFB Out Valve Switch In
Industrial Excess Heat Out Valve Switch In

Valve Switch Out Thermal Energy Storage Charge In
Thermal Energy Storage Charge Out Pump Storage In

Photovoltaic System Heat Pump Power In
Thermal Energy Storage Discharge Out Valve Mixer In

Heating Zone Out Pump Heater In
Valve Mixer Out Heating Zone In
Pump Heater Out Valve Mixer In
Pump Heater Out Thermal Energy Storage Discharge In

5.1. Provisioning Side

Figure 4 shows components highlighted in green, which require an according control block, while
blue components are directly controllable actuators, such as valves and pumps. In the next step, their
interconnections need to be implemented using the topology map in Table 2. The algorithm terminates
when all inputs and outputs are connected.

The algorithm starts at the source side; in this test case, this is the brine side of the heat pump
connecting the Pump Brine pump with the heat pump. Thus, the control blocks HeatPumpCtrl and
HeatPumpAct are used. The hot side of the heat pump (on the right) leads into the first valve, Valve HP
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GFB. Its outlet leads to the next valve, Valve Switch, and then to the thermal energy storage tank Thermal
Energy Storage. Thus, the HeatStorageCtrl control block is required. A further inlet of the valve Valve HP
GFB corresponds to the Natural Gas Fired Boiler, whose flow is fed by the Pump Storage and is connected
to the return flow of the storage tank. Thus, the blocks GasFiredBoilerCtrl and GasFiredBoilerAct are used.
The Pump Storage also feeds the heat pump, which means there is a direct link between the heat pump
and the gas boiler. Therefore, the block SwitchGasFiredBoilerHeatPump is required. The discharge side
of the storage tank is connected to valve Valve mixer, which leads directly into the heating zone. Since
this is part of controlling the distributing side, no further control of the provisioning side is required.

5.2. Distribution Side

The distributing side is simplified to only one thermal zone. Figure 5 shows the placement of
the sensors, valves and pumps that are necessary for maintaining indoor comfort in the thermal zone.

The algorithm starts by identifying all rooms within a building. They are represented by ifcSpace.
Based on this information, all sensors, which are represented as IfcDistributingControlElement and
IfcSensorType “Temperature Sensor”, within the rooms’ boundaries are identified. Either they are
directly linked to this room within IFC, or they are assigned to a specific room by knowing its
three-dimensional coordinates. Then, all room-depending sensors need to be assigned to one specific
room. Referring to the example from Figure 5, Temperature sensor I and Temperature sensor II are
assigned to the Heating Zone (Room).

Second, all components, which are used for heating the specific heating zone are identified.
Initially, heating pipes, represented as ifcPipeSegment, are identified. Using their location, they can be
assigned to a specific room, too. Then, all connected pipe segments are traced, which leads to a net of
the heating system and an easier assignment of sensors, valves and pumps. Using this net, all further
elements are assigned to specific rooms by using the nearest ones to the first room-exiting pipe. Finally,
the sensors Flow Temperature Sensor and Return Temperature Sensor, as well as the Mixing Valve and
the Heating Pump, are assigned to the same Heating Zone (Room). This procedure is performed for every
room. The piping map has, of course, only be created once.

5.3. Control Strategy Synthesis

Depending on the identified components, the according control blocks and their sensors as well
as actuators are added to the control strategy; they are highlighted in blue in Figure 6.

The connection of the provisioning side with the distribution side is controlled by a Pump Pump
Heater and the mixing valve Valve Mixer. Due to this, the control block FloorHeaterCtrl is added and
both outputs (m_Floor, V_Mixer) are connected. If there is no back mixing of the return flow, the output
V_Mixer of the control block FloorHeaterCtrl would not be connected. This would affect the entire
control strategy, since the flow temperature of the heating system can no longer be controlled by
the flow temperature sensor, which is located at the entry to the room, but by the setpoint of the thermal
energy storage. Changing this would force a change in the heat pump and gas boiler setpoints. Thus,
the interconnection of the individual components is influenced by both the source and the sink side.

In Figure 6, all predefined parameters are highlighted in grey (boxes with constant values).
The storage’s setpoint T_Storage_Setpt is calculated for the known nominal temperature of the heat
pump and the known flow temperature of the heat distributing side. Using the storage and the zone
sizes, which need to be supplied with hot water, the temperature threshold T_TH_Storage is calculated.
So, the storage will always be able to provide enough thermal energy and is refilled early enough
without stressing the heat pump more than needed.

Other configuration parameters, such as V_Incl, V_Level and V_RTC, are either given or calculated
by provided measured values for the outside and the associated flow temperature. Scheduler values
need to be defined or are assumed depending on the building’s usage, e. g., an office building’s
operation hours for the energy systems between 7:00 and 20:00 during workdays are assumed as
default values.
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As referenced earlier, Figure 6 shows the complete control strategy for the system in Figure 4,
including both provisioning and distribution side. This structure is created fully automated by
the topology-aware algorithm.

The controllers for the provisioning system are in the upper area (light red) and the distribution
side controllers are highlighted with a light green background. D_ACT is an external input providing
the current time. In the present case, the additional source refers to industrial excess heat. Hence, its
inputs (temperature and mass flow) are connected to the corresponding inputs of the heat storage
control. This free energy is preferably used, if it meets the corresponding setpoints. The PV system
serves as a simple energy source, whose output is used in addition to that from the electrical grid.
Subsequently, these data can be used to change the setpoints and switch-on times, but this is not
discussed in detail in this paper.

The parameters determined were based on the interconnection and configuration of the individual
components. The heat pump was designed with a flow temperature of 55 ◦C (T_HP_Setpt), but
the thermal storage tank has a setpoint value of 70 ◦C (T_Storage_Setpt). This configuration would
give a warning in the plausibility check, which is scheduled after the control strategy development.
However, since a gas boiler and industrial waste heat are available as additional sources, this setpoint is
valid. The switchover via SwitchGasFiredBoilerHeatPump is performed via these two temperature levels.

The indoor temperature setpoint is either defined in the room model of the BIM model, or is
defined manually. The parameters for the heating curve are identified by the specified support points.

All these parameters can be adjusted in subsequent optimizations. These can be carried out
automatically or can be changed by the respective users.

6. Plausibility Check Based on Simulation Results

Control strategies should already be checked during the planning process. This allows users to
test different energy provisions and distribution systems as well as their dimensioning and to identify
the optimal system. Simulations, which can be integrated in different simulation environments, support
this process. The resulting control strategies can be tested with more complex models for fine tuning or
can be modified during the commissioning of the finalized building. The resulting control strategy is
tested in a simulation environment, which is coupled in the co-simulation environment PTOLEMY [26].
Simulink is used for the control strategy implementation that operates a thermal simulation of
the building, the provisioning and the distribution system. In this test case, the system shown in
Figure 4 is checked and the entire process described in the previous chapters is performed. If there are
changes in the interconnection or in the components, these are recognized and are already considered
in the control concept shown in Figure 6 as an example. Currently, the corresponding simulation
environment of the components is set up manually. This can be automated in subsequent work by
identifying relevant parameters in BIM models, but is not part of the present work. The simulation is
run for a period of 48 h, the results for the provisioning side are shown in Figures 7 and 8.

Plot (a) in Figure 7 shows the usage of industrial excess heat (blue), the activation of the heat
pump (green) and the gas-fired boiler (red). The storage tank temperature at the outlet and the upper
storage tank temperature (plot (b)) have an initial temperature of 20 ◦C and should be raised to 70 ◦C
(T_Storage_Setpt). Since the control strategy prioritizes renewable energy, the temperature is first raised
to 55 ◦C only by the heat pump. As the average temperature of all layers of the storage tank is relevant
for the controller, the loading by the heat pump continues until approximately 10:30. Then the heat
pump is deactivated, and the gas boiler takes over to raise the temperature from 55 ◦C to the final
temperature of 70 ◦C. Once this temperature has been reached, the boiler is deactivated and is regularly
activated for reheating. Between simulation time 24:00 and 35:00, the overall control was overruled by
a free heat source (Industrial Excess Heat). The energy is fed directly into the thermal energy storage and
the standard control takes over again as soon as the heat source has faded. The frequency of activation
can be changed by modifying the storage tank temperature hysteresis. If the target temperature of
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the storage tank was ≤55 ◦C, the gas boiler would not be activated, and only the heat pump would be
responsible for charging the storage tank.

Figure 7. Switching between heat pump, natural gas-fired boiler and industrial excess heat.

Figure 8. Supply temperature and back-mixing valve position for room temperature controlling. (a)
the opening of the mixing valve to achieve the desired flow temperature; (b) the mixed flow temperature.

Figure 8a shows the opening of the mixing valve to achieve the desired flow temperature. In
Figure 8b, the mixed flow temperature can be seen. The mixing valve is responsible for providing
the desired flow temperature. The room temperature is then controlled via the mass flow rate (m_Floor),
which is provided by a separate pump.
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Figure 9 shows the indoor temperature of the controlled heating circuit as well as the floor
temperature. Similar to the discharged storage tank, the indoor temperature starts at 20 ◦C and
is controlled and kept at a constant level of 22 ◦C. The flow temperature corresponds to 35 ◦C
(Figure 9) which is controlled by the mixing valve and corresponds to the heating curve for the existing
outdoor temperature.

Figure 9. Room and floor temperature control.

7. Discussion

As shown in the figures, the provisioning as well as the distribution side are controlled accordingly.
Switching between the heat pump and the gas boiler works based on pre-defined temperatures and
the temperature of the storage tank is also constantly within the desired limits. The indoor temperature
is constantly controlled to the predefined value and has been quasi-decoupled from the storage tank
temperature by using a mixing valve.

The present simulation results were generated by coupling the automatically generated control
strategy with manually created, classical provisioning and distribution systems. These results can be
used for comparison with other systems or for comparison with changed building or system parameters.
These include, for example, different thermal energy storage tank sizes, heat pumps with different
performance levels, other interconnection variants or fundamental changes to the building in terms of
thermal insulation or windows. The benefit of this approach is that provision and distribution systems
based on empirical values can be tested using dynamic simulations. The results will change in each
planning stage, as the first BIM models will have a lower quality than those in the later planning phase.

The strategy creation process is expected to reduce development costs in different areas; we
estimate that the highest impact on cost and resource savings will be the following:

• A priori testing and optimizing of control strategies before a building is commissioned: this
increases the overall quality of the building operation and will reduce operation costs.

• Automatic creation of control strategies: our BIM-based approach is expected to cut the costs for
programming in half. In the example building shown in Section 2.3, this would address the 60%
programming part of the building automation share of EUR 450,000.
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• Evaluation of different HVAC configurations in early design stage: while this is possible today
by thermal simulation, our approach refines the accuracy of simulation by automatically adding
a control strategy to an HVAC system, thus providing high indication on dynamic behavior in
high time resolution.

• Fast reaction to changes during planning by triggering reruns of the control strategy creation
process: upon significant changes in the system, a manual reprogramming of control strategies
can be replaced by our automated approach; we expect that each of these events is halved in its
resource demand.

In the presented method, simulations are performed with widely used models. These include,
for example, the Carnot model of the heat pump or room temperature calculations based on heat
flows through walls and windows. However, an exact representation of reality is not possible with
current models, so a validation based on real data would provide a further benefit. The control strategy
development described above was tested based on different BIM models of real planned buildings;
this led to promising results. However, no building could yet be accompanied from the planning
to the construction phase. There are various reasons for this: Building data have to be provided in
early planning phases. However, the BIM models have to be of a certain quality in order to obtain
satisfactory results. Since BIM is still in its infancy in the Mechanical, Engineering and Plumbing (MEP)
industry, projects have yet to be acquired in which not only BIM models can be obtained, but also
the entire planning and construction process can be monitored. Since these processes can take years to
complete, validations based on real data will only be able to be submitted later.

8. Outlook

The new methodology presented in this paper allows the automated development of
a general-purpose building energy provisioning and distribution system; it uses both IFC-based
BIM data and auxiliary data to extract the hydraulic structure of the energy system and derive a control
strategy from it. While this new approach is capable of solving a broad variety of energy component
combinations, it is limited to a subset of applications, namely, only addressing the heating case,
not the cooling case. Future research will extend in this direction, so that it is possible to apply
the methodology to the areas of cooling and, consequently, control of air humidity.

Furthermore, the created controller strategy can be used to perform online optimization, i.e.,
tuning the controller parameters while the system is in operation. This would allow users to further
increase energy efficiency of the building energy system.

In further work, the developed methods will be tested on buildings designed and constructed using
BIM. Since BIM has yet to gain a foothold in most of the construction industry and the model quality
has to meet certain standards, validations must be carried out based on direct and intensive cooperation
with building contractors. This also increases the likelihood of acceptance to use the developed
methods and validates the results by comparing them with older buildings. However, the developed
methods offer a solid basis for acquiring partners for the validation, as they can already be tested on
BIM models and show feasible results.
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Abbreviations

The following abbreviations are used in this manuscript:

B Binary signal (-)
cp Heat capacity (kJ/kg·K)
.

m Mass flow (kg/s)
PAR Parameter (-)
.

Q Heat flow (W)
ΔT Temperature difference (K)
T Temperature (◦C)
ACT Activation
Add_Source Additional Source
br Brine
Dist Disturbance
GFB Gas-Fired Boiler
hp Heat pump
In Incoming
Incl Inclination
Out Outcoming
RTC Room Temperature Coefficient
ret Return
Setpt Setpoint
TH Threshold
WSCH Weekly Scheduler
BIM Building Information Modelling
bsDD buildingSmart Data Dictionary
COP Coefficient of Performance
EIR Employer’s Information Requirements
HC Heating Curve
HP Heat Pump
HVAC Heating, Ventilation and Air Conditioning
IFC Industrial Foundation Classes
PV Photovoltaic
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Abstract: The definition of room functions in Building Information Modeling (BIM) using IfcSpace
entities is an important quality requirement that is often not fulfilled. This paper presents a three-step
method for enriching open BIM representations based on Industry Foundation Classes (IFC) with
room function information (e.g., kitchen, living room, foyer). In the first step, the geometric algorithm
for detecting and defining IfcSpace entities and injecting them into IFC models is presented. After
deriving the IfcSpaces, a geometric method for calculating the graph of connections between spaces
based on accessibility is described; this information is not explicitly stored in IFC models. In the
final step, a graph convolution-based neural network using the accessibility graph to classify the
IfcSpace entities is described. Local node features are automatically extracted from the geometry
and neighboring elements. With the help of a Graph Convolutional Network (GCN), the connection
and spatial context information is utilized by the neural network for the classification decision,
in addition to the local features of the spaces which are more commonly used. To evaluate the
classification accuracy, the model was tested on a set of residential building IFC models. A weighted
version of the common GCN was implemented and tested, resulting in a slight improvement in the
classification accuracy.

Keywords: BIM; IFC; architecture model enrichment; machine learning; IfcSpace

1. Introduction

BIM modelling is the de facto standard in architecture, engineering, and the construc-
tion (AEC) industry. Various proprietary closed software packages are used to create BIM
models. For the sake of interoperability, the buildingSMART consortium created the IFC
(Industry Foundation Classes) standard [1], which is the established open data format for
the BIM industry. IFC provides a rich vocabulary for the specification and classification
of building components, as well as the properties needed for alphanumeric information.
Unfortunately, in practice, the IFC files are most often incomplete. There exist solutions for
the automatic checking of building code compliance, such as the Solibri Model Checker,
but these tools employ hard-coded rules that require exact and complete BIM model spec-
ifications. In practice, incorrect design, lack of information provided by the user in the
design phase, or the use of various local languages for labelling elements strongly limits
the applicability of these automatic model checkers. For the validation of models and for
further calculations, planning, or for cost estimations, the semantic enrichment of the IFC
models is needed to inject this missing information into the IFC model.

In our work, we focus on the semantic enrichment of spaces (IfcSpace entities) with the
function of the corresponding room. The exact spatial definition of the space is an important
piece of information for stakeholders, for example, to quickly create a list of apartments
with exact size information in residential buildings. Intended usage and occupancy of
spaces is an important piece of information for facility managers: corridors, halls, and
basement spaces require less ventilation and heating than office rooms or apartments.
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Construction companies benefit from correctly labelled spaces by being able to calculate
various cost factors and procurement plans more precisely (for example, calculating the
required amount of tiling from the aggregated surface area of toilets and bathrooms).

IfcSpace entities are graphically not visible when rendering the BIM model; our
analysis showed that the IfcSpace entity for a room is often omitted in the modeling
process. However, even in higher quality models—where IfcSpaces are defined and thus
PropertySets could be defined—the PropertySets are often left blank, leaving IfcSpace
entities with only the space boundaries and without the room function defined.

IfcSpace entities are important elements that are required for HVAC simulations and
control applications [2], and are needed for thermal zoning in thermal dynamic simula-
tions [3]. The intended room function influences the different parameters that are used in
the simulation, such as temperature, humidity, or air exchange setpoints and ranges (e.g.,
lower temperature setpoints in bedrooms). Similarly, storage rooms, corridors outside of
apartments, and garages have lower or no heating requirements. Fine-grained control of
related parameters of the building model in the design phase results in lower estimated en-
ergy needs, and, if those controls are correctly implemented in the commissioned building,
also in a lower final energy consumption. Additionally, having the spaces automatically
derived and their functions determined saves time and reduces the need for manual, error-
prone work. Exact thermal simulations also require second-level space boundaries that
can be derived from the defined spaces, as described in [4]. Room functionality is also an
important information for facility managers throughout the lifecycle of the building.

Our paper structure is as follows: In Section 2, the state of the art of machine learning-
based automatic enrichment of BIM models is reviewed, especially with regards to room-
function classification. In Section 3, a geometric method is presented to automatically
detect spaces in BIM models, if they are missing. We present a method for extracting
connections between spaces and for building a graph of accessibility. Furthermore, a
Graph Neural Network (GNN)-based classification algorithm is described to classify these
spaces. This classification is based on this accessibility graph and the calculated geometric
features that are extracted from the raw BIM Models. We also present a modification of the
Graph Convolutional Network to strive for higher accuracy. In Section 4, the results of the
classification are presented as an accuracy analysis and a confusion matrix. The paper is
closed with Section 5.

2. Related Work

Machine learning methods have gained increasing popularity in recent years in the
field of automated BIM processing. Krijnen and Tamke [5] used neural networks to classify
buildings into residential and non-residential categories based on floor plans.

The semantic enrichment of IFC BIM Models has been addressed in multiple studies;
Sacks et. al. developed a rule-based system that evaluates IF–THEN types of rules based
on prepared features [6,7]. To extract geometric relations that are not explicitly contained in
IFC files, they used Query Language for 4D Building Information Models (QL4BIM [8]).

Bloch and Sacks [9] examined the use of semantic enrichment in BIM models; they
compared neural network-based rules against hand-crafted rules for IfcSpace classification
(building rooms) and concluded that the neural networks based on geometrical features
and spatial connections strongly outperformed the rule-based method in terms of accuracy.

Koo et al. [10] applied support vector machines (SVM) to classify building elements
into eight of the most frequent IFC categories (Column, Beam, Slab, Wall, Covering, Door,
Window, Railing). They used simple geometric features (bounding box size, volume,
gyration, etc.) that were calculated using the opencascade geometry engine [11], as well
as features derived from IfcRelations (number of related Walls/Windows). They trained
their SVM classifier with six building IFC models and reached a classification accuracy of
over 90%. The same team later used multi-view convolutional neural networks (MVCNN)
to classify wall and door elements in BIM models [12]. The MVCNN [13] generates 2D
renderings of objects, and practically transforms the 3D object recognition problem into the
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well-studied 2D recognition problem, which can be solved efficiently using convolutional
neural networks [14].

Lumio [15] et al. used deep learning methods to classify images generated from BIM
model external views into three categories (residential, industrial, and other buildings).
Besides classical SVM classifiers, they also tried deep neural networks (ResNet, MobileNet),
which are very successful in machine vision tasks. They found that these deep neural nets
considerably outperformed SVMs for this task and reached over 90% accuracy in predicting
the building type based on the generated 2D images.

Edmunds et al. [16] created the IFCNet benchmark dataset for IFC element classifica-
tion. They also tested the MVCNN architecture for classifying these elements; it showed
very good results (over 85% accuracy). However, in their method, the context information
of the elements is not used, and the elements are classified based on their geometry alone.

Many scientific and engineering datasets have an inherent structure that can be repre-
sented with a graph. Graph applications range from social networks, citation databases,
molecular chemical datasets, recommendations, predicting infectious diseases, etc. Ad-
vanced neural network models for prediction and analysis tasks over graph data have
attracted considerable research attention in recent years. Applications of deep learning
methods on graph datasets include node classification, graph classification, link predic-
tion, and graph generation tasks [17]. The methods applied on graph datasets include
graph convolutional networks, recurrent networks, autoencoders, adversarial methods,
and reinforcement learning. A common advantage of applying these methods to node
classification is that they inherently incorporate graph network information into the node
classification besides the single node information represented with the node features. A
general mathematical framework for the application of deep learning on graphs is given by
Bronstein et al. [18], where the analogy between graphs and manifolds is shown, and the
extension of the successful Convolutional Networks to graphs is derived.

Kipf and Welling [19] proposed a graph based neural network model with a simple
layer-wise propagation rule:

Hl+1 = σ(ÃHlWl) (1)

where Hl is the input of the l-th layer, Wl are the weights of the layer, and the Ã matrix is
calculated from the adjacency matrix, thereby establishing connections between adjacent
nodes in one layer. It was shown how this formula can be interpreted as an approximation
of a spectral graph convolution; therefore, the layer was named graph convolution. Addi-
tionally, the application of a graph convolutional network was demonstrated on a node
classification task.

IFC BIM models contain numerous relations among their elements; thus, a graph of el-
ements can be extracted with the IfcRelationships acting as edges. Additional relationships
can be derived by applying different geometric reasoning methods. For example, using
the calculated geometric distance between the extracted element shapes, a space adjacency
graph structure can be derived by connecting spaces that are geometrically close to one
another. After such graphs are derived, it becomes possible to apply graph neural networks
to train models for inductive reasoning, such as element classification.

Several recent studies have dealt with building elements classification based on floor
plans: Su et al. classifies structural elements (walls, windows, doors, stairs) based on
floor plans with graph neural networks [20]. A recent paper by Paudel et al. [21] solved
room-type classification based on the floor plan data of single apartments using various
graph neural networks. Hu et al. [22] presented room-type classification based on the floor
plans of university buildings using random forest and graph convolutional networks. All
these studies report high (around 80%) classification accuracy. However, one has to note
two things: 1. By selecting the model training and test set, the information concerning the
parent building of each apartment is not preserved; it is likely that one floor of a building is
included into the training set, while another floor of the same building belongs to the test
set. One can assume that there are considerable similarities between the floors of the same
building. 2. The number of common room types is relatively low.
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3. Materials and Methods

We present a method where two types of information are extracted from IFC files to
serve as input for a neural network-based supervised classification trained on labelled
data: First, numerical features calculated from the geometric shapes of IFC elements are
extracted. Second, the accessibility between spaces is calculated. The spatial proximity and
traversability of spaces can be best described by a graph. The spaces are represented as
nodes and connected with an edge if a person can walk from one space to the other. This
condition is satisfied if spaces touch without a boundary between them or are connected
via a door or staircase. The proposed graph convolutional network merges both numerical
features and graph structure to train the weights of a neural network to classify the nodes
in this graph. This method is not only promising for spaces, but also for other kinds of
classifications and automatic IFC model quality assessments.

3.1. Space Extraction from IFC Elements

The IFC standard provided the IfcSpace (https://standards.buildingsmart.org/IFC/
RELEASE/IFC4/ADD2_TC1/HTML/link/ifcspace.htm, accessed on 15 January 2022)
entity for defining spaces or rooms in BIM models. IfcSpace elements can be defined
and exported from closed BIM software packages. The correct definition of the spaces is
important for subsequent analyses such as area calculation or apartment size determination.
Further quality checks can also leverage the properties of the IfcSpace entities.

In our approach we started from the walls, which we extracted separately from each
floor. First, the Opencascade TopoDS [23] shape was extracted from each wall with the help
of ifcOpenShell [24]. Then, the oriented bounding box for each wall and the projection of that
bounding box onto a horizontal plane was calculated. With this projection, two-dimensional
rectangles were obtained for each wall. Using the shapely python package, these two-
dimensional shapes were processed; the convex hull was calculated from the polygons
and then the geometric difference of the convex hull and the rectangles corresponding to
the walls was calculated. This difference resulted in a list of polygons that were closed
polygons encompassed by the wall-rectangles. Polygons that were touching the convex
hull had to be removed from this list, because these polygons were not contained within
the building bounding walls. The polygons were then extruded along the z-axis (resulting
in IfcExtrudedAreaSolid objects), assuming vertical walls and using the height of the storey
that we calculated as the median of the wall heights belonging to the given IfcStorey. The
obtained IfcSpace entities could then be written back into the original IFC file with the
ifcopenshell write function, thus augmenting the initial BIM model with IfcSpaces. This
procedure is visualized on Figure 1. This method assumes vertical walls and horizontal
slabs. The processing of slanted slabs and roofs was out of scope of this paper. A further
limitation of the method is that incorrectly modelled walls can also lead to problems with
space detection (for example, when small gaps exist between the walls).

3.2. Accesssibility Graph Calculation

An accessibility graph is used to encode relations among spaces in the building.
Adjacent graphs are commonly used in different kinds of analysis of spatial layouts, e.g.,
using the space syntax theory [25]. In architecture, this is often done to analyze the layout,
connectedness, and relations between the spaces of the building. Another application of
accessibility graphs is the automated calculation of emergency exit pathways; the maximum
distance from each room to a fire-safe room is regulated by the Austrian building code
(https://www.oib.or.at/de/oib-richtlinien/richtlinien/2019/oib-richtlinie-2, accessed on
15 January 2022). Using the accessibility graph, the shortest route to reach a fire-safe place
can be easily calculated utilizing standard graph algorithms (for example, implemented
in the networkx python package [26]). Adding length measures to the space-graph edges
(distance between rooms), the path length can be obtained in meters.
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Figure 1. The visualization of the IfcSpace detection workflow.

To classify spaces, we filtered the information that is available in the IFC BIM Model;
only Spaces, Doors, and Stairs were extracted. In order to place the Space objects into
context, we calculated which rooms were connected, i.e., directly traversable from one to
another by humans. To create a graph of accessibility, we calculated which spaces were
directly reachable from other spaces through doors, or were in direct spatial contact (spaces
are touching). Here, we calculated the spatial proximity with the help of the open source
Opencascade geometry library (pythonocc interface [23])—see Figure 2. There are four types
of space–space connections that we checked:

• two spaces are touching (zero distance);
• two spaces are connected through a door (IfcDoor);
• two spaces are connected through an opening (unpopulated IfcOpeningElement);
• two spaces are connected through stairs (IfcStair).

Figure 2. A building model and the corresponding calculated accessibility graph. Orphan doors were
the doors with only one connected space (external or terrace doors).

If any of these four connections existed between two spaces, we created an edge
between the two spaces in the graph created from the spaces as nodes.
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3.3. Extracting Features

To perform the classification, certain geometric features were extracted from the
shapes of the spaces and doors. These geometric properties were then used as features for
supervised learning. Raw geometric features for the shapes of spaces were calculated using
the the Opencascade G_prop package (https://dev.opencascade.org/doc/refman/html/
class_g_prop___g_props.html, accessed on 15 January 2022). These raw features included:

• Total Volume;
• Principal moments of inertia;
• Gyration radius in the 3 axes in the principal coordinate system;
• Total Volume;
• Static moments in x, y, z directions;
• Height of the shape (in vertical z direction);
• Dimensions of the oriented bounding box of the space shape.

Additionally, the number of windows, doors, openings, and stairs belonging to a
space was calculated using geometric proximity. In order to speed up the relatively slow
Opencascade distance calculation between shapes, we first calculated a distance lower
limit with the help of bounding box corners—with much lower computation time and
complexity—and only if the distance between the bounding boxes lied below a certain limit
were the time-consuming exact geometric distances calculated between the Opencascade
shapes. The shape representation type of the space (Brep, Surface Model, or Swept Solid)
was added as a categorical feature.

As a next step, the normalized features were calculated from these raw features. These
included volume/height as the area of the space (in case of horizontal upper slabs), the
ratio of the maximum and minimum bounding box dimension, or the ratio of the volume
of the bounding box divided by the volume of the space—giving only one for cuboid
shaped spaces.

Using these features, a classifier was trained to label each room with one of the
following 15 labels: Bathroom, Toilet, Living Room, Kitchen, Bedroom, Corridor, Staircase,
Foyer, Storage, Terrace, Office, Kitchen/LivingRoom, Living Room/Bedroom, Other, or
Technical Room. Additionally, if the space definition was incorrect in the original file (for
example whole floor was marked as one space), the space was labelled as “DELETE”. We
also let the network predict such incorrect spaces.

3.4. Neural Networks on Graphs

A multi-layer preceptor model (MLP) was implemented to serve as a baseline reference.
MLP does not use the available graph information; it consists of two hidden layers and
accepts all available numerical and categorical features as input, and outputs the predicted
probabilities for each of the 16 room types.

Our first graph-based reference neural network model was the Graph Convolutional
Network from Kipf [19]. It operates on a matrix of N nodes, each with F number of features.
The Activation in hidden layer l can be given as:

hl+1 = f(hl , A) = σ(AhlWl) (2)

where A is the normalized adjacency matrix (with the size of N × N); Aij is nonzero if and
only if i and j nodes are connected. Wl is the trainable weight matrix in the hidden layer l.
The size of Wl does not depend on the size of the graph, just on the number of features F
and on the size of the hidden layers. These Wl weights are shared between the nodes, just
like the convolution matrix is shared by convolutional networks. For the first layer, H0 is
initialized with the input features. The activation function σ is usually implemented with
the tanh function.
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With these layers, the prediction for a two-layer GCN, as an example, can be written as:

Ziγ = so f tmax

(
∑
κ

σ

(
∑
jβ

Aijσ

(
∑
kα

AjkXkαW0
αβ + bβ

)
W1

βκ + bκ

)
WD

κγ

)
(3)

Here, we only get contributions to the output if i and j are indices of neighboring
spaces and j and k are also neighbors, so k is second neighbor to i. The Greek indices run
over the number of features. The trainable bias vectors are denoted by b. The formula
shows that in case of two GCN layers for the prediction of the class of a given element,
anything up to the second neighbors of this element contribute (for 1-layer GCN, only the
first neighbors show a contribution). Xkα is the feature α for node k; this is the first layer
input X = h0.

WD
κγ is the weight matrix of the last dense softmax layer. The softmax function returns

a vector Ziγ for each space i with the size equaling the number of classes and sums up to 1
(so γ = 1 . . . 15 for the 15 room categories). The elements of this vector can be treated as
probabilities of classes; the one with the highest “probability” is the predicted class.

The GCN in the stellargraph [27] python package is implemented for transductive
inference (classifying the unlabeled nodes in a known graph), which does not naturally
generalize to unseen nodes. This problem of inductive inference (predicting labels of the
nodes of a previously unseen graph) was solved by saving the learned weight matrices
(Wl) and creating a new stellargraph GCN instance from these previously learned weights
for an unseen graph without re-training.

In the course of training the GCN model we have realized that it often does not
outperform the simple MLP network in the inductive setup. Combining the two predictions
was attempted with the hope that an ensemble model would perform better. In order to
merge the predictions of the two models, we calculated a joint prediction. For this, we
simply summed up the output probability matrix of the two classifiers and determined the
joint prediction as the argmax of the single lines of this averaged probability matrix. This
method is often referred to as ensemble averaging.

3.5. Weighted Graph Convolutional Network Architecture

As the classification accuracy of the GCN for the inductive setup was not satisfactory,
a modification of the GCN architecture was attempted.

For the particular problem of assigning labels to IfcSpaces, the weakness of the GCN
is that the importance of the single site vs. neighbor nodes features cannot be adjusted, i.e.,
they are simply averaged. In the original GCN, the l-th layer output hl+1

j is obtained from

the layer input hl
kα with the formula in Equation (2):

hl+1
jβ = σ

(
∑
kα

Ajkhl
kαWl

αβ

)
(4)

where j, k = (1 . . . N) are the node indices, the Greek letters are the feature indices, Ajk is
the adjacency matrix that depends only on the graph structure, and Wl

αβ are the trainable
weights in layer l. We proposed an extended layer, with separate weight matrix for the
single site elements (diagonal of the adjacency matrix) and separate weights for the off-
diagonal elements, corresponding to the neighbors:

hl+1
jβ = σ

(
∑
kα

Ajjhl
jαWdiag

lαβ + Ajkhl
kαWo f f−diag

lαβ

)
(5)

Here, we have two matrices (Wdiag
αβ , Wo f f−diag

αβ ) instead of one, which were both sepa-
rately trained on the data (to optimize the cross-entropy loss function).
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With this novel architecture, a higher accuracy for the transductive learning was
achieved, and we also obtained higher inductive accuracy, as shown in the last column of
Table 1.

Table 1. Inductive Inference evaluation of the Neural Network models: MLP = simple multi-layer pre-
ceptor neural network, GCN: Graph convolutional network of Kipf and Welling [11]. GCN_MLP_joint
mixture of MLP and GCN classifier, WGCN = novel Weighted Graph Neural Network Model.

File MLP GCN GCN_MLP_Joint WGCN (Ours)

Duplex_A_20110907_optimized.ifc 20.0% 25.0% 30.0% 35.0%
FJK-Project-Final-gen.ifc 42.9% 50.0% 35.7% 42.9%

IFC_Schependomlaan_most_spaces.ifc 39.8% 28.9% 39.8% 39.8%
KIT_Smiley-West_Arch.ifc 51.4% 34.3% 64.3% 78.6%
SGD_Munkerud_Arch-1.ifc 23.3% 58.3% 46.7% 50.0%

Tent2_modified.ifc 46.6% 30.0% 28.6% 53.3%
Total accuracy 38.3% 37.6% 45.0% 50.0%

4. Results

We created a labelled dataset of spaces for eight IFC models of residential buildings
that were freely available on the internet. The source of the IFC files were archives of the
Ghent University IFC repository and archives of the duraark repository (https://www.re3
data.org/repository/r3d100012506, accessed on 15 January 2022). For these BIM models,
we used 13 room types.

For training and validation, we used the 320 spaces from the IFC models and randomly
selected 80% of these rooms as a training set; the remaining 20% of the nodes we used as
validation set. We optimized the neural network weights for 1500 iterations with the Adam
optimizer using the stellargraph/tensorflow GCN implementation. The training time was
under 1 min on an intel i9 CPU.

In Figure 3, the resulting confusion matrix of the classification is shown. We can see
that bedrooms, the most common room types, were also the most often misclassified room
types. A 62% classification accuracy was reached on the validation dataset.

Figure 3. Confusion matrix for classification (a) of all the training and validation data, for which we
obtained an accuracy of 72%; (b) For the validation nodes alone (which were 20% of the total nodes),
we obtained an accuracy of 62%.

The models were tested in an inductive setup as well; the models were trained on
1500 spaces of nine proprietary IFC files, then they were tested on six other unrelated IFC
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files that were neither seen nor processed during the training. With this independence of
the training and testing dataset we reached the most realistic accuracy assessment. The
obtained accuracy for this test is shown in Table 1. With GCN, we reached an average clas-
sification accuracy of 50%, where the accuracy ratio strongly varied between the considered
building models.

One example space classification result can be seen on Figure 4.

Figure 4. (a) An IFC model visualized with BIMVision software (https://bimvision.eu/, accessed on
15 January 2022); (b) The output of our WGCN space classifier for the spaces on the two floors of the
building model.

Figure 5 shows the confusion matrix for the inductive inference test. Some predic-
tion errors are understandable; for example, the network often mistakes Corridors for
Foyers (14 times). The IfcSanitaryTerminal elements (used to represent elements such as
drains, water closets, or sinks) were not used as space features, as around half of the used
models did not contain such elements. Without this feature, it was hard for the model to
differentiate between bathrooms and storage rooms (21 cases).

Figure 5. Confusion matrix for the inductive inference test of the WGCN model. The model was
trained on a proprietary set of IFC files with 1500 spaces and validated on 283 other spaces from other
IFC models as a realistic inference test.
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The relatively low classification accuracy stemmed from the high number of room-
types—some of them having just a few examples in the training set. Some room-types are
hard to differentiate without additional information (like Storage rooms vs. Toilets); we
also see that Foyers and Corridors are often confused by the neural model. They have a
similar room function, although the difference is only that Foyers are within the apartments.
Therefore, it made sense to merge some room types and recalculate both the confusion
matrix and accuracy. We grouped the following room types to create the following three
aggregate classes:

(“Corridor”, “Foyer”, “Staircase”, “Other”)

(“Kitchen/Living Room”, “Living Room”, “Living Room/Bedroom”)

(“Storage”, “Toilet”, “Technical room”)

With this change, we reached an accuracy of 64%; the resulting confusion matrix is
shown in Figure 6.

Figure 6. Confusion Matrix of the WGN classification with layer size of two, after merging classes.
The accuracy reached 64%.

5. Conclusions and Outlook

A study for classifying IFC spaces with calculated geometrical features, accessibility
graphs, and a graph-based machine learning model was presented here. The presented
results demonstrate the operation of the workflow; however, there is still room for accuracy
improvement before production deployment. For future work, the classification accuracy
shall be improved by fine tuning the current workflow—there is an improvement potential
that could be achieved by increasing the number of regarded features. Additionally,
the inclusion of additional IFC elements such as IfcSanitaryTerminal would improve
classification accuracy to differentiate spaces that have those elements (such as toilets,
bathrooms, kitchens) from those which usually do not (living rooms, bedrooms, storage).
We also did not use the information on whether a space was outside or inside the building,
as this would require a time-consuming geometric calculation. However, having such
information would be very useful to differentiate between, e.g., a terrace and a bedroom.
Another huge quality improvement is expected by using higher quality labelled input data
for training the neural networks. For this study, only a couple of IFC files were available,
where the spaces within one IFC model were highly correlated (i.e., spaces in different
floors or within one floor had very similar geometry). Even a data stock of several thousand
spaces would yield only a limited number of independent samples compared to the variety
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in existing buildings. It also has to be noted that in low-detailed IFC models (e.g., with the
duct system missing from the model), sometimes the labelling of the space type was not
obvious for human experts either. For example, toilets and storage rooms have very similar
features; they have similar geometry, are windowless, and are typically located towards the
core of the building. Additionally, the present analysis does not involve parent apartment-
related information (e.g., small apartments usually have only one bathroom, or living
rooms are usually the biggest rooms of an apartment). To incorporate such knowledge rules
in the classification decision, first the individual apartments would need to be detected.
Based on the segmentation of the spaces into apartments and public areas, new features
could be calculated, which could be very useful for the space classification. This apartment
information inference and processing should be a subject of a follow-up research project.
Still, the presented study shows that it is possible to achieve an automated classification of
an incomplete BIM model (i.e., one that is missing the classification of rooms), and that the
method has the potential to automate the room classification process. It is expected that a
similar approach can be used whenever BIM models are handed over from one stakeholder
to another, e.g., in the case of issuing a building permit based on the BIM model data.
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Abstract: Occupancy-aware heating, ventilation, and air conditioning (HVAC) control offers the
opportunity to reduce energy use without sacrificing thermal comfort. Residential HVAC systems
often use manually-adjusted or constant setpoint temperatures, which heat and cool the house regardless
of whether it is needed. By incorporating occupancy-awareness into HVAC control, heating and cooling
can be used for only those time periods it is needed. Yet, bringing this technology to fruition is dependent
on accurately predicting occupancy. Non-probabilistic prediction models offer an opportunity to use
collected occupancy data to predict future occupancy profiles. Smart devices, such as a connected
thermostat, which already include occupancy sensors, can be used to provide a continually growing
collection of data that can then be harnessed for short-term occupancy prediction by compiling and
creating a binary occupancy prediction. Real occupancy data from six homes located in Colorado is
analyzed and investigated using this occupancy prediction model. Results show that non-probabilistic
occupancy models in combination with occupancy sensors can be combined to provide a hybrid HVAC
control with savings on average of 5.0% and without degradation of thermal comfort. Model predictive
control provides further opportunities, with the ability to adjust the relative importance between thermal
comfort and energy savings to achieve savings between 1% and 13.3% depending on the relative
weighting between thermal comfort and energy savings. In all cases, occupancy prediction allows
the opportunity for a more intelligent and optimized strategy to residential HVAC control.

Keywords: HVAC control; occupancy prediction; energy consumption; thermal comfort

1. Introduction and Background

The finite quantity of fossil fuels and the mounting concern of climate change makes reducing energy
use a global necessity. Buildings are major consumers of energy worldwide, and used around 3060 million
tons of oil equivalent (Mtoe) in 2018 according to the International Energy Agency (IEA) [1]. In the United
States, heating, ventilation, and air conditioning (HVAC) systems account for 50% of all building energy
consumption [2], while U.S. homes alone are responsible for the use of approximately 4.7 quadrillion
British thermal units (Btu) for space heating and air conditioning per year [3]. Therefore, reducing energy
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consumption associated with residential heating and cooling has the potential to result in large energy
savings when applied across the sector.

Traditionally, heating and cooling in residential buildings has been controlled by a thermostat that
has a single setpoint temperature, which keeps the indoor temperature constant whenever the thermostat
is in use. Over time, different technologies have been added to HVAC systems to improve temperature
control and reduce energy use, one of which is occupancy-based control. This method controls the indoor
temperature to provide thermal comfort only when the building is believed to be occupied, and turns the
HVAC system off when it is vacant. This typically results in reduced energy use during unoccupied hours.
Previous studies have estimated that the potential savings when using these systems is between 5–23%.
The magnitude of savings depends on various factors, such as climate, building vintage, and occupant
behavior [4]. While occupancy-based HVAC control has potential benefits, questions still remain on how
best to detect occupancy and implement control decisions. To provide the best experience for occupants,
thermal comfort standards should be met during all occupied hours. Thus, a good control strategy needs
to not only know when a building is currently occupied, but also needs to accurately predict occupancy
ahead of an occupants arrival. This allows the space to be appropriately conditioned in advance of the
arrival.

1.1. Historical Trends in U.S. Housing

An understanding of how buildings are changing is critical to reducing energy use in the built
environment. Looking at how buildings and control systems have performed historically can highlight
opportunities for improvement and can indicate the ways in which current trends may shape the future.
The 2015 Residential Energy Consumption Survey found that the United States residential sector is
comprised of 118.2 million homes, totaling 223 billion square feet of floor space [3]. Residential buildings
currently use 22% of U.S. annual energy, and in the three decades from 1980 to 2009 residential building
site energy use increased by 8.9% [5]. This growth can be attributed to increases in three factors: home size,
number of homes, and appliance use. For instance, the number of households in the U.S. increased by 33%,
while the average size of a single-family detached home also increased from 2100 square feet to 2688 square
feet, as depicted in Figure 1. This led to a 52% increase in total floor space [5]. Additionally, appliance
electricity consumption during the same time period increased by 30.6%, with the largest increases being
from microwave ovens, personal computers, air-conditioners, and clothes dryers [5].

Figure 1. Size of residences by home type for 1980 and 2009 (ft2) [5].
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At the same time that energy use was increasing due to changes in housing characteristics, other factors
were leading to decreases in energy use. These decreases are attributable to: (1) population shifts in the
U.S., as large numbers of people moved from the Northeast and Midwest to the less heating-intensive
regions of the South and West; (2) changes in weather patterns, both heating-degree days and cooling
degree-days were lower across the nation in 2009 than in 1980 [5]; and (3) a decline in energy intensity, led
by advances in engineering and a promotion of energy efficiency standards for household appliances. For
example, the annual fuel utilization efficiency (AFUE) of a standard furnace increased from 78% to 97%,
leading to decreased energy consumption for the same heating output. The largest change in consumption
occurred from 1990–2001, which coincides with an era when federal efficiency programs, like ENERGY
STAR, were enacted. The combined effect of all contributors in the 30-year period was an increase in
energy consumption over time, with U.S. homes consuming 9.1 quads per year [5].

1.2. Temperature Control in Buildings

Despite changes in the housing sector, occupants’ desires for thermal comfort have remained constant.
One method of measuring occupant comfort is the predicted mean vote (PMV), first developed by Povl Ole
Fanger [6], which predicts the average comfort level of a hypothetical group of people in a space. ASHRAE
Standard 55, first published in 1966, specifies the fraction of occupants that find a space comfortable using
the predicted mean vote must be at least 80% [7]. PMV, which ranges from −3 (too cold) to +3 (too hot), is
based on the combined effects of air temperature, mean radiant temperature, relative humidity, air speed,
metabolic rate (based on activity), and occupants’ clothing levels.

In buildings, comfort requirements are met by using a thermostat and control system to maintain a
setpoint temperature. The thermostat measures the indoor air temperature and compares it to the setpoint
temperature, while the control system manages how the HVAC system tracks the indoor air temperature,
attempting to keep it within small deviations of the setpoint. The interaction of these two components,
and the programming of the system, determines how well the setpoint is tracked and how effectively the
system achieves thermal comfort conditions.

Manual, programmable, and “smart” thermostats are the three main categories of thermostats
in-use today. In manual thermostats, the setpoint is a single temperature that the system always tries to
maintain when it is on. To change the temperature of the space, you must manually change the setpoint.
Programmable thermostats are similar, but with different temperature setpoints for different times of the
day or days of the week that can be programmed by users [8]. This allows temperatures to be setback during
nighttime hours or during daytime vacancies, and automatically adjusts to more comfortable temperatures
when people are frequently home. These thermostats often have modes for different days (weekday and
weekend), and modes for different times of day (e.g., morning, day-time, evening, and night). Endorsed
by Energy Star at their 1995 release, initial demonstrations showed that programmable thermostats could
reduce heating and cooling bills by 10%–30%. However, the U.S. Environmental Protection Agency
ultimately suspended Energy Star certification of programmable thermostats in 2009 since a lack of
undisputed energy savings materialized [8]. Investigations revealed that 30% of households had failed to
set them properly, and over 89% had not set separate weekend and weekday schedules [9]. Due to their
complexity of operation, most programmable thermostats were operated manually, negating their energy
savings potential.

Connected, or “smart”, thermostats have emerged in response to consumer aversion to programmable
thermostats. Like programmable thermostats, connected thermostats create a setpoint schedule but the
operation is designed to be user-friendly and may change over-time, given occupancy patterns. Products,
like the Nest Learning Thermostat, Honeywell, or Ecobee thermostat, are internet or “cloud” connected
and can be controlled by phone, web interface, or a touchscreen. The system comes with a preset schedule
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that modifies itself based on the user’s manual adjustments during initial use [10]. First introduced in
2011, the Nest Learning Thermostat catalyzed the market, with over 100% market growth per year in
the first three years. In 2015, 40% of the thermostats sold were connected thermostats [10]. The main
features of most connected thermostats include extensive data tracking, remote accessibility, local sensors
to track occupancy, and web-enabled weather forecast data. While all connected thermostats are designed
to enhance temperature control, they also create an opportunity to save energy through the use of setback
temperatures that are automatically programmed though the initial use.

1.3. HVAC Control Strategies

The control strategy utilized by an HVAC system determines how the heating and cooling is
managed. The two main controller types use in residential buildings are discrete controllers and continuous
controllers. A discrete controller, in its simplest form, simply turns devices on and off, allowing only two
states of operation. For example, when indoor temperatures are below a certain threshold (often a degree
below the setpoint temperature) the heater is actuated. The heater is then turned off once the setpoint
temperature is reached. These controllers offer ease of installation and operation, however, they often
suffer from overshoot and undershoot, making it difficult to maintain a precise indoor temperature. This
occurs because of the large thermal inertia of buildings and their engineered systems, which can result
in large deviations from setpoint temperatures [11]. If temperatures are more precisely maintained, then
the system will be frequently cycling on and off. Frequent cycling can be damaging to equipment and
annoying to occupants.

Continuous controllers, on the other hand, modulate heating and cooling to provide heat transfer at
the rate that it is needed to reject disturbances and track the setpoint. Although many continuous controllers
only use current indoor temperature as an input, they can provide much more precise setpoint tracking,
as the building response dynamics are accounted for in the set-up (i.e., tuning) process. Continuous
control is normally provided by proportional-integral (PI) or proportional-integral-derivative (PID) local
loop feedback controllers, which attempt to minimize undershoot, overshoot, rise time, settling time,
and steady-state error [9].

More advanced control systems can take additional inputs, such as future building occupancy and
predicted weather. One such strategy considered in this work, called Model Predictive Control (MPC),
predicts the future state of the building by incorporating weather forecasts and current indoor temperature.
These inputs are fed into a model to predict how the building will change under a variety of different
HVAC actions. An optimization is then performed to determine which action will achieve the required
temperature while minimizing energy use. The optimal control action is then sent to and implemented by
the HVAC system [12,13], and the cycle will be performed again. By predicting future states and correcting
for state prediction errors at every time interval, MPC acts as closed loop, real-time building controller.
Known as receding horizon control, a newly optimized control strategy is determined as temperature and
weather forecasts are updated [14].

MPC frequently utilizes a reduced order linear dynamic model that represents the building as an
equivalent circuit of thermal resistances and capacitances (RC) [13]. This means that the heat transfer
in and out of the building is simplified to linear expressions, making the optimization problem convex
and easier to solve. Buildings, however, do not always act linearly, which leads to modeling errors and
mismatch [13]. The extensive time and effort required for properly calibrating a model for individual
buildings has kept MPC from widespread adoption [15]. Yet, MPC continues to show promise and is
predicted to gain traction with research showing residential energy savings of 28% on average and cost
savings of 16% [15,16].
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1.4. Potential of Occupancy-Aware HVAC Systems

When occupancy is included in HVAC control, the system behaves conventionally when the building
is believed to be occupied, attempting to meet a pre-programmed temperature setpoint. In contrast, when
the space is believed to be vacant, the HVAC system allows the indoor temperature to drift somewhat by
using a more liberal setback temperature setpoint, minimizing total energy use. Occupancy-based controls
can be either reactive or predictive. In reactive control, the system detects an occupant in the space and
then turns on the system. This can lead to uncomfortable temperatures when an occupant first enters a
space, as the system may not be able to immediately reach the new setpoint. In predictive control, the
arrival time of the occupant is predicted and the system preheats or precools the space so that indoor
temperature reaches the setpoint just before the occupant arrives, minimizing energy while maintaining
comfortable temperatures during all occupied hours [17]. However, correctly predicting when an occupant
will arrive is challenging, as the behavior of individuals is difficult to model.

Industry professionals have been working to ascertain the energy savings potential for
occupancy-aware HVAC control. In 2014, Nagele et al. conducted a survey of 30 households in southern
Germany over a period of 14 months [9]. They then used the data collected, such as temperature setpoints
and house characteristics, to calculate energy use under eight different control strategies for ten simulated
households. Using a constant temperature on/off controller as the reference case, they showed that PID
controllers, setback temperatures, model predictive control (MPC), and occupancy-based HVAC control
all have the ability to reduce energy use, when implemented correctly. See Figure 2 for a comparison of the
results.

Figure 2. Boxplot of potential savings by control strategy for ten households [%]; adapted from
Reference [9].

The reactive strategy of simple occupancy detection offers the largest potential energy savings, but can
also increase unmet comfort hours. If a space is routinely uncomfortable when an occupant comes home,
then they are likely to turn the detection control off. Thus, to gain consumer adoption, unmet hours need
to be low enough that consumers use the functionality. This makes occupancy prediction the preferred
control choice. In simulation studies of occupancy-prediction control, savings are estimated to be between
6%–48%, and depend on factors, such as climate, insulation levels, and occupancy schedules [17,18].
Beyond simulations, utilities have measured the energy savings of connected thermostats, which often
employ occupancy-aware controls [19]. In reviewing 35 studies from 2007 to 2016, the U.S. Department of
Energy reported energy savings that ranged from 1% to 15% [10]. Definitive values for savings are hard to
determine due to variances in hardware, software, buildings, occupant behavior, and local weather.
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1.5. Occupancy in Buildings

In order to effectively incorporate occupancy information into building controls,
occupancy patterns and their impacts on energy use must first be understood. A 2017 international survey
of building energy professionals and researchers listed occupant behavior as the largest contributing factor
to energy modeling errors [20]. This is because of the varied and stochastic nature of human behavior,
which changes dramatically from person-to-person and from day-to-day. This makes correctly predicting
occupant behavior, and therefore its effect on buildings, extremely difficult.

In 1978, Robert Socolow published a 5-year observational study on occupant behavior where they
tracked gas consumption of 205 identical townhouses in Twin Rivers, New Jersey, finding a 33% variation
in consumption [21]. This revealed that seemingly identical buildings can vary due to factors, such as
occupants’ setpoint temperatures and hot water use. Similarly, a study in Kuwait showed that residents
used setpoint temperatures that varied between 19 ◦C and 25 ◦C for air-conditioning, with electricity use
increasing 21% with a 2 ◦C change [22]. In Denmark, Rune Andersen collected four years of annual heating
data from 290 identical townhouses. Again, a wide variation was found with annual heating consumption
ranging from 9.7 kWh/m2 to 197 kWh/m2, a ratio of 20 to 1 [23]. These studies, carried out in different
climates, across continents and several decades, show the significant variation of occupant behavior and
the impact it has on energy consumption.

1.6. Modeling Occupant Presence

Modeling the impact of occupancy behavior on energy consumption is comprised of two steps. First,
a researcher must create a reasonably accurate model of occupancy. Second, this model is incorporated into
a building performance simulation (BPS). Research in the past decades has investigated the best method
for performing each step, both of which are necessary to understand the impact of occupancy-based HVAC
control on energy use.

While an accurate occupancy model is critical to understanding the impact of occupant behavior,
a 2017 industry survey showed that industry professionals believe current models over-simplify real
behaviors, leading to inaccurate predictions [20]. A model can be either overly optimistic, in which case
actual energy consumption in a building performs below expectations, or overly conservative, which leads
to oversized mechanical equipment.

While many occupant models have been published in scientific papers, an industry consensus on
what the best model is has not yet been achieved. Occupancy can be modeled and predicted at two levels:
group or individual. In the group level, one model is created for the entire group occupying a building. In
this method, which is currently the most widely used, the building is essentially the entity being modeled.
At the individual level, a separate model is created for each occupant of a building. Some of the most
common occupancy models are described below [24].

• Schedules are the current industry standard for modeling occupancy presence. A predetermined
fraction of occupancy is multiplied by the space density to determine the number of people during
each hour.

• Deterministic models use a rule-based approach to represent occupancy behavior. Unlike schedules,
deterministic models incorporate environmental triggers that can affect actions.

• Non-probabilistic models use historical data to create a model. The aggregated data is averaged to create
a probability profile, with each time interval having a probability between 0 and 1. If the probability
is above a threshold, the building is predicted to be occupied; below the threshold, vacant. Because
the profile is created from a training set, the accuracy of the model depends highly on the data used.
The model created does not include a stochastic term.
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• Probabilistic or stochastic models incorporate the variability of human behavior by using randomization.
Like non-probabilistic models, stochastic models use historical data to create a model. A probability
profile is created and compared to a randomly generated number to classify the space as occupied
or vacant. Because a random number is used, a different profile will result each time the model is
generated. Stochastic models require multiple runs to achieve reliable results.

• Agent-based models model occupants individually, aggregating multiple prediction models to create a
full building model. Because modeling is done on an individual basis, the complexity is extremely
high.

1.7. Modeling Building Performance

The second step to incorporating occupancy is loading the model into the building simulation, for
which there are many simulation programs available. The International Building Performance Simulation
Association (IBPSA) lists sixty-seven whole building energy simulation programs [25]. EnergyPlus,
developed and distributed by the U.S. Department of Energy (DOE), is used most commonly in occupancy
research [20]. EnergyPlus is a compiled physical model, which means the characteristics of the building,
such as insulation values, window size, and orientation, are built into the model itself [17], while the
mechanical equipment and schedules, such as occupancy, are included as inputs to the building operation.
When executed, the simulation calculates the heat and mass transfer for each time step [4]. Simulations are
normally performed per annum to integrate both heating and cooling seasons [17]. ASHRAE occupant
schedules are embedded within the example EnergyPlus models but different occupant models can also
be incorporated in custom models.

1.8. Review of Commonly Used Occupant Models

Past studies have sought to answer the question of which occupant model works best to predict
occupancy [14,18,26–34]. Since the published studies were conducted using individually collected data,
such as occupancy and climate, and utilized building-specific performance simulations, it has been difficult
to directly compare different occupant models [24]. Individual analyses have sought to solve this by
comparing different occupancy models made with the same occupancy data. A review of occupant
presence comparison studies is summarized in this section.

A study by Mahdavi and Tahmasebi [35] compared three models: two probabilistic models from
literature (Reinhart 2004 and Page 2008) and a non-probabilistic model the authors developed. Using data
from eight workspaces, the three models were created using four weeks of training data to predict building
occupancy over the next 90 working days. Predicted occupancy was compared to measured ground-truth
occupancy to analyze the prediction model’s capability. The model was evaluated by comparing the arrival
time, departure time, duration of occupancy, fraction of correct occupancy state, and number of transitions
to the ground-truth data. Analysis showed that the two stochastic models performed similarly, while
the non-probabilistic model performed best. Mahdavi and Tahmasebi conclude that, while probabilistic
models are suitable for annual simulations, non-probabilistic models are more effective in providing
short-term occupant presence predictions [35].

Following their 2015 study, Tahmasebi and Mahdavi [36] input a variety of occupancy models into a
building simulation program to determine the effect of the occupancy prediction on building performance.
The first model used the ASHRAE 90.1 office schedule. The second used the average group occupancy data
for the year, while the third used the average individual occupancy data for the year. A stochastic model
for each of the previous three was created to generate a total of six models. An EnergyPlus performance
simulation was executed to calculate energy use under each occupancy model. Stochastic models were
executed using 100 Monte Carlo runs to find the average performance. The performance of the models
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was evaluated using the key performance indicators of annual and peak heating and cooling loads; see
Figure 3. It was observed that the ASHRAE schedules performed poorly in all metrics. The stochastic
models of individual and grouped occupancy performed better when simulating heating loads, while
the non-probabilistic models performed better when simulating cooling loads. Tahmasebi and Mahdavi
conclude that known occupancy data is critical for accurate building performance simulation, while
stochastic models are not [36].

Duarte et al. [26] performed an occupancy study on a multi-tenant 11 story office building in
Boise, Idaho. Using data from 223 private offices over two years, probabilistic models and ASHRAE
90.1 schedules were compared to a non-probabilistic model. Comparing the different occupancy models,
the ASHRAE 90.1 schedule overestimated occupancy by as much as 46%. Using data from ten offices for
training, the stochastic model matched the training data but not the overall measured occupancy. The
authors recommend using a low and high non-probabilistic model because it represents occupancy well
without increasing modeling complexity [26].

In all comparison studies, the authors agree that the best model is case specific [24]. Most models are
developed using single data and building sets and do not transfer effectively to different building types or
occupant behaviors [37]. Despite this, some general conclusions can be drawn:

• ASHRAE occupancy schedules are not reflective of actual behavior.
• Model complexity, such as stochasticity, does not always improve results.
• Models perform best when applied to the case study used to derive them [24].

Since there is no universal occupant prediction model, the IEA Annex 66 consortium recommends
choosing a model that matches the complexity levels of the occupant model to the case study. The study
presented in this paper aimed to evaluate the possible energy savings on short-term occupancy-based
HVAC predictive control. Thus, a non-probabilistic model, which was shown to have the best short term
presence prediction, was used [26,35].

Figure 3. Results of building performance simulation (BPS) model accuracy from 2017 study. Adapted
from Reference [38].
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2. Occupancy Model Generation and Discussion

The goal of this work was to evaluate the impact of occupancy-based HVAC control on residential
building models and associated potential energy savings. To facilitate this, actual residential occupancy
had to first be determined. Real occupancy data was collected from multiple homes located in Boulder,
Colorado, and used to create non-probabilistic occupancy prediction models. The effectiveness of the
model was determined by comparing the predicted occupancy against actual occupancy. The details of
this process are explained in following subsections.

2.1. Ground Truth Data Collection

Occupancy and eight different physical modalities (e.g., temperature and CO2) data was collected
from six homes for a period of 4–9 weeks each. Occupancy data was collected using a geo-fencing
application installed on the users’ cell phones, as well as with a paper sign-in sheet by the front door. The
two collection methods were cross-referenced by the researchers to confirm correctness. Through both
methods, occupant arrival and departure times were recorded for each person residing in the home.
Individual occupant data was combined in order to determine the binary occupancy state of the residence.
General occupancy information for each residence is shown in Table 1.

Table 1. Summary of residences measured during study.

House # Occupant Count House Type Days Measured Avg. Occupancy

1 4 house 64 86%
2 1 apartment 45 56%
3 3 house 71 75%
4 3 apartment 29 82%
5 2 apartment 27 81%
6 1 apartment 63 52%

Residences used for the study were chosen from volunteer participants at a university, and consisted
of graduate and undergraduate students, a post-doctoral researcher, and a university professor. Since
most of the participants were students of some type, their occupancy patterns may be quite different from
those collected in a different segment of the population. For instance, the fact that several of the homes
contained multiple graduate students with a variety of class and work schedules meant that someone
was nearly always home (yielding occupancy rates of 82% and 86%). Furthermore, none of the homes
contained children, which might have led to different occupancy patterns. Additionally, occupancy was
impacted by extended absences during spring and fall breaks for a few of the homes studied.

While the average occupancy for the testing period ranged from 52% to 86%, the daily occupancy of
each home varied. Distributions of daily occupancy rates for each residence are shown in Figure 4. Home
6 (a young graduate student who lived alone) had the largest distribution in daily occupancy, while home
5 had the lowest (married postdoctoral researchers, one of whom worked from home).
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Figure 4. Daily occupancy rate for each measured day by house [%].

Beyond daily occupancy, arrival time, departure time, and number of occupancy state transitions
were also analyzed. Arrival is defined as the transition of the residence from an unoccupied state to
occupied state; departure is the inverse transition. In residences with more than one occupant, the arrival
and departure times identified only indicate cases where the residence transferred to or from vacant.
Distributions in daily occupancy, arrivals, departures, and occupancy state transitions demonstrate the
stochasticity of human behavior. For all residences measured, the arrival and departure times for weekdays
differed significantly from those of weekends.

2.2. Occupancy Model Generation

Based on the literature review, a non-probabilistic model was chosen to model occupancy.
Since non-probabilistic models use past data to create an occupancy probability, the model can be optimized
by establishing what training data to include. Model optimization was done by splitting the collected
occupancy data into separate training and testing data sets. Models were trained using the first set,
and performance was evaluated by testing the trained model on the second dataset. The only exception to
this is the case of the moving training mode, which used a receding horizon. In this case, the model was
continually being trained, then tested on unseen data, and then the model was updated after comparison
to ground truth.

The percentage of data used for training versus testing was varied, along with three other parameters.
Up to 96 different non-probabilistic models were created for each house, with each model using a different
subset of training data to create the occupancy profiles. Table 2 shows the different values for each
parameter that was used when creating the models.

Table 2. Variables used for occupancy model creation.

Day Categorization Training Time Training Mode Time Resolution

day of week 1 fixed 1 min
week/end 2 moving 5 min

mfweekend 3 15 min
4 60 min

The four group parameters are defined as follows:

• Day categorization: This determines how each day of the week is categorized. For example, in day
of week, only training data that matches the day being predicted is used. In week/end categorization,
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all Mondays, Tuesdays, Wednesdays, Thursdays, and Fridays are used to predict occupancy for
weekdays. Finally, in mfweekend categorization, Tuesday, Wednesday, and Thursday are used to
predict weekdays with Monday and Friday kept as separate individual days.

• Training time: This determines how many weeks are used when training the model, ranging from one
week to four weeks. Up to 50% of the collected data was used for training, meaning that in residences
where only four weeks of total occupancy data were recorded, only two weeks were available for
training. In these cases, only 48 total models were generated because the 3-week and 4-week training
time was unavailable.

• Training mode: This determines whether the training time is used in a fixed mode (static training set)
or in a moving mode (where a trailing horizon is used). For example, in a 1 week moving mode, only
the last seven days are used to predict occupancy for that day.

• Time resolution: This determines how often occupancy is sampled. Time is shown in minutes.

After a training set was generated from the collected data, the average occupancy was determined
for each interval of the day, resulting in an occupancy probability between 0 and 1. To create a binary
occupancy schedule, a threshold probability was set for each day. This threshold was determined by
finding what value produced the same minutes of predicted occupancy as the summed occupancy minutes
in the input data. An example of a single day for House 1 is shown in Figure 5. Occupancy prediction
models were created for a time period of two to five weeks, depending on the length of total measured
data.

Figure 5. Occupancy probability, threshold, and resulting model for single day, by time.

2.3. Occupancy Model Accuracy

Once the non-probabilistic models were generated for each home, the resulting predicted occupancy
state was compared against the actual occupancy state. To evaluate the effectiveness of the occupancy
prediction models, three metrics were used:

• False negative rate: Percentage of minutes that the model incorrectly predicted the house was vacant
when it was occupied.

• False positive rate: Percentage of minutes that the model incorrectly predicted the house was
occupied when it was vacant.

• State matching error: Percentage of minutes that the model incorrectly predicted occupancy. This is
the inaccuracy of the model. The state matching error is the sum of the false negative and false
positive rate.
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All the metrics are error rates, and so should be minimized. The best models had low values for false
negative rate, false positive rate, and state-matching error. False negative errors and false positive errors
have different impacts. When a false negative occurs, the house is actually occupied when predicted vacant.
In this case, indoor temperature may not be in the comfort range because the control has been changed to
a setback temperature. When a false positive occurs, the house is actually vacant when predicted occupied.
In this case, the HVAC system may be running to maintain an unnecessarily tight temperature setpoint
range, resulting in higher energy use.

Training and evaluation times varied by house due to differences in data collection periods. Table 3
lists how the collected data was used in generating the prediction models. Training period shows how
many weeks were set aside for determining occupancy probability, and evaluation period shows how
many weeks were used to evaluate the generated model. The training period is the maximum number
of weeks available. Training time, used as a variable, determined how many of the weeks were used in
training the model. During the evaluation period, the predicted occupancy was compared against the
measured occupancy at one-minute intervals.

Table 3. Summary of model training and evaluation for each house.

House # Models Created (Count) Training Period (Weeks) Evaluation Period (Weeks)

1 96 4 5.1
2 96 4 2.4
3 96 4 6.1
4 48 2 2.1
5 48 2 1.9
6 96 4 5.3

The model configuration with the lowest state matching error is shown for each house in Table 4.
House 5 had the lowest state matching error with an error rate of 8%, while House 6 had the highest at
35%. Each house, due to its occupancy pattern, had a different optimal occupancy model, which indicates
the value in tailoring the model to the specific use case.

Table 4. Best occupancy prediction model for each residence.

House Day Categori-Zation Training Time Training Mode Time Resolution False Negative False Positive State Matching Error

1 mfweekend 4 fixed 15 12% 4% 16%
2 weekend 3 moving 5 13% 13% 26%
3 weekend 1 moving 1 28% 6% 35%
4 weekend 1 moving 60 8% 2% 10%
5 weekend 1 moving 60 5% 3% 8%
6 day of week 2 moving 15 7% 30% 37%

To understand the effect of each parameter on the resulting prediction model, the performance results
were compiled and analyzed. The parameter with the largest effect on state matching error was the
occupancy pattern, shown in Figure 6. The results show that each house, with its different occupancy
patterns, has a strong influence on the effectiveness of creating a prediction model. As previous studies
showed, the behavior of people has a large variance and can drastically affect prediction models.
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Figure 6. State matching error for each house [%].

In contrast to the differences in house occupancy patterns, the parameters that were used to develop
the training set each had a small influence on the prediction error. The results of all four parameters are
discussed below.

Day categorization On houses with fewer weeks of collected data (House 2, 4, and 5), using day of
week categorization resulted in the least accurate prediction models. This is likely due to the extremely
limited training data for each day. In a day of week model, each weekday is treated individually. Thus, if only
two weeks of training data are used, then there would be only two instances of each day. In contrast, in
House 6, where the occupant had a part-time job that she attended three days a week, the day of week
method increased the prediction accuracy.

Training time: As would be expected, using more training data improved the accuracy of models
for most of the houses. House 3, the exception, had a shift in occupancy patterns halfway through data
collection, when some of the occupants went on vacation and extended visitors arrived. This indicates
that when new occupants join a household, the previous training data will not effectively predict the
new occupancy pattern. To explore this theory further, Figure 7 shows the resulting state-matching error
when the training time is extended to seven weeks. With additional training weeks, the error is reduced,
indicating that the longer the training data is accumulated, the more the error can be reduced.

Figure 7. State matching error for House 1, by number of training weeks.
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Training mode: The moving training mode had improved prediction accuracy for five of the six
houses. By allowing the model to adjust over time, the moving training mode adapts to shifting behavior.
House 1 had the best prediction accuracy with the fixed mode. The difference between the highest
performing fixed mode and highest performing moving mode for House 1 was 0.3%. The higher
performance using fixed mode indicates the initial data reflected the general behavior more than later
weeks.

Time resolution: Results are nearly identical for each time resolution variable signaling that sampling
time does not play a large role in increasing prediction accuracy.

While the lowest state matching error can be achieved by optimizing a non-probabilistic occupancy
prediction model to a specific house, a universally applicable model is desirable. This would allow a single
model to be deployed in different houses, without the need for preliminary data gathering to determine
the parameters. To find the best occupancy model for all the houses surveyed, the state matching error
results were normalized by dividing the results by the lowest state-matching error achieved by that house.
The lowest error for each house was used to ensure that all of the houses were considered equally. Figure 8
shows a parallel category plot of the results. Occupancy models that were within 5% of the best model for
that house are shown in green, while other models are shown in red.

Figure 8. Parallel category plot of occupancy models.

Results show that the mfweekend day categorization does not work well for the houses surveyed. Day
of week and week/end both work well, with week/end performing better for most homes, suggesting the six
houses surveyed do not have distinct Monday or Friday schedules. Four and one week training times
were the best, with two and three week training times performing slightly worse. Houses with consistent
schedules benefited from the increased data of a longer training time. Houses in which occupants were
absent for days benefited from the faster reaction of the shorter training time adjusting to their absence
and return. The moving training mode produced the highest number of low state matching errors, which
is likely due to its ability to continuously adjust to occupants’ behavior changes over time. As seen in
the individual evaluations, different time resolutions produced equivalent results, although the 15-min
time resolution yielded a slightly higher number of low normalized state matching errors. Based on these
results, the optimal universal model across all houses was a one week training time moving model that uses
week/end day categorization and a 15-minute time interval. The state matching error for each house with
the universal prediction model is shown in Table 5.
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Table 5. Results of universal occupancy prediction model for each residence.

House Day Categori-Zation Training Time Training Mode Time Resolution False Negative False Positive State Matching Error

1 weekend 1 moving 15 15% 2% 17%
2 weekend 1 moving 15 22% 10% 32%
3 weekend 1 moving 15 28% 6% 35%
4 weekend 1 moving 15 8% 2% 10%
5 weekend 1 moving 15 5% 3% 8%
6 weekend 1 moving 15 11% 33% 44%

3. Building Simulation Setup

Building performance simulations were conducted in EnergyPlus (Version 9.1, National Renewable
Energy Laboratory, Golden, CO, USA) to understand the impact of residential HVAC control on energy
use for a number of representative home scenarios. Multiple home types, climates, seasons, and occupancy
patterns were used to more globally represent the breadth of scenarios, as well as to understand the range
of possible outcomes.

3.1. Building Performance Simulation Settings

The six previously collected occupancy data sets were used as the possible occupancy scenarios.
Data from these homes were assumed to represent occupancy patterns over all climates and seasons for
which the simulations were performed. Five prototype home styles were used, as provided by National
Renewable Energy Laboratory (NREL) for the building models [39]. Each home had a different climate
and building construction that was representative of the national housing stock. The five locations used
were: Boston, Phoenix, Atlanta, Seattle, and Houston. House sizes averaged 2000 ft2 with typical home
construction and vintages for each region. Details on the home and construction parameters are shown in
Table 6.

The occupancy prediction models developed in Section 2.3 ranged from 13 to 36 days depending on
the house. A two-week period with one-minute timestep intervals was used for the building performance
simulations. Building simulations were performed for two different seasons using the first two weeks of
January and the first two weeks of July. Including both winter and summer runs allowed the impact of
HVAC control to be ascertained for both heating and cooling modes.

Boston and Atlanta have cold, near-freezing winters, and hot summers. In both of these locations,
the outdoor air temperature was well outside of the comfort range for the majority of the simulations.
Houston has moderately cold winters and hot summers, while Phoenix has mild winters and extremely
hot summers. Both Houston and Phoenix require significant cooling in the summer. During winter in
Phoenix, the outdoor air temperature oscillates within the comfort range. Seattle, in contrast, experiences
both cool winters and cool summers, requiring some heating year-round.

Heating and cooling temperature setpoints were established using the method of predicted mean vote
(PMV). ISO EN 7730 establishes three comfort categories using operative temperature. These categories
are shown in Table 7. Class A and B were used as the defined comfort range to maintain a PMV within 0 ±
0.5.
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Table 6. Summary of house model constructions.

Boston, MA Phoenix, AZ Atlanta, GA Seattle, WA Houston, TX

Climate Cold Hot-Dry Mixed-Humid Marine Hot-Humid
5A 2B 3A 4C 2A

Vintage <1950s 1970s 1970s <1950s 1970s
House Size 2589 ft2 2013 ft2 2013 ft2 1938 ft2 2013 ft2

Envelope
Attic Uninsulated Ceiling R-13, Vented Ceiling R-19, Vented Ceiling R-13, Vented Ceiling R-13, Vented
Wall Cavity Uninsulated Uninsulated Uninsulated Uninsulated Uninsulated
Foundation Uninsulated Uninsulated Uninsulated Uninsulated Uninsulated
Windows Clear, Double, NM, Air Clear, Double, Metal, Air Clear, Single, Metal Clear, Single, Metal Clear, Double, Metal, Air
Air Leakage 15 ACH50 15 ACH50 15 ACH50 15 ACH50 15 ACH50

HVAC
Heating Gas Boiler, 80% AFUE Gas Furnace, 80% AFUE Gas Furnace, 80% AFUE Gas Furnace, 80% AFUE Gas Furnace, 80% AFUE
Cooling Room AC, EER 10.7 Central, SEER 13 Central, SEER 13 None Central, SEER 13

Table 7. Three categories of thermal comfort (ISO EN 7730, 2005).

Thermal State of the Body as a Whole Operative Temperature ◦C

Category PPD % PMV Summer (0.5 clo) Winter (1 clo)

A <6 −0.2 < PMV < +0.2 23.5–25.5 21.0–23.0
B <10 −0.5 < PMV < +0.5 23.0–26.0 20.0–24.0
C <15 −0.7 < PMV < +0.7 22.0–27.0 19.0–25.0

While operative temperature, as used in the calculation for PMV, defines thermal comfort,
HVAC systems are controlled by measuring zone air temperature. The ambient air temperature setpoints
that were used to control the heating and cooling systems in the simulations are given in Table 8.

Table 8. Zone air temperature setpoints and setback temperatures used in building simulations.

Setpoint Temperature Setback Temperature

Heating 22.0 ◦C 18.0 ◦C
Cooling 24.5 ◦C 28.0 ◦C

Three HVAC control scenarios were modeled in the building performance software: conventional
operation, occupancy-based HVAC control, and occupancy-based MPC. Conventional operation used a
constant heating and cooling setpoint, and was used as the baseline. Results for each strategy are discussed
in the subsequent sections.

3.2. Conventional Control (Baseline) Results

When all home scenarios were operated under conventional control, Boston winters showed the
highest amount of energy use among all scenarios. This is logical due to the cold ambient environment,
older vintage house, and larger size.

In addition to energy use, thermal comfort was evaluated by calculating operative temperatures.
Temperatures between 20 ◦C and 26 ◦C were considered comfortable to accommodate 0.5 to 1.0 clo clothing
levels (typical of a person inside their home). By using a constant setpoint temperature that was within
the comfort range, it was expected that the percentage of time temperatures were within the comfort
range would be high. Comfort was high except for Phoenix and Seattle in summer. Further examination
shows Phoenix achieved a constant internal air temperature of 24.5 ◦C in summer. However, the operative
temperatures were higher, which created uncomfortable conditions. This case demonstrates the impact
of using air temperature, rather than operative temperature to drive system controls. In Seattle, both the
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indoor air and operative temperature were too high for comfort. High temperatures were caused by the
hot outdoor temperatures which could not be mitigated without an air conditioner.

4. Occupancy-Based HVAC Control Results

Occupancy information can be incorporated into HVAC control in a multitude of ways. In all cases
simulated in this study, knowledge of building occupancy, either through prediction or detection methods,
was used to establish the setpoint temperature for HVAC control. When the space is believed to be vacant,
the temperature is allowed to drift to a more relaxed setback temperature, reducing use of the HVAC
system when unoccupied. However, when the space is either believed to be occupied or predicted to soon
be occupied, the space is maintained at the setpoint temperature, which ensures that temperatures are
within the comfort zone.

4.1. Occupancy Control Schemes

Five total occupancy detection models were considered and simulated, which fall under three main
strategies:

1. Reactive: Occupancy is detected and setpoint temperatures are adjusted accordingly. In this case,
occupancy is sensed and no prediction is used.

2. Predictive: Occupancy is predicted using two different non-probabilistic models, as developed in
Section 2.3.

• Universal model: This is the prediction model that performed best for all houses and used a one
week, 15 min, week/end categorization, moving training set.

• Individually tuned model: This is the prediction model that performed best for the specific house.
The models used are listed in Table 4.

3. Hybrid: A hybrid of predictive and reactive occupancy models. Occupancy is first predicted using
the non-probabilistic models developed in Section 2.3. During operation, if an occupancy change
from vacant to occupied is detected that was not predicted, the control will react and reset the
temperature control to occupied settings. In order to maintain the predictive aspect of the model, this
control method does not react to changes from occupied to vacant states, which would have made
for purely reactive control.

• Universal hybrid: This is the prediction model that performed best for all houses, and used the
same universal model as described above, but with the reactive component.

• Individually tuned hybrid: This is the prediction model performed best for the specific house, with
the reactive component. Models used are listed in Table 4.

4.2. Results

Building simulations were conducted for all five occupancy-aware control methods for all homes,
climates, and seasons. The energy savings of each method, relative to the conventional baseline model,
are shown in Figure 9, with the average savings for that model shown in Table 9. While all of the
control strategies reduced the total energy used during the simulation, the two pure predictive models
(universal and individually tuned) had the largest energy savings potentials, with 10.9% and 9.6% savings,
respectively. The reactive control model has similar energy savings to the prediction models, with an
average of 9% of total energy consumption. This method was particularly helpful in homes where long
periods of unpredictable vacancy, such as a vacation, occurred. The hybrid approaches, which used both
predictive and reactive occupancy, saved the least energy with an average of 3 %–5% savings.
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Table 9. Average energy savings by control method.

Control Method Energy Savings

Reactive 9.1%
Universal Model 10.9%
Individually Tuned 9.6%
Universal Hybrid 4.3%
Individual Hybrid 5.7%

Figure 9. Energy savings and discomfort percent for simulation period by control method [%].

Of equal importance to energy savings are the comfort of occupants under each control method,
which was assessed using building operative temperature. Table 10 shows the percentage of time that the
occupants were predicted to be uncomfortable, as classified by time spent occupying the residence when
it was not within Class A or B comfort temperatures. The hybrid models achieved the highest levels of
comfort, with time spent in discomfort similar to that seen with conventional setpoint control. In contrast,
the purely predictive models, which did not react to incorrect predictions, led to the largest discomfort
percentages. Figure 9 shows the savings over conventional, compared with the percentage of occupied
time in the uncomfortable range.

Table 10. Average discomfort by control method.

Control Method Unmet %

Conventional 2.4%
Reactive 2.6%
Universal Model 7.3%
Individually Tuned 6.9%
Universal Hybrid 2.0%
Individual Hybrid 2.1%

Achieving energy savings without disrupting occupant comfort is the primary goal of effective
HVAC control. Since energy savings are achieved by allowing the temperature to drift to uncomfortable
conditions when the space is believed to be unoccupied, occupancy-aware controls can only be truly
effective if occupancy is accurately predicted and detected. Parameters, such as city, season, and occupancy
patterns, all affect comfort, according to the simulations. Phoenix and Seattle have high unmet comfort
ratios in summer, as discussed in the conventional control.
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The fact that energy savings are dependent on city indicates that either vintage of the home or climate
(and likely both) determine relative savings potential. Since home styles vary according to the region,
it is difficult to decouple these two effects. In Figure 10, energy savings are shown by city and season
simultaneously. Energy savings are highest in Atlanta, Boston, and Houston, especially during summer.
All three climates are extremely hot and humid during the summer months, thus reducing unnecessary
air-conditioning results in large energy savings.

Figure 10. Unmet comfort and energy savings for simulation period, by city and season [%].

Both energy savings potential and discomfort were affected by occupancy patterns. Houses 2 and 6,
which had the highest vacancies, also had the highest median energy savings. This indicates that the
higher the vacancy rate, the higher the energy savings potential. This is not surprising, as more unoccupied
hours means more opportunities for the temperatures to drift outside of comfort. In the cases of predictive
models, the energy savings potential is also dependent on how well the vacancy is predicted. The
savings can only be realized when the house is both vacant and correctly predicted to be so. Despite low
vacancy rates, House 5, which had the most accurate model, also had the highest energy savings in some
simulations. This indicates that the better the prediction model is, the higher the possible energy savings
can be, as time spent heating or cooling a house that has been incorrectly predicted as being occupied
is reduced. In analyzing comfort, House 2 had the highest discomfort portion and a high prediction
inaccuracy, signalling the importance of accurate prediction to comfort. Overall, these figures indicate
that although large energy savings are possible, the prediction model needs to be accurately calibrated to
achieve energy savings and comfort.

Due to the large ratio of discomfort, prediction-only models were not an effective HVAC control
strategy. Both hybrid models were able to achieve comfort at the same level of conventional control. Since
occupant comfort is not degraded, these methods are more likely to be used by occupants. Conventional,
reactive, and hybrid methods all achieve discomfort below 3% on average. Reactive control has the highest
average energy savings at 9.1% but at the cost of reduced comfort in comparison to conventional control.
Conventional control, which is the baseline, has no energy savings. The two hybrid controls, universal and
individual, achieve an average energy savings of 4.3% and 5.7%, respectively. Individual hybrid is able
to achieve the highest energy savings while maintaining comfort levels at or below conventional control.
Therefore, the individual hybrid control is the recommended occupancy-based HVAC control.
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5. Model Predictive HVAC Control Results

Model predictive control (MPC) was the final HVAC control scheme considered. In MPC, an algorithm
is used to predict and proactively react to upcoming temperature disturbances or setpoint changes. MPC
has been used in the past to optimize a number of parameters in building control, from incorporating
weather forecasts for temperature control to shifting peak loads for the power grid [11,13,15,16,40–50].
MPC has the advantage of being a proactive rather than reactive control strategy. For example, by
predicting the effect of an increase in outdoor temperature before it occurs and overheats the space, indoor
temperature can be gradually reduced, and the amount of energy used by the HVAC system can be
minimized.

In this work, MPC was used in conjunction with weather and the occupancy-prediction models from
Section 2.3 to optimize the temperature setpoints. An optimization algorithm was executed to find the
setpoint temperature that minimizes both energy use and discomfort. In Section 4, occupancy prediction
models were used to change the setpoint temperature. In that case, four total temperature setpoints
were allowed: the heating setpoint temperature, the cooling setpoint temperature, the heating setback
temperature, and the cooling setback temperature (Table 8). MPC optimization considered not only those
four temperatures, but also temperatures within those bounds, to find the optimal solution. In order to run
MPC, parameters, such as the optimization algorithm, cost function, the prediction horizon, the execution
horizon, and building model, all had to be determined.

5.1. Model

Commonly, MPC is performed utilizing reduced-order linear system models. This allows the
optimization to be performed more quickly and easily. However, whole building energy simulations, like
EnergyPlus, allow the calculation of radiant heat balances and non-linear part-load system performances,
which simplified models cannot capture [44]. In cases where thermal comfort is being evaluated, these
calculations are essential, and so EnergyPlus was chosen as the modeling engine to perform the task.
However, to reduce computation time, the model was reduced as much as possible. These reductions were
achieved by hard-sizing the HVAC equipment using TMY3 data for the simulation period, increasing the
simulation timestep from one to fifteen minutes, and reducing the numbers of reported variables [44,51].

5.2. Optimization Parameters

Model predictive control requires a prediction horizon to designate how far into the future the model
is predicting and optimizing. In this study, a 24-hour prediction horizon was used to account for diurnal
temperature swings and internal gains from daily occupancy patterns and equipment use. The execution
period, which dictates how often the optimization is conducted, used a one-hour horizon to adjust to
actual occupancy and indoor temperature values. Once an optimum temperature setpoint was found, it
was implemented in the model and the simulation via EnergyPlus was stepped forward one hour in time.
A new optimization process was then started with the current state values and a new 24-hour prediction
horizon.

The MPC utilized a Matlab-based particle swarm optimization algorithm to determine the optimal
control actions. Particle swarm optimization (PSO) uses a group of candidate solutions as beginning values.
Simulations using these seeds are executed, yielding initial results for the cost function. As the particles
are evaluated and move throughout the decision space, they swarm towards the optimum solution. By
using a swarm, the possibility of finding a local minimum, rather than global minimum, is reduced [52].
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5.3. Objective Function

The cost function combines all the factors that are to be evaluated and optimized into a single formula.
How the cost function is configured determines which values are considered most important in finding the
best solution. In this study, the cost function minimized energy use and occupant discomfort. Optimization
of this function was constrained by the allowable temperature band. Discomfort was calculated using
predicted mean vote (PMV). Since thermal comfort was not always achieved in the baseline model, the
PMV from the baseline was used as the maximum allowed PMV in the optimization run, which prevented
the optimization algorithm from penalizing solutions that provided comfort performance equivalent to (or
better than) the baseline model. By minimizing energy use and occupant discomfort concurrently, MPC
could reduce energy use without sacrificing occupant comfort using Equation (1).

min
(

∑
k

Ek + P
)

(1)

subject to: Tlower,k ≤ Toptimal,k ≤ Tupper,k,

where P is the occupied discomfort, Ek is hourly HVAC consumption at timestep k, T is the temperature
setpoints at timestep k, and k is the number of timesteps in the evaluation. Occupant discomfort is
calculated as shown in Equation (2).

P = C ∑
k
(| PMVk | −PMVmax), (2)

where C is the comfort penalty slope, PMVk is predicted mean vote during timestep k, and PMVmax is the
PMV comfort threshold. Since the PMV during the baseline run may exceed 0.5, such as in the case of
Seattle in summer, the threshold is adjusted to allow the optimized MPC to use an equitable PMV during
optimization. This threshold is calculated with Equation (3).

PMVmax = max(0.5, | PMVbase,k |), (3)

where PMVmax takes the higher value between 0.5 and the PMV from the baseline run at timestep k.
The goal of MPC is to optimize for all the factors within the cost function, of which there are two

in this case: energy consumption and thermal discomfort. The relative importance of the two factors
is controlled by C, the comfort penalty slope, which determines the scaling of discomfort costs. With a
smaller C value, setpoint temperatures leading to uncomfortable hours do not increase the cost function
as much, allowing some thermal discomfort to occur in favor of energy savings. Thus, the comfort slope
allows flexibility in the cost function and can be tuned to meet the individual goals of the occupant,
depending on how much comfort they are willing to sacrifice.

To determine an appropriate comfort slope, MPC simulations were completed for two days in House
1. During the modeled time period, the house was vacant for approximately six hours of each day, allowing
the comfort slope to be evaluated during both occupied and unoccupied states. Figure 11 shows the
summarized results from this experiment. Discomfort was evaluated by classifying hours within ±0.5
PMV as comfortable, ±0.7 PMV as Class C discomfort, and beyond ±0.7 PMV as excessive discomfort. As
the comfort slope value increased, hours of discomfort decreased, while energy use increased. A comfort
slope was chosen to allow only a few hours of Class C discomfort. For all simulations in this study, a
comfort penalty slope of 1000 was used, which allowed some energy savings, while still maintaining
comfort most of the time.
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5.4. Simulation

MPC was used to simulate three different scenarios, in order to understand the factors that make
it more or less effective. The individually tuned hybrid models found in Section 2.3 were used in two
different locations (Atlanta and Houston) in the summer, and the Atlanta results were compared to those
found from a model that used perfect occupancy forecasting. Atlanta and Houston were chosen due to
their relatively average energy use and temperatures in Section 4. By using a climate that was neither mild
nor extreme, the MPC results should apply to more regions.

In each scenario, two different homes’ occupancy schedules were utilized in the simulations to show
the effects of differing occupant profiles. The three scenarios yielded different results and insights, which
are discussed in the following subsections.

Figure 11. Resulting comfort and energy use, by comfort slope value.

5.4.1. MPC Case 1: Houston with Occupancy Prediction

In this simulation, MPC was used with the individually tuned hybrid models found in Section 2.3 to
model the cooling requirements for a home in Houston in summer. Occupancy profiles for Houses 2 and
5 were chosen, as these exhibited very different patterns. A summary of the EnergyPlus model settings,
optimization parameters, and objective function is provided in Table 11. The maximum computation time
allowed for each optimization was 30 min, which yielded a minimum of 300 function evaluations for each
execution horizon. Overall, the MPC simulation for each house took 60 h to complete the five-day run
period.
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Table 11. Settings used for Model Predictive Control (MPC) optimization in Case 1.

Parameter Value

City Houston
Season Summer
Houses 2 & 5
Prediction model Individual Hybrid
Run period 5 days
Timestep 15 min
Planning horizon 24 h
Execution horizon 1 h
Occupied allowed temperatures 22 ◦C was ≤ Toptimal,k ≤ 24.5 ◦C
Unoccupied allowed temperatures 18 ◦C ≤ Toptimal,k ≤ 28 ◦C
Temperature increments 0.5 ◦C
Comfort penalty slope (C) 1000
Optimization time per execution horizon 30 min

Results for Case 1 are shown in Table 12. Discomfort is measured by exceedance above Class A and
B comfort. This value was calculated by summing the operative temperature deviations above 26.0 ◦C
or below 23.0 ◦C for all occupied hours. Results are measured in Kelvin-hours (Kh). For both houses
simulated, the energy saved is very low, with an average savings of 1%. However, little to no thermal
discomfort was achieved. The MPC optimization results found that the highest allowed temperatures
provided the lowest resulting cost. Although any temperature within the band was allowed, the optimal
temperature ending up matching the values used in occupancy-based setpoint control, signaling that for
Case 1 setpoint control and MPC optimization yielded the same temperatures.

Table 12. Results for Case 1.

House Energy Savings Discomfort

2 2.1% 3.7 Kh
5 0.2% 0 Kh

Most hours of the simulation are within the comfort region, leading to high comfort for the occupants,
but low energy savings. Hours in which the temperature was allowed to drift above comfortable
temperatures were few due to the small number of hours when the prediction model accurately predicted
the house to be vacant.

5.4.2. MPC Case 2A: Atlanta with Occupancy Prediction

In the second set of simulations, MPC was used with the individually-tuned hybrid models for Houses
1 and 2 in Atlanta in the summer. In this case, the maximum allowed temperatures during occupied hours
were kept at the same values used during all unoccupied hours. By allowing a large temperature band at
all times, the constraints within the cost function were reduced, and temperatures which produced the
smallest cost function were used, rather than the being restricted by the temperature band. A summary of
all the settings used for the simulation is shown in Table 13.

Results of these simulations are summarized in Table 14. For this simulation, the two houses saved
an average of 9.0% in energy use. Exceedance is higher than Case 1 with an average of 35.3 Kh. Total
occupied hours for both houses for the week was 185 h, with House 1 being occupied for 100 h and House
2 being occupied for 85 h. With the average exceedance of 35.3 Kh, an average distribution of thermal
discomfort would yield 0.4 ◦C above the ideal temperatures.
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Table 13. Settings used for MPC optimization in Case 2A.

Parameter Value

City Atlanta
Season Summer
Houses 1 & 2
Prediction model Individual Hybrid
Run period 1 week
Timestep 15 min
Planning horizon 24 h
Execution horizon 1 h
Occupied allowed temperatures 19 ◦C ≤ Toptimal,k ≤ 27 ◦C
Unoccupied allowed temperatures 19 ◦C ≤ Toptimal,k ≤ 27 ◦C
Temperature increments 0.5 ◦C
Comfort penalty slope (C) 1000
Optimization time per execution horizon 30 min

Table 14. Results for Case 2A.

House Energy Savings Discomfort

1 7.5% 30.8 Kh
2 10.4% 39.8 Kh

Figure 12 shows temperatures for House 1 for two days of the simulation. Chosen temperatures
ranged from 19 ◦C to 27 ◦C, with the average setpoint temperature at 25.4 ◦C and 26.2 ◦C for House 1
and 2, respectively. With the expanded temperature range, temperature values selected did not always
conform to setpoint temperatures as seen in Case 1. While setpoint values allowed an 8 ◦C range, ambient
air temperatures occurring within the building had a 4.5 ◦C to 4.7 ◦C range. More extreme setpoint
temperatures only lasted for an hour, preventing temperature within the building from reaching the
setpoint and maintaining a comfortable space despite the setpoints used.

Figure 12. Case 2A temperatures for House 1 using individualized hybrid prediction model.

Figure 13 shows the electricity consumption resulting from the setpoint temperatures used. Due to
changing setpoint temperatures, electricity consumption jumped in hours using low setpoint temperatures
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as more cooling occurred. In other hours, however, electricity was significantly less than the conventional
constant temperature. Over the week simulated, electricity consumption was reduced to allow 7.5% and
10.4% energy savings for House 1 and 2, respectively.

Figure 13. Case 2A electricity consumption for House 1 using individualized hybrid prediction model.

Figure 14 shows the duration curve of operative temperatures for House 1. The figure shows that
allowed temperature deviation was higher for unoccupied hours. In hours that the house was occupied,
operative temperature was kept closer to the center point temperature of 23.5 ◦C. With the chosen cost
function, some temperature deviation was allowed to achieve higher energy savings. Unlike Case 1, which
had tight occupied temperature constraints, temperature deviation in Case 2A is higher. Changes to the
comfort penalty slope would change how much deviation is allowed and, in result, how much energy was
saved.

Figure 14. Case 2A duration curve of deviation from 24.5 ◦C operative temperatures.

5.4.3. MPC Case 2B: Atlanta with Perfect Occupancy Forecasting

In a third scenario, all settings used from Case 2A were kept the same except for the occupancy
prediction model. In this scenario, actual occupancy data was used in Houses 1 and 2 to imitate perfect
occupancy forecasting. This allows for an exploration of how imperfections in the occupancy prediction
impact MPC results. A summary of all used settings are shown in Table 15.
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Results from the MPC optimization with perfect occupancy predictions are shown in Table 16. Energy
savings for Houses 1 and 2 increased by 5.4% and 2.9%, respectively, while comfort exceedance in both
homes decreased (Figure 15). Like Case 2A, setpoint temperatures range from 19 ◦C to 27 ◦C. However,
unlike Case 2A, low setpoint temperatures are used less often to achieve a quick temperature change. The
resulting internal air temperature ranged from 22 ◦C to 27 ◦C.

Table 15. Settings used for MPC optimization in Case 2B.

Parameter Value

City Atlanta
Season Summer
Houses 1 & 2
Prediction model Perfect forecasting
Run period 1 week
Timestep 15 min
Planning horizon 24 h
Execution horizon 1 h
Occupied allowed temperatures 19 ◦C ≤ Toptimal,k ≤ 27 ◦C
Unoccupied allowed temperatures 19 ◦C ≤ Toptimal,k ≤ 27 ◦C
Temperature increments 0.5 ◦C
Comfort penalty slope (C) 1000
Optimization time per execution horizon 30 min

Table 16. Results for Case 2B.

House Energy Savings Discomfort

1 12.9% 21.0 Kh
2 13.3% 21.0 Kh

This experiment shows that with an accurate occupancy forecast, MPC optimization is able to allow
less energy-intensive temperatures during vacant periods, without the penalty from discomfort when an
occupant unexpectedly returns. This allows improvements in both energy savings and thermal comfort.
Thus, with accurate occupancy forecasting, energy savings above 10% are possible with the occupancy
patterns recorded. Accurate occupancy prediction, therefore, is essential in improving HVAC control.

Figure 15. Case 2B duration curve of deviation from 24.5 ◦C operative temperatures.

6. Summary and Conclusions

Residential heating and cooling accounts for a large portion of annual energy consumption in the
United States. Reducing energy use can contribute to furthering the goals of the Paris Agreement by
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reducing the burning of fossil fuels and thus reducing CO2 emissions. Within the residential energy
sector, energy savings can be realized by accounting for occupancy in HVAC control. This allows energy
reduction without negatively impacting thermal comfort of occupants, which is essential to the widespread
adoption of new HVAC control technologies.

A literature review revealed that non-probabilistic models historically have performed best for
short-term occupancy prediction. By collecting real occupancy data from six different homes, individual
non-probabilistic models were created and evaluated. Prediction inaccuracy in the models, termed
state-matching error in the study, ranged from 8.0% to 48.7%. Model training data that used a moving,
multi-week training set worked the best for all homes, with differences in occupancy patterns being
the highest contributor to prediction inaccuracy. An examination of increased training time indicates
that models can improve over time as more data is collected and included into the prediction model.
Once the occupancy prediction models were generated, they were then incorporated in occupancy-based
setpoint control and occupancy-based model predictive control in a building performance simulation. Five
EnergyPlus home models were used to simulate the energy use and indoor temperatures for two-week
periods in summer and in winter. Occupancy-based setpoint control showed possible energy savings
from 0% to 50.0% over control methods that used a constant setpoint temperature depending on climate,
occupancy pattern, and control strategy. Non-probabilistic prediction models achieved the highest energy
savings, with an average of 10.0%, but with the disadvantage of high thermal discomfort for the occupants.
By including an override, in which the occupancy prediction model can sense the actual occupant presence
and react to it, thermal discomfort was reduced. In these hybrid occupancy models, the energy savings
averaged 5.0%, while the number of hours that the space was deemed uncomfortable were low.

Model predictive control showed that energy savings is highly dependent on how the cost function
and constraints are parameterized. In Case 1, where the temperature constraints were much stricter during
occupied hours, little to no energy savings was achieved. However, in Case 2A, where temperature
constraints were relaxed during occupied hours, energy savings increased with only a slight impact on
discomfort. In Case 2B, where occupancy was perfectly predicted, both energy savings and thermal comfort
improved, leading to two conclusions: First, a cost function that combines both energy consumption
and thermal discomfort allows for flexibility for the user to determine what trade-off between energy
savings and discomfort is appropriate for the them. Second, accurate occupancy prediction improves both
performance aspects in the cost function. This shows that, as occupancy prediction improves, the ability
for occupancy-aware HVAC control to maintain comfort and increase energy savings improves.
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Abstract: From the environmental perspective, wooden structures are favorable insulators that
are suitable for carbon fixation and wooden-related products are considered the most sustainable
material. Research has indicated that wooden structures have superior energy-saving performance
compared to reinforced concrete (RC) structures. In this study, a CLT-based hybrid structure system
that potentially improves the efficiency of energy consumption is proposed. The proposed hybrid
structure system, which preserved original RC beams, columns and replaced CLT floors and walls,
has less building weight compared to the original RC building. Additionally, less energy required
for the manufacturing of building materials in the renovation of the aged building is achieved,
compared to building a new CLT building. The energy consumptions for buildings with heights of
10 stories were compared. CLT and RC were selected as benchmark building materials to compare
the energy-saving efficiencies with the proposed hybrid structure system. In addition, to examine
the energy consumption differences at different latitudes, the energy consumptions in Taipei, Tokyo,
Harbin, and Singapore were compared as well. The simulation results indicate the proposed hybrid
structure system, which comprises RC beams and columns and CLT floors and walls, and has an
energy-saving efficiency close to that of a CLT structure, by approximately 3–5% higher, however,
had a superior energy consumption performance to the RC structure. In general, the proposed hybrid
structure system can be effectively used for old building renewal in the selected Asian cities.

Keywords: energy consumption; carbon emission; Green Building-Rating System (GBS); cross laminated
timber (CLT); hybrid structure system

1. Introduction

Due to the environmental problems caused by global warming, energy consumption
and carbon emissions must be reduced, and it is the only solution to stop the climate
crisis [1]. The topic of environmental protection has drawn the attention of numerous
countries. The building density in an area rapidly increases with increasing population.
A report of the United Nations Environment Programme [2] indicates that the energy
consumption of the construction sector accounts for 40% of the global energy consumption.
In addition, the greenhouse gas emissions of the construction sector account for over 33%
of the total global emissions, and the construction sector is considered the largest emission
source. Consequently, to reduce their environmental impact, construction-related industries
should aim to reduce their energy consumption and carbon dioxide emissions in the usage
stage of the building life cycle.

The design and construction of wooden structures completely conform to the global
trend of green building [3–7]. The material characteristics of cross-laminated timber (CLT),
which has been rapidly developed recently, are different from those of traditional glue-
laminated timber. CLT can provide high strength when used in vertical and horizontal
combinations [8–11]. Theoretically, CLT can be used as the structural material for wooden
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structures over 10 stories. The fast construction of CLT structures has resulted in the rapid
development of CLT structures in recent years [4–6]. From the environmental perspec-
tive, wooden structures are favorable insulators that are suitable for carbon fixation and
wooden-related products are considered the most sustainable material [12]. From the
Building Envelop point of view, the thermal conductivity of concrete is 1.4 w/m◦k, which
is 10 times the conductivity of wood. In addition, concrete has high thermal storage. In
countries in cold zones, concrete walls are often placed in the direction of sunlight for
thermal storage due to their high thermal storage characteristics. At night, the heat stored in
concrete structures is released indoors; thus, the heating load in winter can be reduced [13].
However, in subtropical and tropical regions, the high thermal storage of concrete is one
of the major reasons for increased air-conditioning consumption in the summer. Wood is
a favorable insulator, and for the same thickness, the insulation value of wood is approx-
imately 10 times that of concrete. Thus, wood can effectively block thermal conduction.
Research has indicated that wooden structures have superior energy-saving performance
to reinforced concrete (RC) structures [14–18]. Based on the analyses performed, it was
indicated that wood-based buildings have a favorable energy balance in comparison to
traditional buildings based on traditional materials [19]. Recent research concluded that
CLT generally provides a significant improvement on energy efficiency, and studies on
occupants’ comfort in buildings have been examined [20,21]. However, its energy perfor-
mance efficiency and occupants’ comfort can be affected by weather, building size, internal
loading, and HVAC control. Generally, CLT buildings provide sound insulation against
cold weather as when the temperature outside is cold, the occupants can still find comfort in
the house. The daily energy consumption of structures, such as their electricity generation
and fuel consumption, influences the overall development direction of energy consumption
for a country. Consequently, reducing energy consumption or adopting recyclable energy
and thus reducing the overall energy consumption cost is a goal of many countries [22–25].
However, previous research has mostly focused on comparing the energy-saving efficiency
between wooden and RC structures, as well as in high-latitude regions, energy-saving
efficiency between hybrid structure systems and CLT or RC structures [14–18], as well as
the performance of energy consumption in low-latitude regions, has not been focused.

For most East Asian cities, taking Taipei City as an example, RC is the primary
building material for most structures. According to statistics, close to 400,000 residences
were constructed between 1971 and 1990 in Taipei City [26]. These structures have a life
expectancy of 30–50 years and currently require reconstruction or renovation. Thus, for
urban renewal, a crucial aspect of this study is to understand how to use the advantages
of wooden structures to develop efficient renewal models of energy consumption for the
daily usage stage of the building life cycle. To propose a solution for the renovation of
aged RC buildings, a new hybrid structure system that potentially improves the efficiency
of energy consumption is proposed in this study. Hybrid structure systems by adopting
CLT panels outside of original wall systems as a building’s additional envelope has been
studied [27–30]. However, adding the additional CLT panel increased the total weight of the
building, potentially increasing the seismic load of the aged buildings, which had reduced
seismic resistance ability, due to the decay of the materials. In this study, a renovation
method that preserves the RC beams and columns in old buildings and uses CLT floors
and walls for renewal was proposed. Replacing the original RC wall and floor with a CLT
panel reduces the total weight of the building, hence helping reduce the potential seismic
load [31,32]. Furthermore, the energy required for the manufacturing of building materials
could represent in the near future, almost 400% of operational energy [33], it could cause
less energy consumption if only part of the elements, such as wall and floor were replaced
in the aged building instead of rebuilding a new building. The other objective of this
study was to compare the energy-saving trends of these structures of different heights
from high-latitude regions to low-latitude regions. The energy consumptions for buildings
with heights of 4 and 10 stories were compared. CLT and RC were selected as benchmark
building materials to compare the energy-saving efficiencies with hybrid structure systems.
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Consequently, the Revit program was used with Green Building Studio (GBS) for simulating
and analyzing the energy consumption of structures. The common residence structure type
in Taipei City was selected, and its floor plan was used as the standard floor. The energy
consumption efficiency of the hybrid structure system was compared with those of the
other structure systems. Thus, a system with superior energy consumption efficiency could
be identified for future urban renewal. In addition, to examine the energy consumption
differences at different latitudes, the energy consumptions in Taipei City, Taiwan (taken
as the standard); Tokyo, Japan (to the north of Taipei); Harbin city, China (to the north of
Taipei), and Singapore (to the south of Taipei), which is close to the equator, were compared.
Thus, the energy-saving efficiencies of wooden and RC structures in regions with different
environmental conditions were compared.

2. Methodology

2.1. Assessment of Energy Consumption

Autodesk Green Building-rating System (GBS) was used for simulating the structure
energy consumption in this study. GBS can be used as an independent cloud-service-based
program or a plug-in component of the Revit program for energy analysis. GBS comprises
the DOE-2.2 analysis core and can provide extremely detailed analysis. As a cloud-based
tool, GBS can facilitate rapid computation on the Autodesk server. In general, the DOE-
2.2 analysis core requires extremely detailed information on the building envelope and
electromechanical system for computation. However, GBS presets numerous building
envelope and electromechanical system parameters according to the ASHRAE standard.
Thus, architects can focus more on the design factors that have decisive influences on the
overall energy consumption of buildings and can ignore technical details. In addition to
the building energy consumption, electricity consumption, and annual carbon emissions,
GBS can calculate the Energy Star score of buildings. It can also evaluate the glass property
and water usage efficiency scores according to the LEED evaluation system published by
the U.S. Green Building Council. GBS can even determine the solar energy usage potential.
In this study, a plug-in component of the Revit program 2019 version for energy analysis
was used for simulation.

2.2. Assessment of Carbon Dioxide Emission

The Guidelines for National Greenhouse Gas Inventories published by the Intergovern-
mental Panel on Climate Change were used for the assessment of carbon dioxide emissions.
In this study, the calculation method for the emissions of carbon dioxide, methane, and
nitrous oxide was adopted to calculate the carbon emissions of different countries. GBS
calculates the energy consumption of buildings according to two major parameters: elec-
tricity consumption and fuel consumption. The calculated carbon emission of electricity
consumption differs according to the electricity carbon emission coefficients of different
countries. The carbon emissions can be calculated using Equation (1). The emission coeffi-
cients of different countries are listed in Table 1. For calculating the carbon emission of fuel
consumption, the fuel volume (m3) is first converted into energy units. An energy of 38 MJ
or 10.6 kWh can be generated by burning 1 m3 of natural gas. The carbon emission of fuel
consumption can then be calculated using Equation (2). The carbon emissions coefficient of
fuel is listed in Table 2, and all the compared countries have the same carbon emissions
coefficient of fuel. The carbon emissions of the total energy consumption of a building can
be obtained by summing the carbon emissions of electricity and fuel.
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Table 1. Electricity carbon emission coefficients of different countries.

Country
Electricity Carbon Emission Coefficient

(kg CO2e/kWh)

China (Harbin) 1.13 [34]
Japan (Tokyo) 0.47 [35]

Taiwan (Taipei and Kaohsiung) 0.53 [36]
Singapore 0.41 [37]

Table 2. Fuel carbon emission coefficient of all the compared countries.

Item
Carbon Emission Coefficient

(CO2e/m3)

Natural gas 1.88 [38]

(A) Electricity consumption is converted into carbon emissions by using the following formula:

Electricity usage (kWh) × electricity emissions coefficient (kg CO2e/kWh)
= electricity carbon dioxide emissions (kg)

(1)

(B) Fuel consumption is converted into carbon emissions by using the following equation:

Fuel usage (m3) × natural gas emissions coefficient (kg CO2e/ m3)
= fuel carbon dioxide emissions (kg),

(2)

(C) The carbon emission of total energy consumption is calculated as follows:

Carbon emission of total energy consumption (kg)
= electricity carbon dioxide emissions (kg)+ fuel carbon dioxide emissions (kg)

(3)

3. Simulation Modeling

To determine the energy usage efficiencies under different conditions, the energy con-
sumption and carbon emission were compared for different numbers of stories (4 and 10),
different construction materials (RC and CLT), and cities with different latitudes (from
north to south, Harbin, Tokyo, Taipei, and Singapore). The related structure usage sit-
uations and air admission timing of the air-conditioning system were set. In addition,
the energy simulation was only conducted for the daily usage stage in the structure life
cycle. When GBS was used for structure energy simulation, the basic settings, simulation
parameters, weather data, electromechanical system, indoor load, and operation schedules
had to be input in the simulation process. The basic parameters and settings of this study
are as follows:

1. According to the descriptions on the official website of Autodesk, the data on weather
stations were obtained from the World Meteorological Organization.

2. For concrete materials, the pre-existing data in the program were used. The parameters
of CLT walls were obtained from relevant research [39,40].

3. For the electromechanical system and indoor load, detailed data were required from
the DOE-2.2 analysis core to the electromechanical system for the operation. However,
the building envelope and electromechanical system parameters were preset in GBS
according to the ASHRAE standards. Different air-conditioning systems are used
in different countries. The preset parameters were used for the mechanical system
and indoor load in this study. The preset parameters of heating, ventilation, and air-
conditioning (HVAC) systems were a central variable air volume system, hot-water
heating, a performance coefficient of 5.96 for the freezer, and a boiler efficiency of 84.5.

Because this study was a preliminary study, a 24/7 operation schedule was set. Thus,
simulations were conducted 7 days a week and 24 h a day annually. Then, GBS was used
to analyze the simulated building energy consumption. In the comparison of the energy
consumptions of different building materials (RC and CLT) in cities at different latitudes,
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only the energy consumption in the operation stage was considered. In addition, the
following assumptions were made in the simulation process for the energy consumption:

1. The window positions remained the same when switching from an RC structure to a
CLT structure; thus, the illumination demands remained the same.

2. Except for the balcony, the indoor temperatures of all the rooms were controlled
between 18 and 26 ◦C.

3. No heating or cooling was conducted in the stair areas.
4. Electricity was used for the air-conditioning system and illumination, and fuel was

used for heating.

3.1. Target Building

To determine the energy usage efficiencies for different numbers of stories and different
weather conditions, the standard floor of social housing in Taipei City was used as the
standard floor in this study. The layouts and basic information of a four-story building and
a 10-story building are listed in Table 3 and displayed in Figure 1.

Table 3. Basic information on the target buildings.

Building Type 4F 10F

Single-story floor area 192.8 m2 702.6 m2

Total floor area 771.2 m2 7026.0 m2

floor-to-ceiling
height

others 3.0 m 3.2 m

Ground level 3.2 m 3.6 m

Total surface area 1161.2 m2 3906.6 m2

Exterior window ratio 16.4% 19.9%

User number per unit area 3 people/100 m2 3 people/100 m2

Total user number 23 people 211 people

Average illumination power 6.6 W/ m2 6.6 W/ m2

Figure 1. Standard floor plans of the target buildings.
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3.2. Building Materials

The targeted building that was selected was a typical social housing building sur-
rounded by buildings in central Taipei city, and the orientation of the building is with the
main entrance facing southward. This building type is adopted and simulated in other
selected cities, and the surrounding condition of the building is assumed the same. The
simulated building was an RC structure with fixed floor plans on different floors. In this
study, the building height, building direction, total area, and opening, such as windows
and doors were fixed for the building simulation. The material of major structures, such
as beams and walls, was replaced with CLT. Thus, the influence of the floor height on
energy-saving efficiency was examined. In addition, the energy consumption efficiencies
of the RC and CLT structures were compared. Moreover, only the energy consumption in
the daily life stage of the building was examined; the structural properties of the structure
were not determined.

The physical properties of RC and CLT, including their heat transfer coefficient, specific
heat, and density, were also determined for complete analysis. As presented in Table 4, RC
has a higher heat transfer coefficient, specific heat, and density than CLT does. Thermal
resistance and heat loss are inversely correlated. Thus, an increase in the thermal resistance
of the wall material between the interior and exterior of a building can reduce the heat loss
of the building (Equation (4)). As presented in Table 4, CLT walls have a higher thermal
resistance than RC walls do. The thermal resistance of a 300-mm-thick external CLT wall is
up to 3.3 m2·K/W (U-Value = 0.3 W/m2·K), while with a variable thickness of insulation
applied, the U-Value ranges from 0.13 to 0.45 W/m2·K [41]. The thermal resistance of a
300-mm-thick RC external wall is only 0.25 m2·K/W, which is approximately 1/13th of the
thermal resistance of a 300-mm-thick CLT external wall. Table 5 lists the physical properties
of RC and CLT walls of different thicknesses. Figure 2 displays the models of numerical
analysis. Four- and Ten-story CLT and RC buildings were constructed for comparing the
energy consumptions in their daily life stages. In this paper, the buildings in different cities
with different latitude were studied, to emphasize the influence of the building envelope
on total energy consumption, the reflected U-Values of different cities for their roof and
floor are assumed as follow, based on the different climate zone located. U-value of the roof
was 0.28, 0.45, 0.50, 0.50 for Harbin, Tokyo, Taipei, and Singapore respectively. Moreover,
the U-value of the floor was 0.38, 0.50, 0.80, 1.50 for Harbin, Tokyo, Taipei, and Singapore
respectively. In order to simplify the simulation, the U-value of the window and door were
set to be the same in order to clarify the major influence of the exterior wall.

Heat loss = (A/R) × (Tindoor − Toutdoor) (4)

A: external surface area of the building.
R: thermal resistance (R value).
Tindoor: indoor air temperature.
Toutdoor: outdoor air temperature.

Table 4. Physical properties of different walls.

Wall
Material

Wall
Purpose

Total Thickness
(mm)

Heat Transfer Coefficient
W/(m2·K)

Thermal
Resistance
(m2·K)/W

Thermal Mass
kJ/K

RC
Exterior wall 150 3.87 0.25 60.98

Interior wall 120 3.46 0.29 22.59

CLT

Exterior wall (10F) 300 0.30 3.3 4.66

Exterior wall (4F) 215 0.38 2.59 3.91

Interior wall 150 0.59 1.67 2.48

158



Energies 2022, 15, 165

Table 5. Materials of different wall types.

Wall
Material

Wall
Purpose

Total Thickness
(mm)

Wall Schematic Interior Material
Thickness

(mm)

RC

Exterior wall 150

Ceramic tile 10
Cement mortar 10

Concrete 120
Cement mortar 10

Interior wall 120
Cement mortar 10

Concrete 100
Cement mortar 10

CLT

Exterior wall
(10F) 300

Plasterboard 15
Rigid insulation wall 50

CLT 220
Plasterboard 15

Exterior wall
(4F) 215

Plasterboard 15
Rigid insulation wall 50

CLT 135
Plasterboard 15

Interior wall 150

Plywood 10
Rigid insulation wall 20

CLT 110
Plywood 10

3.3. Cities in Different Latitude

Cities at different latitudes have different climates, which influences the energy con-
sumption of buildings. The climate includes the highest and lowest outdoor temperatures
and humidity. In this study, the energy consumption of buildings in cities at different
latitudes was also simulated to determine how the overall energy usage efficiency varied
with the latitude. As depicted in Figure 3, the latitude of Taipei was selected as the standard.
The other cities selected for the comparison were Tokyo and Harbin, which are located to
the north of Taipei, as well as Singapore, which is located close to the equator and to the
south of Taipei. These cities were selected for comparing the energy-saving efficiencies of
RC and CLT buildings of different heights in different environmental conditions.

The monthly average temperatures of the aforementioned cities in 2019 are presented
in Table 6 and Figure 4. The lowest monthly average temperature in Harbin, which is
located at a high latitude, was −17.2 ◦C in January, and the highest monthly average
temperature in Harbin was 23.6 ◦C in July. Thus, the largest monthly average temperature
difference was 40.8 ◦C in Harbin. The lowest monthly average temperatures in Singapore,
which is located at a low latitude, were 26.8 ◦C and 27 ◦C in December, and the highest
monthly average temperatures in Singapore were 30.6 ◦C and 28.9 ◦C in April and March,
respectively. The highest monthly average temperature difference in Singapore was only 3.8 ◦C.
The highest monthly average temperatures of Tokyo and Taipei, which are located in the
temperate zone, were 28.6 ◦C in August and 30.6 ◦C in July, respectively. These temperatures
were comparable to the high temperatures in Singapore, which is located in the tropics.

Table 6. Weather information in the considered cities.

City

Temperature
(◦C)

Relative Humidity
(%)

Wind Speed
(m/s)

Radiation
(Wh/m2)

Hottest Coldest Highest Lowest Highest Lowest Highest Lowest

Harbin 33 −30 81 45 4.2 1.9 209 106
Tokyo 34 −1 77 52 3.9 2.6 198 132
Taipei 35 7 84 76 4.6 2.2 166 44

Singapore 34 24 88 82 3.9 1.2 96 49
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(a) Analysis models of the 10-story RC and CLT structures 
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Figure 2. Analysis models of numerical simulation.
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Figure 3. Latitudes of the considered cities.

Figure 4. Cont.
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Figure 4. Annual temperatures of the considered cities.

4. Results and Discussion

4.1. Energy Consumption

In the simulation, electricity was used by the HVAC system, illumination equipment,
and other equipment. Fuel was used by the HVAC and domestic water heating systems.
Table 7 presents the simulation results for the 4- and 10-story structures made of different
building materials and located in cities at different latitudes.

Table 7. Energy consumption comparison of structures with different heights in different cities.

Harbin Tokyo Taipei Singapore

RC CLT RC CLT RC CLT RC CLT

(A)
Electricity

(kWh/m2/yr)

4
storys 244 148 165 148 175 179 232 227

10
storys 195 105 143 119 157 151 202 190

(B)
Electricity

(MJ/m2/yr)

4
storys 877 534 594 533 644 631 833 818

10
storys 702 377 517 426 566 543 726 682

(C)
Fuel

(MJ/m2/yr)

4
storys 4021 2251 1597 1020 761 603 390 389

10
storys 3075 1917 1304 899 701 583 382 382

Sum (B) + (C)
(MJ/m2/yr)

4
storys 4898 2785 2191 1553 1392 1247 1223 1207

10
storys 3777 2294 1821 1325 1267 1126 1108 1064

For Harbin, which is located at the highest latitude among the considered cities, the
annual electricity consumptions of the RC and CLT structures were 244 and 148 kWh/ m2,
respectively. For Singapore, which is at the lowest latitude, the annual electricity consump-
tions of the RC and CLT structures were 232 and 227 kWh/ m2, respectively. For both 4-
and 10-story structures, the simulation results indicated that the electricity consumption of
RC structures was considerably higher than that of CLT structures at high and low latitudes.
However, at low latitudes, the difference in the electricity consumption of RC and CLT
structures was relatively small (Figure 5). The same trend was observed for fuel energy
usage. Thus, the energy-saving efficiencies of CLT structures were higher than those of RC
structures. The differences in the energy-saving efficiencies of CLT and RC structures were
higher at higher latitudes (Figure 6).
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Figure 5. Energy consumption of 4 story building in different cities.

Figure 6. Energy consumption of 10 story buildings in different cities.

A comparison of the total energy consumptions of RC and CLT structures is presented
in Table 8 and Figure 7. For four-story structures, the total energy consumptions of the
CLT structures were approximately 57%, 71%, and 88% of those of the RC structures in
Harbin, Tokyo, and Taipei, respectively. No significant difference was observed in the total
energy consumptions of the four-story CLT and RC structures in Singapore. For 10-story
structures, the total energy consumptions of the CLT structures were approximately 61%,
73%, and 89% of those of the RC structures in Harbin, Tokyo, and Taipei, respectively. For
Singapore, the difference between the total energy consumptions of the 10-story CLT and
RC structures was marginally higher than that of the four-story CLT and RC structures.

Table 8. Energy consumption Ratio between RC Building and CLT Building.

Harbin Tokyo Taipei Singapore

Electricity
(Ratio of CLT/RC)

4 storys 0.61 0.90 0.98 0.98

10 storys 0.54 0.82 0.96 0.94

Fuel
(Ratio of CLT/RC)

4 storys 0.56 0.64 0.79 1.00

10 storys 0.62 0.69 0.83 1.00

Total Consumption
(Ratio of CLT/RC)

4 storys 0.57 0.71 0.88 0.99

10 storys 0.61 0.73 0.89 0.96
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Figure 7. Comparison of different types of energy consumption in different cities.

The electricity and fuel energy consumption ratios of the CLT and RC structures were
compared. Electricity consumption mainly originates from rooms with air-conditioning.
Thus, a higher number of stories caused a lower ratio of the floor area being directly
heated by sunlight. Consequently, the electricity-energy-saving efficiency of the 10-story
structures was higher than that of the four-story structures (Figure 7). However, this
energy-saving efficiency decreased with decreasing latitude. The consumption of fuel
energy mainly originates from rooms with heating. Thus, the larger the surface area of
a structure, the higher is the heat exchange. Table 8 and Figure 7 indicate that all the
fuel energy consumption ratios of 10-story structures were higher than those of four-story
structures in the different cities. In addition, CLT structures at high altitudes (Harbin) had a
high fuel energy consumption efficiency. The energy consumption ratios of 4- and 10-story
CLT structures were approximately 56% and 62% of those of 4- and 10-story RC structures,
respectively. For Singapore, which is at a low latitude, indoor heating demands were low.
Thus, the fuel energy consumption ratios did not exhibit a significant difference.

4.2. CO2 Emission

Table 9, Figures 8 and 9 present the carbon dioxide emissions per unit area for 4- and
10-story RC and CLT structures in cities at different latitudes. The carbon emissions of
electricity energy consumption mainly originate from air-conditioning systems, illumi-
nation systems, and basic facilities of the structure. The carbon emissions of fuel energy
consumption mainly originate from the use of heating systems. Electricity carbon emissions
were calculated according to the electricity emission coefficients of the countries in which
the considered cities are located (Tables 1 and 2). Thus, the carbon emissions from the same
electricity energy consumption were different in different countries.

The electricity carbon emissions of four-story RC and CLT structures were 276 and
167 kg/ m2·yr, respectively, in Harbin; thus, the difference in the electricity carbon emis-
sions of the two types of four-story structures was 109 kg/ m2·yr in Harbin. In Singa-
pore, the electricity carbon emissions of four-story RC and CLT structures were 96 and
93 kg/ m2·yr, respectively, which represents an electricity carbon emission difference of
3 kg/ m2·yr. The difference in carbon emissions was small because the monthly average
temperature in every month in Singapore was higher than 26 ◦C, which was the tempera-
ture set in this study for the air-conditioning system to be turned on. The air-conditioning
system demands were high. Thus, the demands for carbon emissions from electricity en-

164



Energies 2022, 15, 165

ergy consumption were high for both RC and CLT structures. For Harbin, in addition to the
air-conditioning system demands, the heating system demands were high. Thus, significant
differences were observed in the carbon emissions of electric energy consumption for RC
and CLT structures in Harbin. In addition, the electricity emissions of Harbin were higher
than those in other cities due to the higher electricity carbon emission coefficient in Harbin
(1.13 kg CO2e/kWh). The carbon emissions of fuel energy consumption for four-story RC
and CLT structures in Harbin were 199 and 111 kg/ m2·yr, respectively, which represents a
fuel carbon emission difference of 88 kg/ m2·yr. In Singapore, the fuel carbon emissions
of four-story RC and CLT structures were both 12 kg/ m2·yr. In cities at higher latitudes,
the heating system needs were higher. Thus, the fuel carbon emissions and fuel carbon
emission differences increased considerably with the latitude.

Table 9. Carbon emissions comparison of structures with different heights in different cities.

Harbin Tokyo Taipei Singapore

RC CLT RC CLT RC CLT RC CLT

(A)Electricity
(kg/m2/yr)

4 storys 276 167 79 71 95 93 96 93

10 storys 220 119 69 57 84 81 83 78

(C)Fuel
(Kg/m2/yr)

4 storys 199 111 79 50 38 30 12 12

10 storys 152 95 69 65 35 29 12 12

Sum (A)+(B)
(Kg/m2/yr)

4 storys 474 278 158 121 133 123 108 105

10 storys 372 213 133 102 118 109 95 90

Figure 8. Carbon emissions of 4 story building in different cities.

Figure 10 indicates that the 10-story structures had superior carbon emission reduction
effects to those of the four-story structures for electricity and fuel energy consumption. For
regions at high latitudes (Harbin), the differences in electricity carbon emissions of 10- and
4-story structures were not significant. However, the carbon emissions reduction efficiencies
of structures with more stories could be shown in the differences in fuel carbon emissions.

4.3. Potential Hybrid Structure System for Renovation in Asian Cities

Previous results of this study indicate that CLT structures have higher energy-saving
and carbon reduction efficiencies than RC structures do at different latitudes. These
efficiencies increase with the number of floors. Moreover, the differences in the energy
consumption efficiencies of CLT and RC structures increase with latitude. In this section,
CLT and RC structures that were studied as benchmark building materials were furthermore
compared with the energy-saving efficiencies of a hybrid structure system.
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Figure 9. Carbon emissions of 10 story building in different cities.

Figure 10. Comparison of different type of Carbon emissions in different cities.

In Taipei, most buildings are RC structures that are approximately 30–50 years old.
These structures are still usable; however, their overall energy consumption is high because
of the RC building material. Consequently, a strategy is proposed for the renewal of
these buildings in the future. The proposed strategy mainly involves preserving existing
RC beams and columns and renewing the floors and walls with CLT. On the basis of
this concept, a hybrid structure analysis model was established in this study. Figure 11
illustrates the model of preserving the RC beams and columns and replacing the floors and
walls with CLT. The energy consumptions of CLT and RC structures of the same size were
also compared. The analysis and simulation conditions were the same as stated previously
as shown in Section 3.

The analysis results presented in Table 10 indicate that the 10-story hybrid structure
system had a superior electricity energy consumption performance to the RC structure. The
electricity energy consumption performance of the hybrid structure was only marginally
worse (3–5% lower) than that of the CLT structure. Thus, the proposed hybrid structure
system is close to a CLT structure in terms of electrical energy consumption. For fuel energy
consumption, no significant difference was observed between the different structures in
Singapore, which is located at a low latitude. In Taipei, Tokyo, and Harbin, which are
located at relatively high latitudes, the fuel energy consumption of the hybrid structures
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was higher than that of the RC structures and not significantly different from that of the
CLT structures. The CLT and hybrid structures exhibited no significant difference in their
total energy consumption. The aforementioned structures exhibited lower total energy
consumptions than the RC structures did. The energy-saving efficiency of the proposed
hybrid structure system, which comprises RC beam structures and CLT floors and walls, is
close to that of CLT structures. Taking energy consumption in RC structure as 100%, the
relative consumption ratio is illustrated and as shown in Table 11, indicating that using
CLT as building skin, such as hybrid structure proposes in this study, performs as well as
the CLT structure. For all the East Asian cities selected in this study, the proposed hybrid
structure system can be used effectively for old building renewal.

Figure 11. Analysis models of hybrid structure system.

Table 10. Energy consumption comparison of hybrid structures with RC and CLT structures in
different cities.

Harbin Tokyo Taipei Singapore

RC CLT Hybrid RC CLT Hybrid RC CLT Hybrid RC CLT Hybrid

(A) Electricity
(MJ/m2/yr) 702 377 389 517 426 436 566 543 549 726 682 692

(B) Fuel (MJ/m2/yr) 3075 1917 1874 1304 899 882 701 583 570 382 382 382

Sum (A) + (B)
(MJ/m2/yr) 3777 2294 2263 1821 1325 1318 1267 1126 1119 1108 1064 1074

Table 11. Comparison of energy consumption ratio of hybrid structures with RC and CLT structures
in different cities.

City
RC Structure

Ratio (RC/RC)
Hybrid Structure

Ratio (Hybrid/RC)
CLT Structure

Ratio (CLT/RC)

Harbin

Tokyo

167



Energies 2022, 15, 165

Table 11. Cont.

City
RC Structure

Ratio (RC/RC)
Hybrid Structure

Ratio (Hybrid/RC)
CLT Structure

Ratio (CLT/RC)

Taipei

Singapore

5. Conclusions

In this study, the energy consumption efficiency of the proposed hybrid system was
compared with those of the RC and CLT structure systems. Detailed energy consumption
and carbon emissions were compared for different numbers of floors (4 and 10), different
building materials (RC and CLT), and cities at different latitudes (from north to south,
Harbin, Tokyo, Taipei, and Singapore) to understand the energy usage efficiencies under
different conditions. In order to clarify the major influence of exterior walls on energy
consumption, part of the parameters for the simulation model are simplified, such as doors
and windows, further detailed study needs to be conducted in order to obtain a deep
understanding. For the preliminary study, the following conclusion is drawn, and worthy
to provide to local authorities for the policymaking regarding urban renewal issues. For
the proposed hybrid structure system, the electricity consumption performance of 10-story
hybrid structures was superior to that of RC structures but marginally inferior to that
of CLT structures (by approximately 3–5%). Thus, the electrical energy consumption of
the hybrid structures was close to that of the CLT structures. No significant differences
were observed in the fuel energy consumptions of the different structures in Singapore. In
Taipei, Tokyo, and Harbin, which are located at higher latitudes than Singapore is, the fuel
energy consumption of the hybrid structures was higher than that of the RC structures. No
significant difference was observed in the fuel energy and total energy consumptions of the
hybrid structure system and CLT structures. The fuel energy and total energy consumptions
of the aforementioned structures were lower than those of the RC structures, indicating the
advantage of the hybrid structure system used for old building renovation. In conclusion,
the proposed hybrid structure system, which comprises RC beams, columns and CLT floors
and walls, has less building weight compared to the original RC building, and less energy
required for the manufacturing of building materials [31] in the renovation of the aged
building, has an energy-saving efficiency close to that of a CLT structure. For all the East
Asian cities selected in this study, the proposed hybrid structure system can be effectively
used for old building renewal.
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Abstract: A comfortable wind environment favors the sustainable development of urban residential
districts and public health. However, the rapid growth of high-rise urban residential districts leads
to low wind velocity environments in summer. This study examines the influence of enclosure
boundary patterns and lift-up design on the wind environment and proposes an optimization
strategy to improve the low wind velocity environment in residential districts in summer. A typical
residential district in Hangzhou was selected; the average wind velocity, calm wind zone ratio and
comfortable wind zone ratio were selected as the evaluation indexes. The wind environment for
different enclosure boundary patterns and lift-up designs were obtained via computational fluid
dynamics (CFD) simulations. The results indicate that the pedestrian wind environment is greatly
improved in residential districts by reducing the height/width of the enclosure boundary, increasing
the permeability rate and adopting a lift-up design in all buildings within residential districts. A
combination of permeable railings and lift-up design is recommended; this can increase the average
wind velocity and the ratio of comfortable wind zones by 70% and 200%, respectively. This study
provides practical guidelines for the optimization of a low wind velocity environment in Chinese
high-density residential districts in summer.

Keywords: high-density residential district; pedestrian wind environment; computational fluid
dynamics; enclosure boundary; lift-up design

1. Introduction

With the rapid development of urbanization in China, land resources are becoming
increasingly scarce, and building density and height in urban residential districts are
rapidly increasing [1,2]. High-density residential districts exhibit reduced ventilation
and heat dissipation conditions, thus leading to low wind velocity environments and
poor thermal comfort in residential districts [3]. This problem is particularly serious in
summer, especially in the densely populated eastern coastal areas of China [4]. These
related phenomena may negatively affect the sustainable development of urban residential
districts. For instance, air stagnation due to a low wind velocity environment may prevent
the evacuation of airborne pathogens [5,6]. During epidemic periods of infectious diseases,
this issue is particularly prominent, and the concentration of pollutants poses a clear threat
to public health safety [7]. Especially during the development of the COVID-19 epidemic,
it is essential to improve the pedestrian-height wind environment in urban high-density
residential districts for public health safety purposes [8].

A series of studies has been conducted to investigate effective methods for improving
the pedestrian wind environment. Field measurements, wind tunnel experiments, and
computational fluid dynamics (CFD) simulations are often employed to analyze outdoor
wind environments [9,10]. Du et al. adopted the overall mean velocity rate (OMVR) as an
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evaluation criterion, and through a wind tunnel experiment on the campus of the Hong
Kong Polytechnic University, they demonstrated that the area of acceptable wind comfort
increases from 20% to 50% via the adoption of building opening and lift-up design [4].
Tsanga et al. performed wind tunnel experiments to study the influence of building
separation on pedestrian wind environments under low and high wind conditions, and
found that when the building separation is smaller than half of the building width, it
imposes adverse effects on the natural ventilation conditions for pedestrians [11].

Although wind tunnel experiments are reliable, they are relatively expensive and
insufficiently flexible to be applied to architecture design on a large scale. Instead, the
CFD simulation method has the advantages of high speed, easy implementation, high
accuracy and effectiveness, and low cost [12,13]. Therefore, with the development of
computer technology and grid generation techniques, increasing numbers of researchers
have performed CFD simulations to study urban wind environments [14–16]. For instance,
Hang et al. used CFD simulations to numerically investigate the air age and air exchange
efficiency of an ideal high-density building complex under the effect of parallel winds,
and proposed that wide streets and small building array lengths could help improve
ventilation [17]. Based on a highly simplified model, Li and Chen adopted the CFD
technique to simulate the wind environment around buildings and found that when the
area of the opening remains the same, the larger the number of openings, the better the
distribution of the vertical wind velocity behind the building [18].

In recent years, an increasing number of studies have focused on the pedestrian wind
environment in residential districts. For example, Wang et al. introduced dimensionless
layout parameters of rank-and-file building groups through wind tunnel experiments,
and they proposed that changing the building layout and orientation can help produce
a good wind environment [19]. Hadavi and Pasdarshahri quantified the effects of the
wind velocity, urban planning district density, and urban form on the infiltration rate via
CFD simulations, and concluded that building tightness enhancement could reduce the
infiltration rate and augment the exfiltration rate [20]. Hu et al. analyzed the relationship
between the residential building density and wind environment and reported that when the
residential building density increases from 0.18 to 0.32, the outdoor average wind velocity
ratio decreases by 0.18 and the average air age increases by 58.63 s [21]. Hong and Lin
compared the wind environments of several residential areas with different layout patterns
and tree arrangements and concluded that orienting the long facades of buildings parallel
to the prevailing wind direction can yield satisfactory thermal comfort [22]. Ghadikolaei
et al. analyzed the effects of wing wall at the balcony on the natural ventilation performance
in medium-rise residential buildings [23]. Besides, Tes et al. explored the impact of lift-
up building models with different core heights and widths, and found that the lift-up
core height is the most influential parameter and governs the area and magnitude of
high and low wind velocity zones around such buildings [24]. Guo et al. compared the
natural ventilation performance of different building morphologies via CFD simulation,
and indicated that enclosed city blocks are unfavorable to natural ventilation [25]. Kubota
et al. carried out wind tunnel tests on 22 residential neighborhood districts selected from
actual Japanese cities, and concluded that an increase in the gross building coverage ratio
decreases the mean wind velocity ratio [26].

However, most of these studies were concerned with the effects of different building
layout patterns, densities and heights on the wind environment in residential districts. The
influence of different enclosure boundary patterns on residential wind environments has
rarely been considered in studies to date. Several studies have analyzed the influence of
the lift-up building model on the wind environment, but few have analyzed the influence
of the combination of the enclosure boundary and lift-up design on the wind comfort of a
residential district. The research objects in most of the literature are highly simplified, ideal
models such that planning and architectural practice constraints are neglected. The results
of related studies do not reflect the complexity and diversity of urban construction projects.
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Chinese residential districts exhibit their own characteristics due to local urban guide-
lines, customs and culture [22]. They are distinguished by enclosed boundaries, lift-up
designs and regular layout patterns. Closed boundaries are mainly divided into four
patterns: low-rise podiums, main buildings, solid walls and permeable railings. Appro-
priate types of enclosure boundaries and the combined design of boundaries and lift-up
options have been noted as being highly important for achieving a comfortable outdoor
environment in residential districts. However, existing studies generally neglect these
aspects. Moreover, there remains a lack of quantitative analysis and research on the effect of
different combined designs on the wind environment in residential areas. It is essential for
architects to develop a design method to determine the optimum arrangement for creating
a comfortable wind environment.

In this paper, the characteristics of 16 high-density residential districts in the Yangtze
River Delta region of China were analyzed. Then, a typical residential district in Hangzhou
was selected to investigate the low wind velocity environment problem in summer. With
regard to the CFD simulation method, the average wind velocity, calm wind zone ratio
and comfortable wind zone ratio were selected as the evaluation indexes to quantify the
results of the wind environment under different enclosure boundaries and lift-up forms,
and the impacts of different improvement measures on the low wind velocity environment
were determined. The research framework is shown in Figure 1. The results of this study
provide practical guidelines for the optimization of low wind velocity environments in
high-density residential districts in summer.

Figure 1. Framework and workflow of this study.

2. Methodology

2.1. Case Selection
2.1.1. Survey of Residential Districts in the Yangtze River Delta

The Yangtze River Delta urban agglomeration is one of the most economically devel-
oped and urbanized areas in China. According to Chinese specifications [27], in this study,
a high-density residential district is defined as a site area ranging from 2–10 ha containing
11 layers or more with a floor area ratio higher than 2. Sixteen high-density residential
districts are randomly selected in typical cities. Figure 2 shows the locations of these
residential districts, and Figure 3 illustrates the details of these residential districts with the
depicted information sourced from Google Earth images. Due to the geographic environ-
mental constraints, sunlight norms, and urban planning requirements in the Yangtze River
Delta region, certain common characteristics are observed in these residential districts.
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Figure 2. Distribution map of the case locations.

Figure 3. Site layouts of 16 high-density districts in the Yangtze River Delta region of China.
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2.1.2. Common Characteristics of High-Density Districts

• The Yangtze River Delta is situated in the hot summer and cold winter region. The
best orientation is toward the south or slightly toward the southeast or southwest to
attain sufficient sunlight and ventilation. The layout of buildings largely indicates
a combination layout mode of the row type or the row type + the point type (see
Figure 4).

• The residential districts are gated communities [28]. The boundaries of the residential
districts are physically enclosed, leaving only a few pedestrian and vehicular access
entrances. In addition to natural boundaries (e.g., lakes), the enclosed boundaries of
these residential districts usually include four types of enclosures: low-rise podiums,
main buildings, solid walls, and permeable railings (as shown in Figure 5).

• In certain newly constructed high-density residential districts, some or all buildings
adopt a lift-up design to provide public spaces for people to rest or parking for
non-motorized vehicles.

Figure 4. Characteristics of high-density residential districts in the Yangtze River Delta region of China.

Figure 5. Four typical patterns of enclosed boundaries in residential districts.
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2.1.3. Selection of a Typical Case

Based on the common characteristics of residential districts, Case 1 (i.e., a typical
high-density residential district in the central urban area of Hangzhou city) was chosen as
the research object. The residential district mainly consists of ten high-rise buildings A–J
(refer to Figure 6a), among which buildings A–E contain lift-up areas with a height of 3 m.
The main structure of the lift-up buildings is elevated from the ground by a combination
of columns, shear walls and a central core. Figure 6a shows the locations of the lift up
areas and the vertical structural elements. Figure 6b shows the schematic diagrams of the
lift-up building E. The core area percentage is expressed as the percentage of area covered
by the core of the plan area of the building at the ground level, which is termed the “area
percentage” [24]. The area percentage value in this study was 18.1–27.4%.

Figure 6. Schematic diagram of lift-up buildings: (a) The locations of the lift-up areas and the vertical
structural elements, (b) schematic diagrams of the lift-up building E.

City roads border the western and southern sides of the residential district. The
western side is enclosed by a low-rise podium that is 8 m in height and 11 m in depth, while
the northern and eastern sides are separated from the neighboring areas via permeable
railings. The dimensions of the area are 240 m at its longest point and 120 m at its widest
point, with a total area of 2.7 ha and a maximum building height of 54 m.

2.2. CFD Simulation Setup
2.2.1. Geometric Model and Domain Size

According to existing research [29,30], to accurately reproduce the flow field in this
residential district, the geometric model considers the building information in the target
area (i.e., the blue area shown in Figure 7a), and the surrounding area is three times
larger than the target area (see Figure 7a). Detailed information was retrieved from field
measurements and Google Earth images.

The CFD calculation area in the present study satisfies a distance of 4D from the
entrance to the nearest building boundary, a distance of 6D to the outflow boundary, a
distance of 4W to the side boundary and a distance of 5H to the top boundary, where D is
the total length of the building complex (D = 720 m), H is the maximum building height of
the target complex (H = 72 m), W is the total width of the building complex (W = 360 m) and
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the obstruction rate is 2.4%, which is lower than the recommended maximum obstruction
ratio of 3% [31].

Figure 7. CFD model: (a) typical residential district and surrounding buildings, (b) measurement
point locations, (c) grid arrangement.

2.2.2. CFD Model and Grid Arrangement

A commercial CFD program, ANSYS Fluent 19.0, was adopted in the present study.
The unsteady Reynolds-averaged Navier–Stokes (RANS) equations with the RNG k-e
turbulence model were used to solve the turbulent wind flow in the computational do-
main [32]. This model was verified by simulating wind flows at the urban scale, with an
average relative error of 12% with respect to the measured data [33].

A polygonal grid scheme was adopted in this study, which is adaptable to different
geometric shapes. The grid spacing was set to 20 m in the surrounding open area, which
was gradually reduced to 3 m in the object model. To accurately represent key simulation
areas (e.g., lift-up floors and pedestrian heights), the grid size was thus refined to 1 m. This
resulted in a total grid number of 3 million, and the corresponding local grid division is
shown in Figure 7c.

2.2.3. Boundary Conditions

As the research target is located in the city, it was difficult to obtain the boundary data
in the city by field measurement. Moreover, it was hard to gain enough meteorological
data in the large area, and difficult to conduct field measurement to verify the large-scale
simulation results of the wind environment. Hence, the wind data from the Hangzhou
Meteorological Bureau were used as the inflow boundary conditions. The Hangzhou
Meteorological Bureau used the interpolation method to get the wind field based on the
real-time data of each meteorological monitoring point. The average wind velocity near
the inflow boundary from 10:40 a.m. to 11:40 a.m. on 22 July 2020 was 1.7 m/s and the
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wind direction was south-southwest. The upstream vertical boundary in the calculation
domain was set as the inflow boundary, and the outflow boundary was set as the pressure
outlet. The vertical velocity profile along the inflow boundary was modeled as a power
law based on the structural building code [34].

Vh = V0

(
h
h0

)α

(1)

where Vh is the wind velocity at a height of h, m/s; V0 is the wind velocity at height h0
m/s; h0 = 10 m; and α is the roughness index. The target area is located in a dense urban
area of a large city with a ground topography of category C, and the exponent of the power
law α = 0.22 [34]. The computations were performed on an 8-core workstation (Intel Core
i7-9700, 3.0 GHz) with 32 GB DDR of system memory. When the scaled residuals reached
10−4 for mass conservation, U, V, W, k, ε, the solution was considered to be converged.

2.3. CFD Validation

To verify the reliability of the CFD simulation results, this study carried out field
measurements in the target residential district. The field measurements were conducted
from 10:40 a.m. to 11:40 a.m. on 22 July 2020, with seven anemometers (405i, Testo, Testo
AG). The field measurement net covered seven locations for pedestrian activities in the
district, as shown in Figure 7b. Velocity measurement points 1–6 were located 1.5 m above
the ground, measurement points 2–4 were situated in the lift-up area, and measurement
point 7 was located 1.5 m above the roof.

The wind velocity results obtained with the CFD simulation method at a height of 1.5
m were compared to the measured results, as shown in Figure 8. The average error between
the CFD model simulation data and the measured data is 20.4%. The trends at the different
positions are the same, which verifies the reliability of the CFD simulation results [29].
Therefore, the CFD model established in this study and the obtained simulation results
are credible.

Figure 8. Comparison of the average measured and simulated wind velocity values at points 1–7.

2.4. Case Design

Considering engineering practices, on the basis of not altering the layout of residen-
tial districts, this study adopted the enclosure boundaries and the lift-up design as the
parameter design, and 6 cases were obtained (refer to Figure 9).

Case O represents the original state of the research target. The northern and eastern
enclosure boundaries are permeable iron railings, and the southern enclosure boundary
is the main building. The dominant wind direction in Hangzhou in summer is south-
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southwest (SSW), and the changes in enclosure boundary patterns largely involve the
optimization of the western boundary.

Case A1, as shown in Figure 9, indicates that the existing lift-up areas of buildings
A–E are blocked. Cases B1, B2, and B3, as shown in Figure 9, reveal the changes in the
western enclosure boundary pattern. Case B1 reduces the enclosure boundary height and
changes the podium height from 8 to 4 m. In Case B2, the enclosure height and depth are
reduced. The podium is changed to a solid wall with a height of 3 m and a thickness of
0.3 m. In Case B3, the degree of the enclosure boundary is changed, and the podium is
replaced by a permeable railing with a height of 3 m. Case C1 (see Figure 9) considers the
combined design of a permeable railing and lift-up, i.e., the western podium is changed
to a 3-m-high permeable railing. All high-rise buildings A–J contain a lift-up area that is
3 m high.

Figure 9. Design of the six cases.

2.5. Wind Environment Evaluation Index

According to the study of Du et al., summer wind comfort criteria are typically
classified into five groups [35]: (i) an unfavorable wind environment for pedestrian ac-
tivities due to low wind conditions; (ii) a favorable wind environment for pedestrian
activities, including light, gentle and moderate breezes; (iii) a tolerable wind environment
for any activity; (iv) an intolerable wind environment for any activity; and (v) a dangerous
outdoor environment.
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According to the research of Lawson [36], the NEN 8100 standard [37], and the air
ventilation assessment (AVA) scheme [38] regarding wind comfort indicators, the summer
low wind comfort indicators are summarized in Table 1. Based on previous studies [39,40],
the following indicators were selected as evaluation indexes for the summer low wind
velocity environment:

• Average wind velocity: The average wind velocity considers all velocity measurement
points at a height of 1.5 m above the ground surface in the residential district.

• Calm wind zone ratio: The area with a wind velocity lower than 1 m/s is defined as
a calm wind zone. Considering comfort and pollutant diffusion, the lower the calm
wind zone ratio at the measurement points, the better the wind environment.

• Comfortable wind zone ratio: The area with a wind velocity between 1 and 5 m/s is a
comfortable wind zone. The higher the comfortable wind zone ratio, the better the
wind environment.

Table 1. Summer low wind comfort criteria in terms of the average wind velocity.

Type Description Average Wind Velocity (m/s)

Unfavorable Calm 0–1 [36,38]

Favorable
Light breeze 1–1.8 [36]

Gentle breeze 1.8–3.6 [36]
Moderate breeze 3.6–5.0 [37]

Tolerable Fresh breeze 5.0–7.6 [37]
Intolerable Strong breeze 7.6–15 [37]
Dangerous Gale >15 [37]

3. Results and Discussion

Wind data for the target residential district were retrieved from the design standards
for wind and thermal environmental design of residential buildings [41]. In July, the
dominant wind direction in Hangzhou is SSW at a wind velocity of 2.5 m/s. The summer
wind rose map is shown in Figure 10. Within the outdoor pedestrian activity range of the
residential district, 70 measurement points were selected at a uniform height of 1.5 m (refer
to Figure 11). The wind environment results in the different cases were obtained through
CFD simulations, and the wind environment evaluation indexes in the different cases were
summarized and compared. Moreover, axes X1, X2, and X3, corresponding to the three
typical boundaries, were selected to evaluate the change trends in the wind velocity at
typical axial velocity measurement points.

Figure 10. Wind rose map for Hangzhou in July, information used from reference [41].
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Figure 11. Location of the 70 velocity measurement points.

3.1. Original Model

Figures 12–14 depict the wind environment simulation results for the six cases in
summer. Case O, as shown in Figure 12, indicates that the wind velocities in the western
and southern entrance plaza areas are higher than those in the other areas and that the
wind velocities in most of the residential district are low. Table 2 shows that the average
wind velocity in the whole residential district is 0.63 m/s. Eighty-three percent of the
outdoor spaces throughout the entire residential district are found in the calm wind zone,
which is not conducive to pedestrian activities, and only 17% of the outdoor spaces are
located in the comfort zone. In general, the overall wind comfort in the residential district
is unsuitable for pedestrian activities during the hot and humid summer months.

Figure 12. Wind velocity simulation results corresponding to the six cases.
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Figure 13. Wind velocity box plots for the six cases.

Figure 14. Streamline patterns of X1, X2, and X3 at pedestrian height for the six cases.
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Table 2. Results of the wind environment simulation for the six cases.

Type Case O Case A1 Case B1 Case B2 Case B3 Case C1

Average wind velocity (m/s) 0.63 0.69 0.66 0.79 0.85 1.07
Number of measurement points 70 58 70 70 70 70

Calm wind zone ratio 83% 78% 83% 69% 66% 49%
Comfortable wind zone ratio 17% 22% 17% 31% 34% 51%

Ratio of wind velocity increase / * 5% 25% 35% 70%
Ratio of calm wind zone reduction / * 0 17% 20% 41%

Ratio of comfortable wind zone increase / * 0 82% 100% 200%

* There are no wind velocity measurement points in the lift-up area in Case A1.

3.2. Lift-Up Design

In Figures 12–14, the results of wind environment simulation show that winds beyond
the lift-up area are blocked for Case A1. Comparing Case A1 with Case O reveals that the
lift-up buildings within the residential district increase the wind velocity in nearby areas.
Axis X2 is located 15 m downwind to the north of lift-up building D (refer to Figure 11).
Figure 15 shows the wind velocity at the monitoring points along axis X2, i.e., at g2, h2,
and i2, and the wind velocities are 0.12, 0.15 and 0.09 m/s higher in Case O than those in
Case A1, respectively.

Figure 15. X1, X2, and X3 velocity measurement point wind velocities for the six cases.

However, the lift-up design in Case O does not improve the low wind velocity envi-
ronment throughout the entire residential area. Table 2 indicates that the overall average
wind velocity in Case A1 is 0.69 m/s, and the comfortable wind zone ratio is 22%. The
overall wind comfort zone in the residential area remains limited. There are no velocity
measurement points in the lift-up area in Case A1, so the average wind velocities cannot
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be directly compared. When the lift-up area velocity measurement points are removed, the
average wind velocity in Case A1 is slightly higher (3%) than that in Case O.

3.3. Patterns of Enclosure Boundaries

Case B1 in Figures 12–14 shows the wind environment simulation results after podium
height reduction. The wind velocity behind the podium greatly increases, but the wind
velocity change in the rest of the residential district is small. The average wind velocity
reaches 0.66 m/s, which is 5% higher than that in the original case. Furthermore, the
comfortable wind zone ratio is 17%, and 83% of the outdoor spaces occurring in the calm
wind zone are suitable for pedestrian activities. In general, the improvement in residential
wind comfort is not obvious.

Case B2 in Figures 12–14 depicts the wind environment simulation results after adop-
tion of a solid wall. Figure 13 and Table 2 demonstrate that the average wind velocity
reaches 0.79 m/s, which is 25% higher than that in the original case. The comfortable wind
zone ratio is 31%, which is 82% higher than that in the original case. Overall, the wind
environment comfort is notably improved.

Case B3 in Figures 12–14 shows the wind environment simulation results after the
adoption of a permeable railing. Table 2 indicates that the average wind velocity in the
residential district reaches 0.85 m/s, i.e., 35% higher than that in the original case. The
comfortable wind zone ratio reaches 34%, and the increase in the ratio of the wind comfort
zone is 100%.

According to Cases B1 to B3, the higher the permeability of the enclosure boundary is,
the smaller the wind barrier, and the higher the proportion of the wind comfort zone. The
wind comfort increases from Cases B1 to B3 and is optimal in Case B3.

3.4. Combination of the Permeable Railing and Lift-Up Design

Figure 12, specifically Case C1, and Figure 14 show the wind environment simulation
results based on the permeable railing and lift-up design. All buildings in the residential
area adopt the lift-up design. As indicated in Table 2, the average wind velocity in the
residential area reaches 1.07 m/s, and the wind comfort zone ratio is 51%. Compared to
Case B3, Case C1 also lifts the boundary buildings, and the average wind velocity increases
by 26%. The ratio of the calm wind zone decreases by 26%, and the ratio of the comfortable
wind zone increases by 50%. The lift-up design is applied to all buildings in the residential
district, which notably improves the wind environment.

Compared with Case O, Case C1 has an average wind velocity that increases by 70%;
more than half of the outdoor areas are located in the comfort zone, the ratio of the calm
wind zone decreases by 41%, and the ratio of the wind comfort zone increases by 200%.
The comfortable wind environment in the residential area is greatly improved. Among
these six cases, the combined case exhibits the most apparent improvement effects on the
wind environment.

Through a wind tunnel experiment on the campus of the Hong Kong Polytechnic Uni-
versity, Du and Mak demonstrated that pedestrian-level wind comfort is greatly improved
with the adoption of measures such as opening and lift-up [3]. Tes et al. analyzed the
impact of lift-up building models with different core heights and widths on surrounding
wind environments [24].

In this study, we confirmed that the lift-up design affects wind comfort on hot summer
days and further examined the difference between the partial lift-up design and the total
lift-up design. In addition, the effect of the enclosure boundary patterns on wind comfort
in residential districts was examined.

3.5. Effects of Different Enclosure Boundaries on the Wind Environment along the
Horizontal Direction

To further study the influence of the different enclosure boundary patterns on the
surrounding wind velocity environment, three enclosure boundary patterns were selected
based on Case O: the low-rise podium, main building, and permeable railing. Along the
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leeward direction of the boundary, horizontal lines at a height of 1.5 m were selected as
axes X1, X2, and X3. Velocity measurement points were selected at 11-m intervals along the
horizontal lines. Figure 10 shows the locations of the axes.

As shown in Figures 14 and 15, the wind velocity along the X1 axis is most notably
affected by different boundary conditions. In case O, the 8-m podium provides the most
obvious barrier to wind flow. In case B1, the 4-m-high podium provides a weaker barrier
to wind. In case B2, the solid wall provides a smaller barrier to wind. The wind velocity at
the various measurement points exhibits relatively large variations. Compared to that for
the original case, the wind velocity at point b3 nearest to the boundary (11 m) indicates the
most notable increase, with the maximum increase occurring in Case C1 (i.e., an increase of
1.9 m/s). The wind velocity at point f3 (55 m) also increases, with a maximum increase of
0.8 m/s in Case C1. The wind velocity is directly affected by the conditions in these cases.
The main reason for this phenomenon is that the wind velocity of the horizontal boundary
corresponding to the X1 axis depends on the enclosure boundary patterns.

The changes in the X2 axis wind velocity vary in different cases. Compared with those
in Case O, the maximum increase in the wind velocity occurs at d2 in Case C1, with an
increase of 0.4 m/s, while the maximum decrease occurs at f2 in Case C1, decreasing by
0.6 m/s. The horizontal boundary corresponding to the X2 axis is the main building. As
shown in Figure 15, the wind velocity is not greatly affected by the change in cases but is
affected mainly by the corresponding wind shadow area of the main building.

As shown in Figures 14 and 15, the variation in the range of the wind velocity along
the X3 axis is very limited in the different cases. The maximum wind velocity change occurs
at h1 in Case C1, and the wind velocity increases by 0.4 m/s. The horizontal boundary
corresponding to axis X3 is the permeable fence, which is the residential area entrance. The
wind velocity is slightly affected by the change in cases.

In general, the different enclosure boundary patterns directly influence the horizontal
wind field along the downwind direction, and the wind gradually decreases with increasing
distance from the boundary. This exerts a slight effect on the wind velocity along the
nonadjacent axes.

4. Conclusions

The purpose of this study was to analyze the impacts of various enclosure boundary
patterns and the lift-up design on the pedestrian wind environment in a high-density
residential district and to improve the low wind velocity environment in summer. A
typical residential district in Hangzhou was selected, and the wind environment results
for different enclosure boundary patterns and the lift-up design were obtained via CFD
simulations. The average wind velocity, calm wind zone ratio and comfortable wind zone
ratio in different cases were quantitatively analyzed, and optimization strategies for the
pedestrian low wind velocity environment in residential districts were determined. The
main conclusions are as follows.

1. Reducing the height and width of the enclosure boundary and increasing the perme-
ability rate of the enclosure boundary increase the overall average wind velocity at the
pedestrian level in the residential district. Compared with that in Case O, the average
wind velocities in Cases B1, B2, and B3 increase by 5%, 25% and 35%, respectively.

2. The lift-up design in all buildings of residential districts can notably improve the wind
environment. Compared to that in Case B3, the average wind velocity in Case C1
increases by 26%, and the ratio of the comfortable wind zone increases by 50%. When
the buildings inside the residential district adopt the lift-up design, the wind velocity
is only improved in nearby areas. However, the low wind velocity environment
throughout the whole residential district is not enhanced.

3. The combination of permeable railings and the lift-up design should be recommended
because this combination has the most notable improvement effect. Compared with
that in Case O, the average wind velocity in Case C1 increases by 70%, and the ratio
of comfortable wind zone increases by 200%.
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4. The enclosure boundary pattern has an obvious influence on the wind field along the
horizontal downwind direction but only a slight influence on the wind speed along
the nonadjacent axes. Moreover, the influence gradually decreases with increasing
distance from the boundary.

In this study, we focus on the influence of the enclosure boundary patterns and the lift-
up design in the hot summer and cold winter region of China. However, the characteristics
of residential districts vary greatly in different areas of China. We will investigate the
effects of different enclosures for various climates in future studies. Simulations for larger
areas will be performed to gain more accurate CFD inflow boundary conditions. Besides,
we will also try to use the Weather Research and Forecasting (WRF) and CFD methods to
obtain more complete data for the inflow boundary.
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Abstract: Since the 2009 Black Saturday bushfires in which 173 lives were lost, two-thirds of whom
died in their homes, the question of what a home prepared for bushfire looks like has been repeatedly
raised. The 2019/2020 fires saw us not much further advanced. This paper seeks to consolidate what is
known about bushfire behavior, its influence upon structures, and, through this data, infer improved
standards of practice for retrofitting rural and urban fringe homes. In particular, the prevention
of ember and smoke incursion: the data suggesting the prior as the main mechanism of home
destruction; the latter as high risk to sheltering occupant health. The article is framed around
a comprehensive literature review, and the author’s own experiences and observations from fire
impacted structures in Victoria’s northeast. The article’s import lies in demonstrating how embers
and smoke may enter homes otherwise seen to be appropriately sealed prior to the fire’s approach.
Included in the findings are developed hypotheses based on thermal expansion, pressure differentials
and backdraft; offering defined paths towards future research. In addition, the work provides
practical advice towards mitigating the identified issues using retrofit practices based upon the
author’s practical experience as a tradesperson and building designer.

Keywords: bushfire; retrofit; ember attack; pressure differential; urban fringe; rural housing; pyro-
tornadogenesis; backdraft

1. Introduction

Prior to the Black Saturday fires of 2009 Australian bushfire policy could be summed
up by the phrase ‘stay or go’. The premise underlying this approach suggests most homes
lost to bush fire succumb to ember attack, not the fire front [1–8]. Received wisdom held,
holds today, that ember attack can be defended against, and thus many homes saved.
The policy, however, was based upon another premise: that homes were prepared, and
residents mentally and physically capable of such defense. The year 2009, and the loss of 173
lives—two-thirds of whom died in their homes—changed that perspective radically [2,3].

Whilst conceptually ‘stay or go’ still exists, active defense risks to homeowners,
discussed by many including state and territory fire authorities [2,3,9–12] have altered
the underpinning message. Today, Australians are advised to prepare property before
the bushfire season, then leave early should a fire start. In conditions categorized as
Catastrophic or Code Red (state dependent categories) the advice is to prepare the home
and leave before a fire event begins [13,14]. In emergencies, with or without a ‘state of
emergency’ declaration, mandatory evacuations may be ordered, though the legalities of
forced removal from a home property are debatable, state specific and unclear [15,16].

Occasionally evacuation is not possible; on others, the indicators of potential fire are
low, and communities are taken by surprise. In December of 2015, over 100 homes were
lost in the Victorian coastal community of Wye River [6]. On that occasion, the McArthur
Forest Fire Danger Index (FFDI)—the measure by which Australia’s fire danger levels of
High, Very High, Severe, etc., are identified—was only 49 or ‘Very High’ [6]. Code Red or
Catastrophic is 100+. Fortunately, due to the fire’s approach direction, no lives were lost.
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Both before [17] and after [18] that event, the FFDI as a sole indicator of extreme bushfire
risk has been considered questionable. This aside, what remains clear is that homes were
not prepared adequately. The 2019/2020 fires again exposed this truth, with fires raging,
and homes lost, in all states and territories of the country except the capital. NSW and
Victoria took the brunt of losses, with over 2800 houses destroyed in those two states alone.
Sadly, on this occasion, 34 human lives were also directly lost [19]. Indirectly, a further
417 lives were lost and 4456 hospitalized due to smoke inhalation [20].

Such deaths give rise to another purpose behind retrofitting: air quality. Occasionally
the house is the only shelter available; though Dengate [9] notes that some people decide
to stay, others have no such option [2,3,10,21]. Retrofitting will not turn an older home into
a bushfire bunker, but it will improve its potential for occupant survival. Much retrofitting
discussion is about sealing the home against embers, however as identified above, smoke is
just as important, studies also identifying in utero growth restriction of babies through the
mother’s bushfire smoke inhalation [22,23]. Examples of new homes purposefully built to
withstand bushfire attacks without smoke incursion are promising [24]: improving indoor
air quality should likewise be a consideration in retrofitting [25].

So what does a home prepared for bushfire actually look like? Specifically, how might
we retrofit a home to improve it, and its resident’s, preparedness? When constructing a new
home in Australia, performance requirements are found in the National Construction Code
(NCC) [26] and the standard AS3959 Construction of buildings in bushfire-prone areas [27].
However, that standard’s veracity is questioned both in this article and by others [28], due
to its currently limited interpretation of ember attack mechanisms. Further advice for new
and existing homes is given by state and territory fire agency guides on land and property
preparedness. Yet, whilst commentary on defensible Australian homes began as early
1945 [1], only recently has discussion focused on retrofitting.

This paper explores the efficacy of these approaches, and AS3959, by drawing upon
extant literature, current engineering modeling, reported experiences of homeowners and
the author’s own experiences. Improved retrofitting actions are proposed based upon
these findings; particularly issues arising from potential pressure differentials in extreme
bushfire events.

2. Researching Bushfire and Its Influence Upon Structure

What causes a structure to burn is best studied through careful analysis of burnt build-
ings [1,4–6,29], practical experimentation [30–32], or, when such is problematic (missing
evidence, cost, risk), through computer modeling [33,34]. Much of this work has been, or
is being, undertaken in facilities around the globe. This article consolidates that material,
combining a comprehensive literature review and anecdotal evidence. In reviewing the
literature a broad range of terms and phrases were chased through online search engines,
academic libraries, Springer, Scopus, Google Scholar and the like. To this was added news
reports, blogs, drilled down for quality evidence such as photographs or events witnessed
by multiple parties. The main terms used derived from previously understood retrofitting
actions and basic bushfire defense systems such as: bushfire sprinklers; intumescent paints;
water tanks and bushfire; glazing; ember attack and the like. These terms were followed
by those surrounding the hypothesis of pressure differentials, cyclonic winds, pyrogenic
winds and such, prior to turning to the specifics of structural components and materials
under temperature extremes.

Within this core of articles, the hypothesis of pressure differential was explored; seek-
ing more information as the data exposed questions, potential answers, new terminology:
testing the hypothesis in light of known data and reported experiences. Future, targeted,
research was thus developed in pursuit of insights to aid retrofitting of older homes, guide
the construction of new homes, improve legislated standards and, perhaps, solve mysteries
surrounding why seemingly secure homes are destroyed by bushfire, whilst others, much
older and more decrepit, survive. To interpret the insights gained from this exploration,
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an understanding must first be had of the structure, design and context of the typical
Australian home; be it rural, or within the rural-urban fringe interface.

The Australian Home: A Structural Description

The rationale for retrofitting existing dwellings against bushfire attack is clear. Also
clear, within the literature, is that ember ingress is the main concern. To understand
how ingress occurs requires appreciation of the typical Australian home’s structure. Gen-
erally, this is a one or two story timber or steel frame building clad with brick veneer,
timber weatherboard, cement sheet or rendered panels of autoclaved aerated concrete or
polystyrene. Roof cladding is either corrugated metal sheeting or tiles of concrete or glazed
terracotta. Windows are usually timber or light aluminum framing, frequently with single
panes of glass as little as 3 mm in thickness. More recent homes will have thicker glass
(5 mm) and or be double glazed. The whole structure, with rare architectural exceptions,
will be constructed upon either timber, concrete or steel stumps or posts, brick piers or a
concrete slab. Raised floor structures may have this underfloor space enclosed by a vented
brick dwarf wall, be partially enclosed with timber battens, or be fully open.

Common to homes is some form of verandah. In addition, there may be a deck,
generally of timber, though on occasions steel-framed, with timber or polymer strip flooring.
Eaves of 450–600 mm are typical, though recent trends towards ‘eave-less’ homes have
reduced this to gutters only in many cases. Fascias are frequently timber, or more recently,
light steel. Eave soffits are usually cement sheet lined, though older homes may have timber
strips venting the roof space. Further roof venting may be available through grills or slats
in gables or via static or spinning metal vents. Guttering is usually of galvanized or pre-
painted steel, though aluminum and PVC systems exist. Generally, gutters feed to above
or below ground water tanks made of steel, fiberglass, plastic or concrete. On occasions,
water may be stored under raised floor houses.

In older homes doors and windows seldom seal well, particularly door sills. Weather-
board homes commonly have gaps where external architraves overlap boards. Others may
not be flashed correctly at the heads, leaving gaps for embers to settle or be driven into the
framework. Some windows will simply not close properly, or have openings in bathrooms
or toilets to prevent condensation or odors.

The above demonstrates that most homes under consideration provide ample op-
portunity for ember ingress. At first glance, retrofitting these homes against bushfire is
not a complex task. However, even at a basic level, it requires an understanding of their
weaknesses and an appreciation of how bushfires compound these weaknesses through
dynamic, high velocity, winds, extreme temperatures and pressure differentials.

3. What Is Known of How Houses Burn in Bushfires

Recent research [4–7] strongly supports Barrow’s 1945 [1] suggestion that embers were
the most significant cause of house destruction. The fires at Tathra, NSW, in March 2018
furthered this understanding. In that instance, only 32 of the 69 homes destroyed were
in a decreed bushfire prone area [35]. The rest were within the seaside township where
neither flames nor fire front heat flux had influence. Research has suggested that ember
penetration into urban or suburban areas is typically less than 700 m [36], however the
Canberra fires of 2003 destroyed homes in the suburb of Lyons over 2 km distant from the
fire front [29]. Notably, the Australian Institute for Disaster Resilience (AIDR) Canberra
Fires Field Report [29] documents bushfire generated winds damaging homes well before
flame arrival; leading to an extremely high percentage (91%) of totally destroyed homes:
i.e., once fire took hold, invariably the house was lost.

However, stating ember attack alone is insufficient as it fails to account for the ran-
domization of its effect. In research [1,37,38], news reports [39] and blogs [40], there are
multiple examples of homes that ‘should’ have been destroyed, yet survived intact despite
abutting seemingly secure but destroyed homes. Whilst chance must be conceded, there
are potentially other factors in play.
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During a bushfire, residents are advised to seal homes as much as possible: citing
Barrow’s proposition ‘ . . . a house should be as air-tight as practicable . . . ’ [1] (p. 1).
Windows, doors, vents, everything should be blocked to prevent ember incursion. With
modern homes, this is reasonably achievable: potentially to the point of fault. An untested
hypothesis held by this author, to some degree suggested by Ghaderi et al.’s modeling [33],
is that of pressure differentials in bushfire contexts: Differentials caused by pyrogenic
winds—fire generated winds high in both temperature and velocity—impacting homes
incapable of rapid pressure equalization. In such instances at least two things may challenge
the integrity of a building: extreme uplift forces; and rapid, potentially destructive, pressure
equalization.

The first, uplift, is well understood and engineered for, particularly in cyclonic zones,
through AS 1684.3 [41] and AS 4055 [42]. Unfortunately, bushfires also occur in non-cyclonic
zones where homes are designed for significantly lower wind pressures. That extreme
bushfires can create their own weather systems is also well understood. Pyrocumulonimbus
clouds and their associated fire thunderstorms bring about fierce winds, downbursts, and
in extreme cases, pyro-tornadogenesis—fire tornadoes generated by the rotating convective
winds of the cloud [43]. Video evidence of bushfires assaulting Canberra suburbs Kambah
and Chapman in 2003 [43,44] show roof sheeting falling kilometers from the fire front, and
the fire tornado’s enormity—approximated at 500 m base diameter [45].

Pyro-tornadoes aside, Ghaderi et al.’s investigation [33] into wind-driven surface fires
demonstrates that the presence of a structure alters the intensity and dynamics of that
fire, supporting earlier work by Honey and Rollo [34]. A range of factors deriving from
this study have great import into how homes are challenged by fire, and hence, may be
defended. One notable outcome [33] (p. 12) shifts our interpretation of fire behavior from
steady heat action (the premise behind AS3959) to dynamic pulsation, uplifting vortices,
extremely low pressures and high velocity reverse airflows (reflective of Sharples et al.
2012 wind-terrain modeling [46]).

Figures 1–3 below, evidence these key influences upon a standard flat plane structure
(effectively a 6 m × 6 m × 6 m box replicating a house) downstream from an oncoming
fire. The main points of interest are as follows:

• The fire produces a low pressure zone immediately downstream from its source which
draws the flames forward, (colored red) at velocities significantly greater than the
wind (inlet velocity) driving it.

• That ground hugging behavior is significantly foreshortened when confronted by a
building, at which point the winds and flames flow upwards.

• Immediately behind the structure, there are fast moving reverse air flows (blue zones)
that also drive the plume upwards.

• The fire’s momentum immediately in front of the building slows, becomes intermittent;
pulsating more rapidly (twice the frequency, P1 circled in Figure 3b 0.93 Hz) than
when moving over open ground (P2 & P3 circled at 0.42 Hz and 0.46 Hz respectively).

• This higher frequency raises the convective heat load through increased periods of
surface contact, whilst limiting any cooling potential.

Additionally, radiative heat flux was determined to focus upon upper wall portions
facing the fire, whilst the sides, rear and roof are significantly less affected.

192



Energies 2021, 14, 3526

Figure 1. In subfigures (a) and (e) the white box instances the presence of a 6 m cubic building.
Subfigures (b) and (f) show the fire passing by the building 9 m distance from its center. I.e., 6 m
from the side [33] (p. 9). Colorbar represents velocity in m/s along x axis.

(a) (b) 

Figure 2. Subfigures (a,b) show the vertical profile of the airflow’s changing longitudinal velocity at
different longitudinal positions relative to the inlet location. Subfigure (a) shows airflow aligned with
the building’s center line. Subfigure (b) shows airflow passing 9 m on either side of center line [33]
(p. 10).

Of particular interest is the identified wind velocities. The fire front wind velocity
is seen to be significantly greater than the driving input. I.e., the fire is drawn forward
by self-generated low pressures, not simply driven forward by high winds. The input
wind velocity in this model is only 6 km/h. Thunderstorms commonly generate wind
gusts of 90 km/h, more damaging storms, 160 km/h; cyclones may exceed 360 km/h [47].
The velocity the fire itself travels at in such conditions is discussed in Sharples et al.’s study
of the Canberra 2003 fires [46]. Such dynamic low-hi-low heat, wind velocity and pressure
fluctuations place inordinate stress upon a structure.
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(a) (b) 

Figure 3. Subfigure (a) shows the instantaneous surface temperature as measured in Degrees Kelvin at 3 points located on
the surface 5 m from the building front. P1 is directly on the building’s center line, whilst P2 and P3 are located 9 m on
either side of the center. Subfigure (b) shows the frequency of peak temperature signals at these same sensors [33] (p. 12).

The significance of the above regarding ember attack is multifaceted: particularly
ember disposition being the rear or downstream side of the structure, not the surface facing
the fire front. This is concerning for homes with verandahs or other semi enclosed spaces
on this side. Also, embers attack both the front and rear of the structure at an upwards
trajectory, exposing any weakness under eaves and verandahs.

Figure 4 describes high velocity winds over and around a structure with (b) and
without fire (a). Figure 4b demonstrates that in the presence of fire, myriads of small
vortices initially hug the ground, then buoyancy inducing forces dominate, creating larger
vortices that randomly cross hatch the structural zone generating significant uplift: The
structure is attacked simultaneously by embers, heat flux, and wind loads from multiple
directions, introducing dynamic loading at numerous points and angles.

Figure 4. The vertical airflow structures in the presence of fire (b) and without (a) [33] (p. 11).

A defensively well sealed building now works against itself as rising temperatures
and, to a lesser degree, pressures, occur within the home. What the internal temperature
and internal-external pressure differential might be is not addressed in this modeling—nor
in any modeling to date. However, it may be assumed that this differential at least adds
behind surface loading to uplift forces already existent through high velocity winds.

Coupled with the dynamic fire front heat shock inflicted upon windows, this pressure
may suffice to fracture or shatter glass. In either case, cladding and windows of the
structure may be compromised: creating gaps and openings, allowing ember ingress and
potentially an explosive backdraft action.

The temperatures modeled are also concerning for exposed structural steel elements.
It is well argued [48] that at around 600 ◦C—steel’s yield strength drops by approximately
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60%, Young’s modulus falling by 70%. Given high wind loads, and Figure 3a showing
surface temperatures fluctuating between 400 ◦K and 1000 ◦K (125 ◦C to 725 ◦C), exposed
structural steel failure is potentially high. In relation to ember incursion, failure need not
involve collapse—columns, beams or lintels need only flex—creating gaps sufficient to
allow ember ingress; ingress being considered possible through gaps as little as 2 mm [27].

Understanding the forces affecting structures as dynamic, not stable is therefore crucial
to both new homes and retrofitting. Buildings must not be viewed as static entities: rather,
as vibrating, pulsating structures attempting to ‘breathe’, whilst swaying, rocking, being
twisted, even if not visibly so.

3.1. Inference: Structural and Cladding Integrity; Ember Incursion

Current modeling does not reflect an actual house with its complexities of form.
However, the aforementioned studies provide sufficient data to highlight key areas of risk
from ember attack; suggesting useful actions. Rising internal pressures would at first seem
a positive defense outcome. I.e., positively pressurizing a room, corridor, or stairwell is
a typical fire defense strategy in high-rise buildings [26]. The problem comes, however,
with the principles of backdraft and flashover (the latter discussed by Caird Ramsay
et al. [37,38]). Flashover occurs when energy trapped within a space cycles upwards
such that all materials reach their ignition point—a ‘fuel-dependent phenomenon’ [49]
(p. 55). Backdraft occurs when a closed compartment, bordering on combustion but low on
oxygen, is suddenly provided oxygen through an opening—such as broken windows [49].
Add fumes inside a home from furnishings, finishes and fittings [50], frequently volatile
organic compounds (VOCs)—Fleischmann et al.’s unburned hydrocarbons [51]—and a
rapid combustion event may occur acting explosively outwards.

Not enough is known about VOC off-gassing in homes experiencing extreme bushfire
temperatures to state authoritatively that these could amount to an explosive event. Despite
multiple anecdotal and media accounts of buildings ‘exploding’ [52], evidence after the
fact is insufficient to support, or refute, such accounts [4,6,37,38]. However, the data
above suggests the potential should be conceded. Regardless, the potential for cladding
breaches and backdraft remains. Finding means by which to reduce internal air pressures
safely, therefore, forms part of the discussion on refitting strategies that follows. Before
developing that discussion, an outline of applicable Australian Standards [27,41,42,53] is
requisite to understanding contemporary approaches to construction and retrofitting of
homes in bushfire zones.

3.2. Australian Standards and the Bushfire Attack Level (BAL)

Whilst not required for all home retrofits, AS3959 [27] remains the preeminent guide
for Australian housing in bushfire zones. Integral to this standard is the Bushfire Attack
Level (BAL) rating system. Briefly, the ‘BAL’ is a statement of the likely severity of a site or
building’s exposure to bushfire and ember attack. A radiant heat flux range statement in
kW/m2, it is an evaluation of a structure’s context. The evaluation includes:

• Identified Fire Danger Index (FDI) for a given location in Australia
• Vegetation classification
• Slope of the land under this classified vegetation
• Distance the classified vegetation is from the building

Derived ratings are either BAL-LOW, 12.5, 19, 29, 40, or FZ (Flame Zone). The higher
the BAL, the more threatened a structure. Once identified, guidance on acceptable con-
struction is given to each BAL level through the major sections of the standard. A typical
visual guide is given in Figure 5 below:
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Figure 5. Pictorial description of Bushfire Attack Level (BAL) ratings [54].

AS3959 becomes challenged when dynamic, not static, heat flux is considered. As oth-
ers have found [55], even these static values are questionable when detailed modeling
is applied. Add the previously identified vortices, uplift and negative pressure loadings
and the construction provisions lose relevance. This does not negate the standard’s total
relevance, however, BAL must now be understood as indicative rather than definitive—
potentially a significant understatement. When retrofitting or designing and constructing
new buildings far greater attention to detailing, hold down and material choices should
apply.

The BAL system of identifying risk is further challenged when Figure 5 is reflected
upon in light of documented home losses; many destroyed despite BAL-LOW ratings.
It fails to account for ember attack many kilometers ahead of the fire front, frequently
within town or urban fringe areas many streets back from classified vegetation. Yet the
BAL system remains valuable in identifying radiant heat and flame proximity for given
locations. It allows homeowners, when considering retrofitting, to better prepare land
around buildings to reduce heat and flame levels. But with regards to embers, distance
from the flame front is not a safeguard.

3.3. Australian Standards and Wind Ratings

Wind ratings for Australian houses are defined by AS 4055 [42], or AS1170.2 [56].
For the purposes of this paper, outlining AS4055′s rating system will suffice for exampling
wind speeds in a later discussion. Ratings within AS4055 are given as either N1 through to
N6, or C1 through to C4. N or C ratings depend upon regional location; ‘C’ referencing
areas likely to experience cyclonic conditions. The individual ratings suggest limit state
(serviceability and ultimate) design wind gust speeds. Stated in m/s, classes N3 through
to N6 have the same design gust speeds as C1 through to C4, being: 32 (50 ultimate), 39
(61), 47 (74) and 55 (86) respectively. The difference between the N and C becomes evident
when calculating positive and negative pressures applicable to given surfaces or building
elements (roof, walls or the like). For example, a C2 rated roof surface has a general ultimate
limit state pressure of −3.21 kPa (a net uplift), whereas N4, with the same gust speed of
61 m/s, is deemed to have a net uplift pressure of only −2.21 kPa. These derive from a
table of pressure coefficients recognizing the dynamic low-hi-low pressures sustained in
cyclonic events. Ghaderi et al.’s [33] study suggests that such dynamic pressures evolve
from bushfires as well.

4. Retrofitting: Applied Implications

Conceding that embers cause most bushfire home losses, the ambition of retrofitting
is to prevent their ingress and eliminating or reducing ember deposition zones of high
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ignition risk. The previous section’s guidance support’s most government or fire authority
recommendations. However, the material allows review of existing retrofitting publications
more informatively, several of which are outlined briefly below. The following then dis-
cusses key areas of bushfire attack—pressure differentials, uplift, angles of attack, counter
flowing winds and the like—relative to those structural elements most influenced, seeking
to mitigate such attack and inhibit ember and smoke ingress. In making recommendations
it is conceded that retrofit activity is framed by what is ‘reasonably practicable’. Available
time, financial resources, structural element access and emotive connection to home and
contents, all influence perceptions of achievability.

A recently published bushfire resource for the construction and retrofitting of homes
in Queensland [57], has relevance beyond that state. Particularly useful is the Level
of Protection system that informs builders/owners of the protection achievable with a
particular range of actions. An extensive document, it also directs builders to particular
sections of the relevant standards [27,41,58].

Another developing Queensland publication [59] lays the ground work for retrofitting
against extreme winds. Yet despite being a Geoscience Australia and James Cook Univer-
sity’s Cyclone Testing Station (JCU CTS) collaboration, under the banner of the Bushfire
and Natural Hazards CRC, there is no linkage between bushfires and high wind loads.
Despite this lack, it promises to be a valuable resource in identifying levels of protection
gained against 0.2 s peak wind gusts gained from different actions undertaken [60].

The Victorian Building Authority (VBA) and Country Fire Authority (CFA) have also
produced valuable guides specific to retrofits [61,62]. One deals with domestic homes
whilst the other focuses upon commercial buildings defined as Class 9 under the NCC—
those that might be used as last resort shelters for vulnerable communities—it holds advice
relevant to domestic structures, particularly subfloor venting, piping and roof penetrations.
As with the recommendations being promoted here, these documents frequently promote
methods exceeding AS3959.

Reflecting on these documents in light of research implications presented earlier,
the following frequently references Australian Standards and building codes to higher than
‘normal’ standards.

4.1. Pressure Differentials, Dynamic Loadings and Cladding

These are issues least addressed by current retrofitting advice and AS 3959 generally.
Of particular import is the dynamic loading bushfires impose: loads suggesting cyclonic
standards (such as cladding fixing AS 1562.1 [63]) whereby materials must satisfy a Low-Hi-
Low testing regime that ‘rattles’ elements over a seven stage sequence of varying pressures.
The only guide to this procedure, and any claims of compliance, is a draft document
published in April 2009 by JCU CTS [64].

The following ‘grounds’ this discussion in practice: i.e., how does the preceding data
inform the typical Australian home retrofit? Though only common building elements are
addressed, the principle of increased attention to tie down may be applied more generally.
At the section’s end, the discussion turns to idealized means by which internal-external
pressure differentials may be alleviated.

4.1.1. Metal Sheet Roof Cladding

In older homes roof sheeting is commonly nailed, not screwed; whilst capping and
flashings to many relatively new homes are pop-riveted rather than screwed—Australian
standards [63] only requiring screws from 2018. Both are problematic regarding tie-down—
the identified potential for high uplift pressures and dynamic wind loadings is likely to
exceed their withdrawal capacity. Even if sheeting or capping is not torn away, sufficient
gaps may be created at sheet ends and overlaps allowing ember ingress. Sheet roofs should
thus be check and fixings upgraded to screw fastenings using cyclonic fixing patterns
following AS 1684.3. Gaps between flashings and corrugated profiles should be filled with
non-combustible material such as rock wool.
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4.1.2. Tile Roofs (Terracotta or Cement)

In low wind areas (AS 4055 ratings N1, N2, N3), tiles tend to be tied down minimally
or not at all. Given higher and dynamic wind loads associated with bushfires, tiles should
be mechanically fastened to a minimum of N4 or C2 wherever there is the possibility
to do so. Appropriate sarking should be provided under the tiles, though this may be
considered impractical in many instances due to the costs associated. When retrofitting
incorporates new cladding, appropriate sarking must be installed, and sheeting rather than
tiles considered.

4.1.3. Further Roofing Considerations

In the above cases, the tie-down has only been achieved for the cladding. This remains
inadequate if tie-down of battens to rafters, rafters to wall plates and studs, is inadequate.
Hence the concept of ‘reasonably practicable’; i.e., it depends upon owner willingness
or financial capacity. Yet, where possible, tie-down fixings should be upgraded at these
points. AS 1684.3 provides appropriate guidance in this area. It is important to work to
these higher wind loads, not standard contextual loads which may be as low as N1—which
the previous information has shown inadequate in extreme bushfire scenarios.

4.1.4. Wall Cladding

Fixings to sheet cladding (steel, ply, cement sheet), should be checked for security and
upgraded anywhere movement is detected. Gaps and cracks should be filled. Likewise for
weatherboards; replacing damaged boards. Older homes may have no sarking, with the
upward trajectory of embers, gaps in board overlaps become susceptible, allowing embers
to settle within the wall cavity. Eave/wall junctions, re-entrant and external wall corners,
should be carefully inspected; loose or damaged stops or cover straps replaced, gaps filled.
Intumescent paints may be considered to protect against fire front heat flux, or low areas
were embers may settle, however, the service life of such coatings remains doubtful [65].
Closing gaps to prevent ember penetration is the main aim.

4.2. Subfloor Protection

As per existing retrofitting guides, these areas should be shielded by steel mesh and
close fitting battens. In the case of brick dwarf walls, gaps or cracks should be filled, vents
should be upgraded if vent openings are greater than 2 mm. The junction between dwarf
walls and main wall cladding should be inspected and gaps filled.

4.3. Fascia, Eave, and Guttering

This area is particularly open to ember attack due to wind approach angles—upwards
at 45–60 degrees from horizontal. Generally, soffits are non-combustible cement sheet,
and gutters of galvanized or painted steel. However, fascias are frequently either light
steel or timber. Under heat loads, steel may deflect, allowing soffit sheets to drop from
groves; joiners between sheets are generally light PVC which may melt, gaps for embers
now becoming present. The soffit/wall cladding junction should also be inspected. Fixing
should be checked as per previous elements.

4.4. Gutter Guards

This is an area of contention amongst homeowners, builders and suppliers/
manufacturers. This author’s experiences and anecdotal reflections of homeowners and
architects, suggests that no available system works effectively. Metal guards are considered
the most effective in being less susceptible to damage from birds and small marsupials,
however, the mesh tends to trap leaf ends and grass still grows under the guard. Many
such guards cannot be easily removed for cleaning. When installed, systems for flushing
gutters without removal should be integrated, and regularly used.
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4.5. Sarking

Sarking has been listed in several of the above recommendations. Leonard et al. [57]
recommend against conventional sarking, even flammability index 5 rated (NCC requires
5 or less). That document recommends the use of flame resistant sarking, but fails to
identify what that actually means. Kempster [66], however, describes bushfire roof and
wall systems incorporating fireproof blankets, sarking and insulation elements tested to
AS 1530 [67] offering a flammability index of 1. The materials within these systems can be
individually applied as part of a retrofit program but require cladding removal to do so.

4.6. Structural Steel

Structural steel is common to Australian homes as beams, columns and light gauge
wall and roof framing. In normal conditions, these elements are stable, serviceable and
non-combustible. However, suffering extreme bushfire temperatures components may
buckle under load having lost potentially 60–70% structural capacity. Alternatively, tie-
down capacity of joints may become compromised or gaps in cladding generated: the latter
through steel’s linear expansion coefficient of 1.2 × 10−6, meaning with a temperature rise
of as little as 60 ◦C (from 40 ◦C ambient to heat flux induced 100 ◦C material temperature),
a 2.4 m or 2.7 m steel wall will gain height by approximately 2 mm.

Exposed posts and beams undergo greater elongation. An 8 m long beam, may expand
linearly when raised by 100 ◦C, as much as 10 mm. Though non-failure temperatures,
issues arise when components are restrained, either by other steel components, or elements
such as brick or concrete columns. Baetu et al. [48] demonstrate that constrained structural
steel is more likely to fail early—before yield temperatures and loads are reached—due
to constrained liner expansion causing premature buckling. This was particularly notable
amongst lightweight steel components. The import here is not that structural steel will
inevitably fail in bushfire conditions, rather that it may, due to even minor deflection, be a
factor in exposing the internal elements of walls and roofs to ember ingress through the
generation of gaps as the fire front passes.

Retrofit actions to counter the issue of steel’s expansion may be in the form of:

• Intumescent coatings to exposed steel elements (columns and beams).
• Fireproof mastic sealants with high (40% or greater) expansion characteristics to any

areas where expanding steel elements may lead to gap generation.
• Fireproof mastic at junction of metal fascia and soffit lining to limit lining sag should

the fascia buckle outwards.
• For steel frames, similar mastics around window and door frames where they meet

claddings, particularly at window heads.

4.7. Of Pipes and Penetrations

Contemporary plumbing invariably involves PVC components, often with long ex-
posed lengths under suspended subfloors. Rigid PVC’s flash and sustained ignition
temperatures of approximately 400 ◦C and 450 ◦C respectively [68] are achievable in a
fire front. Though unlikely to carry fire directly through a wall, roof or floor element,
PVC components will melt, droop or compact as the melting range is only 115–245 ◦C
(manufacturing process dependent) [69]. It is by this mechanism that embers and flame
may gain entry into or through structural and protective elements either during the initial
assault or after the fire front has passed.

Fireproof collars are available for retrofitting that hinge around PVC piping. Likewise,
there are metal fittings that couple around a pipe and backfilled with fireproof mastics.
Where piping is more exposed, consideration should be given to applying intumescent
coatings or flameproof insulating wrap, shielding the PVC from heat to prevent unnecessary
replacement.
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4.8. Windows and Doors

Glazing represents a weak point in the defense against ember attack and the bushfire
front itself. Many early homes may have large panes of ordinary annealed gas only 3 mm
thick: totally inadequate against a fire front. Likewise, they are easily shattered by flying
debris from trees or neighboring properties. More modern homes may have thicker glass,
though still generally ordinary annealed.

Upgrading of windows against bushfire needs careful consideration outside the scope
of this article as solutions must be highly contextualized; reflecting requirements of AS
3595, the NCC, and through this code, multiple further standards. However, Bowditch
et al.’s [32] research offers some guidance. Though reporting on a range of glass and
framing types exposed to bushfire temperatures, the simulation was of steady heat flux as
against the rapid fluctuations observed by Ghaderi et al. [33]. Likewise, no high velocity
winds were brought to bear and the glazing units stood in an open frame. The latter factors
meaning that internal-external pressure differentials were not considered. These issues
aside, the findings suggest that improved glazing should include 5 mm toughened glass as
a minimum (particularly the exterior pane is part of a double glazed unit).

A cheaper, or more easily applied, means of upgrading window security against
heat, flame and impact, is shielding. Multiple systems are available, from proprietary
roller shutters to cost effective hinged panels, shutters or screens [70]. In either case, ‘non-
corrosive steel’ (generally taken to mean stainless steel) or bronze should be used and
installed such that no gaps greater than 2 mm remain.

Doors and windows, designed to open, mean small gaps are common to ensure free
movement. It is imperative that these gaps have high temperature resistant seals that will
prevent smoke ingress, not just embers. Standard rubber seals are generally inadequate
for this purpose, likewise brush seals. High quality neoprene seals should be installed
wherever possible.

5. Pressure Equalization Strategies—Requisite or Not?

Notably lacking attention, this area needs applied research and theoretical modeling.
The modeling previously discussed [33] is suggestive of pressure differentials affecting
bushfire attacked homes but does not confirm it. After the 1983 Ash Wednesday fires
this author noted examples of untouched weatherboard homes beside destroyed brick
dwellings. Similarly, following the 2008 Black Saturday fires, a grass fire destroyed a new,
seemingly secure but evacuated, brick veneer home and steel shedding. Nearby, stood an
old weatherboard house unscathed. This difference between the two outcomes could be
‘chance’: Alternatively, old cottages leak air with little resistance; whilst the new home,
appropriately closed and sealed against ember incursion, failed to quickly equalize the
internal-external pressure. Barrow’s [1] documenting of timber clad homes with mesh
covered windows and vents surviving bushfires led to our understanding of ember attack.
Potentially there is another message here too.

Whilst awaiting further research it is worth considering potential remedies, particu-
larly from a retrofitting perspective. One solution is release valve venting. Associated with
every room, they must allow rapid release of pressure but disallow incursion of embers
or smoke. Notably, the hypothesis is less about high pressures forming suddenly within
the house, and more about sudden low pressures—relative to the interior—becoming
dominant outside the structure. It is about reducing that pressure differential sufficiently
to limit structural flex and component creep, or the fracturing of already heat shocked
glazing, either of which may allow ember incursion and destructive backdraft ignition.

6. Defense through Water

Dousing a structure with water before a bushfire arrives has long been considered a
reliable defense strategy. Several studies have been undertaken [71–74] reporting on the
effectiveness of bushfire defense sprinkler systems. To this may be added news reports
and testimony of those who have saved or lost homes where sprinkler systems have been
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deployed [40]. However, discussion remains as to its potential for heightening risk through
over expenditure of water—leaving inadequate supply for fire front defense.

Water storage and supply are crucial to active fire defense systems; particularly
for those who remain and defend a property believing themselves equipped to do so.
Wilkinson & Eriksen [75] outline water scarcity, pump failures, power outages and melting
componentry—pipes lines, hoses, fittings and even water storage tanks—as the ‘weak
link’ in seemingly well prepared systems. They also note that reticulated supply cannot
be guaranteed due to power cuts to pumping stations, or through drought depleted
reserves being drawn down prior to fire front emergence. Some cities or towns may impose
restrictions on reticulated water supply to conserve storage, small town or farm homes use
tank or bore water and are not required to comply, making conservation discretionary.

Current water storage policy, though varying state to state, requires maintaining
dedicated firefighting reserves of between 10,000 L to 22,000 L to be maintained on site
depending upon block size [76–78]. This raises the question of what a viable storage
container looks like. Previous research [4,6,79] suggests that polyethylene (PE) tanks
are inadequate in the face of significant heat sources, even when full. However, when
appropriately sited, shielded or installed underground, they may offer low cost alternatives.
No data is available regarding the effectiveness of intumescent coatings to such tanks.
Concrete or metal tanks were shown to have no such limitations. Of importance in all cases,
however, is that connections and above ground piping should match those of the local fire
authority and be of metal.

Spray and Sprinkler Systems

When appropriately designed and deployed, spray systems have shown high value
in protecting homes [40,80]. What is appropriate remains widely discussed in a range of
reports in Australia and internationally [40,57,61,71–75,81]. A recent study into the efficacy
of airborne droplets for attenuating the effects of bushfire offers useful insights, whilst
raising further doubts [73]. The key findings from these studies show that:

• Water sprayed directly onto upper wall surfaces are more than twice as effective at
lowering heat flux than spraying way from the building.

• Air flows significantly influence the sprinkler effectiveness (varying almost 40%).
• Sprinklers are effective when using very high flow rates, but these rates were beyond

the storage capacity of most domestic settings.
• Further investigation required to determine the efficacy of small droplets (0.1 mm) at

moderate flow rates.

Post bushfire blogs and news reports tell of sprinkler efficacy in some instances, and
failure in others [40,80]. The main questions arise around spray head location, pressures,
flow volumes and spray direction. In the 2020–2021 Australian fires, a rural property was
actively defended by the occupants with the aid of preinstalled sprinkler systems [80].
The design of the home and immediate landscape aiding their success (a green roofed
structure). However, the most important asset was the water supply: more than 200,000 L
held in concrete tanks. Saving the property took over 150,000 L, most expended through the
sprinklers. Such volumes of water are seldom available. Arguments against sprinklers have
focused on this expenditure of water prior to fire front arrival. Yet another commentary [40]
argues that sprinklers did little to prevent the destruction of the home despite plentiful
water supply.

Most researchers and manufacturers concur that spray head type and location are
the keys to a system’s success [71,82,83]. Recommendations include static low volume,
high pressure, spray heads that generate a ‘screen’ of fine water droplets. Others use
rotating heads to similar effect, deploying heads around eaves and fascia. Systems located
on the roof ridge line are considered ineffective due to the high uplift winds taking the
water away from the property: a premise supported by the modeling discussed earlier [33].
The modeling of Green [71], suggests spray systems should be close to a structure’s walls
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for efficacy, directed in such a manner that water is carried back to the upper walls, wall
bases and under eaves by the encroaching winds and vortices.

Most importantly, spray systems and service lines must be fireproof. Whilst CPVC
piping is fire resistant and has been successfully tested for unshielded interior fire suppres-
sion systems, questions remain about their resilience after extensive exposure to UV [84,85].
The recommendation for metal systems thus remains.

7. Retrofitting and the Context: Landscaping

In 2011 Honey & Rollo [34] analyzed the influence of structural form, proximity, and
the arrangement and alignment of multiple structures upon the transport, passage and de-
position of embers. They also investigated the significance of air pressure and velocity, with
findings not dissimilar to Ghaderi et al.’s modeling. In dealing with the form they experi-
mented with alignment and, through raising structures off ground, introduced interrupting
airflows limiting ember build up on the lee side. Potentially the most important aspect of
this study is their observationally derived hypothesis concerning land sculpting in front of
buildings in order to confuse wind flows and dictate preferred ember deposition [34].

A useful CFA [86] document speaks to appropriate landscape design for bushfire,
however, the focus is upon materials, layouts and plant/tree selection. Sculpting of the
landmass itself is not raised. In practice, such sculpting may be problematic for many
homes due to block size restrictions, suggesting collaborative sculpting across multiple
blocks, or council-assisted sculpting of government or state forest lands. Further studies
need to be undertaken, however, before such works could be assured of success; particularly
in light of Sharples et al.’s modeling and experimentation demonstrating powerful reverse
airflows driving fires laterally upon ridges and rapidly up the lee sides of hilly terrain in
extreme bushfire contexts [46].

Controlled burning, another landscape strategy, also needs further research having
received varied commentary. A recent publication, whilst questioning clearing burns deep
within the forests, strongly promotes burns proximal to infrastructure: Arguing that lower
fuel loads near housing reduces heat flux levels and fire spread, making fringe control
more achievable [87]. Indigenous burning and land care practices have recently been
acknowledged as effective through changing the density and species of forestation: open-
ing the landscape, slowing down encroaching fires and reducing their intensity [88–90].
Only this latter approach would appear to have a broader influence upon ember attack
reduction from extreme bushfire events—through potentially limiting the likelihood of
such events. It is suggested here that these practices should be promoted as part of resilient
and regenerative communities: as retrofitting beyond the boundaries of structure and
personal land holdings.

8. Conclusions and Retrofitting Limitations

As most previous writing on retrofitting suggests [57,59,61,62], such actions have
their limitations: many alluded to, or boldly stated, in the sections above. Not least is the
cost. In 2017 Penman et al. [91] found that preparing occupants and homes for bushfires
ranged from AUD 8500 to as high as AUD 47,000. With 2020 construction industry annual
price growth being 3.6% [92], and CPI averaging 2% over the past 4 years [93], a rise of
approximately 10% on these prices is reasonable: i.e., the contemporary cost for retrofitting
approximates AUD 9350 to AUD 51,700. To which end of that spectrum any retrofit comes
from being totally dependent upon the depth of actions taken.

Cost, however, is not the only limitation. Retrofitting is about working with what is,
towards a frequently unobtainable ideal. In many cases, gaps will remain, likewise timber
window frames and walls, and the tiles will remain tiles. Installing sarking behind existing
cladding is a major exercise at which many will balk. Fitting out a house with appropriate
spray heads, fire pumps and adequate water storage is full of complexities—and for some,
it can be as simple as a question of aesthetics on a heritage home, foolish as that may sound.
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This paper has sought to consolidate existing knowledge surrounding retrofitting ac-
tions for Australian homes facing bushfire threats: augmenting that knowledge through in-
ferences drawn from otherwise uncorrelated fields. Additionally, the concept of retrofitting
has been expanded beyond singular structures, conceptualizing its role in resilient com-
munities and collective defense strategies. In offering directions for further research, the
influence of the immediate landscape and other structures has been included. The purpose
of retrofitting has also been broadened to consider sheltering occupant’s air quality in
light of recent evidence showing significant mortalities, hospitalizations and in utero risks
from smoke inhalation. More significantly, the work expands our knowledge of why
homes are open to ember attacks in the first instance. In so doing, a pressure differential
hypothesis has been explored using the existing engineering and modeling data. This
data suggests that such a hypothesis has a level of merit that should be pursued through
detailed engineering modeling and practical testing. At a minimum, the existing data
strongly suggests attention to retrofitting actions that may counter the influences, however
minor, of these potential pressure differentials upon glazing, claddings and openings. This,
because such influences, coupled with component movements brought about by extreme
temperatures and wind forces, may create small openings through which embers and
smoke may encroach upon a structure’s interior, leading to its demise.
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Abstract: A fast and reliable vertical transportation system is an important component of modern
office buildings. Optimization of elevator control strategies can be easily done using the state-of-the-art
artificial intelligence (AI) algorithms. This study presents a novel method for optimal dispatching
of conventional passenger elevators using the information obtained by surveillance cameras. It is
assumed that a real-time video is processed by an image processing system that determines the
number of passengers and items waiting for an elevator car in hallways and riding the lifts. It is
supposed that these numbers are also associated with a given uncertainly probability. The efficiency
of our novel elevator control algorithm is achieved not only by the probabilistic utilization of the
number of people and/or items waiting but also from the demand to exhaustively serve a crowded
floor, directing to it as many elevators as there are available and filling them up to the maximum
allowed weight. The proposed algorithm takes into account the uncertainty that can take place due to
inaccuracy of the image processing system, introducing the concept of effective number of people and
items using Bayesian networks. The aim is to reduce the waiting time. According to the simulation
results, the implementation of the proposed algorithm resulted in reduction of the passenger journey
time. The proposed approach was tested on a 10-storey office building with five elevator cars and
traffic size and intensity varying from 10 to 300 and 0.01 to 3, respectively. The results showed that,
for the interfloor traffic conditions, the average travel time for scenarios with varying traffic size and
intensity improved by 39.94% and 19.53%, respectively.

Keywords: smart building; smart city; Bayesian networks; elevator control algorithm; intelligent
elevator system; decision theory; decision support systems

1. Introduction

As of 2018, approximately 4.2 billion people, or 55% of the world’s population, live in urban
areas [1]. The fact that people tend to move from rural to urban areas, along with the overall increase
in global population, will result in approximately 6.7 billion people, or 68% of the global population,
residing in cities by 2050 [1]. Taking this into account, we should focus on reshaping conventional
approaches towards efficient energy use, reduction of waste, and improving reliability of urban
infrastructure. Given this perspective, the utilization of intelligent and eco-friendly technologies is
essential for sustainable growth of urban settlements.

Some cities have already taken an attractive yet challenging path to broad adoption of smart
technologies. The smart city transformation is a continuous process that requires radical changes in
both technology and policy frameworks. Transformation of the transportation system is one of the
core components in the context of technological renovation, since timely and efficient movement of
people and goods positively affects the growth and development of the cities. Innovative solutions
related to public transportation and vehicle traffic management have already been implemented in
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many cities around the world. For instance, the city of Pittsburgh (USA) implemented the Scalable
Urban Traffic Control (SURTRAC) system that analyzes data from each street intersection and adjusts
the traffic lights in real time [2]. The implementation of SURTRAC helped to reduce the intersection
wait time by 41%, number of stops by 31%, travel time by 26%, and vehicle emissions by 21% [3].

Total smart city transformation will require integration of intelligent systems into both the city
infrastructure and the building systems, such as heating, ventilation, air conditioning, vertical transportation,
and so on. The means of public transportation in buildings, specifically elevator systems, are of particular
interest to the research community since implementation of smart solutions in these systems may have
similar impact as in city transportation systems.

Currently, the state-of-the-art elevator control and dispatch methods are driven by two objectives
to a large extent. First-the reduction of energy consumption while keeping the same level of comfort
and usability. Second-the reduction of passenger wait time by improving the elevator dispatch strategy.
The growth of computer power in recent years has enabled the application of sophisticated video-aided
elevator control systems based on artificial intelligence (AI).

One of the earliest works describing utilization of video cameras in conventional passenger
elevators was presented in a paper by [4]. The study is limited to the people-counting problem and is
not intended to address elevator control optimization. Similarly, the studies of [5–8] present different
methods of video camera utilization whose main purpose was not focused on improving elevator
dispatch strategies. Other works propose the application of video cameras to partially optimize elevator
control and dispatch. For instance, the study by [9] proposes utilization of surveillance cameras to
reduce overcrowding during emergency evacuations, whereas the study by [10] proposes utilization
of in-car cameras to determine the available capacity of the elevator car and reduce the number of
unnecessary stops.

Although the utilization of information obtained by the video or image acquisition systems
located inside the elevator cars or in hallways may significantly improve performance of conventional
passenger lifts, there is still no clear vision of how we can take maximum advantage of these data in
order to improve elevator technology. In the study of [11], the authors propose an elevator control
system that utilizes the information from hallway surveillance cameras and adjusts the dispatching
function using a generic algorithm. The study uses the information from cameras to predict the
number of passengers going in upward and downward directions. However, the passenger direction
prediction algorithm is rather simple and is based on an assumption that all passengers are going
the same direction as the passenger who last pressed the call button. The reported results show that
the information obtained from the surveillance cameras helped to reduce the average waiting time
by over 8% when the average crowding was 55%. The study also reports that utilization of cameras
in scenarios with very low and very high passenger load (e.g., less than 45% or higher than 75% of
total capacity) resulted in insignificant wait time reduction. In a study by [12], the authors propose
an elevator group control algorithm that uses information from the passenger detection and tracking
system. The algorithm utilizes Haar-like feature-based passenger detection, while the passenger
motion tracking is achieved through utilization of the unscented Kalman filter. The primary goal
of this algorithm is to minimize consumption of electricity by the elevator system and reduce the
passenger wait time. Another elevator control algorithm utilizing the information obtained by the
hallway cameras is proposed in [13]. The study focuses on minimization of the passenger wait time
by taking into account the number of passengers waiting for an elevator, directions of passenger
movement, and availability of the elevator cars. The gathered data are analyzed by the region-based
convolutional neural network and transferred to the conventional elevator control system to perform
elevator dispatch.

The aforementioned studies utilize video recording systems to determine the number of passengers
and predict their movement directions in order to adjust to the present passenger traffic patterns.
The main disadvantage of these approaches lies in their inability to account for uncertainties associated
with the passenger flow and the video/image processing systems. The states of the passengers,
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in these studies, are represented as deterministic values, yet it is obvious that the predictions made by
the proposed systems cannot be 100% accurate. This problem can be tackled by representation of the
passenger traffic using Bayesian networks where the number of passengers waiting for an elevator as
well as their movement directions are represented as probabilistic variables.

One of the first studies describing the implementation of Bayesian network (BN) theory in elevator
control and dispatch was a paper by Provan [14]. The paper presents a BN framework for stochastic
discrete-event control applications. The author claims that the proposed hybrid variable-based BN
representation of the stochastic discrete-event system is more compact and efficient compared to
traditional probabilistic finite state machine. In a study by Cheng et al. [15], the authors propose a
Bayesian reinforced learning algorithm for optimal scheduling of the elevator group control (EGC)
systems. The proposed algorithm reduces the state space of the dispatch optimization problem by
constructing a low-dimension abstract state space. The authors use a BN to conduct inference and
obtain values for each of the abstract states. The final step of the proposed algorithm, involved
utilization of a neural network to calculate the optimal state-action value function on the basis of the
results obtained by the BN. The study assumes that the elevator loading time follows a 20th order
truncated Erlang distribution.

The contribution and novelties of this study are as follows: In the present work we did not
make a prediction following one statistical/machine learning method. We used real-time information
with uncertainly that it was supposed to be generated by cameras and image recognition software to
drive an intelligent decision about the motion of a multi-elevator system with the aim of reducing the
waiting time.

Novel combination of conventional algorithm for the “closed car approach” together with
probabilistic code was generated by BayesiaLab software integrated in Python.

The rest of this paper is organized as follows: Section 2 describes the proposed methodology and
provides some comparison between the existing and proposed EGC methods, Section 3 provides a
discussion on the results of the case study, and finally Section 4 presents the conclusion.

2. Model Description

It should be noted that all elevators discussed in this paper are conventional lifts cabins with
collective control strategy and one up and down pushbuttons.

2.1. EGC with Conventional Nearest Car Algorithm

The main disadvantage of existing conventional EGC algorithms lies in their inability to account
for uncertainties associated with passenger traffic. For instance, let us take a look at the conventional
nearest car (NC) algorithm. The NC control policy is suitable for 2–3 elevator cars working in a building
that is around 7 floors [16]. After call registration, the NC algorithm constantly searches for the best
elevator car until the call is served. The search for the best option to serve the call is performed by
calculating the figure of suitability (FS) according to the following rules:

(1) When the elevator is moving towards the passenger and its’ direction as well as the passenger’s
desired direction are the same, the algorithm gives a position bias to this elevator, as if the elevator
was one floor nearer to the passenger. In this case, the FS is calculated as follows:

FS = (N + 1) − (d − 1) = (N + 2) − d (1)

where (N + 1) is the number of floors in a building, and d is the number of floors between the
passenger and the elevator car.

(2) If the elevator is committed to moving towards the passenger whose desired direction is opposite
to that of the elevator, then

FS = (N + 1) − d (2)
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Similarly, Equation (2) can be applied to calculate FS for an idle elevator car.
(3) If the elevator is committed to moving away from the passenger, the algorithm sets FS to a value

that does not depend on the distance.

The algorithm allocates the call to the elevator with highest FS value; if there are several elevators
with the same FS, the algorithm allocates the call to the closest car. The flowchart of conventional NC
algorithm is presented in Figure 1.

Figure 1. Flowchart of conventional nearest car (NC) algorithm.

As reported by reference [16], the main disadvantage of the conventional NC algorithm is its
inability to adequately handle downpeak and uppeak traffic conditions. Thus, this algorithm can only
be applied to the low-rise buildings where distribution of elevator cars is not very important.

2.2. Proposed EGC with Modified NC Algorithm

As opposed to conventional EGC with traditional NC algorithm, the proposed EGC uses
surveillance cameras for the purpose of determining the number of passengers waiting in the hallways
and riding the elevator cars.

The algorithm allocates the call to a single car or multiple elevator cars depending on the number
of passengers waiting for an elevator and the number of available spaces inside the elevator cars.
The system updates the statuses of each elevator car and every floor every 1 second. In other words,
the elevator control system determines the locations and available capacity of each elevator car,
as well as the number of passengers on every floor every 1 second (we need to figure out how to deal
with movement direction of every passenger).

• Once the call is registered, the system determines how many passengers are waiting on the floor
where the call was made.

• Next, the system checks the status of each elevator car (location, available capacity,
movement direction).

• (a) When all elevator cars are fully loaded, the system checks the status of each elevator car again
after 1 second. (b) When there is at least one elevator car available, the system orders elevators
from highest FS to lowest; elevators with equal FS are ordered by distance to the landing floor,
with the closest first.
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• The system allocates the call to the elevators according to the order in 3B (Figure 2) until all
passengers of the registered floor fit into the elevator cars.

Figure 2. Flowchart of modified NC algorithm.

• The system will loop through the whole elevator allocation procedure every second looking for a
better solution until all passengers get inside the elevator cars.

2.3. Proposed EGC with BN Subroutine

The algorithm presented in the previous section utilizes the information from surveillance cameras,
yet this information is considered to be deterministic. In other words, the previous algorithm assumes
that the number of people provided by the image recognition system is 100% certain. However,
in reality, an image recognition system would not always provide the actual number of passengers
waiting in a hallway or standing inside the elevator car. There is always a possibility for an error
caused by people movements or objects that the system recognizes as humans (balloons, luggage,
dogs, etc.). Thus, we have worked under the assumption that the image recognition software can
provide us the number of adults, children, and small and big items with one associated probability
that expresses certainty.

Therefore, in this subsection we present an algorithm that can utilize such uncertain information.
The only appropriate way (that is mathematically consistent) to deal with this uncertainty is to utilize
BNs. It follows is the general description of the pseudocode of the non-probabilistic part of the
BN subroutine.

First of all, we define N as the effective number of “people” waiting for an elevator in one floor.
If N is lower or equal than 3, we run the previous algorithm. If N is greater than 3, then N1 idle cars go
to these floors (choosing first the floor with larger N), where

N1 =
N
EC

(3)

with Ec being the capacity of an elevator car.
If there are no idle cars, then N2 cars are sent to this floor. These cars are selected from the elevators

that move towards the landing floor.
The following pseudocode represents the remaining part of the non-probabilistic BN subroutine,

where N2 is the number of loops of the code.
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If (capacity of one car—effective number of people inside the closest approaching car i) > N then send this
car and go to the end line of this code

If (capacity of one car—effective number of people inside the closest approaching car j) < N then send this
car and go to the next line

If (capacity of one car—effective number of people inside the second closest approaching car j+1) < N
—(capacity of one car—effective number of people inside the previous closest approaching car j) then go to the
next line.

. . .
Count loops = N2
End.
The probabilistic part of the BN subroutine generates the effective number of “people” waiting for

an elevator on the Nth floor. It is evaluated by the BN presented in Figure 3. The effective number (EN)
of people inside an elevator car is also evaluated by a same BN but with a different number of states
and with a different maximum number of people.

 U 

Figure 3. Bayesian network (BN) for effective number of people.

The BNs consist of the following nodes where the elevator car maximum capacity is assumed
to be equal to 10 people, and the maximum capacity of the hall where people are waiting for an
elevator is equal to 20. Here, with the word “people” we mean adults, children, and small or big items
(passenger belongings).

• Number of Adults (A)

- for the cameras on each floor—21 states from 0 to 20;
- for the cameras inside an elevator car—11 states from 0 to 10.

• Number of Children (C)

- for the cameras on each floor—21 states from 0 to 20;
- for the cameras inside an elevator car—11 states from 0 to 10.

• Number of Small Items (SI)

- for the cameras on each floor—21 states from 0 to 20;
- for the cameras inside an elevator car—11 states from 0 to 10.

• Number of Big Items (BI)

- for the cameras on each floor—21 states from 0 to 20;
- for the cameras inside an elevator car—11 states from 0 to 10.
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Children and small items are supposed to weigh 0.5 units, while adults and big items are supposed
to count as a weight of 1 unit.

The hypothetical camera image recognition software provides a probability for all the states for
one node. For example, the image recognition will generate the following output for one specific floor:
9 adults with a certainty of 70%, 8 adults with a certainty of 20%, and 10 adults with a certainty of 10%,
with 0% for all other possible states/numbers of adults. In addition, the probability it is provided for
one big item with a certainty of 65% and no big items with a 35% certainty, no children with a certainty
of 100%, 2 small items with a certainty of 80%, and one small item with a certainty of 20%, etc.

The decision node suggests a decision for the effective number of people. This number is a
real variable from 0 to the sum of the maximum values of the weights of each of the four categories.
Thus, in our implementation, a maximum of 20 adults is allowed, or a maximum of 20 kids who carry
a maximum of 20 big or small items (children and small items have a weight of 0.5 units and adults
and big items have a weight of 1 unit).

Thus, it is an integer but with steps 0.5. A decision that gives 13.5 means that the largest expected
utility “observes” 13 adults and 1 child waiting, or 10 adults and 6 children and 1 small item, or any
other combination. Note that the effective number of people means people together with items.

The prior probabilities of the nodes are completed automatically and with equal values for all
states. The utility values are estimated by the following formulae:

U = anX1 + knX0.5 + bnX1 + snX0.5. (4)

where an is the adult state number, kn is the child state number, bn is the big item number, and sn is the
small item number.

The expected utility EU(Ai, Hj) for the decision node is given by the formula:

EU(Ai) =
4∑

a=1

N∑

j=1

U(Ai, Ha
j ) p(Ha

j ) (5)

where Ai is the mutually exclusive variable and i = 1, . . . , n, represents action commands along with
four variables Ha with possible states Hj, where j = 2, . . . , m represents the hypothesis influencing
the decision. Another important feature of the proposed algorithm is that the action commands do
not have any correlation with the determining variables H. Here, we have four determining variables:
C, A, SI, and BI.

The BN is updated with new evidence from cameras every second. An example of evidence is
that there are 10 adults with a probability of 69%, 3 children with a probability of 45%, and 1 item with
a probability of 95%, etc.

The flowchart of the modified NC algorithm with BN is illustrated in Figure 4.
If information coming from experts or from historic data suggest that children have a priority

compared to items (this can be due to the fact that adults with children enter the elevator with priority
compared with adults with items due to a fair/polite attitude) then the designer of the BN can enlarge
the utility of these cases. A combination of 2 children and 1 adult effectively weighs more than 2 small
items and 1 adult or 1 big item and one adult. Thus, for the case with 1 adult and 1 child, the resulting
number of effective passengers will be bigger compared to 1 adult and 1 small item. This strategy was
not implemented in this study, rather, it is mentioned at this point in order to exhibit the role of utility.

In this section, first, the conventional NC algorithm; second, the modified NC algorithm assuming
an image recognition software that provides a deterministic number of people (does not distinguish
among kids and adults and if they carry any items); and, finally, a third probabilistic NC algorithm
with BNs generating an effective number of waiting “passengers/units” are compared.
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Figure 4. Flowchart of modified NC algorithm with BN.

First, the camera associates probabilities to 4 different categories of passengers (adults, children,
or small big items). Second, the effective number (a chosen decision state) is the one that has the
maximum expected utility that counts the probability value of each state and in addition the utility
priority weight that is set by the designer of the BN.

A general comparison of EGC algorithms based on NC, modified NC, and probabilistic NC
with BNs shows that the later EGC algorithm has higher performance compared to the other two.
The comparison would require conducting the quantitative evaluation of each EGC algorithm and
comparing their performance regarding waiting time on similar set of scenarios.

3. Results

3.1. Elevator Performance Metrics and Traffic Patterns

This section presents a case study performed on a 10-storey office building with five elevators.
The main goal of this case study was to quantify and compare the following elevator performance
metrics for the EGC algorithms presented in Section 2:

Passenger average travel time (ATT) is the time, measured in seconds, spent by a passenger
travelling in an elevator car, starting from the moment of boarding the lift until the moment of stepping
on the destination floor.

Passenger average journey time (AJT) is the time, measured in seconds, spent by a passenger
starting from the moment of pressing the call button, or joining other people who already pressed the
call button, until the time when an elevator opens the doors at the destination floor.

Passenger average waiting time (AWT) is the time, measured in seconds, spent by a passenger
starting from the moment of pressing the call button, or joining other people who already pressed the
call button, until the time when an elevator opens the doors at the boarding floor.

The calculation of the elevator performance metrics was conducted for three sets of scenarios,
each representing the following passenger traffic patterns:

Uppeak traffic is the traffic pattern that occurs when people mostly move in an upward direction.
In office buildings, this pattern occurs in the morning when people come to work and, to a lesser extent,
when people return at the end of their lunch break.
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Downpeak traffic is the traffic pattern that occurs when people mostly move in a downward
direction. As opposed to the uppeak pattern, the downpeak occurs at the end of the business day,
when people leave the office and, to a lesser extent, at the beginning of the lunch break.

Random interfloor traffic is the traffic pattern that exists when there is no distinctive pattern of
passenger movement. A random interfloor traffic pattern usually occurs due to normal circulation of
people in the building during a business day.

It was also assumed that 30% of the people are children and 50% of adults carry baggage, half of
which are small bags, with the other half being large items.

The conventional EGC algorithms (NC and modified NC) were simulated in Python (Version 3.7,
manufacturer: Python Software Foundation, Wilmington, Delaware, United States) [17], whereas the
proposed EGC algorithm was implemented in Python and Bayesialab (Version: 9.1 PE-L 00000,
manufacturer: Bayesia S.A.S., Changé, France) [18].

The python simulation was written using a discrete event simulation framework SimPy. A number
of scenarios were randomly generated with various passenger spawn rates, total passenger numbers,
and traffic patterns. The base system was implemented by adding event triggers to events such as
passenger arrivals, button presses, and elevator car arrivals. Individual algorithms were then written
and added as callbacks to the event triggers. This allowed for seamless interchangeability between
multiple elevator control algorithms.

3.2. Dependence on Traffic Size and Intensity

Testing of EGC algorithms was conducted on scenarios with different traffic sizes and intensity.
The traffic size or the total number of passengers varied from 100 to 300. The traffic intensity or the
average interval of passenger arrival varied from 0.01 to 2 seconds. Table 1 presents the results of
the simulations.

Table 1. Simulation results for the uppeak traffic pattern.

Traffic Size Interval
NC 1 MNC 2 MNCBN 3

ATT AJT AWT ATT AJT AWT ATT AJT AWT

100 0.01 8.58 35.20 26.62 8.66 29.36 20.70 8.68 29.30 20.62
200 0.01 8.86 100.94 92.08 9.03 59.99 50.96 9.03 59.87 50.84
300 0.01 7.79 171.52 163.73 8.05 94.98 86.93 8.05 94.98 86.93
100 0.1 8.54 35.83 27.30 8.59 28.72 20.13 8.53 28.47 19.94
200 0.1 7.87 100.02 92.15 8.02 50.49 42.47 8.04 50.20 42.16
300 0.1 8.24 167.53 159.29 8.50 86.88 78.38 8.45 86.33 77.88
200 1 8.14 24.18 16.05 8.20 21.19 12.99 8.20 18.84 10.64
100 2 8.45 15.89 7.44 8.51 16.21 7.71 8.42 15.93 7.52
200 2 8.28 18.27 9.99 8.30 18.40 10.11 8.29 17.24 8.95
300 2 8.10 19.56 11.47 8.13 18.28 10.16 8.07 17.81 9.74

1 Nearest car elevator group control (EGC) algorithm. 2 Modified nearest car EGC algorithm. 3 Modified nearest car
EGC algorithm with BN.

Table 1 presents the simulation results obtained for the uppeak traffic pattern. As can be seen from
the table, NC showed the best performance in terms of ATT in cases with high traffic intensity. Modified
nearest car EGC algorithm (MNC) and modified nearest car EGC algorithm with BN (MNCBN), on the
other hand, show better performance in terms of AJT and AWT in scenarios with low passenger arrival
interval. All algorithms tended to show somewhat similar performance when the traffic intensity was
very low.

Table 2 presents the results obtained for the downpeak traffic pattern. The results of the NC
algorithm under downpeak conditions were the worst in terms of every elevator performance index.
The MNC and MNCBN showed similar results, especially in terms of AJT and AWT. Similarly, as in the
previous case, all algorithms tended to show similar results with increasing passenger arrival interval.
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Table 2. Simulation results for the downpeak traffic pattern.

Traffic Size Interval
NC 1 MNC 2 MNCBN 3

ATT AJT AWT ATT AJT AWT ATT AJT AWT

100 0.01 10.61 51.00 40.39 9.01 39.80 30.78 8.54 35.72 27.18
200 0.01 9.61 78.49 68.89 8.47 54.38 45.91 8.37 55.58 47.21
300 0.01 9.35 107.15 97.80 7.90 86.09 78.19 7.92 81.68 73.76
100 0.1 9.64 36.00 26.36 8.89 34.72 25.84 7.65 32.24 24.60
200 0.1 9.99 68.28 58.29 8.56 59.44 50.88 8.70 61.18 52.48
300 0.1 9.82 92.94 83.12 8.14 75.63 67.49 8.17 75.45 67.27
200 1 13.31 18.35 5.04 9.97 17.69 7.72 9.27 16.56 7.29
100 2 11.03 15.84 4.81 8.36 14.67 6.31 8.08 16.58 8.50
200 2 11.40 16.06 4.66 8.14 14.24 6.10 8.21 15.67 7.46
300 2 11.20 16.34 5.15 8.27 14.77 6.50 8.46 16.74 8.28

1 Nearest car EGC algorithm. 2 Modified nearest car EGC algorithm. 3 Modified nearest car EGC algorithm with BN.

Table 3 presents the simulation results obtained for the random interfloor traffic pattern.
Conventional NC showed the worst results, except for the case traffic size equal to 200 people.
In most of the scenarios, MNC and MNCBN showed similar scenarios for ATT and AJT. However,
MNCBN outperformed NC and MNC in terms of AWT in scenarios with 100 and 300 people.

Table 3. Simulation results for the random interfloor traffic pattern.

Traffic Size Interval
NC 1 MNC 2 MNCBN 3

ATT AJT AWT ATT AJT AWT ATT AJT AWT

100 0.01 9.24 20.94 11.70 6.07 15.73 9.67 6.32 16.51 10.20
200 0.01 9.14 29.34 20.20 5.82 23.75 17.94 5.70 22.35 16.65
300 0.01 8.79 37.49 28.70 6.21 32.87 26.66 5.93 31.11 25.18
100 0.1 8.99 16.72 7.73 6.00 14.84 8.85 5.60 14.27 8.67
200 0.1 8.93 20.75 11.82 5.75 16.92 11.18 5.26 15.92 10.67
300 0.1 8.91 26.32 17.41 5.38 19.60 14.22 5.54 20.35 14.80
200 1 7.59 10.08 2.49 6.06 9.19 3.13 5.88 10.49 4.60
100 2 7.31 9.85 2.54 6.03 9.16 3.13 6.47 10.13 3.66
200 2 7.37 9.67 2.30 6.13 9.13 3.00 6.22 10.50 4.29
300 2 7.79 10.44 2.65 6.49 9.77 3.28 6.58 10.97 4.39

1 Nearest car EGC algorithm. 2 Modified nearest car EGC algorithm. 3 Modified nearest car EGC algorithm with BN.

As it was mentioned before, in office buildings, the uppeak and downpeak traffic patterns
usually occur twice a day each, with total duration of 2–3 hours/day. The random interfloor traffic
pattern prevails throughout the day, and we thus focused more on analyzing the performance of EGC
algorithms in this traffic condition.

As can be seen from Figure 5, MNCBN showed the best results in terms of average travel time
for traffic size with total number of people varying from 10 to 300 and average passenger arrival
time equal to 0.1. On the other hand, MNC and NC showed somewhat similar results with slight
overperformance of MNC.

Dependence of the average journey time and average waiting time on the traffic size are presented
in Figures 6 and 7, respectively. Similarly, as in the previous case, both AJT and AWT of the proposed
MNCBN were lower than those of the other two algorithms. However, in this case, the curves of
the MNC algorithm were much steeper than the curves of NC and MNCBN. Both MNCBN and NC
resulted in somewhat similar values with slight overperformance of the MNCBN algorithm.
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Figure 5. Dependence of average travel time (ATT) on change in traffic size.

 

Figure 6. Dependence of average journey time (AJT) on change in traffic size.

 
Figure 7. Dependence of average waiting time (AWT) on change in traffic size.
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Figure 8 illustrates the dependence of the average waiting time on the traffic intensity. As can be
seen from the figure, both MNC and MNCBN showed somewhat similar performances, whereas the
ATT of the conventional NC was higher. However, it is noticeable that the curves tend to approach each
other with increasing traffic intensity, which means that both MNC and MNCBN tended to outperform
in cases with highly intense interfloor traffic.

 
Figure 8. Dependence of ATT on change in traffic intensity.

Dependence of the average journey time and average waiting time on the traffic intensity is
presented in Figures 9 and 10, respectively. Notice that these results were obtained under the same
conditions as described previously. Interestingly, the average journey and waiting times of the proposed
MNCBN tended to increase with increasing traffic intensity, whereas the AJT and AWT of NC and
MNC tended to decrease, meaning that the performance of the proposed MNCBN algorithm worsened
with increasing interfloor traffic intensity.

 
Figure 9. Dependence of AJT on change in traffic intensity.
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Figure 10. Dependence of AWT on change in traffic intensity.

On the basis of the results presented in Figure 10, the performance of NC, in terms of the average
waiting time, was better during high interfloor traffic intensity.

3.3. Dependence on the Building Height

Building height is an important factor that plays a key role in an EGC algorithm performance.
For instance, according to [16], the conventional NC algorithm is suitable for mid-rise buildings
(7–10 floors). In this section, the performance of MNC and MNCBN EGC algorithms is evaluated for
buildings with 11–30 floors and 5 elevators and is compared to the performance of the conventional
NC EGC algorithm. Similarly, as in the previous section, the case in which the total number of
300 people arrived with an interval of 0.1 seconds was taken into consideration. Figure 11 illustrates
the dependence of ATT on the building height.

 

Figure 11. Dependence of ATT on the building height for the random interfloor traffic pattern.
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ATT of all three algorithms increased with increasing building height. However, the curve of the
conventional NC has a higher gradient as compared to those of MNC and MNCBN. The same can be
observed in AJT and AWT, which are presented in Figures 12 and 13, respectively.

 

Figure 12. Dependence of AJT on the building height for the random interfloor traffic pattern.

 

Figure 13. Dependence of AWT on the building height for the random interfloor traffic pattern.

Similarly, as in the case of ATT, we found that AJT and AWT increased with an increasing number
of building floors, yet in this case, the MNC and MNCBN curves are steeper. This fact leads to a
reasonable conclusion that the conventional NC algorithm is not suitable for a high-rise building.
In fact, a conventional approach for improving the performance of an NC algorithm in high-rise
buildings is to implement building clustering.

3.4. Comparison of Results

A statistical analysis was performed to compare ATT, AJT, and AWT among the three different
algorithms. For the interfloor traffic pattern test case (values of Table 3), we display the comparisons
in Table 4.
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Table 4. Hypothesis test summary.

# Null Hypothesis Test Significance 1 Decision

1
Distribution of ATT_NC,

ATT_MNC, and
ATT_MNCBN are the same

Related samples Friedman’s
two-way analysis of

variance by ranks

0.001
Reject the null

hypothesis
2

Distribution of AJT_NC,
AJT_MNC, and

AJT_MNCBN are the same
0.027

3
Distribution of AWT_NC,

AWT_MNC, and
AWT_MNCBN are the same

0.905 Retain the null
hypothesis

1 The significance level is 0.05.

The Friedman’s test revealed that there were statistically significant differences among the three
algorithms for ATT and AJT, but not for AWT.

4. Conclusions

This paper presented a probabilistic EGC algorithm based on the nearest car elevator dispatch
strategy. The proposed algorithm uses information obtained from hypothetical surveillance cameras
located in the hallways and in elevator cars. The elevator control system uses the information on
the number of people waiting in hallways or riding the elevator cars together with their associated
probabilities. This information is updated every second and is utilized for optimal elevator dispatch.

The optimization of elevator dispatching is conducted via combination of calculations of the
figure of suitability and determining the nearest elevator car. The proposed algorithm dispatches the
elevator cars such that the maximum number of people is collected from the crowded floors. Moreover,
the algorithm takes into account the size of each person and whether or not they carry any baggage.
BNs generate a value that is called the effective number of passengers, which is further used for
optimization of elevator dispatch. The goal of the proposed algorithm is to minimize the average
travel, journey, and waiting time.

The case study implemented on a 10-storey office building containing five elevator cars showed
that the proposed algorithm performs the best in scenarios with small traffic size (less than 200 people).
The proposed algorithm mainly underperforms in uppeak traffic conditions with high traffic intensity
and a large number of people. The best performance of the proposed algorithm was determined for
scenarios with random interfloor conditions. According to the results, the average travel time for
scenarios with varying traffic size and intensity improved by 39.94% and 19.53%, respectively.

Comparison of results obtained for the interfloor traffic pattern using the related samples
Friedman’s two-way analysis of variance by ranks showed that ATT and AJT are different among all
the algorithms, whereas AWT is not different.

The future work will be focused on the integration of a camera-driven probabilistic BN-based
algorithm into the fixed and dynamic sectoring elevator control strategies.
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